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Frédrich AUMAYR Professeur (IAP, Vienne) Rapporteur
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Preface

In this manuscript I present some of my research activities conducted during the past ten years
starting from my hiring as researcher at the Centre National de la Recherche Scientifique (CNRS,
National Center for Scientific Research) at the Institut des NanoSciences de Paris (INSP, Institute of
NanoSciences of Paris). My research is carried out in the team Agrégats et surfaces sous excitations
intenses (ASUR, Clusters and Surfaces under Intense Excitation) and also with external collabora-
tions: the atomic physics group of GSI Helmholtzzentrum für Schwerionenforschung (GSI), and the
Pion Hydrogen and Pion Mass collaboration.

The work presented in this manuscript is the result of a teamwork without which the results
discussed here would not have been possible. Except in this preface and when my contributions are
expressly specified, all topics are presented as impersonal.

Five chapters compose the manuscript. Chapter 1 is a general introduction. An overview of the
different topics and the relationship between them in a general context are shortly presented. In the
other chapters a selection of the most striking topics is detailed. Research activities on laser-cluster
interactions [A11, C2, C8, C11, C13, C15], theoretical studies on ion–matter interaction [A10, C3] and
plasma temperature measurements [A33] are not treated in this manuscript.

Chapter 2 is dedicated to the data analysis methods. Two multipurpose analysis programs I
developed in the last years are presented in this chapter. The first is based on the χ2 minimisation but
with features that make it especially adapted for low-statistics spectra and where special functions can
be included and employed for specific cases. The main feature of the second program is the possibility
to compare different models describing the data and assign to them probabilities. This program is
based on Bayesian statistics analysis methods that are introduced and presented as well in Ch. 2.

Chapter 3 is dedicated to the measurement of the negatively charged pion mass using high-accuracy
X-ray spectroscopy of pionic nitrogen and using a muonic oxygen transition as reference. In this
chapter, I present, in particular, two particular aspects of the data analysis. The first one is the study
of the line profile determined by the de-excitation cascade processes that occur after the creation of
the bound system and the radiative emission of interest. The second one is the investigation of the
presence or not of satellite lines due to the non-complete electron depletion. The presence of one or
more electrons in addition to the pion, may cause, in fact, a shift of the radiative transition energies
leading to a systematic effect.

In chapter 4 I present the study of the collision of hydrogen-like argon with an atomic target at
low velocity. Here, I focus on a particular aspect of the investigation: the atomic cascade processes
and their comparison with theoretical predictions. The role of single- and multi-electron capture is
revealed and the role of the presence of metastable states is evaluated.

The effect of heavy and slow ion impact on giant magnetocaloric thin films is discussed in Chapter 5.
This new subject, quite different from the others described in chapters 3 and 4, deserves specific
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introductions on the ion–matter interaction and on the magnetocaloric effect. The description and
characterisation of modifications induced by the ion irradiation in specific samples as manganese
arsenide thin films are given. The results are discussed in a thermodynamical point of view that
highlights the key role of the phase transition type (of first or second order) associated to the giant
magnetocaloric effect.

Finally, conclusions and perspectives of my future research projects are presented in the last part.

Except for the general introduction, each chapter starts with an introductory section that ends
with a specific part labeled in red where my personal contributions are presented with reference to my
publication list. Integral texts of the most relevant publications associated to the different chapters
are proposed in the appendices, together with auxiliary subjects.

The manuscript is completed with my detailed curriculum vitae, the list of my oral contributions at
conferences and workshops and the list of my publications. In the different chapters these publications
are referred with a Latin letters and a progressive number: A for articles, B for book chapters, C for
proceedings and D for patent. Other bibliographic references are indicated with simple numbers and
can be found at the end of the document.
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Chapter 1

General introduction

1.1 General presentation

The activities presented in this manuscript are centred on pionic atoms (hydrogen-like atoms where
electrons are substituted with a negatively charged pion) and highly charged ions (HCI) (atoms with
high atomic number Z and only one or a few electrons). These atomic systems, apparently very
different, are sharing many common features and their investigation is carried out thanks to similar
characterisation techniques. If we consider the typical level energies En and electric fields E of any
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Figure 1.1 – Left: Average electric field relative to the 1s level as a function of the nuclear charge Z. As
comparison, the value of the electric field of the most powerful available lasers is indicated in red. Right:
Different QED and nuclear size effects as a function of the nuclear charge Z.
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Figure 1.2 – Scheme of the research topics presented in the manuscript.

atomic system that are1

En = mc2 (Zα)2

2n2
+O

[
(Zα)4

]
and E ∼ m2c3

e~
(Zα)3, (1.1)

(where m is the reduced mass of the system, c the speed of light, α the fine constant, e the electron
charge, ~ the reduced Planck constant and n the principal quantum number) we see that a larger
mass of the orbiting particle or a high of the nuclear charge causes a considerable increase of En and
E .

A negatively charged pion has a mass of about 250 times larger than the electron mass bringing
the characteristics atomic transitions from the visible (few eV) to the X-ray range (2-100 keV). The
same happens with hydrogen-like or helium-like ions because of the high value of Z. At the same time,
the associated electric field increases enormously as shown in Fig. 1.1 (left). Already in neon ions and
pionic hydrogen atoms, the electric field is higher than the field of the most intense available laser.
This strong Coulomb field determines, on one hand, an enhancement of Quantum ElectroDynamics
(QED) (see Fig. 1.1 right) and relativistic effects (represented in the O

[
(Zα)4

]
term in Eq. (1.1)) in

their atomic structure, and, on the other hand, dynamical processes occurring during the collisions
absent in light atoms. Due to the relative simplicity of these atomic systems, theoretical predictions
on their structure and dynamical processes can be tested accurately.

The activities on pionic and HCI atoms are schematically resumed by the diagram in Fig. 1.2.
The different investigations can be formally separated in two main categories: one about the study
of the atomic structure and one about the dynamical processes involved in collisions. These two
categories are not completely exclusive each other. As an example, transition line measurements for the
structural studies have to take into account dynamical processes that lead to the atomic transition that
characterise the emission spectrum. In the same way, the collisional processes investigated through
the associated radiation emission require the knowledge of the structure of both the projectile and the

1No dependency on the nuclear mass is represented here other that the use of the reduced mass.
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target atoms. Moreover, except for physical cases where laser spectroscopy can be used (not discussed
in this manuscript), the only way to stimulate atomic transitions is via an initial collision with the
creation of excited states and their subsequent decay. The different aspects are shortly described in
the next sections following the diagram in Fig. 1.2.

1.2 Structure

(A) Interaction forces

The energy difference between atomic levels reflects directly the characteristics of the electromagnetic
interaction between the nucleus and the orbiting particle(s). The theory of Quantum Electrodynamics
(QED) describes this interaction and is tested successfully in low-Z atoms with extraordinarily high
accuracy. However, in recent years spectroscopy measurements on muonic hydrogen have produced
inconsistencies when compared with normal hydrogen and theoretical predictions for the evaluation
of the proton size [1, 2]. Moreover, a very recent measurement of the hyperfine splitting in hydrogen-
and lithium-like Bismuth shows a large disagreement with the QED [3]. From here comes the interest
to continue to test QED in extreme conditions with the strong Coulomb field in exotic atoms and in
high-Z ions.

In light atoms, QED and relativistic effects can be considered as perturbations with additional
terms in Eq. (1.1) proportional to mc2(Zα)4 and higher orders (see Fig. 1.1). In high-Z ions, where
the classical velocity related to the level n

vn ∼
Zαc

n
(1.2)

represent a considerable fraction of the speed of light c, relativistic effects can be taken into account in
all perturbation orders by the use of the Dirac equation (for fermions like the electron) and the Klein-
Gordon equation (for bosons like the pion) at the place of the non-relativistic Schrödinger equation
(from which Eq. (1.1) is deduced). In high-Z ions QED corrections, as the self-energy and the vacuum
polarisation (Fig. 1.1), have to be considered to all order of αZ but there are still a challenge for
theory [4, 5]. In the same way in exotic atoms, the self energy contribution, sensitive to the typical
orbiting radius

rn ∼
~n2

mcZα
, (1.3)

cannot be treated at the first order of perturbation only.

In this context, the author research activities of the last years were dedicated in particular to the
study of two different atomic system: H-like gold and He-like uranium. Both experiments have been
performed at the GSI Helmholtzzentrum für Schwerionenforschung (GSI) in Germany. In the case of
H-like gold, QED effects are evaluated through the measurement of the Lamb shift of the fundamental
level 1s by the measurement of 2p → 1s Lyman−α lines with a high-accuracy X-ray spectrometer
(transmission Bragg diffraction). The results of a series of challenging experiments, to which the
author participated since 2003, have been finalised only this year 2017. The publications related to
this topic are Refs. A2,A13,A39,A49,A50,B1.

QED effects in the interaction between two bound electrons in presence of the strong Coulomb
field of the nucleus have been studied in He-like U in an experiment leaded by the author during a
postdoc program at GSI (2006–7). Here, the high-accurate measurement of the 1s2p 3P2 → 1s2s 3S1

intrashell transition have been measured by Bragg spectroscopy (reflection diffraction in this case)
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Fig. 4. Spectra from simultaneous measurements of the
πH(3p − 1s) transition and the π16O(6h − 5g) (top) and the
π16Be(4f − 3d) calibration lines (bottom).

4 Energy calibration

In the Johann-type setup, the absolute Bragg angle ΘBragg

cannot be determined with sufficient precision. Therefore,
calibration is performed relative to a line of known energy
with ΘBragg as close as possible to the πH case. Exper-
imentally, this corresponds to the determination of the
angle difference as measured by means of the position dif-
ference on the detector (figs. 4 and 5).

In this experimental approach, the energy calibration
is performed in two ways:

i) Fluorescence X-rays are well suited for stability moni-
toring because high rates are available when illuminat-
ing suitable materials with commercial X-ray tubes.
Here, the Zn Kα1 and Ga Kα2 lines are used having
almost the same Bragg angle as the πH(3p − 1s) and
the πH(4p − 1s) transition, respectively. However, the
Zn and Ga lines have to be measured in third order,
whereas the πH transitions are reflected in first or-
der. This requires a substantial correction due to the
change of the index of reflection (△ΘIRS) (table 1).
The calibration energy is given by the peak of the
fluorescence line, which corresponds to the tabulated
value. For Zn, the value was taken from the compi-
lation of Deslattes et al. [46]. Energies communicated
for Ga X-rays were obtained from the compound GaAs

Fig. 5. High-statistics measurement of the πH(3p−1s) transi-
tion (top), first crystal spectrometer measurement in liquid hy-
drogen (middle), and energy calibration with (6−5) transitions
from an 16O2/

18O2 mix target at 4 bar equivalent density with
an 80% He admixture. Also visible are the inner transitions
(8i − 6h) of the oxygen isotopes having energies of 2863.689
and 2866.652 eV.

as used in this experiment [47]. However, the precision
achievable using fluorescence X-rays is limited due to
the large natural width and the line asymmetry be-
cause of satellite structures [48]. Hence, these calibra-
tions are mainly regarded as consistency checks.

ii) For the first time, πH transitions were calibrated us-
ing X-rays from pionic atoms itself (πO(6h − 5g) and
πBe(4d − 3p)) (table 2 and fig. 4) having natural line
widths much smaller than Zn or Ga K X-rays. Further-

Figure 1.3 – Left: Spectrum from simultaneous measurements of the πH(3p→ 1s) and the πO(6h→ 5g)
by crystal spectroscopy [A16]. Right: Atomic scheme of the πH transitions to the fundamental level.

[A30,A36,A44,B3,C22]. Experiments in He-like U represent the continuation of studies with medium-
Z He-like ions performed during the author Ph.D. thesis and the years just after [A19,A40,A46,B2,C30]

In pionic hydrogen and deuterium, high-accuracy X-ray spectroscopy provides important infor-
mation on the strong interaction force between the pion (formed by an anti-quark and a quark) and
the nucleons (proton and/or the neutron, each formed by three quarks). In these bound systems, the
strong interaction produces small perturbations in the atomic structure governed by the electromag-
netic interaction. These effects are a shift of atomic levels and an additional broadening of transition
lines to the fundamental level (see Fig. 1.3), which is in fact unstable due to the possible reaction
between the nucleus and the pion [6–8].

The measurement of strong interaction effect in pionic hydrogen and deuterium is the goal of a
long campaign, where the author started to contribute during his Ph.D. thesis and which is still in
progress [A16,A18,A29,A32,A38,A51,A52,B4,C6,C17,C20,C21,C28].

Except for a short description of H-like U experiment in Sec. 2.2.6, the above topics are not detailed
in this manuscript. More information can be found in the corresponding bibliography references.

(B) Nucleus and particles

When QED is taken for granted, information on the atomic nucleus and/or on the orbiting particle
can be extracted. Charge and magnetic nuclear distributions of the nucleus can be deduced from
the corresponding energy level corrections (included in the O

[
(Zα)4

]
terms in Eq. (1.1)). In this

way, the root-mean- square charge radius of the proton is evaluated from spectroscopy of standard
hydrogen [9] or muonic hydrogen [1, 2], as well as the energy shift due to isotopic effects in light or
heavy few-electron systems [10,11].

When the influence of the nucleus is negligible and/or well known, the mass of the bound particle
can be measured from high-accuracy atomic transition spectroscopy via Eq. (1.1) (left). This is a
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Figure 1.4 – Cross sections of elementary atomic collision processes for the system p → H. The vertical
red dotted line indicates the proton energy where its velocity equals the hydrogen electron velocity. The
brown line is the stopping power (refer to the right y-axis) for protons in aluminium.

very efficient method to measure with high accuracy the mass of short living particles with a negative
charge as pions, kaons and Σ particle [12–15]. In this context, an experiment has been performed
to measure the mass of the negatively charged pion by comparing the almost coinciding energies of
5g − 4f transitions in πN and µO with a high-accuracy spectrometer and using the muonic line as
reference. This experiment is extensively presented in Ch. 3, in the publication in App. F [A7] and in
Ref. C1.

1.3 Dynamics

(C) Collisional processes

The main processes involved in ion–atom collisions are electron (or exotic particle) capture, ionisation
and excitation. Different dynamical channels play different roles depending on the collision velocity
and on the asymmetry of the collision system. More precisely, we can define a parameter Kp (here
relevant for processes that involves the projectile electrons) to distinguish the collision regimes:

Kp =
Zt
Zp
× v

vp
. (1.4)

Zt and Zp are the atomic numbers of the target and the projectile, respectively. vp is the velocity of
the projectile and v is the typical velocity of the active projectile electron.

When K � 1 the so-called low velocity regime or strong interaction regime is reached. The
dominant process is then the electron capture. In this regime, the well know classical over-the-barrier
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Figure 1.5 – Left: Projectile X-ray spectrum for 398 MeV/u U89+ → N2 measured in coincidence of U90+

detection (ionisation) [A47]. Right: Decay scheme of He-like uranium.

model [16,17] (presented also in App. B) and more sophisticated coupled state calculations using basis
of either atomic or molecular orbitals [18–21] provide good predictions of cross sections.

When K � 1 the so-called high velocity regime or perturbative regime is reached. In this case the
interaction with the target is seen by the projectile as a small perturbation. Ionisation and excitation
have cross sections much larger than those for capture and relativistic effects may play an important
role [22].

The research activity of the author on dynamical processes cover the both regimes with high-
velocity experiments at the heavy ion facility GSI Helmholtzzentrum für Schwerionenforschung (Darm-
stadt, Germany) with vp . c and Zp � 1, and low-velocity experiments with medium-Z ions at the
ARIBE2 installation at GANIL3 (Caen, France) and SIMPA facility at INSP.

High-velocity regime

Studies in the perturbative regime are focused on the electron selective ionisation and on the electron
and nuclear excitation processes. The selective ionisation is studied in the collision of a heavy and fast
Li-like projectile (uranium or tin at 100-400 MeV/u) with a light gaseous target. A typical spectrum
is presented in Fig. 1.5 together with the decay scheme. The dominant process is the ionisation of
the projectile atom with the ejection of one K-shell electron and the creation of an excited He-like
ion. From intensities and energies of the photons produced by the de-excitation of the 1s2s levels
to the fundamental one (1s2s 3S1 → 1s2 1S0 via an M1 transition and 1s2s 1S0 → 1s2 1S0 via a
two-photon 2E1 transition), the selective populations of the 1s2s levels can be measured [A47] as well
as the relativistic distribution of the two-photon emission [A31,A37,C12,C18,C25].

The role of excitation or ionisation from nuclei or electrons of target atoms is investigated varying
the atomic number of the target Zt. By performing measurements with H and N2 targets at dif-

2French acronym for Accelerator for the Interdisciplinary Research with Low Energy ions
3French acronym for Large National Accelerator of Heavy Ions.
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ferent collision energies, it is possible to distinguish the effect of electron-impact and nuclear-impact
excitation processes in uranium ions [A12,A21,C16].

The above topics are not detailed this manuscript. More information can be found in the corre-
sponding bibliography references.

Low-velocity regime

The strong coupling regime is investigated with the study of the collision between slow H-like Ar17+

ions with N2 and Ar gaseous targets. Cross sections and selective populations of excited levels of the
projectile are fully characterised by means of low- and high-resolution X-ray spectroscopy. The role
of the single-electron capture and the multi-electron capture is highlighted as well as the influence
of the presence of metastable states. This research activity is presented extensively in Ch. 4, in the
publication in App. G [A26] and in Refs. C9,C10,C14,C22.

(D) Decay processes

As discussed above, the understanding of atomic decay processes is an essential ingredient for the
study of dynamical processes. Moreover, de-excitation of unstable states can be itself the object of
specific researches. Several experiment at the GSI have been dedicated to this topic and more precisely
to nuclear decay processes where the atomic structure play a major role. More specifically, the capture
of bound electron in H- and He-like ions of 140Pr, 142Pm and 122I [A24, A25, A27, A34, A35, A45] is
studied. The importance the atomic structure is evident as example in 140Pr. Ions with one bound
electron decay faster than neutral atoms with 59 electrons. This is due to the conservation of the total
angular momentum, since only particular spin orientations of the nucleus and of the captured bound
electron can contribute to the allowed decay.

These decays are observed by collecting in a storage ring unstable ions produced by collision with
a solid target and by measuring the evolution of the Schottky noise produced by the ion revolution.
Small changes of the ion mass due to the decay are detected here as change of the ion revolution
frequency. From the intensities relative to unstable ions (parent ion) and decay products (daughter
ion, kept stored in the ring), lifetimes of the order of few milliseconds up to several tens of minutes
can be measured.

In the case of H-like ions, the bound electron capture is a purely two-body decay process where a
monochromatic electron-neutrino is emitted. When single decays are recorded separately, a sinusoidal
modulation is observed (Fig. 1.6) on the expected purely exponential decay probability for unit of
time [A20, A41]. This modulation has not yet a clear interpretation but a possible connection with
neutrino masses differences is speculated. The pertinence on the presence of such a modulation is tested
by several methods. One of them is based on Bayesian methods and uses the program Nested fit

presented in Ch. 2. At present, an extended discussion on this controversial result is still open. The
latest experimental data are still under analysis.

The above topics are not detailed in this manuscript.

(E) Target characterisation

When collisional and decay processes are well known, X-ray emission produced during collisions be-
tween highly charged ions and a target can be used to characterise the target itself. In this perspective,
a series of experiments is performed to study the formation of argon clusters. These clusters are pro-
duced by adiabatic expansion in vacuum from a pressurised gas. The cluster jet is characterised by the
X-ray emission induced by the collisions with an ion beam and an electron beam. The X-ray emission
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Figure 1.6 – Left: Traces of two cooled 142Pm60+ parent ions, recorded at the 124th harmonic of the
revolution frequency by the 245 MHz resonator vs. the time after injection. The yellow arrows indicate
the true decay times, as unambiguously identified by a decrease of the intensity of the trace of the parent
ions and the simultaneous onset of the trace of the recoiling daughter ion. The latter starts at a revolution
frequency shifted with respect to the frequency after completion of electron cooling, which reflects the
projection of the recoil velocity onto the beam direction axis immediately after the decay. Right: Number
of electron capture decays per 0.96 s of H-like 142Pm60+ ions vs. the time after injection of the ions into
the ESR storage ring. Displayed are also a exponential fit and an exponential with a modulation fit. The
inset shows the χ2 values vs. the angular frequency ω [A20].

intensity produced by the collision with ions is proportional to the free atoms density, when the one
associated to the collision with electrons is associated to the total density (condensed and free atoms)
Preliminary results are published in Refs C10,C13. This topic is not detailed in this manuscript. More
information can be found in the corresponding bibliography references.

(F) Target modification

The last aspect of dynamical processes treated here is about the permanent modifications of the target
induced by the collisions with ions. In this context, research activities presented here are focused on
the structural and magnetic properties modifications induced in thin films of Zn ferrites and giant
magnetocaloric materials.

Zn ferrites are paramagnetic at room temperature, but nano-sized objects become ferrimagnetic4.
It has been demonstrated that irradiation-induced defects produced by the bombardment with slow
ions cause changes on the target atoms position that has an effect on the promotion of the ferromag-
netic interaction and then increasing the global sample magnetisation [A9].

When giant magnetocaloric thin films are bombarded, the induced effects are more complex due
to the presence of a first-order transition linked to the giant magnetocaloric properties. First-order
transitions in magnetic materials are generally characterised by a magnetic phase change coupled to a
solid-solid structural change and the presence of a thermal hysteresis. In this case, irradiation-induced
defects act as nucleation seeds during the transition and reduce or suppress this thermal hysteresis.

4A ferrimagnetic material has populations of atoms with opposing magnetic moments, as in antiferromagnetism but
where the opposing moments are unequal and a spontaneous magnetisation remains.
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This last research activity in giant magnetocaloric thin films is presented extensively in Ch. 5, in the
publication in App. H [A14] and in Refs. A1,A5,A22,C4,C5.

1.4 Investigation methods

Except for the nuclear decays in ions and irradiation-induced target modifications studies, the main
instrument of investigation of all experiments presented here is the X-ray spectroscopy (low- and
high-resolution), eventually coupled to other detectors (electrons, ions, etc.). Because of the relatively
simple systems (H-, He-like atoms, etc.), atomic spectra are relative simple and all components can
be unambiguously identified. However, because of the high-accuracy demand, these spectra have to
be fully characterised. For this goal, in the last years a series of analysis program packages have been
developed based on standard and Bayesian statistical data analysis methods. These tools and the
theory behind are presented in Ch. 2.

1.5 Something completely different

In addition to the topics discussed above, in App. I is presented an original work not related to the
others. It originates from simple physical considerations on the author’s hobbies, freediving (constant
weight freediving, more precisely). This study is more generally about the locomotion costs in breath-
hold divers, human athletes or marine animals. Starting from basic mechanic principles, the work that
the diver must provide through propulsion to counterbalance the action of drag, the buoyant force
and weight during immersion is calculated. Compared to previous studies, the model presented here
analyses accurately breath-hold divers which alternate active swimming with prolonged glides during
the dive (as in the case of mammals). More details can be found in App. I [A8].





Chapter 2

Statistics and data analysis methods and
applications

2.1 Introduction

2.1.1 Data analysis and developed programs

For the accurate analysis of the data of a large part of the experiments discussed in this manuscript,
specific statistical methods have been employed and several programs have been developed. In par-
ticular two major program packages have been created and perfected in the past years. One, called
Minuit fit, is based to the common minimisation of the χ2 to determine, for given data and model
function, the best set of parameters and their correspondent uncertainties. The other one, called
Nested fit, is based on the Bayesian statistics. In addition to outputs similar to Minuit fit, it
calculates the complete probability distribution for each parameter. It also provides the Bayesian
evidence, a quantity required to compare different models that could describe the data and affect
them a probability.

Both programs have been developed in Fortran90 with some Python complementary routines for
visualising the output results and for doing automatic analyses of series of data. They use a common
library of functions that can be selected by the user. Additional special functions can be developed
for specific cases via simple programming of a dedicated subroutine. Both programs can treat several
data sets (spectra) at the same time.

Each program accepts a similar input file and provides a series of outputs containing the informa-
tion about the parameters of the model (best values, uncertainties, probability distribution, etc.).

Elements of basic statistics and data analysis that could facilitate the reading of next sections are
presented in App. A.

2.1.2 Work context, personal contribution and associated publications

The both programs described here are entirely coded by the author. The core of Minuit fit is the
classic CERN library for which the author developed an user customisable and friendly interface and
he added a library of functions and chi-square types. Nested fit is based on the nested algorithm
presented in the literature. The structure of the program is the same of the code developed by L.
Simons [23] (who introduces the author to the Bayesian methods of data analysis) and other programs

11
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existing in the literature. Nested fit keeps the same modularity than Minuit fit (structure of the
input and output file, library of functions, etc.). Compared to similar codes, it implement a new core
algorithm developed by the author that improve the robustness of the program. Both programs have
grown continuously in the last years, pushed by the requirements for the analysis of the many different
experiments described in Ch. 1 and more extensively in chapters 3 and 4.

The publication associated to this chapter is presented in App. E [A4], where the Nested fit

program is presented in details. No publications are associated to Minuit fit. More details on the
specific applications can be found at the end of the next section and Sec. 2.4.

2.2 A general fitting program: Minuit fit

2.2.1 General features

The program Minuit fit is based on the minimisation of the chi-square value with the implementation
of the functions of the Minuit library. This library has been created by Fredric James at CERN [24]
and it is implemented since the development of numerical data evaluation mostly by the physics
community. It is now part of major data analysis environments (R, Root, Python, etc. ).

Once the function that has to be minimised is defined, as an example a chi-square defined by a
set of data and a selected function, Minuit library provides numerical subroutines to find the best
function parameters and the corresponding uncertainties. The minimisation can be done using differ-
ent strategies: (i) the simplex method, (ii) by the variable metric method and (iii) by a Monte Carlo
minimisation (see Ref. [24] and reference therein for details). Minuit fit act as interface to built such
a function from (a) a selected data set, (b) a choice of function to model the data and (c) a choice of
χ2 function. The user determines these choices via an input file.

2.2.2 Selection of the data set

The data are provided in an additional input file in list mode. In addition to {xi, yi} values, uncer-
tainties σi on yi values can be considered. If σi values are not provided, the standard uncertainty
σi =

√
yi can be considered. Uncertainties on xi values can also be considered and included via a

transformation to the equivalent y-axis uncertainty via the procedure described in Ref. 25.

Several spectra can be considered at the same time considering different functions, one per spec-
trum, with eventual common parameters (the width of the peaks as an example).

2.2.3 Selection of the model function

Common functions are available: Gaussian, Lorentzian, Voigt profiles, etc. Models with several peaks
are available as well, Relative differences and constraints can be considered between the parameters
the different components, as well as common parameters as the peak width can be taken into account.
For asymmetric profiles, several functions are also available, as the Weibull function, a Gaussian
distribution convoluted with an exponential, etc. If the function cannot be simply calculated from
basic principles but is coming from an external calculation (or measurement), the program can use an
external data file provided by the user for interpolations. The external file is then fitted via splines
and adapted to the data via few parameters (intensity, position and an eventual background function).

Function parameters can be fixed or determine by the χ2 minimisation. Boundaries can also be
applied to facilitate the convergence of the minimisation. N. B. these boundaries have no connections
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to possible prior knowledge on the fitting parameter but are merely a stratagem to facilitate the
calculation.

2.2.4 Selection of χ2’s

Compared to other available fitting programs, Minuit fit provide a choice of different types of χ2s
or, more generally, norms to adjust a selected function F (x) to the data {xi, yi} (or {xi, yi, σi}) via
the estimated values fi = F (xi). As an example, when poor data sets are available, Poisson statistics
has to be considered for the different channels instead of the normal distribution. This leads to a
different expression for χ2 than the standard one given in Eq. (A.5) (see App. A for more details). As
another example, for data ranging over several orders of magnitudes, a lognormal distribution may be
more adapted.

The possible choices of χ2s proposed in Minuit fit are:

Standard : the standard chi-square, χ2 =
∑N

i=1(yi − fi)2/σ2
i , the only possible choice if {σi} values

are provided by the user.

L1-norm: A robust estimator based on the l1-norm (absolute value) |yi − fi| values [26]. Compared
to the standard χ2 (a l2-norm), this is a very robust estimator, much less sensitive to possible
noisy data. The corresponding chi-square is χ2 =

∑N
i=1 |yi − fi|/σi.

Lognormal: For data whose logarithm is expected to be normally distributed. This is the case for
data varying several order of magnitude and/or where the relative change is more important the
absolute value. In this case the corresponding chi-square is χ2 =

∑N
i=1[ln(yi/fi)]

2/(σi/yi)
2 [26].

Poisson: A χ2 derived from the maximum likelihood method for data following the Poisson dis-
tribution, i.e. well adapted to statistically poor data sets. This is applicable only with data
where each yi value corresponds to a number of counts. The associated chi-square is χ2 =∑N

i=1 2[fi − yi + yi ln(yi/fi)] [27].

Pearson: The Pearson’s approximation for Poisson distributed data. This is applicable only for data
where each yi value corresponds to a number of counts. χ2 =

∑N
i=1(yi − fi)2/fi [28].

Neyman: The Modified Neyman’s approximation for Poisson distributed data. This is applica-
ble only for data where yi values corresponding to a number of counts. χ2 =

∑N
i=1(yi −

fi)
2/max(yi, 1) [28].

Gamma: Another approximation for Poisson distributed data. This is applicable only for data where
each yi value corresponds to a number of counts. χ2 =

∑N
i=1(yi + min(yi, 1)− fi)2/(yi + 1) [29].

In addition, a mixture of L1-norm and Lognormal chi-squares can be implemented.

2.2.5 Outputs

After minimisation, the program provides two files:

• output par.dat where the best parameter estimation, the associated uncertainty, the final value
of χ2, its reduced value and the probability to obtain it (from the χ2 statistical distribution) are
indicated,



14 2. Statistics and data analysis methods and applications

300 350 400 450 500 550 600
Channel

0

2

4

6

8

10

12

14

16
C

o
u
n
ts

Fit result

Figure 2.1 – High-resolution X-ray spectrum of 1s2p 3P2 → 1s2s 3S1 helium-like uranium intrashell transi-
tion from Ref. [A36] and the result of the fit considering two Gaussian peaks with common width. The best
value found for the flat background is 0.11 counts per channel; the assumption of a Poisson distribution
for the data is mandatory.

• output dat.dat corresponding to the initial data input together with the best prediction of the
fitted function, the residuals and the associated uncertainties (computed if not provided by the
user).

To trace the different plots, special python routines have been written in an external library. Other
routines from the same library can, if required, change systematically the input file nf input.dat and
read the output files for automated analysis of series of data sets.

An example of typical data and fitted model output is give in Fig. 2.1, where low-statistics data,
coming from a X-ray crystal spectrometer, are fitted with a model with two Gaussian distributions
and a flat background, using the “Poisson” χ2.

2.2.6 Use in the different research topics

Minuit fit has been started to be developed in 2007. Since then, different versions have been used
for the analysis of different experiments: in the low-energy X-ray spectroscopy of He-like uranium
[A30,A36,C22], the analysis of the ECR ion source bremsstrahlung emission [A33], the study of slow
collision between ions and atoms [A26, C14] (Ch. 4), and the study of interaction between clusters
with intense laser, ions and electrons [A11,C10,C11,C13,C15].

In particular, a specific version of Minuit fit has been developed for the analysis of the data
for the Lamb shift measurement of hydrogen-like gold [A2, A13]. In this experiment [A2, A13, A39,
A49], the Lamb shift of the fundamental level is measured by the accurate X-ray spectroscopy of
the Lyman-α transition using a transmission crystal spectrometer. The diffraction lines are detected
by specially dedicated position-sensitive and time-sensitive detectors [30–32], specially sensitive to
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Figure 2.2 – Spectral line of the Lyman=α1 2p3/2 → 1s1/2 transition of H-like gold (71.5 keV) obtained with
Laue X-ray spectrometer equipped with special position-sensitive detectors. The three plots correspond to
the recorded data (top-left), the modelled data (top-right) and the residuals (bottom). The position units
are in strip numbers. Intensities are in counts.

10–100 keV photons. Each detector consists in a 11 mm thick germanium single crystal with both
anode and cathode segmented into many strips. The cathode is divided into 128 strips, whereas the
anode is segmented into 48 to have a position sensitivity equivalent to a 128 × 48 pixels segmented
detector. The simple analysis of the one-dimensional spectrum obtained by the projection of the
diffraction line intensity on the dispersion spectrometer axis implies a large loss of information due
to the limited spatial resolution of the detectors and the slight slope of the spectral lines (due to the
relativistic Doppler effect). Because of that, two two-dimensional data analysis have been developed
independently by the author and T. Gassner [33]. Author’s contributions were based on a modified
version of Minuit fit to compare model functions to data sets of the type {xi, yi, zi}, where xi and
yi correspond to detector strip numbers and zi to the recorded number of counts.

Due to the relatively large size of each equivalent pixel, instead of comparing the number of counts
zi with the expected value of the model function F (xi, yi), its integral over the dispersion direction y
is considered:

F(xi, yi) =

∫ yi−∆y/2

yi−∆y/2
F (xi, ỹ)dỹ, (2.1)

where ∆y is the “pixel” size along the dispersion axis of the spectrometer). There is no need for an
integration over the x-axis due to the weak dependency of F (xi, yi). As an example, a comparison
between recorded data and data modelling with a Lorentzian profile with width Γ are presented in
Fig. 2.2 with

F (x, y) = A
1

πΓ

[
1 +

(
y−a+bx

Γ

)2
] . (2.2)
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2.3 Bayesian approach for data analysis

Even if quite general and adaptable for a large part of cases, the methods of maximum likelihood
or least-squares have some limitations and are affected by fundamental problems. Some of them are
listed here.

Cause-effect inversion: First of all, one has to note that the maximum likelihood method is based
on the probability L(a) = P ({xi, yi, σi}|a) to obtain certain data values for a given set of
parameters a (Eq. (A.4)). But what is need is just the opposite; for given experimental data,
one would like to obtain the probability for having certain parameter values (and find the most
probable values and the correspondent uncertainties).

Constraints on the parameter values: Let’s consider the case where one of the parameter of the
considered function F represents a (physical) mass, called a1 = m as an example. In this case
the parameter a1 has a strong lower bound having to be positive. However, the minimisation
of the likelihood function L(a) could lead to values abest

1 < 0, which cannot be accepted for a
mass. How can this prior knowledge (a1 ≥ 0) be included in the analysis?

Inference from past experiment data: If a past experiment reports a measured value a′1 ± σa′1 ,
how can one include this knowledge in the analysis in a better way than a posterior weighted
average?

Model testing: If there are two possible choices of models, one described by the function F1(x,a(1))
and another by the function F2(x,a(2)) with a different number of parameter D2 > D1, how
the most probable model can be determined? If only the value of L(a) or χ2 is considered,
one generally obtains a better value (higher or lower, respectively) for the model with more
parameters, simply because there are more adjustable variables to fit the function F2 to the
data without any real indication of the plausibility of the different models.

For the last point, when certain conditions are satisfied, goodness-of-fit tests like the χ2-test,
the likelihood-ratio test, etc. [34–39], can be used to determine the relative pertinence of one model
with respect to another. But how it is possible, for a given set of data, to assign a probability to a
model selected from a pool of possible hypotheses? In the unfortunate case where there is no clear
propensity to an unique model and one is interested on the value of a parameter common to all models
(as the position of the a peak with undefined shape), no sort of weighted average can be computed
from goodness-of-fit test outcomes. How can one overcome this problem? To answer these and other
questions, a big step back has to be done and the definition of probability has to be discussed.

2.3.1 Probability definition and Cox’s laws

The standard definition of probability required the infinite repeatability of some process. As an
example a classical textbook may be cited:

“Suppose we toss a coin in the air and let it land. There is 50% probability that it will
land heads up and a 50% probability that it will land tails up. By this we mean that if we
continue tossing a coin repeatedly, the fraction of times that it lands with heads up will
asymptotically approach 1/2, indicating there was a probability of 1/2 doing so.”

Data Reduction and Error Analysis, Bevington and Robinson [36].
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Because of the idea of repeatability, this classical point of view is often called “frequentist”. To
overcome the need of repeatability and other problems discussed in the previous section, a different
approach has to be implemented with a new and more general definition of probability, This approach
is the result of the work of Th. Bayes, P.-S. Laplace, H. Jeffreys and of many others [40–43] and is
commonly called Bayesian statistics.

Bayesian methods are routinely used in many fields: cosmology [44–46], particle physics [47],
nuclear physics, . . . . In atomic physics their implementation is still limited (e.g. in atomic interfer-
ometry [48, 49], quantum information [50], ion trapping [51], ion–matter interaction [52], etc.) with
almost no use in atomic spectroscopy, even if in some cases it would be strongly required. For example,
when the shape of a instrumental response function (Gaussian profile, Lorentzian profile, etc.) has to
be determined by the data, one is actually testing hypotheses. In the same way, different hypotheses
are tested when presence or no presence of a possible satellite line is evaluated (see Sec. 3.4.6).

A very general definition of probability can be built from the quantification of plausibility or
believe [26, 43] considering all available information inherent in a phenomenon(experiment) studied.
As analogy to the sentences above, one could state that

“If we are going to toss a coin in the air and let it land once, we have a probability of
50% that the sentence ‘in the next toss, the coin will land with heads up’ would be true.”

Similar statements could be formulated for a sentence referring to past events that one partially knows.
Because one usually would like to obtain a quantitative value for probability P (X|I), the problem

consist in assigning a real number to P (X|I) that represent the degree of plausibility or believe that
the assertions X would be true knowing the background information I.

With this general approach, which is the basis of “Bayesian statistics”, the difficulty consists on
quantifying the quantity probability, where the probability has the meaning of degree of plausibility
or believe. This has been done in 1946 by Richard Cox who demonstrated that, pretending minimum
requirement of consistency, the function probability P (X) for having X true, a real number, has to
respect simple rules. A minimum requirement is as example the transitive property. If P (A) > P (B)
and P (B) > P (C) then P (A) > P (C). Using Boolean logic rules, Cox demonstrate that the form of
the probability P is ensured by the axioms [26,43,53–55]:

0 ≤ P (X|I) ≤ 1, (2.3)

P (X|X, I) = 1, (2.4)

P (X|I) + P (X̄|I) = 1, (2.5)

P (X,Y |I) = P (X|Y, I)× P (Y |I). (2.6)

In the equations above, X̄ indicates the negation of the assertion X (not-X); the vertical bar “|” means
“given” and where I represents the current state of knowledge. The joint probability P (X,Y |I) means
that both “X AND Y ” are true (equivalent to the logical conjunction ‘∧’). The first three axioms are
compatible with the usual probability rules. Here an additional axiom is present that plays a very
important role.

From these axioms the following rule (sum rule) is deduced [55]

P (X + Y |I) = P (X|I) + P (Y |I)− P (X,Y |I). (2.7)

Here the symbol ‘+’ means here the logical disjunction (X + Y ≡ X ∨ Y ≡ “X OR Y is true”).
The fourth axiom determines the rule for inference probabilities (product rule) for conditional

cases. If X and Y are independent assertions, this is reduced to the classical probability property

P (X,Y |I) = P (X|I)× P (Y |I). (2.8)
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When a set of mutual exclusive assertions are considered {Yi}, with P (Yi|Yj 6=i) = 0, the marginal-
ization rule can be deduced

P (X|I) =
∑
i

P (X,Yi|I) (2.9)

that in the limit of continuous case Yi+1 − Yi → dY becomes

P (X|I) =

∫ ∞
−∞

P (X,Y |I)dY. (2.10)

2.3.2 The Bayes theorem and other corollaries

Another important corollary can be derived from the fourth axiom (Eq. (2.6)) and the similar expres-
sion with exchange between X and Y :

P (X|Y, I) =
P (Y |X, I)× P (X|I)

P (Y |I)
. (2.11)

This is what is called the Bayes’ Theorem, named after Rev. Thomas Bayes, who first [40] formulated
theorems for conditional probabilities. It has been rediscovered in 1774 and further developed by
Pierre-Simon Marquis de la Laplace [41].

For a better insight in the implication of this theorem, one considers the case where X represent
the hypothesis that the parameter values set a truly describes the data (via the function F (x,a)) and
where Y correspond to the recorded data {xi, yi}. In this case Eq. (2.11) becomes

P (a|{xi, yi}, I) =
P ({xi, yi}|a, I)× P (a|I)

P ({xi, yi}|I)
=
L(a)× P (a|I)

P ({xi, yi}|I)
, (2.12)

where I includes the available background information and where P ({xi, yi}|a, I) is by definition the
likelihood function L(a) for the given set of data (Eq. (A.1)). Differently from the common statistical
approach where only the likelihood function is considered, there is here the additional term P (a|I)
that includes the prior knowledge on the parameters a or possible boundaries. The denominator term
P ({xi, yi}|I) can be considered for the moment as a normalisation factor but it plays an important
role when different hypothesis are considered and compared (see next section).

The use of prior knowledge lead historically to considerable critics concerning the Bayesian ap-
proach as it introduces a possible subjectivity into the method. On the other hand it offers a very
much-needed possibility to represent prior knowledge or believe in a data analysis. If two scientists
have different choices of priors, and use some common experimental data, the posterior probability
distributions are generally not significantly different. If the posteriors are different because of the
different choice of priors, this means that the data are not sufficient to analyse the problem.

From P (a|{xi, yi}, I), the probability distribution of each parameter P (aj |{xi, yi}, I) or joint prob-
abilities P (aj , ak|{xi, yi}, I) can be obtained from the marginalization (Eq. (2.10)), i.e. the integration
of the posterior probability on the unconcerned parameters.

2.3.3 Hypothesis testing, Bayesian evidence and Bayes ratio

An important consequence of the Bayes’ theorem is to have the possibility to assign probabilities to
different hypothesis (models) with a simple and well-defined procedure. In this case, in Eq. (2.11)
X represent the hypothesis that the model M describes well the observations and Y represent the
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data, as in the previous section. From Bayes’ theorem, the posterior probability of the model M
is [26, 43,45]

P (M|{xi, yi}, I) ∝ P ({xi, yi}|M, I)× P (M|I), (2.13)

where the first term of the right part is the so-called Bayesian evidence E of the model and the
second term is the prior probability assigned to the model from the background knowledge. Using the
marginalization rule to the parameter values and the probability properties (Eqs. (2.3–2.6)), one has

E ≡ P ({xi, yi}|M, I) =

∫
P ({xi, yi}|a,M, I)P (a|M, I)dJa =

∫
LM(a)P (a|M, I)dJa, (2.14)

where J is the number of the parameters of the model considered, and where the likelihood function
LM(a) is explicitely shown relative to the model M. The Bayesian evidence, also called marginal
likelihood or model likelihood, is the integral of the likelihood function over the J-dimensional parameter
space under the priors for a specific model choice. The evidence is also the denominator of Eq. (2.11).
But from the considerations above it follows that it has a much deeper meaning than being a simple
normalization factor. Considering equal priors, the probability of a model is higher if the evidence
is higher, which means that the average of the likelihood function over the model parameter space is
higher. To note, this does not implies that the maximum of the likelihood function is larger, as in
the case of the likelihood ratio test used to compare the goodness of fit of two models (where however
not assignment of probabilities is done to the models themselves but where only a criterion to choose
between two models is provided). Models with higher number of parameters are generally penalised
because of the higher dimensionality of the integral that corresponds to a larger parameter volume Va
(and then to a lower average value of the likelihood function). In fact, the calculation of the model
probability via the Bayesian evidence includes, in some sense, the Ockham’s razor1 favouring simpler
models when the values of the likelihood function are similar.

If one has to choose among only two different models M1,M2, the comparison between model
probabilities is related to the calculation of the simple ratio

P (M1|{xi, yi}, I)

P (M2|{xi, yi}, I)
=
P ({xi, yi}|M1, I)

P ({xi, yi}|M2, I)
× P (M1|I)

P (M2|I)
. (2.15)

If there is no preponderance of one model with respect to the other, the prior probabilities P (Mi|I),
and this probability ratio is given by the Bayes factor B12 = E1/E2, which is nothing else than the
ratio of the evidences [26,42,45].

Values of B12 larger or smaller than one indicate a propensity for M1 or M2, respectively. In
the literature several tables are available to assign, in addition to probabilities, degree of propensity
of favour to one or other model [42, 56] with a correspondence to the p-value and the standard
deviation [57].

For models with similar values of evidence, another criterion to decide between them is the Bayesian
complexity C, which measures the number of model parameters that the data can support [45]. This
quantity is related to the gain of information (in the Shannon sense) and it is discussed in the next
section. When E are similar, one should favour the simplest model, i.e. the model with the smallest
value of C.

The possibility to assigning probabilities to models has another important advantage. In the
case one is interested to determine the probability distribution of a common parameter aj without

1“Non sunt multiplicanda entia sine necessitate” , “Entities must not be multiplied beyond necessit” from William
of Ockham’s (1287-1347), which can be interpreted in a more modern form as “Among competing hypotheses, the one
with the fewest assumptions should be selected”.
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the need to identify the correct model among the available choices M`, the probability distribution
P (aj |{xi, yi}, I) can be obtained from the weighted sum

P (aj |{xi, yi}, I) =
∑
`

P (aj |{xi, yi},M`, I)× P (M`|, I), (2.16)

where P (aj |{xi, yi},M`, I) are the probability distributions of aj for each model and P (M`|, I) are
the probabilities of the different models.

2.3.4 Some consideration on information gain and Bayesian complexity

The gain of knowledge obtained from the analysis of experimental data can be quantified in terms of
information H, in the Shannon sense [58,59], that one gains in the process by the comparison between
the posterior probability P (a|{xi, yi}, I) and the prior probability P (a|I). The information gain, in
units of nat2, is given by the so-called Kullback-Leibler divergence [60]

H ≡ DKL =

∫
P (a|{xi, yi}, I) ln

[
P (a|{xi, yi}, I)

P (a|I)

]
dDa. (2.17)

Considering Eq. (2.12), DKL can be written as

DKL = − lnE +

∫
P (a|{xi, yi}, I) lnL(a)dDa, (2.18)

which is nothing else that the negative logarithm of the evidence plus the average of the logarithmic
value of the likelihood function.

From DKL there is a interesting quantity can be derived that provides an additional criterion to
compare models: the Bayesian complexity C. C is calculated from the difference between the DKL, i.e.
the average of ln(L), and the “expected surprise” [45] from the data represented by the value D̂KL,
where

D̂KL = − lnE + lnL(â), (2.19)

where â usually correspond to the posterior parameter mean values, or other possible estimators (ex.
the likelihood function maximum or the posterior distribution medians) depending on the details of
the problem3. The complexity is then defined as

C = −2(DKL − D̂KL) = −2 [〈lnL(a)〉 − lnL(â)] , (2.20)

where the symbol 〈 〉 indicates the mean value [39, 45]. C gives in practice a measurement of the
number of parameters that the data can support for a certain model M for a defined set of data and
parameter priors [39,61].

For equiprobable models (similar evidence values), the comparison of Bayesian complexity could
determine the choice in favour to one model or the other. Considering two different models M1 and
M2 with E1 ≈ E2 and different number of parameters J1 < J2, there are two cases [45]:

C1 < C2 : The quality of the data is sufficient to measure the additional parameters of the more
complicated model, but they do not improve its evidence by much. One should prefer model
with less parameters.

2nat is the unit of information when the normal logarithm is used, similarly to the bit, the unit where the base-2
logarithm is employed.

3For multimode posterior probability distributions, the likelihood function maximum is more adapted. In fact the
mean value can easily be far from the parameter region corresponding to high values of the likelihood function.
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Figure 2.3 – Visualization of the integral of L(X) and corresponding volumes on the parameter space (two
parameters only, ai, aj are considered with a 2D representation).

C1 ≈ C2: The quality of the data is not sufficient to measure the additional parameters of the more
complicated model and any conclusions cannot be drawn if whether extra parameters are needed.

2.4 The nested sampling for Bayesian evidence calculation

2.4.1 The basic idea

The major difficulty to calculate probabilities for hypothesis is the substantial computational power
required for the evaluation of the Bayesian evidence. Contrary to the maximum likelihood method,
where only the maximum of a function has to be found, one has to calculate here an integral over
the J-dimensional space of parameters. Except in very few cases, there is not analytical solution of
Eq. (2.14). The numerical integration by quadrature is not efficient due to the span of different order of
magnitude of the likelihood function and the high dimensionality of the problem. The calculation of the
evidence is generally done via the Monte Carlo sampling of the product P ({xi, yi}|a,M, I)P (a|M, I).

A common approach to produce good sampling is the use of the Markov chain Monte Carlo
(MCMC) technique. A Markov chain is a sequence of random variables such that the probability of
the nth element in the chain only depends on the value of the (n − 1)th element. The purpose of
the Markov chain is to construct a sequence of points an in the parameter space whose density is
proportional to the posterior probability distribution. Different probabilistic algorithms are applied
to build these chains like Metropolis-Hasting algorithm, Gibbs sampling, Hamiltonian Monte Carlo,
etc. (see as example Ref. [62] and references their-in). Another method is the nested sampling where
a subdivision of nested volumes in the parameter space is used to calculate the multi-dimensional
integral. On this method is based the program Nested fit.

The nested sampling algorithm is based on the subdivision of the parameters space volume Va,
delimited by the parameters prior probabilities, into J-dimensional nested volumes that get closer and
closer to the maxima of the likelihood function. With this method, the calculation of the evidence
(Eq. 2.14) is reduced to one-dimensional integral from the original J-dimensional problem. This
method has been originally developed by John Skilling in 2004 [26,63,64].

To reduce to an one-dimensional integral, the variable X (real and positive) is considered, which
corresponds to the volume of the parameter space, weighted by the priors, for which the likelihood
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function is larger than a certain value L:

X(L) =

∫
L(a)>L

P (a|I)dJa, (2.21)

where I is the available background information. A schematic visualization of this relation is presented
in Fig. 2.3. X(L) is by construction monotonic and invertible, with L = L(X). When L = 0, the whole
parameter volume Va is considered and then X = 1 because of the prior probability normalization.
When L ≥ max[L(a)], X is equal to zero. The infinitesimal volume dX is

dX = P (a|I)dJa, (2.22)

where P (a|I)dJa corresponds to the infinitesimal weighted volume of the parameter space where
L(X) < L({xi, yi},a) < L(X + dX).

With the above definitions, Eq. (2.14) can then be rewritten as a simpler one-dimensional integral
in X:

E =

∫ 1

0
L(X)dX. (2.23)

2.4.2 The evidence computation

The one-dimensional integral in the above equation and represented on the left part of Fig. 2.3 can
be calculated numerically using the rectangle integration method subdividing the [0, 1] interval in
M + 1 segments with an ensemble {Xm} of M ordered points 0 < XM < ... < X2 < X1 < X0 = 1.
Equation (2.23) is approximated by the sum

E ≈
∑
m

Lm∆Xm, (2.24)

where Lm = L(Xm) and ∆Xm = Xm − Xm+1. The difficulty is now the determination of Lm and
∆Xm because a priori the relation between X and L is not known.

The evaluation of Lm values is obtained by the exploration of the likelihood function via a Monte
Carlo sampling of K sets of parameter values {ak} called live points. During the algorithm, these live
points evolves to explore smaller and smaller parameter volume regions corresponding to higher and
higher values of the likelihood function. In this way, values of Lm and ∆Xm can be calculated as well
as the final value of the evidence. Details of the algorithm structure can be found in App. E.

2.4.3 Posterior probability distributions

The posterior probability distributions are built from the live points ãm determined during the nested
sampling algorithm associated to the Lm,∆Xm values.

Once the evidence E ≡ P ({xi, yi}|I) is determined, posterior inference can be easily generated from
the {ãm} and {ak}M values. Each ãm is in the infinitesimal parameter volume ∆VLm<L(ãm)<Lm+1

that correspond to the interval ∆Xm. Considering the discrete form of Eq. (2.22) and Eq. (2.12), one
can calculate the probability associated to the parameter values ãm, in other words the step weight
named in the previous sections:

P (ãm|{xi, yi}, I) = P (Xm) ≈ Lm∆Xm

E
. (2.25)
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Figure 2.4 – Results from the nested sampling analysis of the data relative to the high-resolution X-ray
spectrum of 1s2p 3P2 → 1s2s 3S1 helium-like uranium intrashell transition from Ref. [A36] when two
Gaussian peaks with the same width are considered as model. On the left, the histogram relative to the
probability distribution of position of one Gaussian peak (‘x01’) is presented. The presence of two solutions
reflects the interchangeability of the two peaks. On the right, the two-dimensional histogram relative to
the joint probability distribution of the position of one Gaussian peak and its width (‘sigma’). Red, yellow
and green regions indicate 68%, 95% and 99% confidence intervals (credible intervals).

From Eq. (2.25), the probability distribution of any single parameter aj is obtained by marginalization
(Eq.(2.10)), i. e. integrating of the posterior probability P (a|{xi, yi}, I) over the other parameters. In
the case considered here, if the parameter of interest corresponds to the jth component, its probability
distribution can be built from (ãm)j values and their corresponding weights defined by Eq. (2.25).

As example, in Fig. 2.4 the histogram relative to the probability distribution of position of one
Gaussian peak (‘x01’) relative to the data shown in Fig. 2.1 is presented on the left. On the right, the
two-dimensional histogram relative to the joint probability distribution of the position of one Gaussian
peak and its width (‘sigma’). The presence of two solutions reflects the interchangeability of the two
peaks.

2.4.4 Uncertainty of the evidence

As pointed by the Skilling, the main uncertainty of the final calculation of the evidence is related
to the probabilistic determination of the terms ∆Xm [26, 64–66]. The choice of different integration
methods of Eq. (2.23) (rectangle method, trapezoidal rule, etc.) does not influence very much the
final result. Instead, the statistical glittering of Xm from Eq. (??) introduces an error.

The final value of the evidence is dominated by the region where the product Lm∆Xm is maximal,
which is related to the amount of information that can be extracted from the data. In other words,
E value is dominated by data inside a core in the parameter space corresponding to the X interval
[0, e−H], where H is the information defined in by Eq. (2.17).

The uncertainty associated to the evidence is given by [26,64–66]

δ(lnE) ≈ δ
[

ln

(∑
m

∆Xm

)]
≈
√
H
K
, (2.26)

where K is the number of exploring set of parameters (live points) used for the computation.
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A very pragmatic and practical way to evaluate the accuracy of E (used in Nested fit program,
see Sec. 2.5) is to calculate the evidence for different trials with different sets of live points an calculate
then the average and the associated standard deviation from the different values of lnE. From the
consideration above, this is in fact the natural estimation to study the uncertainty of E [65,67]. More
details on the origin of the evidence uncertainty can be found in App. E.

2.5 A data analysis program based on Bayesian statistics: Nested fit

General considerations

Nested fit has been developed for the calculation of the Bayesian evidence and posterior parameters
probability distributions for a given set of data and selected model. The core of Nested fit is the
algorithm used for the calculation of the Bayesian evidence which is, as indicated by its name, the
nested sampling presented in Sec. 2.4.

Similarly to Minuit fit, the data has to be in the form {xi, yi}, where xi are real numbers and
yi are necessarily counts detected at the positions xi. yi. Data with error-bars coming from other
evaluations cannot be treated. The function to fit to the data can be chosen from the same function
library than Minuit fit. Outputs of Nested fit are radically different and richer in information
than Minuit fit outputs. Not only the best parameter that maximise the likelihood (minimise the
chi-square) is provided, but also the probability distribution of each parameter and the evaluation of
the Bayesian evidence.

2.5.1 Computation algorithm of the Bayesian evidence

The calculation of the Bayesian evidence is made with the nested sampling method similarly to other
program based to the same algorithm reported in Refs. [26, 46, 66, 68]. Even if the basic structure is
practically identical to older programs, the algorithm for the search of new live points is substantially
different. The searching algorithm is a Markov chain Monte Carlo method to explore the parameter
volume VL>Lm and it is an evolution of the lawn mower robot method, developed by L. Simons [23].
The maximum number of iteration M needed for the calculation of the evidence is determined by
the comparison of the estimation of the error ErrM due to the truncation of the sum and the value
of the suited accuracy δE. More details are presented in in App. E together with a simple example
of analysis on the determination of the number of possible present peak contributions of the data
presented in Fig. 2.1. Additional applications of Nested fit can be found in Ch. 3.

2.5.2 Inputs

In addition to the function and data file names, common to Minuit fit program input, Nested fit

requires in the input file nf input.dat some more specific parameter. The most important are:

The maximum number of jumps N and the relative length of the jump f : These parame-
ters are important for efficiency of the search of the new live points and for the non-correlated
and efficient exploration of the parameter space. Higher values of f and N guarantee a better
independence between sampling points of the Monte Carlo computation but a minor efficiency
of the algorithm.
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The number of live points K: The choice of K influence directly the expected accuracy of the
evidence δE ∝ 1/

√
K, and also provides a better sampling of the parameter volume. As coun-

terpart, an increasing of K increases the computation time.

The required final evidence accuracy ∆E: A too large value of the accuracy will bias the ev-
idence calculation. A too small value can make the evidence computation significantly long.
For a given problem, the optimal value is obtained by looking a posteriori at the evolution of
Lm∆Xm. Good and efficient values are generally between 10−3 and 10−5 as also discussed in
Ref. 66.

The number of trials sets of live points NLPS: Besides theoretical considerations, the best strat-
egy to estimate the evidence accuracy is to calculate E several times with different starting sets of
live points (with different seed for the random generator) and to extract the mean and standard
deviation of the logarithmic values of the computed evidence, which is the pertinent quantity
for the uncertainty evaluation (Sec. 2.4.4).

The parameter priors Priors of the different parameters can be selected between two options: (i)
an uniform prior where the parameter value boundaries have to be provided or (ii) a normal
distribution where a main value and the associated standard deviation have to be provided (as
example from a past experiment).

2.5.3 Outputs

The program provides four major files:

• nf output res.dat contains the details of the computation (n. of live points trials, n. of
total iteration), the final evidence value and its uncertainty E ± δE, the parameter values
â corresponding to the maximum of the likelihood function, and the mean, the median, the
standard deviation and the confidence intervals (68%, 95% and 99%) of the posterior probability
distribution of each parameter. Moreover, the information gain H, the Bayesian complexity C
and the theoretical minimal value of iteration deduced from the extracted information value are
also provided. δE is calculated only if NLPS > 2.

• nf output data.dat contains the original input data together with the model function values
corresponding to the parameters â with the highest likelihood function value, the residuals and
the uncertainty associated to the data.

• nf output tries.dat is present only if NLPS > 2. For each live points trial, it contains the
final evidence, the number of iterations and the maximum value of the likelihood function.

• nf output points.dat contains all discarded and final live points values ãm and {aM,k}, their
associated likelihood values L(a)} and posterior probabilities P (a|{xi, yi}, I) ≈ Lm∆Xm/E.
From them, the different parameter probability distributions or correlation diagrams, as that on
Fig. 2.4, can be built from marginalization (Eq. 2.10) on the unretained parameter4.

To built histograms, and trace the different plots, special Python routines have been written. These
routines can, if required, change systematically the input file nf input.dat and read the output files
for automated exploration of input parameter values or priors, or models M.

4In practice this consists to built histograms only from the parameter components of the live points one is interested
on.
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2.5.4 Use in the different research topics

Nested fit has been employed mainly in the analysis of the pion mass experiments [A7,C1] described
in Ch. 3. Additional analyses (still unpublished) have been performed on the data regarding the
nuclear capture of the bound electron in H-like systems where an unexplained modulation of the
exponential decay is observed [A20,A41]. Recently, Nested fit has been used in the ASUR team at
INSP for the determination of the presence or not of oxidation signature in photoemission spectra of
gold nanoparticles.



Chapter 3

The measurement of the mass of the
negatively charged pion

3.1 Introduction

3.1.1 Some history

The measurement of masses of unstable particles is mainly obtained by mass spectroscopy, if the
particle lifetime is long enough, or by the measurement of the masses and of the kinetic energies of the
decay producs. A negatively charged particle with a sufficiently long lifetime (more than a few ns) can
form a bound system with an atomic nucleus. Here a third method is possible: precision spectroscopy
of exotic atoms. Except for muonium (e−−µ+ bound state) or positronium (e−−e+), atomic spectra
of such atoms are in the X-ray domain due to the orbiting particle mass, orders of magnitude larger
than the mass of the electron. In the past, the spectroscopy of exotic atoms successfully allowed for
the determination of the mass of muons, pions, kaons and antiprotons [12–15,69].

In the case of the pion, the 2014 official value from the Particle Data Group [70] is 139.57018 ±
0.00035 MeV/c2 with an accuracy of 2.5 ppm. It is the result of an average of two values. One comes
from the spectroscopy of pionic magnesium [71] (solution B) and the other comes from the spectroscopy
of pionic nitrogen [14]. In the πMg experiment, a solid-state target was employed. In this case, electron
capture from the pionic atom is unavoidable, leading to difficulties of the interpretation of the atomic
spectra. Different assumptions on the K electron population lead to differences in the pion mass up to
16 ppm [71] and where one of the solutions (solution A) is in complete disagreement with evaluations
obtained from pion decay measurements [72,73]. In the πN experiment the electron refilling is avoided.
In this case, the experiment bottleneck was the calibration line, the Cu Kα fluorescence radiation,
whose large width (4 eV) was limiting the final accuracy.

The experiment described here resumes the strategy of the gas target, but exploits (i) the high
precision of 0.033 ppm for the mass of the positively charged muon being mµ+ = (105.6583715 ±
0.0000035) MeV/c2 [70] and (ii) the unique feature that in πN and µO transition energies almost
coincide. When using a gas mixture, the simultaneous measurement of πN and µO lines becomes
possible with the muonic transition serving as an on-line calibration. Hence, systematic shifts during
the unavoidably long measuring periods are minimised and a new accurate measurement of the charged
pion can be performed.

27
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Figure 3.1 – Set-up of the experiment.

3.1.2 Work context, personal contribution and associated publications

This project for the new measurement of the negative pion mass started in an international collabo-
ration based at the Paul Scherrer Institute (PSI, Villigen, Switzerland) in the ’90s and the data were
acquired in the year 2000. Part of the author’s Ph.D. thesis (2002–2005) was dedicated to the analysis
of those data providing a preliminary value of the pion mass as outcome. Due to the difficulties to
describe accurately the response function of the X-ray spectrometer used for this measurement, the
final analysis has been completed only in the years 2015–16 with the development and the implemen-
tation of Bayesian methods. Analysis of additional data, not exploited before, was also required to
characterise the spectrometer response function for the energy range of interest. After a brief descrip-
tion of the experiment and previous developments, this last part of analysis, where the author mostly
contributes with the use of the methods presented in Ch. 2, is presented.

The publication associated to this chapter is presented in App. F [A7]. Another related publication
is Ref. C1.

3.2 Production of pionic and muonic atoms and detection of their
radiative emission

3.2.1 Pionic and muonic atom production

Pionic atoms are obtained by stopping the intense pion beam (1.9 mA) at the πE5 beam line at the
Paul Scherrer Institut in a gaseous target. The pions, with an initial kinetic energy of 112 MeV/u,
are captured and slowed down in the so-called cyclotron trap [74, 75] constituted by a pair of su-
perconducting magnets arranged to form a cyclotron-type field. The field has a maximum value of
4 T perpendicular to the pion trajectory. A series of plastic degraders is used to stop a maximum of
pions in the centre of the cyclotron trap in a target chamber filled with the target gases. A general
overview of the whole set-up is presented in Fig. 3.1. Between one and three percents of the initial
pions produce pionic atoms. The large gap between the magnet coils guarantee an efficient recapture
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Figure 3.2 – Cascade processes after the formation of the pionic atoms. After the capture of the pion in
a high-n state, the first decays are via the ejection of electrons (Auger emission). For low-n states, the
dominant decay is radiative. Pion in ns states have a non negligeable probability to be absorbed by the
nucleus .

of muons generated by pions decaying before stopping. In this way, a simultaneous stopping of muons
and a production of muonic atoms is provided.

For the simultaneous measurement, comparable count rates for the πN and the µO lines are ob-
tained by using a N2/O2 gas mixture of 10%/90% and by the installation an ad hoc set of polyethylene
degraders inside the magnet gap to optimise the X-ray yield.

In the target cell, pions are captured by the atoms in highly exited states where the overlap of the
outermost electron and pion wave-functions is maximal, i.e., where the characteristic radius (Eq. (1.3))
of the wavefunctions are similar [76]:

n2
i ~

mµ,πcZα
∼ n2

e~
mecZα

→ ni ∼ ne
√
mµ,π

me
∼ ne × 16. (3.1)

ni is the initial principal quantum number of the captured pion,ne is the principal quantum number
of the most external electron of the atom with atomic number Z, α is the fine structure constant,
mµ,π,e are the muon, pion and electron masses and c the speed of light.

For exotic atoms with Z > 2, the first steps of the de-excitation proceed via Auger emission
with the self-ionisation of the target atom or molecule. This quickly process leads to a high degree
of ionisation acting at the femtosecond time scale. If the target is constituted by molecules, the fast
ionisation causes the Coulomb explosion between the constituents with an acceleration of the molecule
fragments and, consequently, a Doppler broadening of the emitted X–rays [77]. After the molecule
fragmentation, the exotic atom continue its de-excitation by Auger and X–ray emission (see Fig. 3.2).

Auger transition probability WA is in proportional to

WA ∝ 1/
√

2∆E + 37.8 eV, (3.2)

and increases more than exponentially with n [78].
Radiative transition probability WX is proportional to [79]

WX ∝ ∆E3|Rn,`n′,`′ |2. (3.3)
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Rn,`n′,`′ is an integral involving the radial part of the initial and final wavefunction states and

∆E ≈ mc2 (Zα)2

2

(
1

n′2
− 1

n2

)
, (3.4)

with m being the reduced mass of the system. For an initial level n, the radiative transition probability
is1 WX ≈ n−5 [78,79] with the selection rule is ∆` = ±1 and therefore in case of an electron free atom
the states (n, ` = n− 1) are efficiently populated.

For high-excited levels (n� 1

WX �WA. (3.5)

The Auger emission dominates the upper part and it continues until the complete depletion of the
electron shells if capture from neighbouring target atoms is avoided whereas radiative transitions are
most probable for transition between lower levels.

If a low-density target (≤ 1 − 2 bar) is used, electron recapture from external atoms is unlikely
because the probability for having a collision with another atom of the target is low even in the presence
of the Coulomb explosion. The signature of the complete electron depletion is the appearance of X-
ray lines at n ≥ 5, which otherwise would be converted into Auger transitions [78, 80–83]. In the
presented experiment, electron recapture during the cascade is not expected because of the use of
a N2/O2 gas mixture with a pressure of 1.4 bar at room temperature. In the case of solid targets,
however, electron refilling is unavoidable. More details on the atomic cascade in exotic atoms can be
found in Refs. [76, 84–89].

The so-called circular transitions (yrast transitions in terms of nuclear physics) (n, ` = n − 1) →
(n−1, ` = n−2) are the most intense X-ray lines. Because of this, they are used for the measurement
of the pion mass. In addition, for these transitions, strong interaction effects are small because of the
reduced overlap between the pion wavefunction and the nucleus. The energy measurement of the πN
and µO 5g − 4f transitions are in particular chosen because (i) for the 6h − 5g transition (2.2 keV)
the absorption in target gas itself and windows significantly reduces the count rate and (ii) for the
4f −3d transition the 3d-level energy in πN requires a already substantial correction due of the strong
interaction effect.

3.2.2 The crystal spectrometer

The transition energies of the exotic atoms are measured using the Bragg diffraction spectroscopy.
The crystal spectrometer is designed to be optimised to the needs of exotic-atom X-ray spectroscopy.
It is set up in a Johann geometry [90] with a spherically bent Si(110) crystal [91] (see Fig. 3.3
left). Spherical bending (with a radius of curvature of about 3 m here) leads to a partial vertical
focussing [91, 92] which increases the count rate. In the configuration considered here, the overall
efficiency of the crystal spectrometer is ≈ 5× 10−8.

For the simultaneous detection of the pionic and muonic atoms lines, the spectrometer is equipped
with a large position-sensitive detector, which is composed of an array of charge-coupled devices
(CCDs) corresponding to a total sensitive area of about 48×72 mm2 [93, A48]. About 85% of the
reflected intensity is covered by the sensitive area of the detector. The CCD array is placed in
proximity of the Rowland circle where X-rays are focused. The simultaneous measurement of two
distinct lines implies that the focussing conditions are not fulfilled as show in Fig. 3.3 (right). Effects
from defocussing have to be taken into account for the accurate determination of the line position.

1WX ≈ n−3`−2 for a specific angular quantum number.
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Figure 3.3 – Left: Schematic of the Bragg spectrometer in the Johann configuration. The crystal bending
radius Rc is the diameter of the Rowland circle in proximity of which the position sensitive detector has to
fulfil the focusing condition Rc sin ΘB , where ΘB is the Bragg angle. Right: Scheme of the X-ray detector
position with respect to the Rowland circle (the focus location of the spectrometer) and two diffracted lines
A and B with different energy EB > EA. The (small) displacements of the two lines from their individual
focal conditions has to be taken into account in the calculation of the spectrometer response function.

3.2.3 Data acquisition and spectra

About 9000 events for each element are collected in each of the (5g−4f) transitions during 5 weeks of
data acquisition. The final spectrum is obtained from the projection of the two-dimensional spectral
line distribution on the CCD (Fig. 3.4) to the dispersion axis (Figs. 3.4 and 3.5). Due to their
diffraction nature, the lines are slightly curved. Before the projection, this curvature is fitted and
the data are redressed. The count rates for the πN and µO transitions are about 15 events per hour
each. During this period the temperature of the crystal and the spectrometer parts is monitored and
the relative positioning of its components is checked by acquiring regularly X-ray spectra of CuKα1,2

fluorescence lines.

The focus of the µO and the πN transitions are 4.6 mm beyond and 14.2 mm before the CCD
array plane, respectively. To correctly consider defocussing effects and and the general spectrum
characteristics, additional data are recorded in addition to the simultaneous measurement of the πN
and µO transitions. They different acquired spectra are summarised below.

Mix spectrum: The simultaneous spectrum of πN and µO transitions with the focus of µO and the
πN lines 4.6 mm beyond and 14.2 mm before the CCD array plane, respectively.

Dispersion spectra: 6 spectra of the 5 → 4 πN transitions obtained by a 100% N2 gaseous target
for different angular positions of the detector. Except for the CCD angular position, the set-up
of these measurements is the same than for the mix spectrum, i.e. with the focus of the πN line
14.2 mm before the CCD array plane.

πN focalscan spectra: 5 spectra of the 5→ 4 πN transitions obtained by a 100% N2 gaseous target
for different distances between the position sensitive detector and the crystal (±18 mm with
respect to the focal position).
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Figure 3.4 – Simultaneously measured (5g − 4f) transitions in muonic oxygen (calibration) and pionic
nitrogen. Top: Distribution of the Bragg reflections on the surface of the 2×3 CCD array. Straight dashed
lines indicate CCD boundaries. Middle: Projection on the axis of dispersion after correction for curvature
(see text).

πNe focalscan spectra: 7 spectra of the 6 → 5 πNe transitions (4.3 keV) obtained by a 100% Ne
atomic gaseous target for different distances between the position sensitive detector and the
crystal (−27 + 18 mm with respect to the focal position). Differently than in the case of πN and
µO spectra, no Coulomb explosion occurs wheb neon, a monoatomic gas, is used as target.

3.3 Spectral line shape

3.3.1 General consideration

The mass of the charged pion is determined from the measurement of the distance between the πN and
µO spectral lines [A7,C1]. The most complex part of the experiment is the extraction of a trustable
value of such a distance. This requires the accurate determination of the spectrometer response
function and of the characteristics of the atomic radiation (line composition, positions, intensities,
widths, etc.). For each spectral line, the recorded intensity distribution function F (x) is the result of
the convolution of three main contributions:

F = Fspectr. ⊗ Fcascade ⊗ Finteraction. (3.6)
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Figure 3.5 – Details of the fit to line patterns. The parallel transitions 5f − 4d and possible additional
transitions from the presence of one remaining electron in the K shell are indicated (“sat. pos.”). For
µO, the larger width of the 5g − 4f transition is due to the non-resolved fine structure splitting, which is
resolved for the 5f − 4d transition.

The first contribution is the response function of the instrument with respect to an ideal mono-energetic
X-ray source. It depends on the characteristic of the crystal reflectivity curve (rocking curve), but
also on the spectrometer aberrations and on the positioning of detector with respect the focal plane.
The second contribution depends on the dynamics of the atomic cascade after the formation of the
pionic atom, which generates a non-trivial broadening of the spectral lines. The last contribution is
related to the natural width of the transition, which is negligible in the case considered here. The
discussion about the evaluation of Fspectr. and Fcascade is the object of the next sections.

In addition to the characterisation of each line profile, the different components of the atomic
spectra, fine structure, parallel transitions, nuclear isotopes contributions, etc., have to be taken into
account in the analysis. As an example, for the πN spectrum, in addition to the 5g − 4f transition,
also the 5f − 4d and the 5d − 4p have to be considered as well as transitions of the 15N isotope and
possible satellite lines resulting from remaining electrons in the K shell. µO spectrum is even more
complex due to the spin-1/2 of the muon (pion is a spin-0 particle), which produces a fine structure
splitting of the lines. Different assumptions of the spectra composition are tested during the analysis
as well as their influence on the pion mass final value.
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3.3.2 Spectrometer response function

The spectrometer response function Fspectr. is determine by means of a Monte Carlo simulation that
takes into account the geometry of the spectrometer components (detector, crystal and source) and
the characteristics of the crystal with

Fspectr. = Fgeom. ⊗ FRC ⊗ Fdefects. (3.7)

Fgeom. represents the contribution due to the spectrometer geometry, FRC is the characteristic crystal
reflectivity curve (rocking curve) and Fdefects is an additional Gaussian broadening to take into account
possible crystal imperfections.

The spectrometer geometry is defined by the position and spatial extensions of the X-ray source
and the position-sensitive detector with respect to the Rowland circle, which defines the focus position
of the employed Johann spectrometer (see Fig. 3.3). The crystal reflectivity is obtained by the code
XOP (XCRYSTAL subroutine) [94, 95]. The additional Gaussian broadening has to be determined
experimentally.

The reliability of the spectrometer simulation program has been tested by a series of measurements
with X-ray lines with a very narrow natural width. In particular, a specially dedicated electron
cyclotron resonance ion trap (ECRIT) has been built to produce intense X-ray narrow [91,96–99,C30].
In particular, 1s2s 3S1 → 1s2 1S0 M1 transitions from He-like chlorine, sulphur and argon produced
in the ECRIT plasma have been employed for this scope. These lines have in fact a natural width of
few meV, much less than the resolution of the crystal spectrometer.

As an illustration of the reliability of the Monte Carlo spectrometer modelling and the effect of
defocussing, in Fig. 3.6 the recorded and simulated spectra of the 6→ 5 transition in πNe are presented
for different crystal–detector distances (“Pos.” is the shift in mm with respect to the theoretical focal
position on the Rowland circle). In the case of πNe lines, Coulomb explosion is not present and the
width of the spectral line F is mainly due to Fspectr.. As one can see, the position of the detector with
respect to the focal position plays an important role in the asymmetry of the spectral line that, if is
not taken into account, can induce a systematic effect of the peak position.

3.3.3 Coulomb explosion, atomic cascade and strong interaction broadening

Several processes contributes to Fcascade: (i) the Coulomb explosion, (ii) the characteristic of the atomic
cascade and, in the case of light pionic atoms not treated here, (iii) the strong interaction [A29,A32,C6].
Fcascade is studied and evaluate using Bayesian data analysis methods. Different hypotheses are
considered (different characteristics of the Coulomb explosion and of the atomic cascade) and their
correspondent probabilities are calculated via the computation of the Bayesian evidence, as described
in Sec. 2.3.3.

The atomic cascade characteristics can influence the spectral line shape via collision-induced radi-
ationless de-excitations. During the collision between the exotic atom and a normal target atom, the
potential energy of the excited levels can be partially released in favour of an increase of the kinetic
energy of the two atoms. The acquired velocity associated to the collision-induced de-excitations is
isotropically distributed and it depends on the discrete energy difference between the involved atomic
levels. The broadening due to the Coulomb explosion depends on the electrical charge of the molecule
components. Both effects are approximated by simple kinetic energy distributions KD (in the labo-
ratory frame) and the relative Doppler broadening as shown in Fig. 3.7.
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Figure 3.6 – Experimental data (red error bars) and fitted profile (blue lines) F (x) for different spectra
corresponding to different positions Pos. with respect the theoretical focal position (which does not corre-
sponds to the real one as one can see from the width of the lines). The peak asymmetry on the high-energy
side of the peak (right) is due to the typical aberration of Johann-type spectrometer from the X rays
diffracted by the regions of the crystal far from its centre.



36 3. The measurement of the mass of the negatively charged pion

K EX-ray 
E0 KD 

K EX-ray 
E0 

KD
min KD

max 

ΔE 

ΔEmin 

ΔEmax 

Figure 3.7 – Effect of the kinetic energy distribution of the pionic atoms on the energy spectra of the
emitted photons of energy E0 in the laboratory reference frame.

The transition energy observed in the laboratory reference frame Elab depends on the transition
energy E0 and on the acquired velocity v via the Doppler shift formula

Elab = E0γ(1− β cos θlab), (3.8)

where β = v/c, γ = 1/
√

1− β2 and θlab is the observation angle in the lab with respect to the velocity
direction. Considering an isotropic emission, a non-relativistic kinetic energy gain KD corresponds to
a rectangular broadening2 of 2∆E, where ∆E/E0 = γ(1+β). If a flat kinetic energy gain distribution
between KD

min and KD
max is considered, a trapezoidal X-ray line broadening is expected (see Fig. 3.7).

A realistic kinetic energy distribution is much more complex than the distributions represented
in Fig. 3.7. It reflects in fact the structure of the exotic atom and the atomic cascade processes. To
describe the Coulomb explosion in πN, rectangular distributions of KD are however sufficient. More
details on this topic can be found in Refs. 23,A38,C6.

3.4 Analysis of the data and discussions

3.4.1 Analysis methods

Each spectrum, or series of spectra, are analysed by the Nested fit program package described in
Sec. 2.5 using the multi-spectra analysis option, particularly essential for sets of spectra corresponding
to different focal positions.

2The spectrum distribution can be decomposed in dI
dElab

= dI
dΩ

dΩ
dElab

, where Ω is the solid angle in the source

reference frame. For an isotropic emission dI
dΩ

is constant and proportional to dI
d cos θ

. Then one can rewrite dI
dElab

=
dI

d cos θ
d cos θ
d cos θlab

d cos θlab
dElab

. From Eq. (3.9) and the relativistic transformation between cos θ = β−cos θlab
β cos θlab−1

[100] one has

dI

dElab
∝ 1

γ2(1− β cos θlab)2
× 1

E0γβ
=

E0

βγE2
lab

(3.9)

and where Elab is bound by the values E0γ(1 ± β). For non-relativistic cases, the distribution can be approximated as
flat. The first term in Eq. (3.9) tend to a constant value when β → 0.
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For each line contribution, the spectral line is modelled by a function F fit obtained by the convo-
lution of the different contributions and an adjustable amplitude A and position x0

F fit(x) = A× [FMC ⊗ FDoppler ⊗G] (x− x0). (3.10)

FMC includes the spectrometer geometry and crystal rocking curve (Fgeom. and FRC) and it does not
contain adjustable parameters. FDoppler represents the contributions due to the Coulomb explosion
and atomic cascade (Fcascade). It is modelled by a series of uniform distributions kinetic energy KD

distributions (called Doppler boxes) with variable boundaries, as described in Sec. 3.3.3. Its adjustable
parameters are the positions and extensions of the KD distribution boxes and their relative intensity.
The diffraction crystal imperfections are modelled by a Gaussian distribution G with the characteristic
angular dispersion variance σcry as unique adjustable parameter.

Due to the complexity of the calculation of the effects of the kinetic energy distributions, their
boundaries (KD

min)1, (K
D
max)1, (K

D
min)2, (K

D
max)2, . . . cannot be adjustable parameters of the function

used by Nested fit but they are fixed at priori. The relative populations of the different distribution
regions are on the contrary free parameters of the profile functions (with the constraint that their sum
is equal to 100%). The estimation of the best choice of the kinetic energy boundaries is done by the
calculation of the Bayesian evidence E that provides the probability of the chosen model.

Each line of the spectra uses the same peak profile but adjustable intensities and positions (plus
a flat background). For the analysis of a set of X-ray measurements, the Doppler boxes intensity,
σcry, the relative intensities and angular relative line positions are common parameters between the
different spectra. The background level, the amplitude and the position of the main line are adjusted
for each spectra.

3.4.2 Strategy of the analysis

Except for the mix spectrum, the different data sets described in Sec. 3.2.3 are used to determine
different characteristics of the spectra that depend on the apparatus and the atomic cascade.

Focalscan spectra from 6→ 5 πNe transitions are mainly used to check the correct reproducibility
of the crystal spectrometer response function and the evaluation of the contribution due to the Bragg
crystal imperfections via the value of σcry in G.

In Focalscan spectra from 5→ 4 πN transitions, the kinetic energy distribution boxes are reliably
studied, together with the evaluation of relative positions and intensities of the different lines.

Differently to mix and dispersion spectra, in the set of Focalscan spectra from 5→ 4 πN transitions,
there are few acquisitions that correspond to detector positions very close to the focal position of the
crystal spectrometer. Due of the consequent better instrumental resolution of these spectra, the kinetic
energy distribution boxes are in particular reliably studied, together with the other parameters.

Dispersion spectra of πN are analysed together with the mix spectra for (i) an additional evaluation
of the Doppler boxes and relative line position and intensity values and (ii) the final position of the
5g → 4f πN transition for the pion mass evaluation. The position of the πN line in the mix spectrum
is more accurate than the µO line because it benefits from the much better determination of the other
parameters (relative line positions and amplitudes, etc.) from the dispersion spectra. These spectra,
obtained with a 100% N2 target, are in fact characterised by a much better statistics (60000 counts)
than the mix spectrum (9000 counts in each main line).
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Figure 3.8 – Logarithm of the evidence )left) and value of the Gaussian width σcry (right) for different end
values (KD

max)1 of the kinetic distribution box for the πNe spectra.

3.4.3 Measurement of the Gaussian broadening of the crystal from πNe data

Unfortunately, due to the X-ray energy range of interest (around 4 keV), no characterisation with
highly charged ions emission could be done (limited to 2.5–3 keV energy range) to extract the Gaussian
broadening of the crystal σcry at these energies. For this reason, the analysis of πNe spectra is
particularly valuable. Due of the monoatomic nature of the neon gaseous target, no Coulomb explosion
occurs during the formation of πNe atoms. X-ray emission from the 6 → 5 transitions are then used
for the characterisation of the response function of the spectrometer.

σcry is estimated together with effect of collision-induced radiationless de-excitations (terms FDoppler

and G, respectively of Eq. (3.10)) as described in Sec. 3.4.1. More precisely, the procedure developed
for the first time to study πD spectra [23] is applied, which consist in two steps:

1. the analysis of a kinetic energy distribution K modelled by an single flat distribution (a Doppler
box) with K1

min = 0 and (KD
max)1 that is varied, and

2. the analysis a kinetic energy distribution K modelled by two flat distributions, one similar to
that one of the step (1) and a second one localised at the position (KD)2 (±1 eV).

For each step, the posterior probability distribution of σcry is given as output from the analysis
program. The probabilities P (KD) of the preselected KD values are determined from the Bayesian
evidence calculation E with P (KD) ∝ E. For the step (1), the values of E and σcry are reported
in Fig. 3.8 for the different (KD

max)1 upper bounduary. The most probable value of (KD
max)1 and its

associated uncertainty are calculated considering the maximum values of E and the boundaries values
corresponding to a relative drop of 0.9 of lnE, which correspond to a confidential level of 95% [23,57].
With this method, (KD

max)1 = 10.5+4.1
−5.7 eV (and at the fixed value (KD

min)1 = 0) is obtained, which
correspond to a value of σcry between 48 and 55 µrad3.

3A more rigorous calculation should consider the posterior probabilities P (σcry|KD) and calculate the final posterior
distribution

P (σcry) =
∑
KD

P (σcry|KD)× P (KD)

following Eq. (2.16).
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Figure 3.9 – Logarithm of the evidence (left), value of the Gaussian width σcry (centre) and relative filling
of the fist kinetic distribution box (right) for different values (KD

max)1 the position of the second kinetic
distribution box position (KD)2.

When two kinetic distribution boxes are considered, the analysis is more difficult because of the
larger scattering of the evidence values4. From the results of the second step, which agrees with
the results of the first step, one can conclude that the value σcry = 50 − 54 µrad is due to the
characteristics of the crystal for 4.5 keV X rays, which however is 0.5 keV higher than the 5 → 4
µO and πN transition photon energy . The values of (KD

max)1 = 10.5 eV or (KD
max)1 = 0 − 2 eV

and (KD)2 ≈ 170 eV are due to the atomic cascade following the capture of the pion. To note that,
as expected, the main contribution of the radiationless de-excitation broadening is due to the low
energy box (more than 90% occupation), which contribution can hardly be disentangled from the
spectrometer response function.

3.4.4 Doppler boxes and Gaussian width from πN data

Differently to the case of πNe, πN and µO X-ray emission is affected by the Coulomb explosion
of the target molecules during the formation of the pionic atoms and the first steps of their de-
excitation. Details of the atomic cascade are not visible and only one large kinetic energy distribution
box can be used. For the deduction of KD

max, two different sets of data, focalscan πN spectra and
dispersion spectra, are considered, which correspond to two slightly different set-ups with different
crystal–detector distances (see Sec. 3.2.3 for details).

The results are presented in Figs. 3.10 and 3.11. For the both sets of data, the upper limit of the
kinetic energy distribution box is around KD

max = 146 eV. This value is in agreement with previous
observations [77] and corresponds to two molecular fragment with a total charge q1q2 ≈ 11 in unit of
elementary charge.

4Here only 200 livepoints are used to make faster the evidence calculation that have to be repeated over a large set
of {(KD

max)1, (K
D)2} values.
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Figure 3.10 – Logarithm of the evidence (left) and value of the Gaussian width σcry (right) for different
end values (KD

max)1 of the kinetic distribution box for the πN focalscan spectra.
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Figure 3.11 – Logarithm of the evidence (left) and value of the Gaussian width σcry (right) for different
end values (KD

max)1 of the kinetic distribution box for the πN dispersion spectra.
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The values of the Gaussian broadening are σcry = 70 − 80 eV for the focalscan spectra and
95 − 100 eV for the dispersion spectra, significantly different between each other and from the πNe
values. These differences can have different reasons:

• the slightly different set-ups can have slightly different spectral line curvature on the CCD
and then influence the final line width after curvature correction and projection procedure (see
Sec. 3.2.2);

• the different nature of the data sets. Focalscan data set is obtained for different crystal–detector
distances and it may be more sensitive to σcry (and to the Doppler box boundaries);

• a partial compensation of the Coulomb explosion effect from the Gaussian component (i.e. σcry);

• in the case of the comparison with πNe values, the different energy of the diffracted photons
(4.0 and 4.5 keV) may imply different values of σcry.

These differences are taken into account to evaluate a possible influence of the line position de-
termination of the the µO – πN lines relative positions, and then, to the pion mass. For the final
evaluation, the common value of dispersion and mix spectra is used. The associated systematic uncer-
tainty is calculated assuming the value obtained from the focalscan πN spectra analysis instead that
dispersion spectra. The difference amounts to +0.023

−0.027 pixels corresponding to +0.29
−0.34 part per million

(ppm) of the pion mass value.

The uncertainty related to the curvature and effect of the curvature correction of the diffracted
line on the CCD is considered separately and contributes to ±0.23 ppm.

3.4.5 Lines modelling and tests

For the accurate determination of relative position between the 5g − 4f lines of µO and πN, also the
other 5f − 4d and 5d− 4p transitions are considered. For the case of µO, due to the spin-1/2 of the
muon, the fine structure has to be taken into account. The relative position of the secondary lines
with respect to the main transition 5g − 4f is fixed by the theory prediction except for the 5d − 4p
line where the strong interaction induces an important shift via the 4p level. Similarly, the position
of the fine-structure components of the µO spectrum are fixed. Their intensities are also fixed by the
assumption of a statistical population of the sub-levels.

A different Gaussian width is considered between the main line and the other transition because
of the different history of the atomic cascade. The two Gaussian widths are very similar, however,
with a ratio of rG = 0.80±0.05. The systematic uncertainty related to the line modelling is estimated
from the comparison of the results of thee cases: (i) when rG is fixed to unity, (ii) when rG is fixed
to the value extracted from the focalscan spectra analysis and (iii) when rG is a free parameter. Its
value is +0.014

−0.022 pixels corresponding to +0.19
−0.29 ppm of the pion mass value.

3.4.6 Possible contribution from remaining electrons

The possible presence of remaining electron(s) in the exotic atom may induce an important system-
atic energy shift of the X-ray energies and, consequently, of the pion mass. One (or two) remain-
ing electron(s) in the K shell in pionic nitrogen can generate satellite lines having energies 0.45 eV
(0.81 eV) lower than the main transition 5g−4f (Calculation from MCDF code developed by P. Indel-
icato [101,102]). Such weak satellite lines cannot be resolved from the main transition (see Fig. 3.4).
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Table 3.1 – Bayes factor (in logarithmic scale) and the average P0 of the model M0 from the analysis of
the different spectra. The possible range of P0 is presented tanking into account the uncertainty of lnB01.

Spectrum lnB01 P0 Pmin0 Pmax0

high-stat. πN 6.6± 1.8 99.98% 99.86% 100%
low-stat. µO −0.3± 0.4 42.52% 32.70% 52.98%

As discussed in Sec. 3.2.1, for light pionic atoms produced in low-pressure gaseous target, the
possibility that residual electrons are present is very small when X rays are emitted. However, it
cannot be excluded beforehand that small fractions of pions or muons may arrive at the 5g level by
∆n � 1 transitions from low-angular momentum states immediately after capture.

To estimate the probability for the occurrence of satellite lines, the evaluation of the Bayes factor
(see Sec. 2.3.3 is employed for two different hypotheses, presence or no presence of satellite lines. The
first hypothesis is associated to the model M0 of the spectra without additional satellite lines. In the
model M1 associated to the second hypothesis, the presence of additional satellite lines is considered
with additional spectral contributions with fixed positions with respect to the main transition and
keeping the (relative) intensities as a free parameter (two lines in the case of muonic oxygen, one per
each fine structure main component).

For the calculation of B01, two data sets were analysed: the high-statistic dispersion spectra of
πN, and the mix spectrum of µO (shown in Fig. 3.4). The results obtained by Nested fit for these
sets are summarised in Fig. 3.12 and Table 3.1. Due to the too low statistics, the results from muonic
oxygen cannot be used as valuable test against one of the two models due to the too large uncertainty
of lnB01 with respect to its value. For the high-statistics pionic nitrogen spectra, the Bayes factor is
significantly different from unity and the probabilities of the two models can be reliably calculated.
The value lnB01 = 6.6 indicates a decisive support for the M0 hypothesis for any Bayes factor scale
considered (“decisive” for Jeffreys scale [42], “very strong” for the Kass scale [56] or “strong” for the
Gordon-Trotta scale, equivalent to a p-value of about 10−5 for M1 [57]). Model M0 and M1 relative
probabilities are 99.98% and 0.02%, respectively. Though being small, the effect of such a non-zero
probability for M1 on the pion mass can be evaluated.

When the model M1 is considered, a satellite amplitude of about 1% of the main line (see Fig. 3.12)
is found for both sets. As expected and clearly visible in Fig. 3.12, πN satellite amplitude is strongly
correlated to the main line position, from which the pion mass value directly depends. The most
probable value of the satellite amplitude corresponds to a shift of the main line of (δx)1 = 0.08 pixels
with respect to the case where satellite lines are not taken into account. This is equivalent to about
1 ppm of the pion mass. The shift value that has to be considered for the possible systematic effect
is the weighted value considering the probability of the two models using the values of Table 3.1 and
where (δx)0 = 0 in analogy to Eq. (2.16). One has

δx = 0× P0 + (δx)1 × P1 = 1.8× 10−5 pixels, (3.11)

which corresponds to a systematic uncertainty of +0
−0.0002 ppm. When the uncertainty of Bayes factor

is taken into account (Table 3.1), the probability of M0 drops to Pmin0 = 99.86% and the systematic
uncertainty increases to +0

−0.0014 ppm, which is still completely negligible with respect to the statistical
error and other systematic effects.
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Figure 3.12 – Left: Probability distribution of the amplitudes relative to the main line intensity of the
possible satellite line due to the presence of one remaining electron in the K shell. Right: Joint probability
distribution of the relative satellite amplitude and the position of the main line 5g → 4f in pionic nitrogen.
The accumulation on the diagonal shows the correlation between satellite intensity and main line position.
Assuming no satellite line, the position of the main line for this set of data is 872.58± 0.04 pixels.

3.5 The new value of the charged pion mass

3.5.1 The final value of the negatively charged pion mass

The final distance between the πN and µO lines has an accuracy of 0.064 pixel. This uncertainty,
which correspond to 0.82 ppm, represents the statistical contribution for the pion mass measurement.

The mass value is obtained from the spectral line distance in two steps: (i) the evaluation of the
5g → 4f πN transition energy using the µO transition as reference line and (ii) the extraction of the
pion mass value from the pionic nitrogen transition energy.

In the first step, the angular difference of the two spectral lines is evaluated from their spatial
separation:

∆ΘAB = arctan

(
xB − xc
D

)
− arctan

(
xA − xc
D

)
, (3.12)

x represent the position on the CCD as indicated in Fig. 3.3, D is CCD–crystal distance, A represent
the µO transition used as reference and B the πN transition. From the Bragg law n hc/E = 2d sin Θ,
one obtains EB as a function of EA and their angular separation ΘAB:

EB = EA
1

cos ∆ΘAB − cot ΘA sin ∆ΘAB
. (3.13)

To note, the only dependency on the crystal lattice d (and diffraction order n) is now in ΘA =
arcsin(n hc)/(2dEA).

From the equations above, the spatial separation of the spectral line and the theoretical prediction
of the µO transition, the energy of the πN(5g−4f) transition is found to be (4055.3970±0.0033stat±
0.0038sys) eV. From this energy measurement, the pion mass is extracted considering the theoretical
dependency of EB in mπ− and the expected energy EPDGB obtained using the reference mass mPDG

π−

of the Particle Data Group [70].
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Figure 3.13 – Results of for the mass of the charged pion from various experimental methods since its
discovery (Figure from Ref. C1). The world average value “PDG 2014” [70], indicated by the magenta
region, is calculated from “Lenz 1998” [14] and solution B of “Jeckelmann 1994” [103]. Other results are
taken from Refs. 72,103–114.
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The relation between EB and mπ− requires relativistic calculations via Klein-Gordon equation
with, addition of QED and recoil corrections [A43]. Due to the expected small difference between
mπ− and mPDG

π− , the relation is considered linear with

EB = µπ−C, (3.14)

where the constant C derived by the theory.

For the comparison between the expected transition energy EPDGB , obtained considering mPDG
π− ,

and the measured energy EB, the new value of the pion mass mπ− is extracted

mπ− =

µPDGπ−
EB

EPDGB

1− µPDG

M

EB

EPDGB

, with µPDGπ− =
mPDG
π−

1 +
mPDG
π−

M

, (3.15)

where M is the Nitrogen nuclear mass. To explicitly separate the uncertainty contribution coming
form QED calculations (via the constant C), M and mPDG

π− , the equation above can be rewritten as

mπ− =
EB

C

1

1 +
mPDG
π−

M
− EB

CM

. (3.16)

Finally, the new value of the pion mass is evaluated to be

mπ− = 139.57077± 0.00018 MeV/c2. (3.17)

3.5.2 A short discussion on the uncertainties

The larger systematic error is due to the uncertainty of the distance between the detector and the crys-
tal, which contributes with 0.67 ppm, followed by the uncertainty due to the QED calculations (Dirac
equations for the reference line and Klein-Gordon to extract the pion mass) with 0.35 ppm. Additional
relevant sources are the uncertainties, partially discussed in the previous paragraphs, are: the response
function and Doppler broadening (+0.29

−0.34 ppm), the 6 CCDs reciprocal alignment (0.32 ppm) and the

line modelling (+0.19
−0.29 ppm). To note, the muon mass accuracy determines a systematic uncertainty of

only 0.03 ppm via the energy of the reference transition.

The asymmetric uncertainties +∆i
+,−∆i

− of the different contributions are summed together ob-
serving the recommendations of the Joint Committee for Guides in Metrology [115] following the
recipe described in Refs. [116,117]. The final systematic accuracy ∆sys is calculated by the quadratic
sum from the different contributions ∆sys =

∑
i ∆̄i, where ∆̄i = (∆i

+ + ∆i
−)/2. The shift δ due to the

uncertainty asymmetry is calculated by the different terms δ =
∑

i δi, with δi = (∆i
+ −∆i

−)/2.

A complete and exhaustive list of all systematic contributions and uncertainties can be found in
Ref. A7 (App. F) and C1.

3.5.3 Final considerations

As it can be observed in Fig. 3.13,the new value of the pion mass has a final uncertainty of 1.3 ppm,
half of the previous best measurement, it is 4.2 ppm larger than the present world average [70]. It is in
good agreement with the mass obtained by [14], but 5.4 ppm above the result of the pionic magnesium
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experiment (solution B [71]) where a solid target was employed instead of a gaseous target. At present,
the present measurement is included in the new reference value of the mass the negatively charged
pion provided by the Particle Data Group [47,118].

When the value of the pion mass is combined with the measurement of the muon momentum after
pion decay at rest [73], a value for the muon neutrino mass is obtained of mνµ = 183 + 62

− 83 keV/c2

(c.f. 90%). This value is obtained using the statistical approach of Ref. 119 (orthodox and Bayesian
unified method recommended by the Particle Data Group). The result is far above the cosmological
limit (11 eV/c2 for the sum of all neutrino flavours) [70]. However, extending the error limits to 3σ
either for the pion mass or the muon momentum yields values for mνµ consistent with zero.



Chapter 4

Slow collisions between ions and atoms

4.1 Introduction

4.1.1 General considerations

The interaction between low-velocity ions and atoms or molecules is one of the most common atomic
collisional processes in nature. This interaction is in fact responsible for X-ray emission during the
collision of solar wind with comet comas [120–125], with planets, satellites [126, 127], but also with
galactic and intergalactic medium [128–130]. In artificial plasmas, radiation from ion–atom interaction
is commonly used as diagnostic as for tokamak plasmas [4, 131–134].

At this low velocity regime, 0.4–1 atomic unit1 (a.u.), the dominant process is the electron capture
from the neutral atom to the selective excited states of the projectile, the collisional system behaving
like a quasi-molecule. This leads to an energy gain of the projectile ion and the populated excited states
decay by emission of photons and/or electrons, both carrying information on the collision dynamics.

The basic processes involved in ion–atom collisions have been extensively investigated in the past
using low-charged ion beam interacting with gaseous targets [135–141] and, more recently, with the
advent of new ion sources with heavier projectile ions of higher charge states [142–157]. At the
same time, extended theoretical investigations have been developed as the simple Classical Over-the-
Barrier (COB) model [16,17] (presented in detail in App. B), the reaction window within the Landau-
Zener model [158], couple state calculations using basis of either atomic or molecular orbitals [18–21],
time-dependent Schroödinger equation resolution [159–161] and the classical trajectory Monte Carlo
method [162–164].

X-ray measurements performed in well defined conditions in laboratories provide important insights
to understand the collisional process involved and to interpret X-ray spectra from natural or artificial
plasmas [124, 125, 146, 157, 165]. More precisely, values of differential electron capture cross sections
for different atomic levels can be evaluated. Several low-resolution X-ray detection experiments have
been performed in the past [143, 144, 147–149, 157]. In these experiments, no information of selective
electron capture in n` states is accessible because of the low-resolution X-ray detectors employed
(solid state detectors), insufficient to resolve n→ 1, and to distinguish the effect of single and multiple

11 a.u. corresponds to the classical velocity of an electron in the fundamental level of an hydrogen atom. v = 1a.u. =
αc. In a generic hydrogen-like atom with nuclear charge Z, the characteristic velocity for an electron in the n shell is
v = Z/n.

47
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Figure 4.1 – A schematic view of the experimental set-up showing the localisation of the two solid-state
detectors, the high resolution X-ray spectrometer, the CCD camera and the gaseous jet target.

electron capture processes, as discussed recently in [154,166]. Some measurements with high-resolution
detectors are available but limited to few specific cases [146,151,156,164,167,168].

In this chapter, the advantage of using high-resolution X-ray spectroscopy will be discussed. In
particular, the study of the collision of low-velocity (0.53 a.u.) Ar17+ ions with a gaseous Ar and N2

jet is presented. By resolving the whole Lyman series 1snp→ 1s2 up to n = 10, the preferential level
npref and n-distribution {Pn} of the selective-state single-electron capture is determined. Thanks
to the accurate knowledge of the detection spectrometers, the single-electron capture cross section
is also extracted. Moreover, the contribution from the multi-electron capture is evaluated. Finally
the importance of the emission from metastable states is pointed out for the comparison between
laboratory and astronomical observations.

4.1.2 Work context, personal contribution and associated publications

The experiment described here has been conceived, executed and analysed by the ASUR team at the
INSP. In the same experimental campaign, in addition to ion–atom systems, studies of the collision
between highly charged ions with thin carbon membranes and noble gas clusters [A11, C2, C10, C13]
have been performed but they are not presented here. In addition to participate to the preparation
and data acquisition, the author mainly took care of the analysis of the high-resolution X-ray data.
This chapter is focussed on this part of the data analysis, and on the related results.

The publication associated to this chapter is presented in App. G [A26]. Other related publications
are Refs. A11,C10,C22.
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Figure 4.2 – Typical spectrum recorded by one of the solid-state detectors exhibiting transitions from
Ar16+ ions produced after collision with the argon gaseous target. Experimental data are in red and the
solid black line represents the fit result. The different n > 3→ 1 transition contributions are shown in the
zoom.

4.2 Experimental set-up and methods

4.2.1 Set-up and data acquisition

The experiment has been performed at the low energy ion installation ARIBE2 [169] at GANIL3 where
255 keV 36Ar17+ ions (with a current of 2 nA) are directed onto a gaseous jet of neutral Ar and N2.

A schematic view of the experimental set-up is presented in figure 4.1. The beam profile is regularly
monitored with a high-sensitivity CCD camera that recoreds the fluorescence light from the ion impact
on a stainless steel or alumina target; its current is measured regularly with a Faraday cup.

Lyman lines (in the 3.1–4.1 keV energy range) from the ion projectile are recorded by two Silicon
Drift Detectors (SDD) [170] and by a high-resolution high-transmission Bragg crystal spectrometer
[A33]. The typical accessible energy range of the Bragg spectrometer for a given setting is about
160 eV with a resolution of a few eV for a few keV photons, compared to 190 eV for SDD detectors.
All the He-like 1snp→ 1s2 transitions generated during the collision are then resolved as well as the
fine structure of n = 2 → 1 transitions from He- and Li-like ions. More details can be found in the
App. G (Ref. A26).

4.2.2 Low-resolution spectra analysis and discussion

A typical X-ray spectrum from the SDD is presented in Fig. 4.2. Two major peaks are clearly visible
in the energy region from 3 to 3.8 keV. They are assigned to the 1s2p→ 1s2 (high-intensity line) and
1s3p → 1s2 transitions. The broader peak at higher energy is due to 1snp → 1s2 transitions with
n > 3.

2Accélérateurs pour les recherches avec les ions de basses énergies
3Grand Accélérateur National d’Ions Lourds, Caen, France.
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For the extraction of the absolute value of the X-ray emission cross section, the ion beam and the
gas-jet profiles are considered to evaluate precisely the target-projectile overlap, together with a com-
plete efficiency characterisation of the SDD detectors [170]. For gas-jet pressures where single collision
condition is fulfilled, the absolute value of the X-ray emission cross section, σX−ray, is evaluated with
great accuracy: 11.4 · 10−15cm2 ±15%. Compared to the only previous experiment performed on this
type of system, where the value 11.6 · 10−15cm2 ± 35% was found [147]. The uncertainty is reduced
by a factor of more than two and without referring to any external calibration. No noticeable differ-
ences, within the error bars, are observed when using argon or molecular nitrogen gaseous targets.
Additional information can be found in Ref. A26 and in App. G.

As underlined by Tawara and co-workers [147], due to the presence of metastable states, the value
of the X-ray emission cross section can be influenced by the measurement set-up configuration. This
issue is discussed in more detail in the next sections.

4.2.3 High-resolution spectra results

With the high-resolution spectrometer, the whole set of n→ 1 transitions are well resolved from n = 2
to 10. At lower energy, for n = 2, the He-like 1s2p 3P1,2 → 1s2 1S0 and 1s2p 1P1 → 1s2 1S0 transitions
are observed and well separated. M1 1s2s 3S1 → 1s2 1S0 and Li-like 1s2s2p 4P1/2,3/2 → 1s22s 2S1/2

transitions, from the capture on metastable states formed before the interaction chamber, are also
observable.

Quantitative values of the transition intensities are obtained from fits of the different spectral
components using Minuit fit (described in Sec. 2.2) and modelling the data with a series of Voigt
profiles (plus a polynomial background) that reproduce well the response function of the crystal
spectrometer over the whole considered energy range.

As for the low-resolution spectra recorded by the SDD detectors, no significant difference is ob-
served between Ar and N2 targets. Therefore only the case of argon target is considered for the
discussions of the detailed analysis that follows.

To extract valuable information from the high-resolution spectra, a modelling of the atomic cascade
processes after the ion–collision is mandatory; see next section.

4.3 Atomic cascade characteristics and modelling

4.3.1 Characteristics of radiative decay cascade of He-like atoms

After an electron capture of Ar17+, one has an excited He-like atom that can de-excite only via radiative
transitions. The combination of the spin of two electrons can be combined in triplet states, with the
total spin S = 1, and in singlet states, with the total spin S = 0. In the decay cascade, the most
probable transitions are of E1 type (electric dipole transition) that implies a change of the quantum
angular momentum number ∆` = 1 or -1 and their probability is proportional to ∆E3. Transitions
with maximal difference of the principal quantum number n are favoured. These two rules imply that
(i) all P -states (` = 1, any n) decay preferentially to the fundamental level and (ii) (n, ` = n−1) states
are efficiently populated and decay subsequently via yrast transitions (n, ` = n−1)→ (n−1, ` = n−2).
Transitions between triplet and singlet states are generally forbidden because they imply an electronic
spin-flip, which is much less probable with respect to transitions with the same type of state of spin
S. Considering that the fundamental level 1s2 1S0 is a singlet, this implies that n ≥ 3 → 1 X-ray
transitions are exclusively due to singlet states S = 0 as indicated in Fig. 4.4. n ≥ 3 triplet states
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Figure 4.3 – High resolution spectra (background subtracted) of Ar16+ X-ray transitions observed with
an argon target (p=1.5 mbar). The He-like Ar 1snp → 1s2 with n up to 10 are visible. For n = 2,
transitions from 1s2p 3P1,

3P2,
1P1 and 1s2s 3S1 to the ground level are partially resolved. In addition, M1

1s2s 3S1 → 1s2 1S0 and Li-like Ar 1s2s2p 4P1/2,3/2 → 1s22s 2S1/2 transitions are observed and well resolved
from the 1s2p He-like transitions. The continuous colored lines represent the fit using a series of Voigt
profiles. Intensities are normalized to the counts recorded by the SDD at 30◦ (see text).

(S = 3) decay preferentially to 1s2s 3S1 and 1s2p 3P0,1,2 levels, which subsequently decay to the
fundamental level via spin-flip electric dipole and forbidden transitions (see Fig. 4.5).

4.3.2 Calculation of the expected transition intensity

To compare experimental records with theoretical predictions the atomic cascade have to be modelled
to link the predictions on the capture cross sections σn,` and recorded X-ray transition intensities.
Only the atomic cascade of excited levels 1sn` of He-like systems is considered here.

Three major items have to be computed:

(A) the branching decay ratio from different states (n, `) and (n′, `± 1) via radiative decay,

(B) the probability to populate a state (n′, `± 1) from an initial state (n, `) via a series of radiative
decays of intermediate levels.
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(C) for a given set of capture cross sections σn,`, the intensity of a particular transition (n′, `′) →
(n = 1, `′ ± 1).

The second and third steps are obtained via a homemade simple Fortran90 code (Cascade He presented
in App. D); the first one, is accomplished by a simple code described below and using external data.

(A) Branching ratio calculation

Except for the n = 2 → 1 transitions, branching ratios are calculated considering only the dominant
transitions (E1) with probabilities for an hydrogen-like atom in the non-relativistic framework.

Within this approximation the probability Wn,`
n′,`′ for a transition (n, `) → (n′, `′) is, as for pionic

atoms (see Eq. (3.3)), given by [79]

Wn,`
n′,`′ ∝ ∆E3

n,n′ |Rn,`n′,`′ |2, (4.1)

where ∆En,n′ is the energy difference between levels

∆En,n′ = mc2 (Zα)2

2

(
1

n′2
− 1

n2

)
(4.2)

and Rn,`n′,`′ is the integral

Rn,`n′,`′ =

∫ ∞
0

Rn,`(r)Rn′,`′(r)r
3dr (4.3)

with Rn,`(r) the radial parts of non-relativistic wavefunctions of the hydrogen-like atom. The different
transitions are calculated by a simple Mathematica [173] script. From them, the branching ratios are
deduced:

Bn,`
n′,`′ = Wn,`

n′,`′

/∑
n′′<n
`′′=`±1

Wn,`
n′′,`′′ . (4.4)

For n ≥ 3 states, the same branching ratios are used for singlet and triplet states and no spin-flip
transitions are considered. For n = 2 → 1 transitions, the branching ratios are computed from the
fully relativistic two-electron predictions probabilities of all relevant level decays (including spin-flip,
M1, M2 transitions) [171,172] represented in Fig 4.5.

(B) Generalised branching ratio calculation

The probability to populate a state (n′, `′ = `± 1) from an initial state (n, `) via a series of radiative

decays in intermediate levels is calculated via a generalised branching ratio Gn,`n′,`′ defined here and
deduced by the different branching ratio values. This is actually not a real probability and it is defined
as, considering a population of 100% of the level (n, `), the fraction of this population that reach the
level (n′, `′) after an undefined number of transitions through other levels (ñ, ˜̀) with n > ñ > n′ with

Gn,`n′,`′ =
∑
˜̀
1

∑
˜̀
2

· · ·
∑

˜̀
i

Bn,`

ñ1,˜̀1
Bñ1,˜̀1
ñ2,˜̀2

· · ·Bñi,˜̀i
n′,`′ . (4.5)

Gn,`n′,`′ are calculated as a “water flow” of probabilities starting from the high-excited levels through
lower levels via different B values. Different possible paths to go from (n, `) to (n′, `′) are considered
and added together.
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(C) Line intensities calculation

From a given set of capture cross sections σn,`, the population of the initial excited levels is deduced
by considering a statistical distribution between triplet and singlet atomic levels giving rise to a
ratio 3:1 for 1s n` 3L : 1s n` 1L states. From this initial population, from the generalised branching
ratios Gn,`n′,`′ and from the branching ratio of the level (n′, `′), the expected intensity of the transitions
(n′, `′)→ (n′′, `′′) is calculated.

4.4 Discussions on the high-resolution spectra and comparison with
theory predictions

4.4.1 General considerations

To interpret the experimental data and compare them with the theory, firstly some basic considerations
on the simple- and multi-electron capture processes have to be done. At low velocity, the single capture
preferentially populates high-excited n levels while multi-electron capture populates multiple excited
states with n′, n′′, n′′′ . . . < n [174] that decays mainly by Auger emission. Taking into account COB
model predictions for the single-electron capture process, npref = 7− 9 are populated in the collision
system Ar17+ (0.5 a.u.) → Ar or N2. From that, with the above considerations and the discussions
in Sec. 4.3.1, one can assume that

• the 1s np 1P1 → 1s2 1S0 radiative decays with n = 7− 10 are due to the single-electron capture,

• the 1s 2p 1,3P0,1,2 → 1s2 1S0 and 1s np 1P1 → 1s2 1S0 radiative decays with 3 < n < 7 are
influenced by the multi-electron capture.

These assumptions, checked a posteriori, permit to separate the data analysis in two parts: one where
only single-electron capture can be considered and one where multi-electron capture has to be included.

4.4.2 The contribution of the single capture

From the analysis of the X-ray emission intensities of 1s np 1P0 → 1s2 1S0 with n = 7 − 10 one can
extract

• the n-levels population distribution,

• the cross section of the single-electron capture.

Quantitative values of those both items is the starting point of the discussion on the multi-electron
capture.

The n-levels population distribution

The population probability Pn in n-levels is easily extracted from the observed relative transition
intensities (Fig. 4.3), assuming different `-population distributions {P`} and taking into account the
atomic cascade. At an ion velocity of 0.53 a.u. the `-sublevel distribution is most likely of statistical-
type [161,175,176]. Nevertheless to probe the sensibility on Pn, two `-distribution has been considered:
a flat distribution and a statistical (2`+1) one. The results are presented in Fig. 4.6. As expected from
the COB model, the single-electron capture is observed to occur in a reaction window that populates
preferentially n = 8−9 states with a relative narrow distribution, in agreement with the Landau-Zener
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model [158] and with observation by Knoop et al. in [150] where the COLTRIM technique for Ar17+

on He at v = 0.4 a.u has been used. Different assumptions on P` do not affect significantly the results,
which stay compatible within the error bars.

The single-electron capture cross section

In addition to the assumptions on P`, a statistical population is considered between triplet (S = 1)
and singlet states (S = 0), which correspond to a ratio 3:1, as already discussed in Sec. 4.3. Contrary
to Pn, the extracted value of σsingle strongly depends on the choice of the `-distribution. Indeed the
extracted cross section value ranges from σsingle = 12.8 · 10−15 cm2, with a statistical `-distribution,
down to 4.6 · 10−15 cm2 when an improbable flat distribution is assumed.

The result is satisfactorily in good agreement with the experimental value 8 · 10−15 cm2 obtained
by Ali et al. [142] from coincidence measurements of projectile-target charge exchange for Ar17+ on
Ar at v = 0.6 a.u. and with the COB model that predicts σsingle ≈ 6.6 · 10−15 cm2 (see Eq. (B.2) in
Sec. B).

4.4.3 The contribution of the multi-electrons capture

Multi-electron capture [136,142] processes in slow ion collision have been detected since long time from
the measurement of final charge state and/or kinetic energy gain of projectile and target atoms. Their
influence on X-ray spectra has been discussed and estimated in the past [147,154,166] but it has been
precisely measured only recently in the work presented here and other recent studies [155,177,178].

In the presented work, to quantify the role of the multi-electron capture, two different approaches
are presented. The first one is based on the results of the previous section and the use of the cascade
model presented in Sec. 4.3. The second method is based on theoretical predictions of the partial cross
sections σapp.singlen provided by Kirchner et al. [177] and implementing them in the same cascade code.
These theoretical predictions include multi-electron capture processes and take into account Auger
decays to provide values of the apparent single-electron capture cross sections. Recent calculations
from Otranto et al. [178] are also considered.
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Figure 4.7 – Comparisons between experimental 1s np → 1s2 intensities and theoretical predictions: two
centre basis generator method (TC-BGM) [177] and classical trajectory Monte Carlo (CTMC) [178]. For
n 6= 2 → 1, only 1s np 1P1 → 1s2 1S0 transitions are considered. For n = 2 both triplet and singlet
transitions are taken into account. In addition, an empirical prediction of the contribution of the single-
electron capture is presented (see text for more details).

Single-to-multiple capture comparison

The first method does not require theoretical predictions as input. Taking into account that the multi-
electron capture affects only X-ray transitions involving atomic levels with n < 7, the probability
population distribution Pn obtained in the previous section can be used to calculate the expected
intensities of all X-ray transitions assuming that only single capture occurs. These intensities are then
compared to the experimental data and the contribution of the multi-electron capture is evaluated.
This estimation strongly depends on the assumption of the `-sublevels population distribution. This
comparison is presented graphically in Fig. 4.7. For both statistical and flat Pn assumptions, the
intensities of (n = 7 − 10) → 1 transitions are equal to the experimental ones by construction and
normalisation. From n = 6, expected intensities are much lower than the measured ones indicating
already a non-negligible influence of the multi-electron capture. More quantitatively, the total influence
on the X-ray emission is estimated to be 29% when a P` statistical distribution is considered and 88%
for a flat distribution. This large difference is mainly due to the comparison of the intensity of
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1s 2p → 1s2 transitions, which represent, alone, the 88% of the total recorded 1s np → 1s2 X-ray
emission.

Experiment-to-theory comparison

A comparison with the theoretical predictions is obtained by considering the expected values of the
partial cross sections σn,` for single and multi-electron capture and the use of cascade code. In this
case, Auger decays have to be considered and modelled. This has been done for the first time in slow
ion collisions by Ali and collaborators [142]. The same model has been more recently reapplied by
Kirchner et al. [177] and Otranto et al. [178].

The basics concepts of the Auger decay modelling are shortly presented. Starting from an initial
multiple-excited level population distribution, the Auger decay scheme of Ali et al. consists in a series
of simple rules reflecting the complex Auger transition probability values. The most important rules
are that radiative decay is dominant over Auger emission when (i) the state is singly-excited and
when (ii) the electrons in the excited states n and n′ have a too high value |n− n′|.4 Additional rules
are considered for the decay order of the possible Auger transitions. More details can be found in
Refs. 142,177,178.

Starting from the theoretical predictions of the multi-electron capture σmultin,` , the Auger decay
scheme is considered to calculate a resulting population of excited levels that decay subsequently by a
purely radiative emission5. From these predictions, the apparent (from the point of view of the X-ray

emission) cross section σapp.singlen,` = σmulti+Augern,` +σsinglen,` is considered as input for the atomic cascade
code of singly excited ions.

Kirchner et al. predictions are based on the time-dependent Schroödinger equation resolution using
the two centre basis generator method (TC-BGM) [159–161]. This method provides only the partial
cross section σn and assumptions on the `-distribution have to be done. For simplicity, one considers
here only a statistical distribution of P`. The predictions of Otranto et al. are based on the classical
trajectory Monte Carlo method (CTMC) [162–164] and `-sublevels cross sections are computed.

Both theoretical predictions are presented in Fig. 4.7. When only single electron capture is consid-
ered, TC-BGM predictions do not reproduce well the experimental observations. CTMC calculations
fit better for the levels n = 7 and 10. For both set of theoretical predictions, σapp.singlen,` reproduces very
well the effect of the multi-electron capture contribution in the characteristic X-ray emission [177,178]
for n ≤ 7. In particular, the comparison of CTMC predictions with experimental data indicates a
possible multi-electron capture contribution already for the n = 7 level.

The disagreement with the measured intensities of the n = 2→ 1 lines is partially due to the pres-
ence of metastable states that in fact can explain an underestimation of the experimental evaluation
of about 50%. This issue is discussed in the next section.

To summarise the results presented in this section, one can conclude that the simple model of
Ali et al. for the Auger decay results is very reliable and efficient, independently on the implemented
multi-electron cross section. This indicates that the X-ray intensities of 1s np 1P1 → 1s2 1S0 transitions
with n = 3− 7 are almost exclusively determined by Auger processes and not by σmultin,` values.
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Figure 4.8 – Measured hardness ratio H values (with one-sigma error bar) for Ar17++ Ar as function of
the collision energy from different experiments: Tawara 2001 [147], Tawara 2006 [148], Allen 2008 [149],
Beierdorfer 2000 [143]. The values of Allen 2008 at Eion = 6.4 eV/u and Beierdorfer 2000 correspond to
measurements obtained in magnetic trapping experiments. The others are obtained with extracted ion
beams. The empty circle correspond to Hcorr, the corrected value of H taking into account the partial
detection of the 1s2s 3S1 → 1s2 1S0 M1 transition (see text). The horizontal solid line corresponds to a H
value expected assuming a statistical population {P`}.

4.4.4 Metastable states

The presence of the 1s2s 3S1 metastable state strongly influences the flux of detected X rays in
proximity of collision location. This means that radiative emission intensities of atomic systems
with metastable states should be compared with precautions between each other because of this
dependency on the experimental set-up. In particular, it has a strong impact on the total intensity of
n = 2→ 1 transitions as anticipated in the previous paragraph and as discussed by Tawara [147] and
in Refs. 155,179.

As all ion–atom collision experiments with an extracted ion beam, X-ray detectors can see only a
small spatial region (about ±1 cm) corresponding to several tens of ns (with v ∼ 1 a.u., which is much
larger than the typical de-excitation cascade time (10−(10−13) s) excepted when metastable states are
involved. Due to the long lifetime of the 1s2s 3S1 state (0.2 µs), most of the X rays emitted by its
decay to the fundamental level (95%) are on the contrary not detected. Thanks of the high-resolution
of the spectrometer, X rays from the decay of the 1s2s 3S1 metastable state is detected and resolved,
and its influence can be evaluated.

To quantify the set-up dependent effect due to the metastable states, the hardness ratio parameter

4This last rule is obtained from similar considerations already developed for pionic atoms and discussed in Sec. 3.2.1
(Eqs. (3.2)–(3.5)).

5This is the case when (i) only one electron in the excited state remains and (ii) when one or more electrons act as
spectator during the radiative decay.
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H is considered, commonly used as parameter in X-ray astronomy. The hardness ratio is defined as

H =
∑
n>2

In

/
I2 (4.6)

with In the intensities of (n > 2) → 1 transition and I2 the (n = 2) → 1 transitions. H serves as
a reference to determine abundance of elements when interpreting astrophysical X-ray spectra. It is
used to deduce also the velocity of the colliding atoms in space environment. Reference values of H
are then required with good accuracy. We have to keep in mind that no directly comparable values
can be obtained in ion–atom experiments with extracted beam, where only a limited region around
the collision zone is visible, and in astronomical measurements where a very large region is visible.

Different measured values of H for Ar17++ Ar collisions at different velocities are presented in
Fig. 4.8. Here, data obtained with ion traps and ion beams are reported as well as the expected value
of H assuming a statistical population of the `-sublevels (horizontal line).

Without considering the effect of metastable states, a value of H = 0.109 ± 0.005 (solid circle)
is extracted from the experiment discussed here. When the partial detection of the 1s2s 3S1 decay
emission is considered, a value of 0.060± 0.007 is obtained (empty circle), almost half of the previous
value wrongly estimated. The corrected H value is much closer to the statistical distribution prediction
as expected for high velocity collisions. When ions with smaller atomic number Z are considered, e.g.
C, N, O, Ne, Mg and Si, even more attention has to be paid since the correction factor depends on
the metastable state lifetime that increases exponentially with 1/Z.

4.5 Final considerations

In this chapter, it has been shown how to extract from high-resolution X-ray spectroscopy measurement
important information on the dynamic of the collision between slow ions and atoms. No additional
measurements of emitted electron, recoil or projectile charge exchange have been used but only the
intensities of the resolved 1sn` → 1s2 transitions. From n ≥ 7 → 1 X-ray line intensities, the single
electron capture is characterised. From (2 ≤ n < 7) → 1 X-ray line intensities, the multi-electron
capture is studied. Thanks to the high resolution power, the forbidden 1s2s 3S1 → 1s2 1S0 transition is
also clearly identified and the effect of the population of the metastable 1s2s 3S1 state is also evaluated.

An interesting development of this kind of measurement is the coupling of X-ray detection to
ion detection to determine clearly the number of exchange electrons during the collision. This has
been partially done in recent experiments where a low-resolution X-ray spectroscopy is coupled to the
measurement of the final projectile charge state [179] and with both projectile and recoil target atom
charge state [155]. A measurement with high-resolution X-ray spectroscopy coupled to measurements
of charge states of projectile ions and/or target atoms after the collision remains challenging.





Chapter 5

Modification of properties of
magnetocaloric thin films by ion
irradiation

5.1 Introduction

5.1.1 Target properties modification induced by collisions with ions

Differently from the previous chapters dedicated to the dynamic and structure of isolated atomic
systems, the main topic treated here is the study of the properties modifications of solid targets, more
specifically of thin films, induced by the collisions with slow heavy ions. By ‘slow’ one means ions
with energy of a few keV/u. In this case, ions efficiently produce atomic displacements in the solid
target. The defects induced by the ion interaction may change the properties of the target material.
We may even tune the material properties with an appropriate choice of irradiation parameters. To
efficiently determine these parameters, the ion–solid interaction have to be deeply understood.

The goal of the research activity presented in this chapter is to understand the specific case of
slow heavy ions interacting with thin films having giant magnetocaloric properties. This investigation
is carried out thanks to a series of systematic studies where the ion characteristics (kinetic energy,
mass, etc.) and target samples are varied. Before to present the major results, a review of the basic
processes involved in ion–solid collisions and an introduction of the giant magnetocaloric effect are
presented.

5.1.2 Work context, personal contribution and associated publications

This project has been started by the author within the ASUR team at the INSP in 2010 from scratch.
The first results on the suppression of the thermal hysteresis in thin MnAs films [A14,A22] have been
obtained in 2012-2014. They permit to obtain a financial support from the Labex MATISSE for a
Ph.D. Thesis (S. Cervera). The Ph.D. topic is on the characterisation of the processes responsible for
the thermal hysteresis suppression in MnAs and the extension of these investigations to other giant
magnetocaloric materials.

Related to this topic, a research on the slow heavy ion irradiation effects on zinc ferrite thin films
and powders have been developed in the context of the E.V. Gafton’s Ph.D. thesis (University of Iasi,

61
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Incoming ion

Recoil atoms

Projectile atom trajectory

Potential energy 
deposited at the surface

Ion stops

Ion penetration depth

Figure 5.1 – Right: scheme of the basic processes of ion–matter interaction. Ions interact with the solid
matter principally by two ways until it stops (if the target is thick enough): (i) by elastic scattering with
target atom nuclei that deviate considerably the ion trajectory and (ii) by kinetic energy loss resulting
from the interaction with the target electrons with no noticeable variation of the ion trajectories (strait
lines in the figure). Left: Scheme of the secondary cascade generated by a target atom accelerated by a
collision with the incoming ion [185].

Romania). Part of the results of this research activity is published in Ref. A9 and is not presented in
this chapter. The publication associated to this chapter is presented in App. H [A14]. Other related
publications are Refs. A1,A5,A22,C4,C5.

5.2 Ion – matter interaction

5.2.1 Basic processes

The study of the ion–matter dynamics is old as the construction of the first ion accelerators, and it
has been extensively studied [180–184]

During the interaction with a solid, the ion transfers its kinetic and potential energy to the target
atoms by a series of collisional processes. These collisions determine the energy loss of the ion and, in
other words, the ion stopping power in the target. The involved processes can schematically separated
in two categories, one due to the interaction with the target nuclei and the other due to the interaction
with the electrons.

At the kinetic energies considered here (less than 1 MeV), the interaction with the target nuclei
(and eventual surrounding electrons) is due to the Coulomb repulsion only. This can be generally
treated as a two-body elastic collision. The mean free path between two collisions is then much
greater than the interatomic spacing as schematised in Fig. 5.1. Nuclear collisions are dominant at
low energy and for heavy ions. They are responsible for the production of lattice disorder due to the
displacement of atoms and they cause large changes of the ion trajectory and kinetic energy.

The interaction with the electrons is also due to the Coulomb interaction and is generally inelastic
because during the collision electrons can be ejected from target atoms, captured by the ion or put in
an excited level (see Sec. 1.3). Electronic collisions are dominant at high velocity and light ions with a
negligible deflection of the ion trajectory and target lattice distortion. The interaction with the target
electron medium results in an average energy loss that corresponds to an energy transfer to the solid
with a temperature increasing that can be modelled with a thermal spike approach [181,186].

The ion energy loss rate in the solid dE/dx can conveniently be separated in two distinct contri-
butions: one due to the nuclear collisions and the other due to the electron collisions. One then can
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Figure 5.2 – Electric and nuclear stopping power of Ne ions of MnAs as function of the ion kinetic energy
obtained by SRIM [182,187].
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An example of sopping power dependency on the ion energy ins presented in Fig. 5.3.

During the binary collision with the incoming ion, accelerated recoil atoms can also interact with
other target atoms via nuclear and electronic collisions. If the energy transfer to the recoil atom is
sufficiently large, this can generate a cascade of binary collisions between target atoms with important
distortion of the target lattice, as schematically represented in Fig. 5.1. To note, collisional cascades
close to the surface are responsible for sputtering, a process extensively studied in the past [188–190].

If the ion is highly charged, it can bring a non-negligible potential energy Ep related to the
ionisation energy of the lost electrons. Because of the fast capture processes occurring in proximity to
the target surface, the potential energy of the ion is deposited in the first layers and is transformed in
heat with a localised temperature rise. In insulators, this thermal spike can give origin to additional
sputtering processes [189,191–193] and to the creation of local defects or nanostructures [194–199].

For the cases considered here, Ep . 5 keV. Because of this small value and of the metallic na-
ture of the irradiated samples, no defects associated to the ion potential energy are expected [198].
Additionally, no defects have been detected (with AFM measurements at atmospheric pressure). Con-
sequently, the pertinent parameters to characterise the irradiation are only the ion mass and the ion
kinetic energy only. In the following sections, possible marginal dependencies on the ion charge are
ignored. Additional considerations on the interaction of highly charged ions and dependencies with
their charge state can be found in App. C.

5.2.2 Collisional cascades, simulations and defect clustering

Collisional cascades are generally simulated by Monte Carlo techniques assuming the binary collision
approximation. This approximation consists in considering a series of uncorrelated elastic nuclear
collisions i) between the ion and the target atoms, and ii) between the recoil atoms accelerated by the
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Figure 5.3 – Production of vacancy and interstitial atoms (SIA) clusters calculated by a molecular-dynamics
simulation for 50 keV Cu in collision with a Cu target [200] (left) and for 30 keV Bi2 in iron [201] (right).

primary collision (collision with the incoming ions) and the other target atoms. Between each collision,
the atoms are assumed to travel in a straight path loosing their energy via electronic stopping power.

Many codes are based on this approximation and in particular, the SRIM/TRIM code [182, 187].
Nuclear and electronic stopping powers used by SRIM are obtained by interpolation of a large ensem-
ble of ion–solid collision data. In addition to numerical values of the nuclear and electronic stopping
power (where Fig. 5.3 is an output example), SRIM can simulate ion implantation and target atoms
displacements and other quantities. Displacements are calculated considering a zero absolute tem-
perature of the target; auto-healing processes due to the thermal movement are not then considered.
The eventual target ordered structure (as in a crystal) is not taken into account neither and each inci-
dent ion experiences the same target characteristics (no memory of the defects produced by previous
simulated tracks). Due to these approximations, SRIM (and other binary collision codes) has some
limitations, particularly on the induced defects properties. It is however quite reliable to calculate
the distribution of the implanted ions and it provides a distribution of collisional processes (atom
displacement and deposited energy).

More accurate simulations require many-body molecular dynamics calculations to take into ac-
count collective behaviour and temperature effects. These calculations consider nuclear and electronic
processes at the same time and the same footing. Then, they account for the enhanced mobility
and self-healing of point-like defect due to the irradiation-induced temperature rise. Many stud-
ies have been done with this approach and are compared and competed by experimental observa-
tions [183, 200–204]. In particular, from studies in metals irradiated with heavy ions, the formation
of cluster of defects (vacancies or interstitial atoms) emerges inducing specific local modifications in
the material. In the following sections it will be show that these collective processes play a key role
in the present investigations.

5.2.3 Modification of magnetic thin film properties by ion irradiation

Irradiation induced changes in the material propertiescan be resumed in:
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Figure 5.4 – Left: Schematic of the equilibrium phase diagram (up) and free energy diagram (down) for
an A − B binary system with an fcc solid solution α, an AB CsCl structure with wide phase field and a
line-compound AB3 [183]. Right: Zoom of free energy region close to the AB3 compound phase. Adapted
from Ref. 183.

• local energy deposit by heat,

• disordered dislocation of target atoms,

• implantation of projectile ions in the target.

Properties modifications and radiation resistance depend on the structural phase of the target
sample. As an example, let consider a A–B binary composition material and the associated phase
diagram in Fig. 5.4 (left, top). For different percentage of one element with respect to the other, we
have different structures. For almost pure A material, we have a phase α (a face centred cube). For
%A ∼ %B we have a CsCl structure and we have a vertical line corresponding to the compound AB3.
The stability of the different phases depends on several parameters [183] as the local composition
that modify the Gibbs free energy1 G. The stability of a particular phase depends on G values as
a function of the A/B concentration. In the example presented in Fig. 5.4 (left, up and down), the
AB compound is expected to be more radiation-resistant than the AB3 compound due to the larger
minimum of the free energy. Moreover, as suggested in Fig. 5.4 (right), irradiation can provide locally
additional energy (small arrows in the figure) to induce a transformation to a metastable ordered
phase or to an amorphous one [183]. The local deposit of heat can also induce the decay of possible

1The Gibbs free energy is a thermodynamic potential that can be used to calculate the maximum of reversible work
that may be performed by a thermodynamic system at a constant temperature and pressure (isothermal, isobaric). Just
as in mechanics, where the decrease in potential energy is defined as maximum useful work that can be performed,
similarly different potentials have different meanings. The decrease in Gibbs free energy is the maximum amount of non-
expansion work that can be extracted from a thermodynamically closed system. Minimising G for the system maximise
the total entropy (system plus thermal bath). For this reason, at equilibrium the system assumes minima values of G.
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metastable phases of the material and/or induce a local annealing bringing to the creation of ordered
structures in amorphous materials [205,206].

Many studies have been done in bulk materials using fast ions and in thin films with slow and
fast ions. In particular, since the late ’90s, irradiation-induced properties modifications have been
deeply studied in magnetic materials. Since the first application in Co/Pt multilayers [207], where the
coercivity is increased by collision with an He+ beam, this technique has been successfully employed
to create magnetic patterns in thin magnetic films for potential applications in micro and nano-
electronics. At the same time, many more fundamental studies have been performed to characterise
the modifications of thin film properties as magnetic saturation, coercivity, anisotropy, lattice spacing,
etc. as a function of the irradiation conditions [208–222].

All past studies on magnetic thin films were performed with materials exhibiting second-order
transitions between magnetic phases (ferromagnetic –paramagnetic as an example) where the proper-
ties modifications are mainly related to the induced disorder that disturb the ferromagnetic interaction
and change the domain wall mobility after a high-fluence irradiation (≥ 1013 ions/cm2).

In this chapter original results are presented on the irradiation-induced properties modifications in
magnetic thin films exhibiting first-order transitions. Magnetic first-order transitions are commonly
associated to an enhancement of the magnetocaloric effect (common to all magnetic materials, see
next section) due to the large entropy change occurring during this type of transition. Differently
from second-order transition materials, even small ion fluences can drastically change the features of
first-order transitions and, at the same time, still slightly perturb the properties of the material far
from the transition conditions. This interesting feature is the object of the study presented in the
next sections where irradiation-induced modifications in thin films exhibiting giant magnetocaloric
properties are presented. The impact of these studies on the development of the magnetic refrigeration
is also discussed.

5.3 Giant magnetocaloric effect and thin films

5.3.1 The magnetocaloric effect and magnetic refrigeration

Before to present the effect of ion irradiation in giant magnetocaloric thin films, a short introduction
of the magnetocaloric effect and the magnetic refrigeration is mandatory.

The MagnetoCaloric Effect (MCE) consists in the common properties of magnetic materials. When
an external magnetic field is applied to a magnetic material, the atomic spins are oriented and conse-
quently the associated entropy Sm decreases. If the field application is done under adiabatic condition
(no exchange of heat, horizontal line in Fig. 5.5 left), the total entropy

S = Slattice,el(P, T ) + Sm(P,H, T ) (5.2)

is constant. Slattice,el(P, T ) is the entropy associated to the movement of the lattice atoms and elec-
trons. As S is constant, a decrease of Sm produces then an increase of Slattice,el(P, T ) accompanied
by a temperature rise. Similarly, when isotherm (and isobar) transformations are considered, only
Sm(P,H, T ) changes as a function of the applied field H (vertical line in Fig. 5.5 left). Considering
the elementary spin J associated to the magnetic material, one expects that the variation of entropy
∆Sm does not exceed the theoretical value

∆Smaxm = nmR ln(2J + 1), (5.3)

where R is the gas constant and nm the number of moles of considered material.
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Figure 5.5 – Left: Different entropy components as a function of the temperature in proximity of a second-
order ferromagnetic–paramagnetic transition [223]. Right: Variation of the magnetic entropy ∆Sm of
Gd, MnAs and FeRh for a variation of applied fields from 0 to 2 T at different temperatures (data from
Refs. 224–226). For Gd and MnAs ∆Sm = S(H = 2 T )−S(H = 0 T ) < 0 and for FeRh ∆Sm > 0 (inverse
magnetocaloric effect).

The magnetocaloric effect has been discovered by Weiss and Picard in 1917 [227] (and not War-
burg in 1881 [228] as claimed in some publications) during caloric measurements in proximity of the
ferromagnetic–paramagnetic transition of Nickel (354◦C) when an external magnetic field (1.5 T) was
applied or removed.

Few years later in 1926-7, a refrigeration method based on the magnetocaloric effect has been
proposed by Debye and Giauque [229,230]. From the definition of the Gibbs free energy for magnetic
systems

G(P,H, T ) = U − TS + PV − µ0HM = Glattice,el(P, T ) +Gm(P,H, T ), (5.4)

they built thermodynamic cycles based on the variation of the applied magnetic field H instead of the
variation of the pressure P . In the above equation, M indicates the magnetic moment of the system,
Gm is the free energy associated to the magnetic components (spins) and Glattice,el is associated to the
lattice and electrons (this subdivision does not apply to the case of itinerant-electron magnetism and
in giant magnetocaloric phenomena, see next section). A typical magnetic refrigeration cycle based
to adiabatic transformations (Brayton cycle) is presented in Fig. 5.6 and it is put into perspective of
the gas compression/expansion cycle commonly employed.

The practical demonstration of the magnetic refrigeration has been done in 1933 by Giauque
himself with Gd2(SO4)3 ·8H2O paramagnetic salts, with which the record temperature of 0.25 K [231]
was reached. For this discovery he won the Nobel price in 1949.

At higher temperatures, magnetic refrigeration is found to be inefficient, except the in presence
of a phase transition [232, 233] (see Fig. 5.5), as in the Nickel transition at the origin of the discover
of the magnetocaloric effect [227]. In the first scientific article on magnetic refrigeration at room
temperature, Brown [232] clearly explains why: “the ordering influence of the exchange interaction and
the disordering effect of thermal agitation are in approximate balance near Tc. In this neighborhood,
applying a field under isothermal conditions produces a greater increase in magnetization (decrease in
entropy) than at a higher temperature T where only a paramagnetic response could be produced or at
much lower T where the spontaneous magnetization approaches saturation and cannot be increased to
any great extent”.
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Figure 5.6 – Left: a magnetic refrigeration cycle (Brayton cycle) compared to the typical gas compres-
sion/expansion thermic cycle [223]. Right: a Brayton cycle (with adiabatic transformations) visualised in
the entropy–temperature diagram.

The ferromagnetic metal gadolinium, which has a phase transition at room temperature, discovered
by Urbain, Weiss and Trobe already in 1935 [234], was not used during many years for magnetic
refrigeration systems. Two patents appeared only in 1952 [235, 236] and magnetic refrigeration was
proposed in a scientific publication by Brown only in 1976 [232]. The first prototype based on Gd
came in 1978 [237] with additional important developments (the invention of the active magnetic
regenerator) in 1982 [238,239]. Since then, many magnetic refrigerator prototypes based on Gd have
been developed [240,241].

A breakthrough of magnetic refrigeration came in the 1996-7 years [242–244] with the discovery of
the giant magnetocaloric effects, based on materials with first-order transitions (see following section).
Today, a commercial wine refrigeration prototype, based on LaFeSi [245] is in production [246].

Magnetic refrigeration is at the centre of interest of many studies in the last years. This large
interest lies on the fact that magnetic refrigeration is in principle more efficient than technology based
in gas compression/expansion and it is environmental-friendly due to absence of gases.

Reviews of magnetocaloric effect and materials and magnetic refrigeration can be found in Refs 225,
233,240,247–259. Additional historical insights can be found in Ref. 228.

5.3.2 The giant magnetocaloric effect and the role of the transition order

The Giant MagnetoCaloric Effect (GMCE) is related to first-order phase transitions. These transitions
are characterised by a discontinuity in physical properties (volume, magnetisation, conductivity, etc.)
due to a transition between phases of different symmetries (in the atomic arrangement, in valence
electron bands, etc.) with a large change of the associated entropy [260–262]. This is due to the fact
that, for certain temperature values T the Gibbs free energy (see note 1 at page 65 for its definition)
can have two distinct minima corresponding to different system symmetries. An example of presence
of two possible minima is illustrated in Fig. 5.7 for a magnetic material corresponding to two possible
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Figure 5.7 – Gibbs free energy of a first-order transition material as a function of the temperature T and
H 6= 0 (left) and applied magnetic field H at T = 1.012 Tc (right) for different values of the magnetic
moment M, which is an internal parameter of the system.

magnetic moment states M ∼ 0 or M > 0 for certain values of T and H. For given external conditions
of applied magnetic field H and temperature T , the value of the Gibbs free energy, more precisely its
value at equilibrium, is absolute minimum with respect to magnetic moment M value, which is an
internal parameter of the system.

When the external conditions are varied, T or H as example as in Fig. 5.7, G changes continuously.
For different temperatures, G pass from one local minimum to another other, with a sudden change
of an internal symmetry of the system (the magnetic moment M in Fig 5.7) accompanied by a large
change ∆S of the associated entropy S = −∂G/∂T as shown in Fig. 5.8. ∆S variation at the critical
temperature Tc is associated to a latent heat L to pass from one phase to another, as in the liquid–
solid transition, with ∆S = LN/Tc, where N is the number of the particle involved and Tc is the
transition (critical) temperature. The discontinuity of S = −∂G/∂T is at the origin of the name first-
order transitions, in comparison to transitions without abrupt changes, as paramagnetic–ferromagnetic
transition, called second-order transitions.

Because of the presence of several minima in the Gibbs free energy, as suggested by Figs. 5.7 and
5.8, first-order transitions are related also to phenomena of phase coexistence, of metastability and,
more generally, of a dependency on the past history of the material. Metastability is at the origin
to the common phenomena of supercooling or superheating of liquid water with a temperature below
0 and 100◦C, respectively. Another common example of such phenomena can be found in a glass of
champagne or beer, at room temperature (or better fresh): while the equilibrium state corresponds to
the vapour state, one can have the presence of supersaturated dissolved CO2 molecules in the liquid.
Similarly, in clouds, supercooled water vapour well below the condensation temperature is present.

In the case of magnetic materials, Gibbs free energy is modelled in the framework of Landau theory
by [253,263–266]

G(P,H, T ) = G0 + a(T − Tc)M2 + bM4 + cM6 − µ0MH + . . . , (5.5)

where a, c are positive constants, b negative, Tc is the critical temperature of the material, M is its
magnetic moment and where additional dependencies with external pressure and strain have been
omitted.

In the case of second-order transitions, b > 0 for which there is always only one solution of M that
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Figure 5.8 – Gibbs free energy for different values of temperatures T . At T = Tc, the equilibrium value of
G (the absolute minimum) pass from one internal symmetry to another (from one local minima to another),
with a large change of the entropy S = −∂G/∂T . Due to the coexistence of local minima of G, metastable
states can be present with the corresponding phenomena of supercooling or superheating and/or thermal
hysteresis.

minimise G. In opposite, as visible in Fig. 5.7, when b < 0, two solutions solving

∂G

∂M
(H,T ) = 0 = 2a(T − Tc)M + 4bM3 + 6cM5 − µ0H (5.6)

are possible. Differently than in second-order transitions, when T or H is continuously changed, a
jump between the magnetisation solution M of Eq. (5.6) is present corresponding to a discontinuity
of M = µ−1

0 ∂G/∂H. As in the general case, the presence of two possible values M for a certain range
of H and T values implies the presence of thermal and magnetic hystereses, and, more generally,
metastability and phase-coexistence as anticipated at the beginning of the section.

The large entropy change due to the abrupt passage from one minimum to another of the free energy
is larger than the expected maximal entropy variation ∆Smaxm (Eq. (5.3)). We are then in presence
of the so-called Giant MagnetoCaloric Effect (GMCE). Magnetic transitions of giant magnetocaloric
materials are often associated to structural phase transitions as in MnAs where the large ∆Sm is
related to a lattice–magnetic moments coupling, represented in the free energy G by an additional
term Glattice,el–spin with respect to Eq. (5.4):

G(P,H, T ) = Glattice,el(P,H, T ) +Gm(P,H, T ) +Glattice,el–spin(P,H, T ). (5.7)

An overview of the compared behaviour of magnetisation and entropy of first- and second-order
transitions in magnetocaloric materials are presented in Fig. 5.9.

In experiments, the specific magnetisation M is considered instead of the magnetic moment M.
In addition, instead of the total entropy of the system S, the entropy per mass unit S is generally
reported. Consequently, they are no longer extensive variables. From now on, only the specific
variables are considered in the text.

5.3.3 Past and present studies on GMCE

Historically, GMCE has been discovered in the ’90s. In 1996 Annaorazov and colleagues noticed a
“anomalous high entropy change” associated to the magnetocaloric effect in iron-rhodium (FeRh) [242]



5.3. Giant magnetocaloric effect and thin films 71

Figure 5.9 – Summary of the main characteristics of conventional magnetocaloric effect associated to
second- or first-order transitions and of the inverse magnetocaloric effect (associated to first-order transi-
tions). Figure from Ref. 258.
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Figure 5.10 – Magneto-structural phase transition of MnAs metallic compound close to room temperature
(adapted from Ref. 275).

(discovery of giant magnetorestriction in 1994 [267]), and in 1997 Pecharsky and Gschneidner claim the
evidence of the “giant magnetocaloric effect” in GdSiGe compounds [243,244]. Since then, many other
materials exhibiting GMCE have been discovered; all characterised by first-order phase transitions
associated to normal or inverse magnetocaloric phenomena. Among them, it has to be mentioned
the discovery of giant magnetocaloric effect in manganese arsenide (MnAs) metallic compound in
2001 [224] and in MnFePAs compounds [268] that, together with FeRh, are irradiated here with ions
and discussed in the next sections.

In the last years, many efforts have been spent on this materials in particular to find ways (i) to
change the characteristic critical temperature Tc (for which the magnetocaloric effect is maximal) and
(ii) to elimination of the hysteresis phenomena connected to the phase transition nature associated
to the peak of the magnetocaloric effect. The first point is important for having efficient thermal
machines working close to room temperature. The second point is equally important because thermal
or magnetic hystereses induce energy losses in the thermal cycle. For both points, many studies have
been done to search new materials doping of existing ones [225,233,240,247–259] and cited references.
Studies of the effect of external pressure or strain are also explored in bulk materials [269, 270] or in
thin films [271–273].

5.3.4 A particular giant magnetocaloric material: manganese arsenide

Bulk material properties

Manganese arsenide metallic compound (MnAs) is one of the more promising GMCE materials for the
development of magnetic refrigeration. As shown in Fig. 5.5, it exhibits a large change of magnetic
entropy (typically [224, 274] ∆S(T = cst) ≈ −30 J Kg−1 K−1 for a variation change ∆H = 2 T)
in proximity of its transition close to room temperature (Tc = 313 K) corresponding to a large
refrigeration power (that depends on the ∆S integral over a temperature interval) up to 200 J Kg−1.

This ferromagnetic–non-ferromagnetic transition is associated to the first-order magneto-structural
phase transition from hexagonal (α-phase, NiAs-type) to orthorhombic (β-phase, MnP-type) [276], as
schematically presented in Fig. 5.10 and in the composition phase diagram in the line corresponding
to stoichiometric MnAs in Fig. 5.11.

The phase transition can be triggered by temperature or external magnetic field changes [277].
Because of the different cell volume of the two phases, Gibbs energy strongly depends on the applied
external pressure P and the phase transition can be induced also by a variation of it [278–282].
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Figure 5.11 – Composition phase diagram of manganese arsenide from Ref. 276. The metallic compound
MnAs studied here correspond to the stoichiometric MnAs.

Figure 5.12 – Left: Orientations of MnAs think films on a GaAs(001) substrate. Rigth: self-organizations
of α− β phases regions on a GaAs(001) substrate. Figures from Ref. 275.
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Figure 5.13 – Left: Sketch of the MFM contrast formation (below) and the resulting MFM contrast
(above) (from Ref. 283). Right: Typical image of the MFM MnAs thin film samples (150 nm thickness).
The regular spacing due to the GaAs substrate constrains is visible in all images.

Thin films properties

The possibility of epitaxial growth on standard semiconductors such as GaAs makes MnAs thin films
interesting also for spintronic research [284] and magneto-elastic applications [272, 273]. Compared
to bulk, MnAs thin films epitaxially grown on a substrate have a phase transition disturbed by the
strain of the substrate leading to the α− β phases coexistence, absent in the case of bulk material.

When a gallium-arsenide GaAs(001) is used as substrate, the coexistence of α − β phases (290–
320 K) is accompanied by a self-organisation with longitudinal alternating regions (Figs. 5.12 and
5.13). The regular patter is the result of the effect of the substrate strain on the internal elastic energy
of the thin film [285, 286]. The period λ of the self-organization depends linearly on the MnAs film
thickness t with the relationship [275,286,287] λ ≈ 4.8 t.

The alternating regions of α-phase (ferromagnetic) and β-phase (paramagnetic) can be easily
visualised in magnetic force microscopy as a subsequence of ordered stripes due to the alternation of
the out-of-plane magnetic field in proximity of the β phase regions as shown in Fig. 5.13.

The richness of MnAs thin films properties results in a complex dependency of the magneto-
structural properties with the external temperature, applied magnetic field and constraints. Thanks
to this richness and application interests, many studies have been dedicated to the characterisation of
epitaxial MnAs films [275,283–304].

About the magnetocaloric effect of thin films with respect to bulk, the phase coexistence reduces
the maximum value of ∆Sm(T ) without, however, reducing the refrigeration power (proportional to
the integral of ∆Sm(T ) over a temperature range). Modifications of Sm behaviour due to the epitaxy
constraints are linked to modifications of the magnetisation visible in Fig. 5.14. Indeed the ∆Sm per
mole of material portion passing from one phase to another is still very high [271], which characterises
the giant MCE materials.
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Figure 5.14 – Relative magnetisation (left) and magnetic entropy variation (right) of bulk (dot-dash
line) and thin film (solid line) MnAs as a function of the temperature. The magnetisation measurement
corresponds to an applied magnetic field of H = 1 T. The magnetic entropy variation is relative to the
variation of the magnetic field between 0 and 2 T. Bulk material data are extracted from Refs. 224, 281.
Thin film data are from the sample with a thickness of 150 nm discussed in the text.

5.4 Experimental methods

5.4.1 Film production

MnAs epilayers investigated here are grown by molecular beam epitaxy (MBE) on GaAs(001) sub-
strate. The deposed MnAs is oriented with the α-MnAs[0001] and β-MnAs[001] axis parallel to
GaAs[1̄10]. The different samples, with a surface of a few mm2, are obtained from the same wafer,
At the end of the growth process, 150 ± 10 nm thick samples are capped in situ with an amorphous
As layer in order to prevent the MnAs oxidation. More details on the growth process can be found in
Ref. 275.

5.4.2 Ion irradiation

The ion irradiation is performed at the SIMPA facility [A33] (French acronym for highly charged ion
source of Paris) that includes an electron-cyclotron resonance ion source coupled to a dedicated ultra-
high vacuum beam line. Samples are irradiated in different conditions varying the angle of incidence,
the ion energy and ion species. The pioneering studies [A14, A22] have been performed with a beam
of Ne9+ ions with a kinetic energy of 90 keV (4.5 keV/u). The incidence angle between the ion beam
and the sample surface is set at 60◦, for having an average penetration depth of the ions corresponding
to the half-thickness of the MnAs film [187] leading to a consequent maximisation effect of the ion
irradiation [213].

Irradiations with different ions are done keeping the average penetration similar, except in specific
cases. Only a negligible fraction of ions is deposited in the GaAs substrate excluding the possibility
of MnAs-GaAs mixing [215].

During the irradiation, the ion–sample collision zone is continuously monitored with a visible-light
sensitive CCD camera coupled to an array of micro-Faraday cups [305, 306] to obtain the spatial ion
current intensity. A standard Faraday cup monitors the total ion current. From these measurements,
the fluence is deduced with an accuracy down to 5%.
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Figure 5.15 – Scheme of the SIMPA (Source d’Ions Multichargés de Paris, i.e. highly charged ion source
of Paris) platform.

Different ion beam bombardment durations with ∼ 0.5 µA beam intensities, from 5 to several
thousands of seconds, and corresponding to a fluence between Φ = 1012 and 1015 ions/cm2, are
applied on different samples. The potential energy Ep of the ions, which depends on their charge
state and ion type, contributes marginally (Ep . 5 keV) making the dependency with the ion charge
insignificant in the bombardment (see also Appendix C). More details about the irradiation process
can be found in Ref. A22.

5.4.3 Characterisation

Magnetic properties of the samples and their dependency with the ion fluence are studied using
different techniques, namely: magnetic force microscopy (MFM) and sample magnetometry (with a
vibrating sample magnetometer, VSM, and a superconducting quantum interference device, SQUID
magnetometer). Due to their thermal reliability, SQUID magnetometer is used mainly to study
the dependency of the magnetisation with the temperature (M(T ) measurements). Complementarily,
VSM magnetometer is employed for magnetisation dependency with the applied magnetic field (M(H)
measurements), thank to its ability to change H rapidly.

Quantitative information on the entropy variation ∆S(T,∆H) are obtained by a series of M(T )
measurements at different values of H following a procedure similar to that one described in Ref. 271:
i) each sample is initially brought to 350 K with H = 0; ii) a magnetic field H (with a starting value
equal to 2 T) is applied; iii) the sample is cooled down to 150 K; iv) the magnetic moment is recorded
continuously during the temperature variation from 150 to 350 K with a sweep rate of +2 K/min; v)
at T = 350 K, the magnetic field is decreased with a step of 0.2 T; and then the procedure from ii) to
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Figure 5.16 – Left: Magnetic cycle of reference and irradiated samples at T = 285 K. At this temperature,
only the ferromagnetic α phase is present. Right: Coercivity field values at different temperatures for the
reference sample and two samples irradiated with different fluences. Figures adapted from Refs. A5 and
C4.

v) is repeated until H = 0. The entropy variation is then obtained by the integral

∆Sm =

∫ Hf

Hi

(
µ0
∂Sm
∂H

)
T

dH =

∫ Hf

Hi

µ0

ρ

(
∂M

∂T

)
H

dH ≈
N∑
j

µ0

ρ

(
∂M

∂T

)num

Hj

δH, (5.8)

where ρ is the specific density of the material. Here the Maxwell’s relations of thermodynamics
are used2 ∂Sm/∂H = ∂M/∂T and the derivative ∂M/∂T is obtained by numerical evaluation. We
remember that S is given per unit of mass. The use of Maxwell’s relations is not completely justified
for first-order transition materials because of the discontinuity of ∂M/∂T . However, by varying
continuously the temperature instead of the magnetic during the measurement, artefact effects like
the so-called colossal magnetocaloric effect [307,308] are avoided via the material history erase at high
temperature for each M(T ) cycle.

Additional characterisation with X-ray diffraction are performed and reported partially in Ref. A14;
they are not discussed here.

5.5 Results and discussions of the ion irradiation effects

5.5.1 Some first considerations

Because of the relative fluence used here, lower than 1015 ions/cm2, and the relative robustness of
MnAs, a metallic compound, the impacts of the ions do not alter significantly the properties of the
thin films. For a first comparison between pristine and irradiated samples, a sample irradiated with a

2Maxwell’s relations of thermodynamics derive from the assumption of the continuity of the Gibbs free energy and
its derivatives. More specifically one has S(T,H) =

(
∂G
∂T

)
H

and M(T,H) =
(
∂G
∂H

)
T

. Maxwell’s relations derive from the

assumption that ∂2G
∂T∂H

= ∂2G
∂H∂T

.
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Figure 5.17 – Left: Magnetization of the reference and irradiated (Φ = 1.5 × 1013 ions/cm2) samples
as function of the temperature with an applied magnetic field of 1 T. Right: ∆Sm behaviour with the
temperature. Figures from Refs. A5.

fluence of Φ = 1.5 × 1013 ions/cm2 is considered. As visible in Fig. 5.16 (left), the magnetic cycle of
the ferromagnetic phase at low temperature (here T=285 K) is only slightly altered. The coercivity
is practically the same at low temperature also for higher fluences (Φ = 1.6× 1015 ions/cm2, Fig. 5.16
right). It does not vary neither significantly for higher temperatures during the phase transition,
where the characteristic coercivity peak [309,310] is well visible.

In Fig. 5.16 (left) it is worthwhile to mention that the irradiation-induced defects produce some
additional pinning on the mobility of the magnetic domains, leading to the presence of “wings” on
the magnetic cycle. An additional feature of the irradiated sample is the slightly lower magnetisation
with respect to the reference sample. This magnetisation reduction is present not only at T = 285 K
as in Fig. 5.16 but also for an extended region of temperatures as visible in Fig. 5.17 (left). However
at lower temperatures (T = 100 K), the magnetisation of the irradiated samples equal to the value of
the pristine.

The most astonishing and interesting modification due to the ion bombardment visible in Fig. 5.17
(left) is the suppression of the thermal hysteresis. Even if the transition temperature is practically
unchanged as well as the associated variation of Sm (Fig. 5.17 right), the hysteresis is cancelled.

In view of the above observations, questions are rised: what is the nature of defects responsible for
the hysteresis suppression? Is it due to the implanted ions or to the defects caused by their collision
with the target atoms? To answer to these and other questions, a series of systematics studies is carried
out by varying the ion collision conditions (energy, type of ions, etc.), the nature of the irradiated
samples and using additional characterisation techniques.

5.5.2 Dependency with the implanted ion and collisions numbers

A first simple systematic investigation is obtained by varying the number of ions that collide with the
samples, keeping the other quantity constant. As visible in Fig. 5.18 relative to Ne ion irradiations, the
hysteresis is quickly suppressed already for a fluence of 1013 ions/cm2. For high fluences, the shape of
the M(T ) curve starts to change significantly with a significant reduction of the magnetisation (even
at low temperature) for a fluence of Φ = 9×1014 ions/cm2. This reduction is related to the appearance
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Figure 5.19 – Left: Thermal hysteresis area dependency with the fluence for samples irradiated with neon
ions with the same kinetic energy. Right: Thermal hysteresis area dependency with the ion mass keeping
constant the fluence (Φ ∼ 1013 ions/cm2) and the average penetration depth of the ions in the sample.
Thermal hysteresis area of the non-irradiated sample (‘Ref’) is also reported (preliminary results).

of a metastable phase in the sample (as in Fig. 5.4 right) and not by an amorphisation of the samples
(as deduced by X-ray diffraction data not presented here bus shown in App. ?? [A14]) while an
amorphisation has been observed in the past in other ferromagnetic thin films [207,209,211,215,216]
irradiated with high values of fluence.

To quantify the hysteresis reduction, the hysteresis area Ahyst is measured for the different fluences.
The corresponding values are plotted in Fig. 5.19 (left) as a function of the ion fluence. A logarithmical
dependency is visible. It can be also noted that the hysteresis assumes negative values. This is related
to the nature of the measured signal (magnetisation in this case) – see discussion in Sec. 5.5.4.

The influence of the ion mass is investigated by irradiating the different samples with the same
fluence (∼ 1013 ions/cm2) of different species of ion and where the kinetic energy of the ions is adjusted
to the penetration depth constant (equal to half the sample thickness, ∼ 150/2 nm). As for the fluence,
a linear dependency of the hysteresis area with the ion mass is observed (Fig. 5.19 right). This is a
first indication that the hysteresis reduction is not proportional to the density of the implanted ions.
Another point is that the Ahyst reduction seems to be related to the number of collisions produced by
each ion. At this energy regime in fact, an increase of the ion mass can drastically increase the total
number of collision due to the larger momenta transfer to target ions, which can produce additional
collisional cascades. In the experimental conditions discussed here (same average penetration depth)
He ions produces in average 84 collisions in the MnAs film, 800 for O, 1000 for Ne, 2700 for Ar and
5000 for Kr ions.

A more complete and general picture is obtained by plotting the different hysteresis area Ahyst

values as a function of the implanted ion density and of the total density of collisions induced by the
ion irradiation, independently on the ion nature and irradiation conditions. The fraction of ions that
stop in the samples, and then the average value of the implanted ion density, is calculated by SRIM
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Figure 5.20 – Thermal hysteresis area dependency with the average density of implanted ions (left) and
with the collision density (right). The data correspond to irradiation conditions with different type of ions
and different fluences keeping constant the average penetration depth of the ions in the sample (preliminary
results).

(see Sec. 5.2.2). In the same way, the density of elastic nuclear collisions is deduced by SRIM outputs.
As discussed already in Sec. 5.2.2, the number of binary collisions does not correspond to the number
of induced defects because of the threshold energy required to move a target atom from its place and
of to the defect auto-healing at a finite temperature. However one expects, and assumed here, that
these two quantities are proportional.

When Ahyst is plotted as a function of the density of implanted ions, Fig. 5.20 left, no particular
tendency can be deduced. On the contrary, when the hysteresis area values are plotted as a function
of the collision density (i.e. irradiation-induced defects), a clear logarithmic dependency is present,
with a saturation behaviour for densities higher than ∼ 1022 collisions per cm3. This is not completely
true for the irradiations with krypton that seems deviate from the main stream for low fluences.

The dependency with the irradiation-induced density indicates without too many ambiguities
that the hysteresis suppression is related to the presence of vacancies and interstitial atom defects
produced by the ion bombardment. The details of how this process acts are still unclear and their
characterisation requires additional complementary measurements as magnetic force imaging presented
in the following section.

5.5.3 Local magnetization studies and related measurements

To investigate the effect of irradiation-induced defects at the micrometric scale, images of the local
magnetisation at different temperatures are obtained by a magnetic force microscope (MFM).

In Sec. 5.3.4 it has been shown that when α and β phases of MnAs coexist they auto-organise
in stripes perpendicular to the easy magnetisation axis of the ferromagnetic phase. If the sample is
prepared from cooling in presence of an external magnetic field, MFM images as in Fig. 5.13 (left)
are obtained. They correspond to the alternation of paramagnetic and ferromagnetic regions with
the same magnetisation orientation. When the sample cooling is done with H = 0, magnetic macro-
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Figure 5.21 – MFM images at different temperatures of the reference sample (up) and a sample irradiated
with a fluence of 1.5 × 1013 ions/cm2 of Ne ions (down). The diagonal line in the right of the reference
sample images is due to a topological defect. In contrast, the diagonal and vertical lines in the images of
the irradiated sample have no correspondence with the topography images and are purely due to magnetic
features [A5].

domains with different orientation are present (along the easy magnetisation axis perpendicular to the
stripes, parallel to the GaAs[110] axis) and images like the upper row of Fig. 5.21 are obtained. Here,
the horizontal lines correspond to borders of macro-domains with different orientations.

The ion irradiation introduces irregularities in the stripe pattern (but not in their periodicity [A14])
as observed in images in the lower row of Fig. 5.21. For both pristine and irradiated samples, at low
temperature, β phase regions almost disappear and the stripe structure with it.

Among the different features of these MFM images, discussed extensively in Ref. A5, one can
notice in Fig. 5.21 that vertical lines, more and more visible at low temperature, are present in the
irradiated samples and not in the reference. These structures are produced by a sudden variation of
the MFM phase. In fact it can be noticed that the phase variation has a sign changing (from dark-
to-light to light-to-dark) when a structure crosses different macro-magnetic domains. This indicates
the presence of a paramagnetic region (see also Fig. 5.13 right). This effect is even more evident
when the sample is cooled from a high temperature with an external field of about 5000 Oe before
imaging it with the MFM. As shown in Fig. 5.22, where the irradiated sample at the temperature of
298 K is prepared in this way, a β-phase diagonal region is visible in the MFM image together with a
corresponding depression (of about 5 nm) in the topography image (down) expected for the β phase
(smaller volume cell than α phase). When the temperature is increased, this β-phase region is less
and less contrasted with respect to the surrounding area in both MFM and topography images due
to the global transition to the β phase.

Both series of images show the presence of β-phase regions that anomaly persist at a temperature
lower than the characteristic transition temperature (Tc = 313 K). The link between the presence of
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Figure 5.22 – MFM (upper row) and AFM (bottom row) images at different temperatures for a sample
irradiated with Ne ions with a fluence of 1.5×1013 ions/cm2 and cooled in presence of a persisting magnetic
field (H ∼ 5000 Oe) [A5].

these regions and the suppression of the hysteresis is discussed in the next section.

5.5.4 The hysteresis suppression mechanism revealed

Seeding from the irradiation-induced defects

The presence of the β phase at this low temperature may be due to local constraints induced by the
ion irradiation. As discussed in Sec. 5.2.2, past experimental and theoretical studies on ion–matter
interaction show that, at this ion energy regime, collision cascades can lead to the formations of
spatially localised regions rich in interstitial atoms or vacancies [200,202–204]. Interstitial-rich regions
could cause an increase of the local high internal pressure favouring the presence of the β phase that
is characterised by a volume 2% larger than the α phase. In connection to the persistence of small
β-phase regions, the sample magnetisation is expected to be reduced with respect to the reference
sample, which is the case, as visible in the magnetometry measurements in Figs. 5.16, 5.17 and 5.18.
Except for very irradiated samples, at very low temperature (T = 100 K) not monitored with the
MFM, irradiated samples have practically the same saturation magnetisation than pristine samples
(Fig. 5.18) suggesting that these “frozen” β-phase regions are thus suppressed.

Similarly in proximity to vacancies-rich regions, a local low internal pressure is expected that can
favour the presence of the α phase. The presence of surviving α-phase regions at high temperatures
seems plausible, but difficult to observe in MFM images due to the complex magnetic images caused
by the transition between different types of magnetic domains (type-I and type-II) and the reduced
size of α-phase regions. Another possible sign of the presence of persisting α-phase regions could be
a magnetisation at high temperature, expected to be higher than in the reference sample. This is
actually the case as visible in M(H) curves at T = 330 K shown in Fig. 5.23. The presence of these
out-of-equilibrium regions is deduced to be at the origin of the hysteresis suppression.
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Figure 5.23 – Magnetic cycle of reference and irradiated samples at the T = 330 K. At this temperature,
the paramagnetic β phase should be dominant [A5].

α phase 

	β phase 

Irradiation-
induced 
defects 

Figure 5.24 – Left: Analog artistic view of the nucleation of MnAs β phase in α phase in proximity of the
irradiation-induced defects. Right: Chains of CO2 vapor bubbles in proximity of glass defects [311].

Generally, the suppression of hysteresis phenomena in first-order transitions, and especially in
structural phase transitions like liquid–solid or liquid–vapour, is related to the presence of defects in
the system.

In the case of a glass of champagne or beer, the recipient surface defects or small grains of dust
facilitate the creation of CO2 vapour bubbles from the supersaturated molecules dissolved in the
liquid [311,312] with the creation of typical chains of small bubbles arising from a precise point in the
glass (Fig. 5.24 right). In the same way, the silver iodine smoke particles are used for the nucleation
of ice or water drops formation in supercooled clouds (cloud seeding) [313]. The local small radii of
surface defects or dust grains lower the structure energy barrier facilitating the nucleation.

Similarly, interstitial-rich or vacancy-reach regions induced by the ion impact in MnAs could favour
the presence of local regions of α and β, which are persisting at a temperature respectively higher
and lower than the transition temperature. These regions act then as seeds during the transition for
the nucleation of one phase into the other as in Fig. 5.24 (left), with a consequent suppression of the
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α phase

	β phase

Defects induced 
by irradiation 

Increasing 
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Figure 5.25 – Fractionated or clustered ferromagnetic regions produced by nucleation of the different phases
(paramagnetic β and ferromagnetic α) in proximity of irradiation-induced defects. When both phases are
present, the sample average magnetisation is expected to be lower when the ferromagnetic regions are
fractionated (left) with respect when they form connected clusters (right).

hysteresis.

Recent studies on nanoindentation in NiMnGa Heusler alloy films [314] corroborate this hypothesis
showing that local constrains can favour the nucleation of one phase into the other for the characteristic
first-order phase transition.

The new seeds density is expected to be proportional to the irradiation-induced defects (and
then to the collision number) and to the reduction of the hysteresis area. Once the hysteresis is
completely eliminated, additional irradiation-induced defects does not contribute significantly. This is
in agreement with the saturation effect on the hysteresis area values visible in Fig. 5.20 This saturation
value is actually negative and not close to zero. The reason of this behaviour is discussed in the next
section.

On the inverted hysteresis

From the observations discussed previously, the inversion of the hysteresis can now be easily inter-
preted. It is not related to a violation of causality but to the type of measurement employed to
characterise MnAs thin films. To determine the presence or not of α phase, samples magnetisation
is measured, as in Figs. 5.17 and 5.18. Here the fraction of α phase with respect to the β phase is
not directly measured, but simply the resulting magnetic response when an external magnetic field is
applied. But the samples cannot be considered homogeneous and their magnetisation depends on the
nucleation and growing of the different phases and their disposition, and not only on T and H values.

Let consider as an example the magnetisation of an irradiated sample with 50% of α phase and
50% of β phase. In a first case, this ratio is reached by warming up the sample. This means that
β-phase regions nucleate around irradiation-induced defects creating fractioned regions of α phase
(Fig. 5.25 left). In a second case, the same ratio is reached by cooling down the sample. Here α-
phase regions nucleate around irradiation-induced defects creating clusters of ferromagnetic regions
(Fig. 5.25 right). In this last case, when a magnetic field is applied, the magnetisation is higher than in
the first case because of the enhancement field effect due to the close presence of other ferromagnetic
regions (that produces a different demagnetisation field). Considering the magnetisation cycles like
in Figs. 5.17 and 5.18, this results on an apparent inversion of the hysteresis which is nothing else
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Figure 5.26 – Arrott’s plots of the reference and Ne ion irradiated samples obtained from M(H) measure-
ment by the VSM magnetometer (preliminary results). From the dependency between M2 and H/M , the
sign of the term b of the Gibbs free energy can be determined (Eq. (5.5)) and the order of the transition
is then established (b < 0→ first-order transition).

that the asymmetric magnetic response of the paramagnetic and ferromagnetic regions caused by their
different spatial repartition during the cooling and heating processes of the sample.

Similar cases of inverted hysteresis are in fact observed in relation of resistivity of materials ex-
hibiting an insulator–metal transition [315–319], where the presence or not of connected conducting
regions can change significantly the conductivity, and in catalysis processes [320,321]. The presence of
the hysteresis inversion actually confirms the creation by ion irradiation of new defects that facilitate
the nucleation of one phase into the other.

Arrott’s plots and transition order

A practical way to establish if one has a first-order or second-order transition consists in determining
the sign of the factor b in Eq. (5.5) by plotting M2 as a function of H/M . The equilibrium condition
of Eq. (5.6) imposes that H/M ∝ bM2 + O(M4). This means that a negative slope in (H/M,M2)
plot obtained from M(H) measurements, called Arrott’s plot [322], corresponds to a negative values
of the term b in Eq. (5.5) and then to a presence of a first-order transition. As visible in Fig. 5.26, this
is the case for the reference and samples irradiated with moderated fluences. For φ = 1013 ions/cm2

the transition is clearly of the first type but the characteristic hysteresis is completely gone due to the
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Figure 5.27 – Left: Composition phase diagram of iron-rhodium alloy from Ref. 323. Right: FeRh thin
film magnetization as a function of temperature for irradiated and reference samples. Data obtained, at 1
T, by a temperature increase (solid lines) and decrease (dash-dotted lines) [A1] (preliminary results).

seeding effect of the irradiation-induced defects.
It is not the case for fluences & 1014 ions/cm2 where the magnetisation behaviour is strongly

disturbed. For these cases, no first-order transition signature is present (b < 0), there neither is a
clear trace of a second-order transition for which, accordingly to Eq. (5.6), for sufficiently large M , a
liner relation between M2 and H/M is expected.

The observation of the hysteresis suppression together with the negative slope of first-order tran-
sitions in Arrot’s plots has never been saw in other giant magnetocaloric samples, where doping
treatments or external pressures are applied. This is a clear indication of the unicity of the properties
changes induced by the irradiation with slow ions.

5.6 Other samples and general discussion

From the discussion on the results with MnAs thin films, it emerges that the ion irradiations create
new local defects that make easy the nucleation of one phase with respect to the other one during
the transition. This facilitated nucleation seems to be related to interstitial- or vacancy-reach regions
that, due to the free energy dependency with the pressure, favour the local presence of one phase
or the other. This is related to the characteristics of the first-order transition of MnAs, which is a
magneto-structural transition.

The MnAs transition is only an example of first-order transition associated to the giant magne-
tocaloric effect. The metallic alloy iron-rhodium (FeRh) present a antiferromagnetic–ferromagnetic
transition with a large entropy change, a large hysteresis, a significant change of volume but without
structural changes [323–326]. FeMnPSi, a compound with the same structure than Fe2P, present
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also a giant magnetocaloric effect associated to first-order magnetic transitions associated to itinerant
electron metamagnetism [327,328] but without changes of structure and volume.

To proof or disproof the connection between the hysteresis reduction mechanism and the structural
change, FeRh thin films are irradiated with slow neon ions. As visible in Fig. 5.27 (right), three features
have to be noted: (i) the transition temperature is shifted to lower values when increasing fluence is
applied, (ii) the antiferromagnetic phase is gradually destroyed resulting with a non-zero magnetisation
at low temperature (T = 100 K) and the (iii) the thermal hysteresis increases.

The destruction of the antiferromagnetic phase is related to the nature of FeRh. FeRh is a metallic
alloy that, compared to the more robust metallic compounds like MnAs, is very sensitive to the local
composition as visible in Fig. 5.27 (left).

Indications of a transition temperature shift induced by ion irradiation have been partially seen
in previous works with fast ions [218,329]. With the measurement presented here, it has been clearly
observed and correlated to the ion fluence and other thin film characteristics (one publication is in
preparation [A1]). The evidence of the relation between the ion fluence and the Tc shift opens new
perspectives for magnetic refrigeration. As pointed out already in 1952 by Chilowsky [235, 236], a
gradient of Curie temperature of the cooling magnetocaloric material can considerably improves the
performances of magnetic refrigerators. For this reason, these studies gave rise to a patent [D1] to
produce an unique material with different values of transition temperature located at different spatial
positions by smartly manipulating the irradiation conditions.

The increase of the thermal hysteresis shown in Fig. 5.27 (right) confirms the hypothesis presented
here about the relation between thermal hysteresis suppression and the structural change of the
transition associated to the giant magnetocaloric effect. This relation is however under study and
additional investigations with other materials and irradiation conditions are at present considered.
In particular, preliminary experiments with FeMnPSi show indications of reduction of the associated
thermal hysteresis in a system where no structural and neither volume changes occur during the
transition.



Appendix A

Some recall on maximum likelihood and
least-squares methods

A.1 The likelihood function

A large portion of data analysis methods is based on the maximum likelihood method or other tech-
niques based on it (ex. least-squares method) [36, 357]. In this method, for a given set of data
{xi, yi, σi}, where σi is the uncertainty associated to yi and a selected function F (x,a) used to de-
scribe the data, the best choice of the parameter values a is assumed to be the values that maximise
the likelihood function.

The likelihood function consist in the product of the single probability pi for having a certain
value yi at the coordinate xi with respect to the model prediction fi = F (xi,a). Per each channel,
pi = p(xi, yi|M,a) where we indicates with the symbol “|” the conditional probability for having
the data xi, yi for a given choice of model M associated to the function F , and parameter values a.
Considering the entire set of N observation {xi, yi, σi}, the total probability P is given by the product
of the single probabilities:

P ({xi, yi, σi}|M,a) =
N∏
i=1

p(xi, yi, σi|M,a). (A.1)

which is by definition the likelihood function L(a).

In the particular case we have a normal distribution for the yi single values, we have

pi =
1

σi
√

2π
e
− (yi−fi)

2

2σ2
i (A.2)

and then

L(a) ∝ exp

(
−

N∑
i=1

[yi − F (x,a)]2

2σ2
i

)
. (A.3)

One could then expect that the best choice of parameters abest, should maximise the probability
P ({xi, yi, σi}|M,a), i.e. the likelihood function L. The best estimation of parameters a is reduced
to the search of the maximum of the function L(a). In other words, the maximum likelihood method
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is based on the assumption1 that the likelihood function gives us a good estimator for calculating the
parameter probability distributions and

P (a|{xi, yi, σi},M) ≡ P ({xi, yi, σi}|M,a). (A.4)

The probability distribution and uncertainties of each parameter can then be calculated from L(a).

A.2 Least-squares method and evaluation of parameter uncertainties

The maximisation of L is strictly equivalent to the minimisation of its exponent, which in the specific
choice of probability distribution given by Eq. (A.2) it becomes (once multiplied by a factor 2)

χ2 =
N∑
i=1

[yi − F (x,a)]2

σ2
i

. (A.5)

This is nothing else that the standard chi-square definition on which is based the method of the least
squares for standard fit procedures. This specific name is due to the presence of the square terms in
the above equation. Different assumptions on the probability distribution bring to different forms of
χ2, as discussed in Sec. 2.2.

Once found the best values abest that minimise Eq. A.5, the associated uncertainties has to be
estimated. For this, the likelihood function dependencies on the different parameters has to be evalu-
ated around its maximal value (eventually with a Monte Carlo sampling) or one can determine them
analytically using some approximations. For a general case, the probability distribution associated to
a parameter aj is expected to be a gaussian distribution with standard deviation σaj and centred on
abest
j :

P (aj) ≈ Ae
−

(aj − abest
j )2

2σ2
aj . (A.6)

This assumption corresponds to an approximation of the χ2 distribution with a parabola near its
minimal value χ2(abest

j ) = χ2
min. In fact

χ2(aj) = ln[P (aj)] ≈ χ2
min +

(aj − abest
j )2

σ2
aj

. (A.7)

The value of 1/σ2
aj , can obtained by the second derivative of χ2(aj) evaluated for aj = abest

j

∂2χ2

∂a2
j

=
2

σ2
aj

⇒ σaj =

(
1

2

∂2χ2

∂a2
j

)−1/2

. (A.8)

For more details see as ex. Ref. [36].

1For a discussion of this crucial assumption see Sec. 2.3.



Appendix B

Classical over-the-barrier model

A simplified but effective schematization of the capture process at low velocity is given by the Classical
Over-the-Barrier (COB) model [16,17]. At the low velocity collision regime, the velocity of the outmost
target electron is much faster than the relative motion between the projectile ion and the target atom.
In this case, we can consider a quasi-static picture of the Coulomb potential of the two atoms as shown
in Fig. B.1, where the electrons have discrete potential energies in the Coulomb well. When the two
atoms approach, the potential barrier between them go down and a capture of electrons is possible
when the Coulomb barrier height is lower than the ionization energy I0 of the target atom outmost
electron. This scenario correspond to the internucleus distance RC that is the electron capture radius
with

RC =
2
√
q

I0
, (B.1)

I0:  first ioniz. 
potential 

electron(s) 

n=npref 
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Figure B.1 – Scheme of electron capture at low energy of the over-the-barrier model. The electron(s)
capture occurs when the barrier between the two atomic Coulomb well is lower than the ionization energy
of the outmost electron of the target atom. The electron(s) is (are) then captured in an excited level npref.
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where all units are in atomic units and where q is the charge of the incoming ion. The value of RC
defines geometrically the expected cross section equal to

σCOB ≈ 0.5 πR2
C (B.2)

(in atomic units) where the factor 0.5 is an empirical adjustment.
The projectile atomic level npref where the electrons are captured is also determined by the Coulomb

barrier (in atomic units):

npref ≈
q3/4

√
I0
. (B.3)

In the simple model, no predictions of the distribution of the sublevels ` is predicted and only some
consideration on its average and its dependency on the projectile velocity can be done [175].

In this simple scenario, not only the single electron capture is possible but also the multiple
capture [174]. Also in this case, a dependency on the ion velocity (i.e. the time spent at short
distance with the target atom) is expected with an enhancement of multiple capture at low velocity.



Appendix C

Highly charged ion–surface interaction
and other ion–matter processes

When collisions between solid targets and highly charged ions are considered, in addition to the initial
kinetic energy of the incoming ion, also its potential energy has to be considered. The potential
energy is related to the Coulomb potential of the electrons token away from the ion and it is released
as soon as the highly charged ion can recapture new electrons from the target. This happens in
proximity of the target surface as soon as the depth of the Coulomb barrier of the target is lower
than the working function W of the solid (see Fig. C.1), the equivalent of the ionization energy I0 of
the target atom in ion–atom collision discussed in App. B. As in the ion–atom collision, the electrons
are normally captured in exited levels of the projectile ion, with a fast de-excitation via radiative and
Auger emission. Because of the high atomic density of the target, many electrons are captured and
quickly ejected already above the surface due to the large radius capture [358–361] RC ≈

√
8q/(2W ),

similarly to Eq. (B.1) for slow ion–atom collisions, and populates high-excited projectile levels with
npref ≈ q/

√
2W .

Figure C.1 – Basic processes of highly charged ion interacting with a surface (see text for details).
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Figure C.2 – Typical high-resolution “hollow atom” X-ray spectrum from Ar17+ ions colliding with a Ag
surface from Ref. 362. Characteristics X-ray transition energies correspond to different numbers of electrons
in the L and M shell during the one-electron n = 2→ 1 transition.

The involved processes are so fast that when a highly charged ion encounter a solid surface, one can
have X-ray emission from the radiative decay to the K-shell with an important presence of electron
in the excited levels L and K from the capture from the surface. The presence of electrons in the
L significantly change the energy of the n = 2 → 1 transition. As shown in Fig. C.2, the resulting
high-resolution spectra is characterized by the presence of different spectral components corresponding
to a different number of electrons in the L shell. We are in presence of a so-called “hollow atom”,
deeply investigated since its discover in the ’90s [?, 361–363].

The potential energy of the ion is dissipated by the emitted photons and electrons that are in part
absorbed by the neighbour target atoms and then transformed in heat with a thermal spike. This
thermal spike can give origin to additional sputtering [189,191–193] and the creation of local defects or
nanostructures [194–199]. This is particularly effective in insulating materials where the heat cannot
easily dissipate.

Some ion-induced features have been observed also in gold surfaces irradiated with Xe25,44+ by
in-vacuum STM [196] but the origin of impact marks has been found to come by the ion kinetic energy
rather than their potentials. No sign of impacts have been observed in similar irradiation conditions
but by AFM imaging in ambient conditions [195,364].

For metallic surfaces it is worth mentioning that a charged particle is additionally accelerated by
its image charge. This causes an additional gain of kinetic energy of about Wq3/2/(3

√
2) [361], which

can contribute with fews hundreds of eV in addition to the initial kinetic energy (as ex. 200 eV for
I30+ of 150 keV on a gold surface).

After the first target layers, the charge of the incoming ion is stabilized by ionization/capture
processes in the solid that depends on the ion and target atoms nature and on the ion velocity [365–
368, A11]. The effects of these processes are summarized by the electronic stopping power. However
phenomenon as polarization of the target medium (“wake field”) [369–371] and resonant coherent
excitation of the ion from the regular structure of a crystalline target [372–374] can additionally
occur.



Appendix D

Atomic cascade code for He-like ions

PROGRAM CASCADE_HE
! Automatic Time-stamp: <Tuesday, September 11, 2012, 11:00:06 cest martino>
! Program for the calculation of atomic cascade.
! Input files:
! i) initial population of the atomic levels
! ii) transition probabilities or branching ratio of the transitions
!
! tp = transition probabilities
! ip = initial population
! br = brancing ratio
! gbr = generalized branching ratio
! pp = population values for the line intensity calculation
! fpp = final population of the n=1 or 2 levels
!
! NOTE: li, lf: from 0 to ni-1 or nf-1
! l -> position in the table -> l+1 (l:[0:n-1]
!
! Version for He-like ions that take into account the fact that
! triplet states can almost not reach the foundamental level
! due to the spinflip
! For he-like version the variables mentioned above are distinguished
! in Singlet "_S" and triplet "_T"

IMPLICIT NONE
INTEGER(4) :: i, n, m, ni, li, nf, lf, nm, lm, nli, nlf
INTEGER(4) :: nimax, nfmax, nit, lit, nft, lft
INTEGER(4), PARAMETER :: imax=285, nmax = 11
REAL(8), DIMENSION(nmax,nmax,nmax-1,nmax-1) :: tp_S, br_S, gbr_S, ti_S
REAL(8), DIMENSION(nmax,nmax,nmax-1,nmax-1) :: tp_T, br_T, gbr_T, ti_T
REAL(8), DIMENSION(nmax,nmax) :: ip
REAL(8), DIMENSION(nmax,nmax) :: ip_S, pp_S, tisum_S
REAL(8), DIMENSION(nmax,nmax) :: ip_T, pp_T, tisum_T
REAL(8), DIMENSION(2,2) :: fpp_S, fpp_T
REAL(8), DIMENSION(nmax-1,nmax-1) :: ptmp
REAL(8) :: tptmp, tpsum
CHARACTER :: yn_n2*1

! Variable initialization
ip = 0.
tp_S = 0.
br_S = 0.
gbr_S = 0.
ip_S = 0.
pp_S = 0.
ti_S = 0.
tisum_S = 0.
tp_T = 0.
br_T = 0.
gbr_T = 0.
ip_T = 0.
pp_T = 0.
ti_T = 0.
tisum_T = 0.
tptmp = 0.
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yn_n2 = ’y’
fpp_S = 0.
fpp_T = 0.

! Choose if you want activate the intrashell and spinflip transitions
WRITE(*,*) ’Do you want activate the n=2->2 and 1 transitions? [y/n]’
READ(*,*) yn_n2

! Read transition probabilities file for H-like levels
! mathematica generated files, with foundamental levels
! i.e., imax=285
OPEN(UNIT=12,file=’cascade_mat.dat’, status=’old’)
DO i=1, imax

READ(12,*) ni, li, nf, lf, tp_S(ni,li+1,nf,lf+1)
END DO
CLOSE(12)
!
! A different treatment is reserved to 3P states that
! cannot reach the foundamental level directly
tp_T = tp_S
tp_T(:,2,1,1) = 0.
! ... except for the 3P1 spinflip transitions
!
! Activate n=2->2,1 and intrashell transition on demand.
! (and desactivate otherwise)
IF(yn_n2.EQ.’y’) THEN

! This allow to compare better the results
! Quantum mechanics treatment for the spinflip transitions 1snp 3P1->1s2 1S0 transitions
! 22.5% value found from Safranova ADNDT 85, page 83 (2003)
!tp_T(3:nmax,2,1,1)=0.225*3/12*tp_T(3:nmax,2,2,1)
!tp_T(3:nmax,2,2,1)=(1-0.225)*3/12*tp_T(3:nmax,2,2,1)
! For the moment there are not working -> I changed the branchig
!
! Quantum mechanics treatment for the 3P n=2->1 transitions:
! 1s2p 3P0 -> 1s2s 3S1
! 1s2p 3P1 -> 1s2 1S0
! 1s2p 3P2 -> 1s2s 3S1 53%
! -> 1s2 1S0 47%
tp_T(2,2,1,1)= (0.47*5+3)/9
tp_T(2,2,2,1)= 1-tp_T(2,2,1,1)

END IF

! Write the read data in a file to check that everythink is good
OPEN(UNIT=66,file=’trans_prob_S.dat’, status=’unknown’)
DO ni=1,nmax

DO li=0,ni-1
DO nf=1,nmax-1

DO lf=0,nf-1
IF(tp_S(ni,li+1,nf,lf+1).GT.0.) THEN

WRITE(66,*) ni, li, nf, lf, tp_S(ni,li+1,nf,lf+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(66)
OPEN(UNIT=666,file=’trans_prob_T.dat’, status=’unknown’)
DO ni=1,nmax

DO li=0,ni-1
DO nf=1,nmax-1

DO lf=0,nf-1
IF(tp_T(ni,li+1,nf,lf+1).GT.0.) THEN

WRITE(666,*) ni, li, nf, lf, tp_T(ni,li+1,nf,lf+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(666)

! Calculation of the branching ratio via normalization
! Only Delta l = +-1 are admited.
! Intrashell transitions are allowed
! Singlet
DO n=0,nmax-1

ni=nmax-n
nfmax=ni
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DO li=0,ni-1
tpsum=0
DO m=0,nfmax-1

nf=nfmax-m
IF (li.EQ.0) THEN

tpsum = tpsum+tp_S(ni,li+1,nf,li+2)
ELSE IF (li.GT.0.AND.li.LT.(ni-1)) THEN
tpsum = tpsum+tp_S(ni,li+1,nf,li)+&

tp_S(ni,li+1,nf,li+2)
ELSE IF (li.EQ.(ni-1)) THEN

tpsum = tpsum+tp_S(ni,li+1,nf,li)
END IF

END DO
! Normalization
br_S(ni,li+1,:,:)=tp_S(ni,li+1,:,:)/tpsum

END DO
END DO
! Triplet
DO n=0,nmax-1

ni=nmax-n
nfmax=ni
DO li=0,ni-1

tpsum=0
DO m=0,nfmax-1

nf=nfmax-m
IF (li.EQ.0) THEN

tpsum = tpsum+tp_T(ni,li+1,nf,li+2)
ELSE IF (li.GT.0.AND.li.LT.(ni-1)) THEN
tpsum = tpsum+tp_T(ni,li+1,nf,li)+&

tp_T(ni,li+1,nf,li+2)
ELSE IF (li.EQ.(ni-1)) THEN

tpsum = tpsum+tp_T(ni,li+1,nf,li)
END IF

END DO
! Normalization
br_T(ni,li+1,:,:)=tp_T(ni,li+1,:,:)/tpsum

END DO
END DO

! Write into a file the branching ratios
OPEN(UNIT=33,file=’br_ratio_S.dat’, status=’unknown’)
DO ni=1,nmax

DO li=0,ni-1
DO nf=1,nmax-1

DO lf=0,nf-1
IF(br_S(ni,li+1,nf,lf+1).GT.0.) THEN

WRITE(33,*) ni, li, nf, lf, br_S(ni,li+1,nf,lf+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(33)
OPEN(UNIT=333,file=’br_ratio_T.dat’, status=’unknown’)
DO ni=1,nmax

DO li=0,ni-1
DO nf=1,nmax-1

DO lf=0,nf-1
IF(br_T(ni,li+1,nf,lf+1).GT.0.) THEN

WRITE(333,*) ni, li, nf, lf, br_T(ni,li+1,nf,lf+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(333)

! Calculation of the generalized branching ration between two different levels
! i.e. a composed decay with several transitions with intermediate levels
!
! Calculate for each level the generalized branching ratio
DO ni=2,nmax

DO li =0,ni-1
DO nf = 1,ni-1

DO lf=0,nf-1
! Generalized branching ratio like a population waterflow from each of the ni,li level
ptmp = 0
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! Initial virtual population in the starting level
ptmp(ni,li+1) = 1.
! Virtual population to the other levels (n,lm) only from levels with lm+-1
! and arbitrary n=[nf:nm].
! The loop is in from the level just after ni to nf level .
! Step by step the population of the nm+1 levels is propagated to the lower levels
! following the possible transitions.
DO n=1,ni-nf

nm=ni-n
! s-state cases
lm =0
ptmp(nf:nm,lm+1) = ptmp(nf:nm,lm+1) + ptmp(nm+1,lm+2)*br_S(nm+1,lm+2,nf:nm,lm+1)

! write(*,*) ni,li,nm, lm, nf,lf,ptmp(nm,lm+1),ptmp(nf,lf+1)
! other cases
DO lm=1,nm-1

ptmp(nf:nm,lm+1) = ptmp(nf:nm,lm+1) + ptmp(nm+1,lm+2)*br_S(nm+1,lm+2,nf:nm,lm+1) &
+ ptmp(nm+1,lm)*br_S(nm+1,lm,nf:nm,lm+1)

! write(*,*) ni,li,nm, lm, nf,lf,ptmp(nm,lm+1),ptmp(nf,lf+1)
END DO

END DO
gbr_S(ni,li+1,nf,lf+1) = ptmp(nf,lf+1)

END DO
END DO

END DO
END DO
DO ni=2,nmax

DO li =0,ni-1
DO nf = 1,ni-1

DO lf=0,nf-1
! Generalized branching ratio like a population waterflow from each of the ni,li level
ptmp = 0
! Initial virtual population in the starting level
ptmp(ni,li+1) = 1.
! Virtual population to the other levels (n,lm) only from levels with lm+-1
! and arbitrary n=[nf:nm].
! The loop is in from the level just after ni to nf level .
! Step by step the population of the nm+1 levels is propagated to the lower levels
! following the possible transitions.
DO n=1,ni-nf

nm=ni-n
! s-state cases
lm =0
ptmp(nf:nm,lm+1) = ptmp(nf:nm,lm+1) + ptmp(nm+1,lm+2)*br_T(nm+1,lm+2,nf:nm,lm+1)

! write(*,*) ni,li,nm, lm, nf,lf,ptmp(nm,lm+1),ptmp(nf,lf+1)
! other cases
DO lm=1,nm-1

ptmp(nf:nm,lm+1) = ptmp(nf:nm,lm+1) + ptmp(nm+1,lm+2)*br_T(nm+1,lm+2,nf:nm,lm+1) &
+ ptmp(nm+1,lm)*br_T(nm+1,lm,nf:nm,lm+1)

! write(*,*) ni,li,nm, lm, nf,lf,ptmp(nm,lm+1),ptmp(nf,lf+1)
END DO

END DO
gbr_T(ni,li+1,nf,lf+1) = ptmp(nf,lf+1)

END DO
END DO

END DO
END DO

! Write generalized branching ratio in a file
! Singlet
OPEN(UNIT=22,file=’gen_br_ratio_S.dat’, status=’unknown’)
DO ni=1,nmax

DO li=0,ni-1
DO nf=1,nmax-1

DO lf=0,nf-1
IF(gbr_S(ni,li+1,nf,lf+1).GT.0.) THEN

WRITE(22,*) ni, li, nf, lf, gbr_S(ni,li+1,nf,lf+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(22)
! Triplet
OPEN(UNIT=222,file=’gen_br_ratio_T.dat’, status=’unknown’)
DO ni=1,nmax

DO li=0,ni-1
DO nf=1,nmax-1

DO lf=0,nf-1
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IF(gbr_T(ni,li+1,nf,lf+1).GT.0.) THEN
WRITE(222,*) ni, li, nf, lf, gbr_T(ni,li+1,nf,lf+1)

END IF
END DO

END DO
END DO

END DO
CLOSE(22)

! Read the initial population file
OPEN(UNIT=13,file=’initial_population.dat’, status=’old’)
DO i=1, imax

READ(13,*,END=99) ni, li, ip(ni,li+1)
END DO

99 CLOSE(13)

! Distribute the intensity statistically between singlet and triplet
ip_S=ip/4.
ip_T=ip*3/4.

! Choose a specific transition
!WRITE(*,*) ’Please choose the transition. Enter ni li nf lf’
!READ(*,*) nit, lit, nft, lft
!WRITE(*,*) ’Please choose the transition. Enter ni li’
!READ(*,*) nit, lit

! Calculate all the transition intensity
! Singlet
! Step 0: Initial population of the levels are the initial population given
pp_S=ip_S
DO nit=2,nmax

DO lit=0,nit-1
! Step 1: calculation of the relative population of the initial level
DO ni=nit+1, nmax

DO li=0, nmax-1
IF(ip_S(ni,li+1).GT.0.) THEN

pp_S(nit,lit+1)= pp_S(nit,lit+1) + gbr_S(ni,li+1,nit,lit+1)*ip_S(ni,li+1)
END IF
!write(*,*) ni, li, nit, lit, gbr(ni,li+1,nit,lit+1),ip(ni,li+1),gbr(ni,li+1,nit,lit+1)*ip(ni,li+1)

END DO
END DO

! Step 2: calculate the transition intensity using the branching ratio
DO nft=1,nit-1

DO lft=0,nft-1
ti_S(nit,lit+1,nft,lft+1) = pp_S(nit,lit+1)*br_S(nit,lit+1,nft,lft+1)
!IF(ti_S(nit,lit+1,nft,lft+1).GT.0.) THEN

!write(*,*) nit, lit, nft, lft, ti(nit,lit+1,nft,lft+1), &
! pp(nit,lit+1),br(nit,lit+1,nft,lft+1), gbr(10,10,nit,lit+1)

!END IF
END DO

END DO
END DO

END DO
! Triplet
! Step 0: Initial population of the levels are the initial population given
pp_T=ip_T
DO nit=2,nmax

DO lit=0,nit-1
! Step 1: calculation of the relative population of the initial level
DO ni=nit+1, nmax

DO li=0, nmax-1
IF(ip_T(ni,li+1).GT.0.) THEN

pp_T(nit,lit+1)= pp_T(nit,lit+1) + gbr_T(ni,li+1,nit,lit+1)*ip_T(ni,li+1)
END IF
!write(*,*) ni, li, nit, lit, gbr(ni,li+1,nit,lit+1),ip(ni,li+1),gbr(ni,li+1,nit,lit+1)*ip(ni,li+1)

END DO
END DO

! Step 2: calculate the transition intensity using the branching ratio
DO nft=1,nit-1

DO lft=0,nft-1
ti_T(nit,lit+1,nft,lft+1) = pp_T(nit,lit+1)*br_T(nit,lit+1,nft,lft+1)
!IF(ti_T(nit,lit+1,nft,lft+1).GT.0.) THEN

!write(*,*) nit, lit, nft, lft, ti(nit,lit+1,nft,lft+1), &
! pp(nit,lit+1),br(nit,lit+1,nft,lft+1), gbr(10,10,nit,lit+1)
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!END IF
END DO

END DO
END DO

END DO

IF (yn_n2.EQ.’y’) THEN
! Calculate the population of the 1s2, 1s2s levels

! Singlet
fpp_S(2,1) = ip_S(2,1)
DO ni=2, nmax

DO li=0, nmax-1
IF(ip_S(ni,li+1).GT.0.) THEN

fpp_S(1,1)= fpp_S(1,1) + gbr_S(ni,li+1,1,1)*ip_S(ni,li+1)
fpp_S(2,1)= fpp_S(2,1) + gbr_S(ni,li+1,2,1)*ip_S(ni,li+1)

END IF
END DO

END DO
! Triplet foundameltal
fpp_T(2,1) = ip_T(2,1)
fpp_T(2,2) = ip_T(2,2)

DO ni=2, nmax
DO li=0, nmax-1

IF(ip_T(ni,li+1).GT.0.) THEN
fpp_T(1,1)= fpp_T(1,1) + gbr_T(ni,li+1,1,1)*ip_T(ni,li+1)
fpp_T(2,1)= fpp_T(2,1) + gbr_T(ni,li+1,2,1)*ip_T(ni,li+1)
fpp_T(2,2)= fpp_T(2,2) + gbr_T(ni,li+1,2,2)*ip_T(ni,li+1)

END IF
END DO

END DO

! Triplet 1s2s 3S1, the only intrashell transition admited here and never considerated before
fpp_T(2,1)=fpp_T(2,1)+fpp_T(2,2)*br_T(2,2,2,1)

ELSE
! Calculate the population of the 1s2, 1s2s and 1s2p levels

! Singlet
fpp_S(2,1) = ip_S(2,1)
fpp_S(2,2) = ip_S(2,2)
DO ni=3, nmax

DO li=0, nmax-1
IF(ip_S(ni,li+1).GT.0.) THEN

fpp_S(1,1)= fpp_S(1,1) + gbr_S(ni,li+1,1,1)*ip_S(ni,li+1)
fpp_S(2,1)= fpp_S(2,1) + gbr_S(ni,li+1,2,1)*ip_S(ni,li+1)
fpp_S(2,2)= fpp_S(2,2) + gbr_S(ni,li+1,2,2)*ip_S(ni,li+1)

END IF
END DO

END DO
! To eliminate the influence of the 2p->1s transition and just looks for the np->1s transitions
IF(fpp_S(1,1).GT.fpp_S(2,2)) fpp_S(1,1) = fpp_S(1,1) - fpp_S(2,2)
! Triplet foundameltal
fpp_T(2,1) = ip_T(2,1)
fpp_T(2,2) = ip_T(2,2)
DO ni=3, nmax

DO li=0, nmax-1
IF(ip_T(ni,li+1).GT.0.) THEN

fpp_T(2,1)= fpp_T(2,1) + gbr_T(ni,li+1,2,1)*ip_T(ni,li+1)
fpp_T(2,2)= fpp_T(2,2) + gbr_T(ni,li+1,2,2)*ip_T(ni,li+1)

END IF
END DO

END DO
END IF

! Write the populations
! Singlet
OPEN(UNIT=11,file=’populations_S.dat’, status=’unknown’)
DO ni=1, nmax

DO li=0, nmax-1
IF(pp_S(ni,li+1).GT.0.) THEN

WRITE(11,*) ni, li, pp_S(ni,li+1)
END IF

END DO
END DO
CLOSE(11)
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! Triplet
OPEN(UNIT=111,file=’populations_T.dat’, status=’unknown’)
DO ni=1, nmax

DO li=0, nmax-1
IF(pp_T(ni,li+1).GT.0.) THEN

WRITE(111,*) ni, li, pp_T(ni,li+1)
END IF

END DO
END DO
CLOSE(111)

! Write on the screen the population of the 1s and 2s levels for the given initial population
! (1s is calculated from the 2p)
! Change the writing mode if you choose yn_n2=’n’
IF (yn_n2.EQ.’y’) THEN

WRITE(*,*) ’#####################################################’
WRITE(*,*) ’Final population of the 1s and 2s levels (SINGLET)’
WRITE(*,*) ’1s_S: ’, fpp_S(1,1)
WRITE(*,*) ’2s_S: ’, fpp_S(2,1)
WRITE(*,*) ’1s_S+2s_S: ’, fpp_S(1,1)+fpp_S(2,1)
WRITE(*,*) ’----------------------------------------------------’
WRITE(*,*) ’Final population of the 2s and 2p levels (TRIPLET)’
WRITE(*,*) ’1s_T: ’, fpp_T(1,1)
WRITE(*,*) ’2s_T: ’, fpp_T(2,1)
WRITE(*,*) ’1s_T+2s_T: ’, fpp_T(1,1)+fpp_T(2,1)
WRITE(*,*) ’Singlet plus Triplet --------------------------------’
WRITE(*,*) ’1s_S+1s_T: ’, fpp_S(1,1)+fpp_T(1,1)
WRITE(*,*) ’1s_S+2s_S+1s_T+2s_T: ’, fpp_S(1,1)+fpp_S(2,1)+fpp_T(1,1)+fpp_T(2,1)
WRITE(*,*) ’3P/1P ratio: ’,ti_T(2,2,1,1)/ti_S(2,2,1,1)

ELSE
WRITE(*,*) ’#####################################################’
WRITE(*,*) ’!!!!!!!! NO n=2->2,1 TRANSITION ACTIVATED !!!!!!!!’
WRITE(*,*) ’Final population of the 2s and 2p levels (SINGLET)’
WRITE(*,*) ’1s_S: ’, fpp_S(1,1)
WRITE(*,*) ’2s_S: ’, fpp_S(2,1)
WRITE(*,*) ’2p_S: ’, fpp_S(2,2)
WRITE(*,*) ’1s_S+2s_S+2p_S: ’, fpp_S(1,1)+fpp_S(2,1)+fpp_S(2,2)
WRITE(*,*) ’----------------------------------------------------’
WRITE(*,*) ’Final population of the 2s and 2p levels (TRIPLET)’
WRITE(*,*) ’2s_T: ’, fpp_T(2,1)
WRITE(*,*) ’2p_T: ’, fpp_T(2,2)
WRITE(*,*) ’2s_T+2p_T: ’, fpp_T(2,1)+fpp_T(2,2)
WRITE(*,*) ’Singlet plus Triplet --------------------------------’
WRITE(*,*) ’1s_S+1s_T: ’, fpp_S(1,1)+fpp_T(1,1)
WRITE(*,*) ’1s_S+2s_S+2p_S+S+2s_T+2p_T: ’, fpp_S(1,1)+fpp_S(2,1)+fpp_S(2,2)+fpp_T(2,1)+fpp_T(2,2)

END IF
WRITE(*,*) ’#####################################################’

! Write the transition intensities
OPEN(UNIT=33,file=’trans_int_S.dat’, status=’unknown’)
DO nit=1,nmax

DO lit=0,nit-1
DO nft=1,nmax-1

DO lft=0,nft-1
IF(ti_S(nit,lit+1,nft,lft+1).GT.0.) THEN

WRITE(33,*) nit, lit, nft, lft, ti_S(nit,lit+1,nft,lft+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(33)
OPEN(UNIT=333,file=’trans_int_T.dat’, status=’unknown’)
DO nit=1,nmax

DO lit=0,nit-1
DO nft=1,nmax-1

DO lft=0,nft-1
IF(ti_T(nit,lit+1,nft,lft+1).GT.0.) THEN

WRITE(333,*) nit, lit, nft, lft, ti_T(nit,lit+1,nft,lft+1)
END IF

END DO
END DO

END DO
END DO
CLOSE(333)
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! Calculate the sum of the transition intensities level per level
DO nit=1,nmax

DO lit=0,nit-1
DO nft=1,nmax-1

DO lft=0,nft-1
IF(ti_S(nit,lit+1,nft,lft+1).GT.0.) THEN

tisum_S(nit,nft) = tisum_S(nit,nft)+ ti_S(nit,lit+1,nft,lft+1)
END IF

END DO
END DO

END DO
END DO
DO nit=1,nmax

DO lit=0,nit-1
DO nft=1,nmax-1

DO lft=0,nft-1
IF(ti_T(nit,lit+1,nft,lft+1).GT.0.) THEN

tisum_T(nit,nft) = tisum_T(nit,nft)+ ti_T(nit,lit+1,nft,lft+1)
END IF

END DO
END DO

END DO
END DO

! Write the sum of the transition intensities level per level
! Singlet
OPEN(UNIT=44,file=’trans_int_sum_S.dat’, status=’unknown’)
DO nit=1,nmax

DO nft=1,nmax-1
IF(tisum_S(nit,nft).GT.0.) THEN

WRITE(44,*) nit, nft, tisum_S(nit,nft)
END IF

END DO
END DO
CLOSE(44)
! Triplet
OPEN(UNIT=444,file=’trans_int_sum_T.dat’, status=’unknown’)
DO nit=1,nmax

DO nft=1,nmax-1
IF(tisum_T(nit,nft).GT.0.) THEN

WRITE(444,*) nit, nft, tisum_T(nit,nft)
END IF

END DO
END DO
CLOSE(444)
! Sum
OPEN(UNIT=55,file=’trans_int_sum_ST.dat’, status=’unknown’)
DO nit=1,nmax

DO nft=1,nmax-1
IF(tisum_S(nit,nft).GT.0.OR.tisum_T(nit,nft).GT.0) THEN

WRITE(55,*) nit, nft, tisum_S(nit,nft)+tisum_T(nit,nft)
END IF

END DO
END DO
CLOSE(55)

END PROGRAM CASCADE_HE
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a b s t r a c t

We present an introduction to some concepts of Bayesian data analysis in the context of atomic physics.
Starting from basic rules of probability, we present the Bayes’ theorem and its applications. In particular
we discuss about how to calculate simple and joint probability distributions and the Bayesian evidence, a
model dependent quantity that allows to assign probabilities to different hypotheses from the analysis of
a same data set. To give some practical examples, these methods are applied to two concrete cases. In the
first example, the presence or not of a satellite line in an atomic spectrum is investigated. In the second
example, we determine the most probable model among a set of possible profiles from the analysis of a
statistically poor spectrum. We show also how to calculate the probability distribution of the main spec-
tral component without having to determine uniquely the spectrum modeling. For these two studies, we
implement the program Nested_fit to calculate the different probability distributions and other related
quantities. Nested_fit is a Fortran90/Python code developed during the last years for analysis of atomic
spectra. As indicated by the name, it is based on the nested algorithm, which is presented in details
together with the program itself.

! 2017 Elsevier B.V. All rights reserved.

1. Introduction

Commonly, a data analysis is based on the comparison between
a function FðaÞ used to model the data that depends on a set of
parameters a (ex. a1 ! amplitude, a2 ! position, etc.) and the data
them-self that consist in recorded number of counts yi at each
channel xi. The estimation of the parameter values describing at
best the data is generally obtained by the maximum likelihood
method (and its lemma, the method of the least squares), which
consists to find the values abest that maximize the product of the
probabilities for each channel xi to observe yi counts for a given
expected value Fðxi;abestÞ.

Even if very successfully in many cases, this method has some
limitations. If some function parameter is subject to constraints
on its values (as ex. one model parameter could be a mass of a par-
ticle, which cannot be negative), the corresponding boundary con-
ditions cannot be taken into account in a well defined manner.
With the likelihood function we are in fact calculating the proba-
bilities to observe the data fxi; yig for given parameter values and
not the probability to have certain parameter values for given
experimental data.

An additional difficulty for the maximum likelihood method
arises when different hypotheses are compared, represented for

example by two possible modeling functions FA and FB, in view
of the acquired data. The determination of the most adapted model
describing the data generally done with goodness-of-fit tests like
the v2-test, the likelihood-ratio test, etc. [1–6]. In the unfortunate
case where there is no clear propensity to a unique model and
we are interested on the value of a parameter common to all mod-
els (as the position of the a peak with undefined shape), no sort of
weighted average can be computed from goodness-of-fit test out-
comes. To do this, the assignment of a probability PðMÞ to each
model is mandatory, which cannot be calculated in the classical
statistics framework.

Another important and fundamental problem of the common
data analysis approach is the requirement of repeatability for the
definition of probability itself. In classic data analysis manuals we
can find sentences as:

‘‘Suppose we toss a coin in the air and let it land. There is 50% prob-
ability that it will land heads up and a 50% probability that it will
land tails up. By this we mean that if we continue tossing a coin
repeatedly, the fraction of times that it lands with heads up will
asymptotically approach 1/2 . . .” [3].

This definition is completely inadequate to rare processes as
those encountered for example in cosmology, where several mod-
els are considered to describe one unique observation, our uni-
verse, and more recently in gravitational-wave astronomy, where
at present only two observations are available [7,8].
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To overcome these problems, a different approach has to be
implemented with a new and more general definition of probabil-
ity. This approach is the result of the work of Th. Bayes, P.-S.
Laplace, H. Jeffreys and of many others [9–12] and is commonly
called Bayesian statistics.

Bayesian methods are routinely used in many fields: cosmol-
ogy [13–15], particle physics [16], nuclear physics, . . .. In atomic
physics their implementation is still limited (e.g. in atomic inter-
ferometry [17,18], quantum information [19], ion trapping [20],
ion–matter interaction [21], etc.) with almost no use in atomic
spectroscopy, even if in some cases it would be strongly required.
For example, when we want to determine the correct shape of a
instrumental response function we are actually testing hypothe-
ses, as in the case of the determination of the presence or not
of possible line contributions in a complex or statistically poor
spectrum.

The goal of this article is to present a basic introduction of Baye-
sian data analysis methods in the context of atomic physics spec-
troscopy and to introduce the program Nested_fit for the
calculation of distribution probabilities and related quantities
(mean values, standard deviation, confidence intervals, etc.) from
the application of these methods. The introduction to Bayesian
statics is based in the extended literature on this domain, and in
particular on Refs. [11,14,22–24]. For a clear and practical
presentation, we will present two simple applications of data
analysis where we implemented a Bayesian approach using the
Nested_fit program. The first example is about the probability
evaluation of the presence of a satellite peak in a simple atomic
spectrum. The second one deals with the analysis of a statistically
poor spectrum in which one or multiple peaks contributions has to
be considered and where possible aberrations in the response
function have also to be taken into account. We will in particular
show how to assign probabilities to the different models from
the experimental data analysis and compare them to classical
goodness-of-fit tests. Moreover, we will see how to extract the
probability distribution of the main peak position without the need
to uniquely choose between the different models.

The article is organized as following. A general definition of
probability and Bayesian statistic concepts as the Bayes’ theorem
and Bayesian evidence are present in Section 2, together with a very
general and axiomatic definition of probability deduced from sim-
ple logic arguments. In Section 3 we present in details the nested
algorithm for the calculation of the Bayesian evidence and in Sec-
tion 4 we will see its implementation in the program Nested_fit,
which is also presented. These two sections are quite technical and
they could be skipped in a first reading. Section 5 is dedicated to
the Bayesian data analysis applications to two real data sets and
Section 6 is our conclusion. Two appendixes are also proposed:
one about the introduction of information and complexity con-
cepts in the context of Bayesian statistics, and a second about the
evaluation of the uncertainty of the Bayesian evidence calculated
by the nested sampling method.

2. Probability

2.1. Probability axioms

A very general definition of probability PðXÞ can be obtained by
trying to assign real numbers to a certain degree of plausibility or
believe than assertions X;Y , etc., would be true. X and Y assertions
are very general. They can be assertions of specific statements (ex.
‘‘In the next toss the coin will land heads”) or implying values (ex.
the parameter b is in a certain range ½bmin; bmax]). When basic logic
and consistency are required, the form of the probability P is
ensured by the axioms [22,25,12,24,23]

0 6 PðXjIÞ 6 1; ð1Þ
PðXjX; IÞ ¼ 1; ð2Þ
PðXjIÞ þ Pð!XjIÞ ¼ 1; ð3Þ
PðX;Y jIÞ ¼ PðXjY ; IÞ & PðYjIÞ: ð4Þ

In the equations above, !X indicates the negation of the assertion
X (not-X); the vertical bar ‘‘j” means ‘‘given” and where I represents
the current state of knowledge. For example, I can represent the
ensemble of the physics laws describing a certain phenomenon,
e.g. the thermodynamics laws, and X;Y can represent two quanti-
tative measurements related to this phenomenon, e.g. two temper-
ature measurements at different times of a cooling body. The joint
probability PðX; YjIÞ means that both ‘‘X AND Y” are true (equiva-
lent to the logical conjunction ‘^’). The deduction of these axioms
have been obtained for the first time in 1946 by Richard Cox using
Boolean logic [22]. The first three axioms are compatible with the
usual probability rules. Here we have an additional axiom that, as
we will see, plays a very important role.

From these axioms the following rule (sum rule) is deduced [23]

PðX þ Y jIÞ ¼ PðXjIÞ þ PðY jIÞ ' PðX;YjIÞ: ð5Þ

Here the symbol ‘þ’ in the notation X þ Y means the logical
disjunction (X þ Y ( X _ Y ( ‘‘X OR Y is true”).

The fourth axiom determines the rule for inference probabilities
(product rule) for conditional cases. If X and Y are independent
assertions, this is reduced to the classical probability property

PðX;Y jIÞ ¼ PðXjIÞ & PðYjIÞ: ð6Þ

When a set of mutual exclusive assertions are considered fYig,
with PðYijYj–iÞ ¼ 0, we have the so-called marginalization rule

PðXjIÞ ¼
X

i

PðX;YijIÞ ð7Þ

that in the limit of continuous case Yiþ1 ' Yi ! dY becomes

PðXjIÞ ¼
Z 1

'1
PðX;YjIÞdY : ð8Þ

2.2. Bayes’ theorem and posterior probability

Another important corollary can be derived from the fourth
axiom (Eq. (4)) and the similar expression with exchange between
X and Y:

PðXjY; IÞ ¼ PðY jX; IÞ & PðXjIÞ
PðY jIÞ

: ð9Þ

This is what is called the Bayes’ Theorem, named after Rev.
Thomas Bayes, who first [9] formulated theorems of conditional
probability, and rediscovered in 1774 and further developed by
Pierre-Simon Marquis de la Laplace [10].

For a better insight in the implication of this theorem, we con-
sider the case where X represent the hypothesis that the parameter
values set a truly describes the data (via the function Fðx;aÞ) and
where Y correspond to the recorded data fxi; yig. In this case
Eq. (9) becomes

Pðajfxi; yig; IÞ ¼
Pðfxi; yigja; IÞ & PðajIÞ

Pðfxi; yigjIÞ
¼ LðaÞ & PðajIÞ

Pðfxi; yigjIÞ
; ð10Þ

where I includes our available background information and where
Pðfxi; yigja; IÞ is by definition the likelihood function LðaÞ for the
given set of data. Differently from the common statistical approach
where only the likelihood function is considered, we have here the
additional term PðajIÞ that includes the prior knowledge on the
parameters a or its possible boundaries. The denominator term
Pðfxi; yigjIÞ can be considered for the moment as a normalization
factor but it plays an important role when different hypotheses
are considered and compared (see next section).
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The priors can look as an unsuitable input due to the possible
subjectivity in their choice; this is actually the main critics to Baye-
sian statistics. On the contrary, the priors reflects our knowledge or
ignorance in a quantify way. If two scientists have different choices
of priors, and uses some common experimental data, the posterior
probability distributions are generally not significantly different. If
the posteriors are different because of the different choice of priors,
this means that the data are not sufficient to analyze the problem.

From Pðajfxi; yig; IÞ, the probability distribution of each parame-
ter Pðajjfxi; yig; IÞ or joint probabilities Pðaj; akjfxi; yig; IÞ can be
obtained from the marginalization (Eq. (8)), i.e. the integration of
the posterior probability on the unconcerned parameters.

For a more in-deep introduction to Bayesian statistics, we invite
the reader to consult Refs. [11,14,24]. In the following paragraphs,
we will present more specific examples adapted to cases com-
monly encountered in atomic physics and related to the problem
of hypotheses testing.

2.3. Model testing and Bayesian evidence

An important consequence of the Bayes’ theorem is to have the
possibility to assign probabilities to different hypotheses (models)
with a simple and well-defined procedure. In this case, X in Eq. (9)
represents the hypothesis that the model M describes well the
observations and Y represents the data, as in the previous section.
From Bayes’ theorem we have that the posterior probability of the
model M is [12,24,14]

PðMjfxi; yig; IÞ / Pðfxi; yigjM; IÞ & PðMjIÞ; ð11Þ

where the first term of the right part is the so-called Bayesian evi-
dence E of the model and the second term is the prior probability
assigned to the model from our background knowledge. Using the
marginalization rule to the parameter values and the probability
properties (Eqs. (1)–(4)), we have

E ( Pðfxi; yigjM; IÞ ¼
¼
R
Pðfxi; yigja;M; IÞPðajM; IÞdJa ¼

¼
R
LMðaÞPðajM; IÞdJa;

ð12Þ

where J is the number of the parameters of the considered model,
and where we explicitly show the likelihood function LMðaÞ relative
to the model M. The Bayesian evidence, also called marginal likeli-
hood or model likelihood, is the integral of the likelihood function
over the J-dimensional parameter space under the priors con-
straints for a specific model choice. The evidence is also the denom-
inator of Eq. (9), which now assumes a clearer signification than a
simple normalization factor (with M included in I). Considering
equal priors, the probability of a model is higher if the evidence is
higher, which means that the average of the likelihood function
over the model parameter space is higher. To note, this does not
implies that the maximum of the likelihood function is larger, as
in the case of the likelihood ratio test used to compare the goodness
of fit of two models (where however we do not assign probabilities
to the models themselves but where we define only a criterion to
choose between two models). Models with higher number of
parameters are generally penalized because of the higher dimen-
sionality of the integral that corresponds to a larger parameter vol-
ume Va (and then to a lower average value of the likelihood
function). In fact, the calculation of the model probability via the
Bayesian evidence includes, in some sense, the Ockham’s razor1

favoring simpler models when the values of the likelihood function
are similar.

If we have to choose among only two different models M1;M2,
the comparison between model probabilities is related to the cal-
culation of the simple ratio

PðM1jfxi; yig; IÞ
PðM2jfxi; yig; IÞ

¼ Pðfxi; yigjM1; IÞ
Pðfxi; yigjM2; IÞ

& PðM1jIÞ
PðM2jIÞ

: ð13Þ

If the prior probabilities of the models are equal, this probability
ratio is given by the Bayes factor B12 ¼ E1=E2 that is nothing else
than the ratio of the evidences [11,24,14]. Values of B12 larger or
smaller than one indicate a propensity for M1 or M2, respectively.
In the literature several tables are available to assign, in addition to
probabilities, degrees of propensity of favor to one or other model
[11,26] with a correspondence to the p-value and the standard
deviation [27].

For models with similar values of evidence, another criterium to
decide between them is the Bayesian complexity C, which mea-
sures the number of model parameters that the data can support
[14]. This quantity is related to the gain of information (in the
Shannon sense) and it is discussed in Appendix A. When E values
are similar, we should favor the simplest model, i.e. the model with
the smallest C.

The possibility to assigning probabilities to models has another
important advantage. In the case we are interested to determine
the probability distribution of a common parameter aj without
the need to identify the correct model among the available choices
M‘, we can obtain the probability distribution Pðajjfxi; yig; IÞ from
the weighted sum

Pðajjfxi; yig; IÞ ¼
X

‘

Pðajjfxi; yig;M‘; IÞ & PðM‘j; IÞ; ð14Þ

where Pðajjfxi; yig;M‘; IÞ are the probability distributions of aj for
each model and PðM‘j; IÞ are the probabilities of the different mod-
els. As we will see in Section 5.2, this capability plays an important
role in the case where models have comparable probabilities.

3. The nested sampling algorithm

3.1. The evidence calculation problem

The major difficulty to calculate hypothesis probabilities is the
substantial computational power required for the evaluation of
the Bayesian evidence. Contrary to the maximum likelihood
method, where only the maximum of a function has to be found,
we have to calculate an integral over the J-dimensional space of
parameters Va. Except in very few cases, there is not analytical
solution of Eq. (12). Numerical integration by quadrature is not
efficient due to the span of different order of magnitude of the like-
lihood function and the high dimensionality of the problem. The
calculation of the evidence is then generally done via the Monte
Carlo sampling of the product Pðfxi; yigja;M; IÞPðajM; IÞ.

A common approach to produce good sampling is the use of the
Markov chain Monte Carlo (MCMC) technique. A Markov chain is a
sequence of random variables such that the probability of the nth
element in the chain only depends on the value of the ðn' 1Þth
element. The purpose of the Markov chain is to construct a
sequence of points an in the parameter space whose density is pro-
portional to the posterior probability distribution. Different proba-
bilistic algorithms are applied to build these chains like
Metropolis-Hasting algorithm, Gibbs sampling, Hamiltonian Monte
Carlo, etc. (see as example Ref. [28] and references their-in).

Another method is the nested sampling, originally developed by
John Skilling in 2004 [29,24,30]. On this method is based the pro-
gram Nested_fit, the Bayesian data analysis program we present

1 ‘‘Non sunt multiplicanda entia sine necessitate”, ”Entities must not be multiplied
beyond necessity” from William of Ockham’s (1287–1347), which can be interpreted
in a more modern form as ‘‘Among competing hypotheses, the one with the fewest
assumptions should be selected”.
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in this article. The method algorithm is based on the subdivision of
the parameters space volume Va, delimited by the parameters
prior probabilities, into J-dimensional nested volumes that get clo-
ser and closer to the maxima of the likelihood function. With this
method, the calculation of the evidence (Eq. 12) is reduced to a
one-dimensional integral from the original J-dimensional problem.

To reduce to a one-dimensional integral, we define the variable
X (real and positive) corresponding to the volume of the parameter
space, weighted by the priors, for which the likelihood function is
larger than a certain value L:

XðLÞ ¼
Z

LðaÞ>L
PðajIÞdJa: ð15Þ

A schematic visualisation of this relation is presented in Fig. 1.
XðLÞ is by construction monotonic and invertible, with L ¼Lð XÞ.
When L ¼ 0, the whole parameter volume Va is considered and
then X ¼ 1 because of the prior probability normalization. When
L P max½LðaÞ);X is equal to zero. The infinitesimal volume dX is

dX ¼ PðajIÞdJa; ð16Þ

where PðajIÞdJa corresponds to the infinitesimal weighted volume
of the parameter space where LðXÞ < Lðfxi; yig;aÞ < LðX þ dXÞ.

With the above definitions, we can then rewrite Eq. (12) as a
simpler one-dimensional integral in X:

E ¼
Z 1

0
LðXÞdX: ð17Þ

3.2. The algorithm for the numerical integration

The one-dimensional integral in the above equation and repre-
sented on the left part of Fig. 1 can be numerically calculated using
the rectangle integration method subdividing the ½0;1) interval in
M þ 1 segments with an ensemble fXmg of M ordered points
0 < XM < . . . < X2 < X1 < X0 ¼ 1. Eq. (17) is approximated by the
sum

E *
X

m

LmDXm; ð18Þ

where Lm ¼Lð XmÞ and DXm ¼ Xm ' Xmþ1. The difficulty is now the
determination of Lm and DXm because we do not know a priori
the relation between X and L.

The evaluation of Lm values is obtained by the exploration of
the likelihood function with a Monte Carlo sampling via a subse-
quence of steps. For this, we use a collection of K parameter values
fakg that we call live points. At the beginning, these values are ran-
domly chosen from the prior probability distribution PðakjIÞ and
they evolve during the computation steps described in the follow-
ing paragraphs.

To clearly present the different stages of the algorithm, we con-
sider a real analysis of a very simple case. We assume a Gaussian
peak plus a flat background (four parameters in total) as model
and a very statistical poor data set. The data refer to a high-
resolution X-ray spectrum of the helium-like uranium
1s2p 3P2 ! 1s2s 3S1 intrashell transition obtained by Bragg diffrac-
tion from a curved crystal [31]. The data and the best guess (max-
imum likelihood) of Gaussian peak profile are shown in Fig. 2.

For each computation step m of the algorithm we indicate with
fam;kg the live points of the step, with k ¼ 1; . . . ;K . The correspond-
ing likelihood function values are indicated by Lm;k ¼ Lðam;kÞ and
we define Lm ¼ minðLm;kÞ. The related X values are indicated by
nm;k ¼ XðLm;kÞ and we define Xm ¼maxðnm;kÞ. Considering Eq. (15)
and Fig. 1, we see that Xm is equal to the integral of the volume
where all fam;kg are contained. In other words, the volume VLPLm

in the parameter space corresponds to the segment ½0;Xm) in the
X axis. Let us see the different steps of the algorithm in details.

Step 1: The initial fa1;kg live points are sorted considering
PðakjIÞ and L1 ¼minðL1;kÞ is found. From n ¼ XðLÞ relationship,
we have X1 ¼maxðn1;kÞ and the DX1 ¼ X0 ' X1, where X0 ¼ 1. We
have now our first pair of values for the sum in Eq. (18).

Step 2: We built now a new ensemble of live points fa2;kg,
which is the same as fa1;kg but where we remove the k0-th element
with the lower value of likelihood (corresponding to the higher
value of X, i.e. where L1 ¼ Lða1;k0 Þ with X1 ¼ n1;k0 , and we store its
value with the name ~a1 ¼ a1;k0 . We replace this point with a new
a value, randomly chosen with the only condition LðaÞ > L1. With
this requirement we impose that this point is inside the volume
VLPL1 . From this new ensembles fn2;kg and fL2;kg we define
X2 ¼maxðn2;kÞ. The interval ½0;X2) corresponds to the volume of
the parameter space VLPL2 nested in the volume VLPL1 (see
Fig. 1). We have then the elements L2;DX2 of the sum in Eq. (18)
and we store the value of the discarded live point ~a1.

Step m: We continue the iteration as in the step 2, storing at
each step the values Lm;DXm and ~am. All new live points fam;kg
are enclosed in smaller and smaller parameter volumes defined
by LðaÞ > Lm that correspond to ½0;Xm) intervals (see Fig. 1) with
Xm ¼maxðnm;kÞ.

0 X1X2X3X4X5
L1

L2

L3L4

L5

1

Fig. 1. Visualisation of the integral of LðXÞ and corresponding volumes on the
parameter space (two parameters only, ai; aj are considered with a 2D
representation).

Fig. 2. High-resolution X-ray spectrum of the helium-like uranium
1s2p 3P2 ! 1s2s 3S1 intrashell transition from Ref. [31] and corresponding fit with
one Gaussian peak (plus a flat background).
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Step M, the end: After M iterations, the estimated error ErrM on
the evidence E evaluation due to the truncation of the sum in Eq.
(18) is less than the target accuracy DE and the calculation stops.
For each step m; Errm is upper limited by the product LmaxXm where
Lmax ¼ max½Lðam;kÞ). When LmaxXm < DE, we have Errm < DE, the
main iteration loop of the nested algorithm stops and the main cal-
culation is finalized. The likelihood function value associated to the
last live points is the average LM ¼ hLðaM;kÞi.

In addition to the final live points faM;kg and their likelihood
function values, all intermediate Lm;DXm; ~am are stored and used
for the calculation of the posterior probability distributions as pre-
sented in Section 3.3.

For the specific example where we consider the analysis of the
data in Fig. 2 and a Gaussian peak as model, we show in Fig. 3 the
evolution of the values of the ~am, corresponding in this example to
the peak position, as function of the algorithm step number. Start-
ing from a sampling range corresponding to our priors (here a flat
distribution between channel 300 and 600), the algorithm explores
smaller and smaller ranges corresponding to nested volumes of the
parameter space. The product LmDXm relative to each steps are
shown in both plots of Fig. 4 via the value weight ¼ LmDXm=E
(see next section for further explanation).

We have now a recipe for calculating Lm values but not the Xm.
In the previous paragraphs we defined Xm ¼max½XðLm;kÞ) using Eq.
(15). But we do not know the function XðLÞ and neither its inverse
LðXÞ. We can, however, estimate the values of Xm from some statis-
tical consideration. The extraction of a set of K live points am;k in
the parameter volume VLðaÞ>Lm correspond to sort K random num-
bers in the interval ½0;Xm) (with nm;k ¼ X½Lðam;kÞ)). For each step,
when we pass from the ½0;Xm'1) interval to the ½0;Xm) interval,
we shrink the volume (one-dimensional here) by a factor
tm ¼ Xm=Xm'1. The probability distribution for each tm is equal to
the probability for having a maximum value t given K random
numbers 2 ½0;1). The statistical distribution of t is (see Appendix
B for more details)

PðtÞ ¼ KtK'1; with hln ti ¼ '1=K: ð19Þ

For the first and second step we have X1 ¼ t1 (X0 ¼ 1) and
X2 ¼ t2X1 ¼ t1t2. For a generic step, considering Eq. (19), Xm is
given by the product

Xm ¼
Ym

i

ti and then Xm * e'm=K : ð20Þ

From this equation, the values of DXm can be estimated, with
DXM ¼ e'M=K for the last live points. This approximation introduces
an error in the evidence calculation that is proportional to 1=

ffiffiffiffi
K

p
,

where K is the number of the employed live points. A detailed dis-
cussion of the evidence uncertainty is presented in Appendix B.

We note that for the final calculation of the evidence, the terms
Lm;DXm in Eq. (18) are not equally important. DXm values are
monotonically decreasing with m where Lm values are increasing.
As we can see from Fig. 3, the product LmDXm (which defines the
step weight as we will see next section) has a maximum. ~am corre-
sponding to this maximum will strongly influence the posterior
probability distributions and the value of the evidence.

The bottleneck of the nested sampling algorithm is the search of
new points within the J-dimensional volume defined by L > Lm.
Different methods are commonly employed to accomplish this dif-
ficult task. One efficient method is the ellipsoidal nested sampling
[32]. It is based for each step on the approximation of the iso-
likelihood contour defined by L ¼ Lm by a J-dimensional ellipsoid
calculated from the covariance matrix of the live points. The new
point is then selected within the ellipsoidal volume (times an
user-defined enlargement factor). This methods, well adapted for
unimodal posterior distribution has been also extended to multi-
modal problems [33,15], i.e. with the presence of distinguished
regions of the parameter space with high values of the likelihood
function. Other search algorithms are based on Markov chain
Monte Carlo (MCMC) methods [34], as in particular the lawn
mower robot method, developed by L. Simons [35], and the recent
Galilean Monte Carlo [36,37], particularly adapted to explore the
regions close to the boundary of VL>Lm volumes. Nested_fit pro-
gram is based in an evolution of Simons’ algorithm and is pre-
sented in Section 4.

Additional material on the nested sampling can be found in
Refs. [29,24,30,32,15,34]. In particular in Ref. [38], the different
search algorithms, their efficiency and accuracy are discussed.

3.3. Posterior probability distributions

The posterior probability distributions are built from the dis-
carded live points ~am, the final set of K live points aM;k and their
associated Lm;DXm values.

Once the evidence E ( Pðfxi; yigjIÞ is determined, posterior
inference can be easily generated from the f~amg and fakgM values.
Each ~am is in the infinitesimal parameter volume DVLm<Lð~amÞ<Lmþ1

Fig. 3. Evolution of the sampled parameter value relative to the peak over the
algorithm step.

Fig. 4. Weights associated to discarded value at each step, which are proportional
to the product LmDXmÞ).
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that correspond to the interval DXm. Considering the discrete form
of Eq. (16) and Eq. (10), we can calculate the probability associated
to the parameter values ~am, in other words the step weight named
in the previous sections:

Pð~amjfxi; yig; IÞ ¼ PðXmÞ *
LmDXm

E
: ð21Þ

From Eq. (21), the probability distribution of any single param-
eter aj is obtained by marginalization Eq. ((8)), i. e. integrating of
the posterior probability Pðajfxi; yig; IÞ over the other parameters.

In our case, if the parameter of interest corresponds to the jth com-
ponent, its probability distribution can be built from ð~amÞj values
and their corresponding weights defined by Eq. (21).

For our specific example with a Gaussian distribution as a
model, this corresponds to take ð~amÞj values showed in Fig. 3
(top) and built a weighted histogram (with the weights LmDXm=E
showed by the different color intensities in Fig. 3 and in Fig. 4).
From the marginalization on J ' 2 parameters, also joint probabil-
ities can be built, as that one presented in Fig. 6 corresponding to
the position and width distribution of the peak.

4. The Nested_fit program

4.1. General considerations

Nested_Fit has been developed in Fortran90 for the calcula-
tion of the Bayesian evidence and posterior parameters probability
distributions for a given set of data and selected model. The core of
Nested_Fit is the algorithm used for the calculation of the Baye-
sian evidence which is, as indicated by its name, the nested sam-
pling developed by Skilling and presented in Section 3, but with
an original method to find new live points.

Due to the large span of the values of the different quantities
(likelihood function, evidence, Xm, etc.), all computations are done
with respect to their logarithms, as many programs based on the
nested sampling. The data inputs are provided in the form
fxi; yig, where xi are real numbers and yi are necessarily counts
detected at the channels xi. To analyze statistically poor (but also
not-poor) data sets, the likelihood function is built considering a
Poissonian statistics for each channel (which tend to the normal
distribution for large number of counts), leading to

LðaÞ ¼
Y

i

Fðxi; aÞyi e'Fðxi ;aÞ

yi!
; ð22Þ

where for each channel, yi is the recorded number of counts and
Fðxi; aÞ is the expected value of the modeling function that depends
on the parameters a. A large library of functions is available and
new ad hoc functions can easily be added.

Outputs of Nested_Fit include the evaluation of the Bayesian
evidence, the corresponding information gain and complexity, and
the information to build parameter probability distributions. The
different probability histograms and other plots are produced via
a series of functions of a dedicated Python library. The figures of
this article are examples of their typical outcomes. In addition to
the graphic outputs, Python library functions can be used to recur-
sively modify the input file nf_input.dat and to read the results
in the output files. These functions are particularly useful for
automated analysis and systematic surveys.

Several set of data can be analyzed at the same time by
Nested_Fit program. For example, distinct spectra with a same
response function can be analyzed, and common parameters such
as the profile width can be extracted by correctly taking into
account the correlations between data sets.

4.2. Computation algorithm of the Bayesian evidence

The calculation of the Bayesian evidence is made with the
nested sampling following the steps presented in Section 3, simi-
larly to other programs based to the same algorithm
[24,32,33,15,34]. Even if the basic structure is practically identical
to existing codes, the algorithm for the search of new live points is
substantially different. The searching algorithm is a Markov chain
Monte Carlo method to explore the parameter volume VL>Lm and
it is an evolution of the lawn mower robot method, developed by

Fig. 5. Histogram of the Gaussian peak position built from the values Lm;DXm , and
~am (see text). Red, yellow and green regions indicate 68%, 95% and 99% confidence
intervals (credible intervals). (For interpretation of the references to colour in this
figure caption, the reader is referred to the web version of this article.)

Fig. 6. Joint probability distribution of the parameters relative to the peak position
and width (in terms of sigmas of the Gaussian profile). Red, yellow and green
regions indicate 68%, 95% and 99% confidence intervals (credible intervals). (For
interpretation of the references to colour in this figure caption, the reader is
referred to the web version of this article.)
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L. Simons [35]. To cancel the correlation between the starting point
and the final point, a series of N jumps are done in this volume. The
different stages of the algorithm are.

1. Choose randomly a starting point an¼0 ¼ a0 from the available
live points fam;kg as starting point of the Markov chain where
n is the number of the jump. The number of tries nt (see below)
is set to zero.

2. From the values an'1, find a new parameter sets an where each
jth parameter is calculated by ðanÞj ¼ ðan'1Þj þ f r rj, where rj is

the standard deviation of the live points fam;kg relative to the jth

parameter, r 2½' 1;1) is a sorted random number and f is a fac-
tor defined by the user.
(a) If LðanÞ > Lm and n < N, go to the beginning of step 2 with

an increment of the jump number n ¼ nþ 1.
(b) If LðanÞ > Lm and n ¼ N; an¼N is new live point to be included

in the new set famþ1;kg.
(c) If LðanÞ < Lm and n < N and the number of tries nt is less

than the maximum allowed number Nt , go back to begin-
ning of step 2 with an increment of the number of tries
nt ¼ nt þ 1.

(d) If LðanÞ < Lm and n < N and nt ¼ Nt a new parameter set a0

has to be selected. Instead than choosing one of the existing
live points, a0 is built from distinct jth components from dif-
ferent live points: ða0Þj ¼ ðam;kÞj where k is randomly chosen
between 1 and K for each j. Then an¼0 ¼ a0 and go to the
beginning of step 2.

The last step makes the algorithm well adapted to problems
with multimodal parameter distributions allowing to easily jump
between high-likelihood regions. An example of presence of sev-
eral maximal likelihood regions is presented in Fig. 7 where we
plot the joint probability of the position and amplitude of one of
the four Gaussian peaks of the considered model. The value of Nt

is fixed in the code (Nt ¼ 10; 000 in the present version). The other
parameters can be provided by the input file.

4.3. Inputs

All input parameter required by Nested_fit are provided in
the file nf_input.dat. The most important inputs are:

The maximum number of jumps N and the real number f :
These parameters are important for efficiency of the search of
the new live points and for the non-correlated and efficient
exploration of the parameter space. A higher value of f guaran-
tees a better independence between the current live points and
the new point but also a minor efficiency for finding it because
of the higher probability to jump in the volume region L < Lm.
The same reasoning applies for the total number of jumps N.
The number of live points K: The choice of K influence directly
the expected accuracy of the evidence dE / 1=

ffiffiffiffi
K

p
, and also pro-

vides a better sampling of the parameter volume. As counter-
part, an increasing of K increases the computation time.
The required final evidence accuracy DE: A too large value of
the accuracy will bias the evidence calculation. A too small
value can make the evidence computation significantly long.
For a given problem, the optimal value is obtained by looking
a posteriori at the evolution of LmDXm. The calculation has to
stop significantly far from the region where the product
LmDXm is large, i. e. far from the most influent values of
X + expð'HÞwhereH is the extracted information (in the sense
of Shannon, see Appendies A and B). Good and efficient values

are generally between 10'3 and 10'5 as also discussed in Ref.
[34].
The number of trials sets of live points NLPS: Besides theoret-
ical considerations, the best strategy to estimate the evidence
accuracy is to calculate E several times with different starting
sets of live points (with different seed for the random
generator) and to extract the mean and standard deviation of
the logarithmic values of the computed evidence, which is
the pertinent quantity for the uncertainty evaluation (see
Appendix B). In addition this method provides more sampling
points of the parameter space for a better evaluation of the
posterior probability distributions, especially important when
multimodal distributions are present.
The parameter priors Priors of the different parameters can be
selected between two options: (i) an uniform prior where the
parameter value boundaries have to be provided or (ii) a normal
distribution where a main value and the associated standard
deviation have to be provided (as example from a past
experiment).

Except for the priors, each parameter has to be tuned by looking
the output in order to have valuable results (to uniformly and
randomly cover the entire parameter space) but also to have a fast
calculation (a good efficiency to find new live points). For this goal,
the most sensitive parameters are the number of live points K, the
number of jumps N and the real number f.

4.4. Outputs

Once ended, the program provides four major output files
described below.

, nf_output_res.dat contains the details of the computation
(n. of live points trials, n. of total iteration), the final evidence
value and its uncertainty E- dE, the parameter values â

Fig. 7. Joint probability distribution of the parameters relative to the position and
amplitude of one peak in four Gaussian peaks model. Eight distinct likelihood
maxima can be identified. Red, yellow and green regions indicate 68%, 95% and 99%
confidence intervals.
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corresponding to the maximum of the likelihood function, the
mean, the median, the standard deviation and the confidence
intervals (68%, 95% and 99%) of the posterior probability distri-
bution of each parameter. Moreover, the information gain H,
the Bayesian complexity C and the theoretical minimal value
of the required iteration number deduced from the computed
information gain H, also provided in the output. dE is calculated
only if NLPS > 2.
, nf_output_data.dat contains the original input data together
with the model function values corresponding to the parame-
ters â with the highest likelihood function value, the residuals
and the uncertainty associated to the data.
, nf_output_tries.dat is present only if NLPS > 2. For each live
points trial, it contains the final evidence, the number of itera-
tions and the maximum value of the likelihood function.
, nf_output_points.dat contains all discarded and final live
points values ~am and faM;kg, their associated likelihood values
LðaÞ and posterior probabilities Pðajfxi; yig; IÞ * LmDXm=E. From
them, the different parameter probability distributions, as
shown in Fig. 5, or joint probabilities, as shown in Figs. 6 and
7, can be built from the marginalization Eq. (8) of the unre-
tained parameters.

5. Two examples

In this section we will present two practical applications of the
statistical analysis methods described above. In the first one, we
calculate the probability of the presence or not of a satellite line
in a spectrum at a well defined position but with unknown inten-
sity. The second, more complex, consists in the analysis of a statis-
tically poor set of data for which we would like to determine the
most probable model among different possibilities and to extract
the position of the main component.

5.1. Satellite line contamination

We consider a common case in spectroscopy where we would
like to test the presence or not of an unresolved weak spectral line
close to a intense line. In this specific example, we consider the
5g ' 4f transition in pionic nitrogen, an hydrogen-like atom
formed by a nitrogen nucleus and a negatively charged pion. Dur-
ing the formation of the pionic atoms, all electrons are expected to
be ejected. The presence of a remaining electron in the K shell can-
not completely be excluded. Its presence can cause a shift of the
main tradition energy due to the Coulomb screening and then an
appearance of a new component in the spectrum. To determine
the probability of such a scenario, we have to calculate the evi-
dence for the two possible models: Model 1 without remaining
electrons (a pure hydrogen-like pionic atom) and Model 2 with
the possible presence of one remaining electron. More details on
the physics case can be found in Refs. [39,40].

The examined data consist in seven distinct spectra similar to
the one represented in Fig. 8 with a total of about 60000 recorded
counts. Each spectra is obtained by a Bragg spectrometer equipped
by a spherically bent crystal. The evidence and probability distribu-
tions of both models are computed with Nested_fit taking into
account all seven spectra at the same time. For this specific pro-
pose we used K ¼ 1000 live points and an accuracy requirement
dE ¼ 10'5. For the search of the new points we choose the values
J ¼ 20 jumps and f ¼ 0:1. These parameters insure an efficient
and complete exploration of the parameter space and an accurate
evaluation of the evidence. For a rough estimation of the evidence
uncertainty we consider NLPS ¼ 8 different live point trial sets. For
both models, we chose flat prior probability distributions for the
different parameters. Compared to model 1, model 2 has only as

additional free parameter the satellite line intensity whose relative
position with respect to the main line has been fixed by the theory.

Since we have to choose among two models only, the relevant
quantity to calculate is the Bayes factor B12, defined in Section 2.3,
from which we can determine the criterium in favor to one of the
two hypothesis.

From the output of Nested_fit, we obtain lnB12 ¼ 6:6- 1:8,
which correspond to a probability of 99.98% in favor to the model
without remaining electrons (between 99.86% and 100% when the
Bayes factor uncertainty is taken into account). This Bayes factor
value indicates a decisive support for the Model 1 hypothesis con-
sidering any considered scale (‘‘decisive” in the Jeffreys scale [11],
‘‘very strong” in the Kass scale [26] or ‘‘strong” in the Gordon-
Trotta scale [27]) with an equivalent p-value of about 10'5 for
Model 2 [27].

In conclusion, the presence of remaining electrons can be safely
excluded and the main line position can be reliably evaluated.
Additional discussion on this analysis can be found in Ref. [40].

5.2. A nasty peak

In this second example we consider the experimental data
already presented in Section 4 corresponding to the helium-like
uranium 1s2p 3P2 ! 1s2s 3S1 intrashell transition obtained from
a Bragg diffraction spectrometer equipped by a curved crystal
[31]. As can be seen in Fig. 9, the experimental peak is statistically
poor, quite broad and asymmetric. We do not know where this
asymmetry comes from. Eventually, it might be related to the pres-
ence of several spectral components or from spectrometer’s aber-
rations. From the Bayesian analysis we would like i) to determine
the most probable model that describes the data and ii) to deter-
mine the probability distribution of the main spectral component
position, independently on the choice of the model.

For each model, we calculate with Nested_fit the evidence,
the probability distributions and the complexity using the same
parameters as in the previous example except for the number of
live points and the number of trial sets. Here we use K ¼ 2000 live
points and NLPS between 8 and 32 depending on the model. For all
models, we chose flat prior probability distributions.

First we consider the simple case where we can have only Gaus-
sian peaks, between one and four, with the same width r, which
we know to be a priori between 10 and 30 channels, and a flat
background. From these working hypotheses, we would like to
determine which model is the most probable. i.e. how many peaks

Fig. 8. Pionic nitrogen 5' 4 transitions. Possible additional transitions from the
presence of one remaining electron in the K shell are indicated.
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are present, and what is the position of the main peak. To note, the
model with four Gaussian peaks requires for any single trial set
much more computation time than the single peak due to the pres-
ence of several high-value likelihood regions (see Fig. 7). This is in
fact the practical reason why we consider a maximum of four com-
ponents. Similar examples have been presented in the past by Sivia
[41,24]. With respect to these works, here we consider the analysis
of a statistically poor data set from a real experiment instead of a
simulation, where we do not know the real nature of the spectra.

To visually compare the outcome of the different models, we
present in Fig. 9 the corresponding curves relative to each likeli-
hood function maximum. As it can be observe, the profile maxima
are close to each other except for the single Gaussian peak profile.
In the particular case of the 4-peak model, two Gaussian compo-
nent are unresolved (as suggested by Fig. 11).

The quantitative results obtained from Nested_fit are sum-
marized in Table 1 and Fig. 10 where we report values of the evi-
dence (in the logarithmic scale), of the model complexity and the
probability of the model (in the table only). The model with a sin-
gle Gaussian peak results to have a very low probability. From the
results of the other hypotheses, we cannot clearly determine how
many peaks are present because models with 2, 3 and 4 compo-
nents have the same evidence (within the associated uncertainty).
As suggested by Trotta [14], a criterium to choose between differ-
ent models with similar evidence is the Bayesian complexity C
value (see Section 2.3 and Appendix A). When different hypotheses
have similar evidence values, we should choose the model with the
lower value of C to favor once more simple models versus complex
models, in agreement to the Ockham’s razor principle. In our case,
the two-peak model is the favorite with a low complexity value,

only slightly higher than the one-peak model complexity, and high
probability.

If we are not interested to determine the number of peaks, but
only to the main peak position component l0, we can built the cor-
respondent probability distribution Pðl0jfxi; yig; IÞ from the output
of the each model analysis. As in Eq. (14), we can build
Pðl0jfxi; yig; IÞ from the different Pðl0jfxi; yig;M‘; IÞ distributions
using as weight the model probabilities summarized in Table 1.
The final probability distribution of the main peak position (around
channels 450–480) is presented in Fig. 11. It is quite complex, with
the presence of several maxima mainly due to the four-peak model
contribution. These maxima correspond in fact to the high-
likelihood regions visible in Fig. 7. Because of the low probability,
the one-peak model does not contribute significantly to the final
distribution. As comparison its contribution is presented in
Fig. 11 with a strong magnification factor.

Alternatively to the presence of several Gaussian peaks, a valid
hypothesis is the presence of some kind of aberration due to the
spectrometer characteristics. A spectrometer with cylindrically
bent crystal in the Johann geometry is in fact used. To take into
account this possibility, we model the aberration effect by a line
profile resulting from the convolution between a Gaussian and
an exponential function [42]. As we can see in Fig. 9, the curve cor-
responding to the likelihood maximum reproduces well the data,
with a maximum very close to the multi-Gaussian peaks models
(with exclusion of the single peak model). From Table 1 and
Fig. 10, we can observe more quantitatively that the associated

Fig. 9. Profile curves corresponding to the likelihood maxima of the different
models (1–4 Gaussian peaks and Gaussian-exponential peak).

Table 1
For each model, the different probability values PðMjIÞ and related quantities are reported. In addition to the evidence value (in natural log), we report the model probability
considering only Gaussian peaks (PG: modelsðMj; IÞ), a two-model probability with the two-Gaussian peak model as reference (PTwo-modelsðMj; IÞÞ, the Bayesian complexity, the
minimum value of reduced chi-square v2

red and the related probabilities (Pv and PF ) from v2- and F-test.

Model ln E PG: models PTwo-models Complexity v2
red

Pv PF

1 Gauss. peak '336:17- 0:19 4:3& 10'8 0.00001 % 2.7 0.8213 0.38885 % 10.1 %
2 Gauss. peaks '320:25- 0:61 35:1% – 3.5 0.7224 0.00081 % –
3 Gauss. peaks '320:16- 0:25 38:2% 52.1 % 13.4 0.7009 0.00014 % 61.7 %
4 Gauss. peaks '320:52- 1:71 26:6% 43.1 % 9.3 0.7022 0.00017 % 61.0 %

1 Gauss.-exp. peak '316:76- 0:12 – 97.0 % 3.1 0.7190 0.00060 % 48.1 %

Fig. 10. Evidence and complexity of the different considered models.
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evidence is significantly higher than any other model. With respect
to the two-Gaussian peaks, the probability for the Gaussian-
exponential profile is in fact PTwo-modelsðMj; IÞ ¼ 97:0%. At the same
time the associated complexity remains small, intermediate
between single and double Gaussian peak models, indicating that,
together with the high model probability value, the presence of an
aberration as explanation of the asymmetry experimental data dis-
tribution is the most valid hypothesis.

To compare the results from the evidence analysis to classical
goodness-of-fit tests such the v2-test and the F-test, for each
model, we find the minimal v2 value using Minuit CERN library
[43]. Due to the low statistics, we use a modified form of the v2

derived from the Poisson distribution [44] in a homemade Fortran
program (calledMinuit_fit) that uses Minuit library. For the v2-test,
we compute the probability Pv for obtaining a higher value of the
reduced chi-square v2

red. The low statistics causes low values of
v2
red (significantly less than one) and accordingly small values of

Pv for all models. For the F-test, we compute the probability PF

for obtaining higher values of the v2
red ratio between the selected

model and the two-Gaussian model considered as reference. All
values are reported in Table 1. For completeness, in the table we
report in addition the two-model probability PTwo-modelsðMj; IÞ com-
puted from the evidence of the selected model and the two-
Gaussian model. When only Gaussian profiles are considered, both
v2- and the F-test outcomes indicate that the single Gaussian peak
model should be excluded, without a net preference of one of the
multi-Gaussian peak models, similarly to the Bayesian analysis
results. When the Gaussian-exponential model is considered in
addition, the two approaches do not agree. In the comparison
between Bayesian evidence values, the Gaussian-exponential has
the highest probability. In opposite, the F-test indicates an unclear
preference between the two-Gaussian and the Gaussian-
exponential models. To note that the F-test as well as the v2 test
are based on the probability for having a certain minimal value
v2
red (i.e. maximum values of the likelihood function). In opposite,

PTwo-modelsðMj; IÞ consider the ensemble of the likelihood function
over the parameter space, which includes much more information.
In addition we note that PðMj; IÞ are probabilities assigned to the
different hypotheses calculated from the experimental data. Pv
and PF are in contrary only probabilities linked to the statistical
distribution of v2

red values that are used as criteria to favor one
model with respect another. For this reason, they cannot be used

to extract an average of a common parameter to the different mod-
els without selecting one precise model, which is possible from
PðMj; IÞ values.

In the previous paragraphs we show how evidence and com-
plexity evaluations can help to determine the most plausible
model to describe a set of data. In this specific example, we
remember that we consider a strong assumption on the number
of the possible Gaussian peaks to mainly limit the computational
time. Other hypotheses could be considered but always taking
into account our prior knowledge coming from previous experi-
ments or general physical considerations. Formally this prior
knowledge should be included in the model prior probability
that, once multiplied to the evidence, gives the final probability
for the different models. For this point, critics could be
addressed about the objectivity. But again, the meaning of such
dependency on the priors should be pragmatically be interpreted
as a message saying that the data quality is not sufficient to cor-
rectly analyze the problem and choose among different hypothe-
ses. Nevertheless, this approach provide a well defined
procedure to exclude unrealistic models with the comparison
with the data via the evidence computation (as for the single-
peak model) or, via prior probabilities, models that are not con-
sistent with our present knowledge of physics and simply com-
mon sense, on which our logic is based.

6. Conclusions

The main intent of this article is to provide an useful starting
point for the atomic physics community to use Bayesian methods
for data analysis. For this propose, we provide a very synthetic
and basic introduction to Bayesian statistics. We show how, from
basic logic reasoning with requirement of consistency, a very gen-
eral definition of probability can be constructed. This definition
automatically implies the Bayes’ theorem, which plays the central
role for the prior probability inclusion. From this approach, we see
how posterior probabilities can be simply calculated as well as
probabilities for different hypotheses.

To visualize the practical consequences of the use of these new
concepts, we show two atomic spectra analysis examples. In the
first one we see how we can determine the presence or not of an
unresolved spectral line. In the second, more complex, we calculate
the probability of different possible models (different number of
peaks and shapes) and we see how to extract valuable information
(the main peak position in our case) from equiprobable
hypotheses.

For hypotheses testing, the calculation of the Bayesian evidence
from the experimental data is essential. Different methods are
available in the literature to evaluate the Bayesian evidence. In this
article we present in detail the nested sampling technique devel-
oped originally by J. Skilling in 2004 based on a particular for of
Monte Carlo sampling of the model parameter space. We also pre-
sent the newly developed program Nested_fit based on such a
method but with a new parameter exploration algorithm.We show
its capabilities and typical inputs and outputs.

As final general comment, we invite to use Bayesian methods to
all cases where (i) hypotheses/models testing are involved and (ii)
where constraints or prior knowledge on the model parameters are
involved. As we saw, classical criteria based on goodness-of-fit
tests can also be used. In this case only the minimal values of v2

are considered, and not their dependency on the entire possible
range of parameter values. This can be dangerous for statistically
poor data sets where small quantity of information is available.
In addition, from goodness-of-fit test outputs, the average of a
parameter common to the different models is impossible to

Fig. 11. Probability distribution of the main peak position from the single
probabilities of the models with one-to-four Gaussian peaks. For the single peak
model, we magnify its weighted probability (in grey) to compare the distributions.
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compute without selecting one precise model. This issue is trivial
with Bayesian statistics methods.
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Appendix A. Information and complexity

The gain of knowledge we obtain from the analysis of experi-
mental data can be quantified in terms of information H, in the
Shannon sense [45,46], comparing the posterior probability
Pðajfxi; yig; IÞ with the prior probability PðajIÞ. The information
gain, in units of nat,2 is given by the so-called Kullback–Leibler
divergence [47]

H ( DKL ¼
Z

Pðajfxi; yig; IÞ ln
Pðajfxi; yig; IÞ

PðajIÞ

" #
dDa: ðA:1Þ

Considering Eq. (10), DKL can be written as

DKL ¼ ' lnEþ
Z

Pðajfxi; yig; IÞ ln LðaÞdDa; ðA:2Þ

which is nothing else that the negative logarithm of the evidence
plus the average of the logarithmic value of the likelihood function.

From DKL an interesting quantity can be derived that provides
an additional criterion to compare models: the Bayesian complexity
C. C is calculated from the difference between DKL and the ‘‘ex-
pected surprise” [14] from the data represented by the value D̂KL,
with

D̂KL ¼ ' lnEþ ln LðâÞ; ðA:3Þ

where â usually correspond to the posterior parameter mean val-
ues, or other possible estimators (ex. the likelihood function maxi-
mum or the posterior distribution medians) depending on the
details of the problem.3 The complexity is then defined as [6,14]

C ¼ '2ðDKL ' D̂KLÞ ¼ '2 hln LðaÞi' ln LðâÞ½ ); ðA:4Þ

where the symbol h i indicates the mean value. C gives in practice a
measurement of the number of parameters that the data can sup-
port for a certain model M for a defined parameter priors [6,48].

For equiprobable models (similar evidence values), the compar-
ison of Bayesian complexity can be used to choose in favor to one
hypothesis or another. Considering two different models M1 and
M2 with E1 * E2 and different number of parameters J1 < J2, we
can have to cases [14]:

C1 < C2 : The quality of the data is sufficient to measure the
additional parameters of the more complicated model, but they
do not improve its evidence by much. We should prefer model
with less parameters.

C1 * C2: The quality of the data is not sufficient to measure the
additional parameters of the more complicated model and we
cannot draw any conclusions as to whether extra parameters
are needed.

Appendix B. Theoretical uncertainty of the evidence calculation
by nested sampling

The main uncertainty of the final evaluation of the evidence cal-
culated by the nested sampling is, as stated by the author of this
method J. Skilling, related to the probabilistic nature of the terms
DXm in Eq. (18) [24,30,49,34]. The choice of numerical integration
of Eq. (17) (rectangle method, trapezoidal rule, etc.) does not influ-
ence very much the final result. Instead, the statistical glittering of
DXm in Eq. (18) introduces a significant error.

The interval values are calculated from Xm ¼
Qm

i ti (Eq. (20)),
where ti are the shrinking of the considered interval of X. The sta-
tistical distribution of the shrinking values ti can be obtained from
simple probabilistic considerations. For each step m, the shrinking
value is derived from the fnm;kg values of X that correspond to the K
considered live points. The K randomly sorted live points corre-
spond the K values fnm;kg that are uniformly distributed in the
interval ½0;Xm). To pass to the mþ 1 step, we have to identify the
maximum value of fnm;kg to determine the shrinking factor
tmþ1 ¼maxðnm;k=XmÞ. This correspond to find the maximum of K
values fxkg uniformly distributed in the interval ½0;1) (where
xk ¼ nm;k=Xm).

Considering a certain xk0 ¼ t, the probability that all other values
are less than t is

Q
k–k0Pðxk 2 ½0; t)Þ ¼ tK'1. Because this is valid for

any xk0 2 fxkg, we have

Pðt ¼maxfxkgÞ ¼ KtK'1: ðB:1Þ

This probability distribution has the following properties. The
average and standard deviation of ln t are

hln ti ¼ ' 1
K

and rln t ¼
1
K
: ðB:2Þ

From the above equation and Eq. (20), we have

lnXm ¼ '
m
K
-

ffiffiffiffiffi
m

p

K
: ðB:3Þ

If the main value of Xm is taken into account (as in Section 3),
we introduce an error of the order of

ffiffiffiffiffi
m

p
=K in the evidence evalu-

ation via DXm.
As we see in Fig. 4, not all m steps contribute equally to for the

final value of E. The calculated evidence is dominated by the region
where the product LmDXm is maximal. The maximum position can
correlate to the information gain H associated to the data (and the
model) by Eq. (A.1).

To estimate this position, we have to make some approxima-
tion. Considering Eqs. (A.1), (16) and (17), we have that the infor-
mation in terms of LðXÞ is

H ¼
Z 1

0

LðXÞ
E

ln
LðXÞ
E

" #
dX ¼

Z 1

0
PðXÞ lnPðXÞdX: ðB:4Þ

If we assume the extreme case of a likelihood function with a
core with a constant value LðXÞ ¼ bL for X < X̂ and zero elsewhere
[49], we have that E ¼ L̂X̂ and then PðXÞ ¼ 1=X̂ for X < X̂ and zero
otherwise. In this simple case we have

H ¼
Z bX

0

1
bX
ln

1
bX

$ %
dX ¼ ' ln X̂ ðB:5Þ

and then X̂ ¼ e'H (see also Refs. [24,30,49,34] for further
considerations).

2 nat is the unit of information when the normal logarithm is used, similarly to the
bit, the unit where the base-2 logarithm is employed.

3 For multimode posterior probability distributions, the likelihood function max-
imum is more adapted. In fact the mean value can easily be far from the parameter
region corresponding to high values of the likelihood function.
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From Eqs. (B.3) and (B.5), we see that the m value associated to
this region, the most influent region for the value of E, is m ¼ KH
and

ln X̂ ¼ H -
ffiffiffiffiffi
H
K

r
: ðB:6Þ

The dominant uncertainty associated to the evidence is then

dðln EÞ * d ln
X

m

DXm

 !" #
*

ffiffiffiffiffi
H
K

r
: ðB:7Þ

Many approximations in this evaluation have been done but the
dependency of dðln EÞ / 1=

ffiffiffiffi
K

p
emerges. This dependency has been

confirmed by computational studies [34] that also investigate the
influence of the search algorithm parameters for the new live
points in the nested sampling.

A more pragmatic and practical way to evaluate the accuracy of
E, which is employed in Nested_Fit program (see Section 4), is to
calculate the evidence for different trials with different sets of live
points and calculate then the average and the standard deviation of
the different values of lnE. From the consideration above, this is in
fact the natural estimation to study the uncertainty of E [49,50].
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The 5g − 4 f transitions in pionic nitrogen and muonic oxygen were measured simultaneously by using a 
gaseous nitrogen–oxygen mixture at 1.4 bar. Due to the precise knowledge of the muon mass the muonic 
line provides the energy calibration for the pionic transition. A value of (139.57077± 0.00018) MeV/c2

(± 1.3 ppm) is derived for the mass of the negatively charged pion, which is 4.2 ppm larger than the 
present world average.
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X-ray spectroscopy of exotic atoms allows the determination 
of the mass of captured negatively charged particle like muons, 
pions, and antiprotons from the energies of the characteristic X-
radiation. X-ray transitions occur during the de-excitation cascade 
of the exotic atom which is formed at principal quantum numbers 
of n ≈ 16 in the case of pions [1,2]. The precise determination of 
the pion mass requires the use of X-ray lines which are not af-
fected either by strong-interaction effects nor by collisions with 
surrounding atoms. Such conditions are found in the intermediate 
part of the cascade for exotic atoms formed in gases.

The most recent X-ray measurements were performed at the 
Paul Scherrer Institute (PSI) and used either a DuMond [3–5] or 

* Corresponding author.
E-mail address: martino.trassinelli@insp.jussieu.fr (M. Trassinelli).

1 Present address: TU Munich, D-85747 Garching, Germany.
2 Present address: DAHER NUCLEAR TECHNOLOGIES GmbH, D-63457 Hanau, Ger-

many.
3 Present address: Phys. Depart., National Tsing Hua Univ., Hsinchu 300, Taiwan.
4 Present address: Lab. de Physique des Lasers, Université Paris 13, Sorbonne Paris 

Cité, CNRS, France.
5 Present address: ESA-ESTEC, PO Box 299, 2200 AG, Noordwijk, The Netherlands.

a Johann-type crystal spectrometer [6]. In the case of the Du-
Mond spectrometer, the energy calibration for the pionic magne-
sium (4 f − 3d) transition was performed with a nuclear γ -ray, 
while for the Johann set-up Kα fluorescence radiation from copper 
was used to determine the energy of the pionic nitrogen (5g − 4 f )
transition.

In the πMg experiment, electron refilling is unavoidable due 
to the use of a solid state target. Different assumptions on the 
K electron population lead to differences in the pion mass up to 
16 ppm [5]. The previous πN experiment, as well as the present 
one, used a nitrogen gas target at pressures around 1 bar, where 
electron refilling is unlikely [7,8], i.e. the de-excitation cascade is 
decoupled from the environment. The absence of refilling of the 
electrons ejected already during the upper part of the cascade by 
internal Auger effect manifests in the appearance of X-ray lines at 
n ≥ 5, which otherwise would be converted into Auger transitions 
[9–11]. Furthermore, a large Doppler broadening was measured for 
(5 − 4) transitions [12]. It originates from Coulomb explosion dur-
ing the formation process of the exotic atom with molecules and 
indicates that the velocity at the time of X-ray emission is es-
sentially unchanged since the breakup of the molecule. Thus, the 

http://dx.doi.org/10.1016/j.physletb.2016.06.025
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Table 1
Calculated contributions to the total QED transition energy of μO and πN(5g − 4 f ) lines (in eV) [17]. For the pionic transition, the world average pion mass value as given 
in [14] is used. The μO line constitutes a triplet due to the muon spin. The total uncertainty of the QED calculation (excluding the uncertainty of the pion mass) is ±1 meV.

Transition μ16O π14N

(5g9/2 − 4 f7/2) (5g7/2 − 4 f7/2) (5g7/2 − 4 f5/2) (5g − 4 f )

Coulomb 4022.8625 4022.6188 4023.4124 4054.1180
self energy −0.0028 −0.0013 −0.0013 −0.0001
vac. pol. (Uehling) 0.8800 0.8800 0.8807 1.2485
vac. pol. Wichman–Kroll −0.0007 −0.0007 −0.0007 −0.0007
vac. pol. two-loop Uehling 0.0003 0.0004 0.0004 0.0008
vac. pol. Källén–Sabry 0.0084 0.0084 0.0084 0.0116
relativistic recoil 0.0025 0.0025 0.0025 0.0028
hyperfine structure − − − −0.0008

Total 4023.7502 4023.5079 4024.2983 4055.3801

absence of screening effects from remaining electrons in the inter-
mediate part of the atomic cascade leads to a unique solution for 
the mass [6]. In addition, in dilute targets the line intensity is al-
ready mostly collected in the circular transitions (n, � = n − 1) →
(n − 1, � = n − 2), where corrections owing to the hadronic poten-
tial are still tiny.

From the πN experiment mπ− = (139.57071 ±0.00053) MeV/c2

[6] is obtained which suggests that both K electrons are present 
when the πMg(4 f − 3d) transition occurs (solution B: mπ− =
(139.56995 ± 0.00035) MeV/c2 [5]). This is corroborated by the 
fact that the result, assuming 1 K electron only (solution A: mπ− =
(139.56782 ± 0.00037) MeV/c2), is in conflict with the measure-
ment of the muon momentum for charged pion decay at rest 
π+ → μ+νμ [13]. For solution A, the mass squared of the muon 
neutrino becomes negative by six standard deviations, whereas the 
average of solution B and the result of the πN(5g − 4 f ) mea-
surement (mπ− = (139.57018 ± 0.00035) MeV/c2 [14]) yields the 
upper limit mμν < 190 keV/c2 (90% c.l.).

The experiment described here resumes the strategy of the gas 
target, but exploits (i) the high precision of 0.033 ppm for the 
mass of the positively charged muon being mμ+ = (105.6583715 ±
0.0000035) MeV/c2 [14] and (ii) the unique feature that in πN and 
μO transition energies almost coincide (Table 1). Using a N2/O2
gas mixture in the target allows the simultaneous measurement of 
πN and μO lines, with the muonic transition serving as an on-line 
calibration. Hence, systematic shifts during the unavoidably long 
measuring periods are minimised.

In the case of nitrogen and oxygen, (6h − 5g), (5g − 4 f ), and 
(4 f − 3d) transitions meet the operating conditions of the crys-
tal spectrometer. Finally, the (5g − 4 f ) transition was chosen be-
cause: (i) for the (6h − 5g) lines (2.2 keV) absorption in the target 
gas itself and windows significantly reduces the count rate and 
(ii) the 3d-level energy in πN requires a substantial correction 
because of the strong interaction. Electromagnetic transition en-
ergies (Tables 1 and 2) were calculated using a multi-configuration 
Dirac–Fock approach [15,16] to a precision of ±1 meV and include 
relativistic and quantum electrodynamics contribution (relativistic 
recoil, self-energy, vacuum polarisation) as well as the hyperfine 
structure of pionic nitrogen [17].

Energy shifts due to nuclear finite size are found to be as small 
as 4 aeV and 2 peV for the 5g and 4 f levels in πN. Values for 
nuclear masses, radii, and moments were taken from recent com-
pilations [18–20]. The strong-interaction shifts of the πN levels 
were estimated from interpolating the measured hadronic 2p-level 
shifts in πC and πO [21] and by using scaling relations based on 
the overlap of nucleus and a hydrogen-like wave function for the 
pion orbit (see Table 3). Details on the calculation of the transition 
energies may be found elsewhere [22].

The measurement was performed at the high-intensity pion 
beam line πE5 of the Paul Scherrer Institute (PSI) using a set-up 

Table 2
Transition energies EQED [17] and Bragg angles �B of the μO and πN lines used 
in the fit to the spectrum. The relative intensities within the fine structure mul-
tiplets of μO (FS int.) have been fixed in the fit to the statistical weight. The 
Bragg angle includes the index of refraction shift calculated with the code XOP [32]. 
For twice the lattice distance 2d = 0.768 062 286 (13) nm is assumed at a tempera-
ture of 22.5◦C [34]. The conversion constant used is hc = 1.239 841 930 (28) nm keV
[14]. The πN(5g − 4 f ) and πN(5 f − 4d) transition energies include the strong-
interaction shift (see Table 3).

Transition FS int. EQED/eV �B

μ16O(5g7/2 − 4 f7/2) 1 4023.5079 53◦21′51.48′′

μ16O(5g9/2 − 4 f7/2) 35 4023.7503 53◦21′34.77′′

μ16O(5g7/2 − 4 f5/2) 27 4024.2984 53◦20′57.01′′

μ16O(5 f5/2 − 4d5/2) 1 4025.3956 53◦19′41.47′′

μ16O(5 f7/2 − 4d5/2) 20 4025.8031 53◦19′13.44′′

μ16O(5 f5/2 − 4d3/2) 14 4026.9922 53◦17′51.70′′

μ16O(5d5/2 − 4p3/2) 9 4028.5625 53◦16′3.90′′

μ16O(5d3/2 − 4p1/2) 5 4033.5273 53◦10′24.10′′

μ18O(5g7/2 − 4 f7/2) 1 4026.6692 53◦18′13.90′′

μ18O(5g9/2 − 4 f7/2) 35 4026.9132 53◦17′57.13′′

μ18O(5g7/2 − 4 f5/2) 27 4027.4642 53◦17′19.28′′

π14N(5g − 4 f ) 4055.3802 52◦45′46.76′′

π14N(5 f − 4d) 4057.6984 52◦43′11.81′′

π14N(5d − 4p) QED only 4061.9460 52◦38′28.76′′

π15N(5g − 4 f ) 4058.2394 52◦42′35.67′′

π15N(5 f − 4d) 4060.5605 52◦40′ 0.95′′

similar to the one used by Lenz et al. [6]. Major improvements 
are: (i) The use of cyclotron trap II [23] having a larger gap be-
tween the magnet coils yielding a substantially increased muon 
stop rate, (ii) a Bragg crystal of superior quality and (iii) a large-
area X-ray detector in order to simultaneously cover the reflections 
of the muonic and pionic transitions (see Fig. 1). In addition, the 
average proton current of the accelerator was about 1.4 mA, which 
is 40% higher than in the previous experiment.

The N2/O2 gas mixture was enclosed in a cylindrical target cell 
placed at the centre of the cyclotron trap. The cell wall was made 
of a 50 μm thick Kapton® foil. Towards the crystal spectrometer a 
circular 7.5 μm Mylar® window was used supported by a stainless 
steel honeycomb structure with a free area of 90%. The target was 
operated at 1.4 bar and room temperature.

The muons used originate from the decay of slow pions in-
side the cyclotron trap, because the stop density for muons at the 
high-intensity pion beam is still superior to the one at a dedi-
cated muon channel. For the simultaneous measurement compara-
ble count rates are required for the πN and the μO line. This was 
achieved with a N2/O2 mixture of 10%/90% by adapting the set of 
polyethylene degraders inside the magnet gap and optimised by 
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Table 3
Corrections to the measured angle difference between the π14N(5g − 4 f ) and the μ16O(5g9/2 − 4 f7/2) transitions and associated uncertainties. A 1 ppm change in the pion 
mass corresponds to 4.055 meV in transition energy, to 0.27 arcsec in diffraction angle, or to a displacement of 3.2 μm in the detector plane. Contributions to the mass 
uncertainty from lattice and conversion constant cancel in leading order because the measurement principle is based on the angular difference. For more details see text.

Type of uncertainty μO 
/ arcsec

πN 
/ arcsec

Total 
/ arcsec

Uncertainty 
/ ppb

index of refraction shift 13.22 12.94 −0.28 ±20

silicon lattice constant ±2

bending correction 14.01 13.71 0.30 ±20

penetration depth correction −0.07 −0.07 0 ±4

focal length ±670

temperature correction ±30

CCD alignment ±340

pixel distance ±120

alignment of detector normal + 0
− 30

detector height offset + 0
− 35

shape of target window ±100

shape of reflection ±225

individual curvature correction ±150

response function and Doppler broadening + 290
− 350

line pattern modelling + 190
− 290

fit interval ±15

muon mass ±30

QED energy ±350

conversion constant hc ±2

4 f strong interaction 45 μeV 0.003 −0.003 ±10

5g strong interaction 0.2 μeV 0.000 0.000 ±0

K electron screening ±0

total systematic error + 960
− 1000

statistical error ±820

means of an X-ray measurement using a Si(Li) semiconductor de-
tector.

The crystal spectrometer is set up in Johann geometry [24] us-
ing a spherically bent Bragg crystal and optimised to the needs of 
exotic-atom X-ray spectroscopy [25]. Such a configuration allows 
the simultaneous measurement of two different energies within 
an energy interval, the limits of which are given by the extension 
of the target in the direction of dispersion and correspondingly by 
the size the detector. Spherical bending leads to a partial vertical 
focusing [26] which increases the count rate.

The Bragg crystal was made from a silicon crystal disk of 
290 μm thickness and of a diameter of 100 mm. The disk is at-
tached to a high-quality polished glass lens defining a spherical 
segment. The average radius of curvature of the crystal surface was 
measured to Rc = (2981.31 ± 0.33) mm by sampling 500 points 
at the surface with a mechanical precision sensor (performed by 
Carl Zeiss AG, D-73447 Oberkochen, Germany). An upper limit for 
the cut angle (angle between crystal surface and reflecting lattice 
planes) was determined in a dedicated measurement to be 120 
seconds of arc [27]. Hence, the focal condition corresponds to the 
symmetric Bragg case being Rc · sin �B. The measurement uses the 
second order reflection at the (110) planes. An aluminium aperture 
of 90 mm diameter covered the boundary region of the Si disk in 
order to avoid edge effects. For source geometry as given here, the 
overall efficiency of the crystal set-up is ≈ 5 · 10−8. About 85% of 
the reflected intensity is covered by the sensitive area of the de-
tector.

The detector with a total sensitive area of about 48×72 mm2

(width×height) was built up by a 2×3 array of charge-coupled 

devices (CCDs) of 24 mm×24 mm (600×600 pixels) with frame 
storage option [28]. Having a depletion depth of about 30 μm these 
CCDs reach their maximum in detection efficiency of almost 90% at 
4 keV. The detector surface is oriented perpendicular to the direc-
tion of the incoming X-rays. Excellent background conditions are 
achieved (i) by using an especially tailored concrete shielding of 
at least 1 m thickness between the X-ray detector and the target 
region and (ii) by exploiting the different pixel topology of low-
energy X-rays and background events, which are mainly caused by 
neutron induced high energetic nuclear γ rays [2,6].

The Bragg angle for the πN(5g − 4 f ) transition and thereby its 
energy is determined from the position difference to the μO(5g −
4 f ) line. The positions are determined from the projection of the 
pattern on the CCD onto the direction of dispersion after correc-
tion for curvature by means of a parabola fit (Fig. 1). The main 
transitions μO(5g − 4 f ) and πN(5g − 4 f ) are separated by about 
25 mm.

About 9000 events for each element were collected in each of 
the (5g − 4 f ) transitions during 5 weeks of data taking. The count 
rates for the πN and μO transitions were about 15 events per hour 
each. Only a common small drift was observed for the line posi-
tions of less than one pixel in total. Because of the simultaneous 
measurement the position difference is not affected. Bragg angle 
dependent corrections are small because the leading order cancels 
in such a difference measurement performed in the same order of 
reflection.

In fourth order, the Bragg angles of the Cu Kα lines are very 
close to the ones of the μO(5g − 4 f ) transitions. Therefore, in ad-
dition Cu X-rays were repeatedly recorded as a stability monitor 
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Fig. 1. Simultaneously measured (5g − 4 f ) transitions in muonic oxygen (calibra-
tion) and pionic nitrogen. Top: Distribution of the Bragg reflections on the surface 
of the 2 × 3 CCD array. The binning corresponds to the pixel size of the CCDs (note 
the different scales vertically and horizontally). Straight dashed lines indicate CCD 
boundaries. Middle: Projection on the axis of dispersion after correction for curva-
ture (see text). Bottom: Details of the fit to line patterns.

corroborating the amount of the small common drift observed for 
the μO/πN pair.

Various parameters of the analysis and of the set-up enter in 
the determination of the line positions and their difference. These 
contributions and their uncertainties are summarised in Table 3
and are discussed in detail below.

Index of refraction shift. The systematic uncertainty of the index 
shift correction is assumed to be about 5% [29,30], i.e. the uncer-
tainty of the difference is negligibly small.

Silicon lattice constant and wavelength conversion. Both the sili-
con lattice constant 2d and the conversion constant hc are known 
to an accuracy of ≈ 10−8.

Bending and penetration depth corrections. The energy depen-
dent penetration depths of the X-rays lead to different corrections 
for the lattice constant of the Bragg crystal due to its curvature. 
The difference of the shift due to the average penetration depths 
itself turns out to be negligible. The primary extinction lengths in-
cluding absorption were calculated both with the codes XOP [32]
and DIXI [33], where results were found to coincide perfectly. We 
assume that the crystal behaves like an ideal one for such large 
bending radii [35]. The corrections for the Bragg angle were cal-
culated following the approach of [36,37] using for the Poisson 
number the value ν = 0.208 obtained from [38,39].

Focal length. Because of the different focal lengths for the πN and 
μO lines of 18.4 mm, the detector was placed in an intermedi-
ate position, which was determined by a survey measurement to 
be (2388.27 ± 0.20) mm. The uncertainty of the distance crystal-to-
detector represents the largest contribution to the systematic error.

Temperature correction. The temperature during the measure-
ment varied between 19◦C and 21◦C during the measurement. All 
periods were rescaled to 22.5◦C by using the appropriate thermal 
expansion coefficient. The main correction comes from the change 
of the lattice constant. A smaller contribution arises from the vari-
ation of the distance crystal detector.

CCD alignment and pixel distance. In the CCD array small gaps 
of the order of 0.3 mm emerge between the individual devices. 
Secondly, the nominal pixel size of the CCDs, reported to be 
40 μm × 40 μm at room temperature, changes for the operating 
temperature of − 100◦C. Both the relative orientations of the six 
CCD devices and the average pixel distance have been measured 
precisely in a separate experiment using a nanometric quartz mask 
[31]. The average pixel distance was found to be (39.9775 ±
0.0006) μm, substantially different from the nominal value.

Alignment of detector normal. The surface of the CCD array was 
set-up perpendicular to the direction crystal-detector to better 
than ±0.14◦ . The uncertainty also includes the imperfectness of 
the vacuum tubes, of their connections, and of the support struc-
tures of the CCDs.

Detector height offset. A possible offset in height of the detector 
from the ideal geometry defined by the plane through the centres 
of X-ray source, crystal, and detector leads to a distortion of the 
reflections. The size of such an effect was quantified by means of 
a Monte-Carlo simulation.

Shape of the target window. The circular shape of the target win-
dow leads to boundaries of different inclination for the πN and 
μO reflections. The corresponding possible uncertainty for the po-
sition difference was determined from a Monte-Carlo simulation.

Shape of reflection. The curvature of the πN and μO reflections is 
determined from a parabola fit to the hit pattern of the circular 
transitions. The assumption of a parabolic shape for the curva-
ture is valid only close to the above-mentioned central plane. In 
addition, the curvature fit assumes a constant width of the reflec-
tion. A possible effect on the position difference over the height of 
the CCD array, which principally increases with increasing distance 
from the central plane, was studied by restricting the detector 
surface in height. The deviations are found to be far below the 
statistical error of the line positions.

Individual curvature correction. The parabola parameters for the 
πN and μO reflections are slightly different because of different 
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focal lengths. No difference could be verified from the fits which, 
however, is expected within the available statistics. The uncertainty 
is therefore given by the error of the fit to the curvature. For cur-
vature correction, the average values were taken of the πN and 
μO reflection.

Response function and Doppler broadening. The response is 
found by a convolution of the intrinsic crystal response with the 
aberration caused by the imaging properties of a spherically bent 
crystal. The crystal response was calculated with the code XOP 
[32], and the geometry was taken into account by means of Monte-
Carlo ray-tracing [25]. The resulting response shows a significant 
asymmetry having a width of 450 meV (FWHM).

Measured line widths of πN and μO transitions, however, are 
dominated by Doppler broadening due to Coulomb explosion [12], 
which was underestimated in the analysis reported by Lenz et al. 
[6] because of an inferior quality of the Bragg crystal. The line 
shapes are almost symmetric having a width of about 750 meV 
(FWHM). The Doppler broadening was accounted for best by fold-
ing in an additional Gaussian of about 40 seconds of arc. The 
Gaussian was determined from the analysis of a dedicated mea-
surement optimised for pion stops, where in total 60000 events 
were accumulated in the πN(5g − 4 f ) transition.

The defocusing due to the different focal lengths is included in 
the Monte-Carlo based response, which is calculated for the ap-
propriate distance in each case. In addition, it was verified that the 
parameters found in the curvature fit to the data are reproduced 
for the Monte-Carlo result.

Line pattern. The total line pattern to be considered is a superpo-
sition of the circular (5g − 4 f ) and the inner transitions (5 f − 4d)

and (5d − 4p) together with the corresponding contributions from 
the other isotopes (Table 2). The isotope abundances are fixed as 
tabulated (16O/18O: 99.76%/0.21%, 14N/15N: 99.64%/0.36%). The rel-
ative intensities of the inner transitions are due to the cascade 
dynamics and, therefore, free parameters of the fit.

The line positions within the πN and μO(5g − 4 f ) patterns 
were fixed according to the QED energies. In the case of μO, all 
fine structure components were included in the fit. For a proper 
description of the background, the two strong components of the 
μ16O(5d − 4p) triplet and the πN(5d − 4p) transition were in-
cluded in the fit. For the pionic line, position and width were 
free parameters, because it is shifted and broadened by about 1 eV 
compared to the electromagnetic value by the strong interaction 
[6].

Fit interval. Changing the interval used in the fit of the line posi-
tions does affect the result insignificantly.

K electron screening. From the analysis of the high-statistics 
πN(5g − 4 f ) data, we exclude the influence of satellites lines due 
to remaining K electrons. The energy shift of the pionic transition 
is calculated to be −456 (−814) meV in the case of one (two) K 
electron(s). Two hypothesis (presence of satellites or not) are com-
pared via the Bayes factor [40–43] yielding an upper limit of less 
than 3 · 10−6 for the relative intensity of possible satellites.

The measured energy of the πN(5g − 4 f ) transition was found 
to be (4055.3970 ± 0.0033stat ± 0.0038sys) eV. Basically two facts 
limit the accuracy of the method of a simultaneous measurement 
as described here: (i) The low rate obtainable from the muonic 
transitions hinders to accumulate as high statistics as would be 
achievable when using a set-up optimised for pionic atoms. For pi-
onic transitions, count rates being a factor of 20 larger than for 

Fig. 2. Results for the mass of the charged pion. Also shown are previous exotic-
atom results (Jeckelmann et al. (86B [3,4]), Lu et al. [44], Carter et al. [45], 
Marushenko et al. [46]) and π+ decay at rest (Daum et al. [47]). The shaded re-
gion indicates the world average before this experiment [14].

muonic X-rays can be achieved. (ii) The large Doppler broadening 
induced by Coulomb explosion when using diatomic gases, which 
approximately doubles the line width as expected from the spec-
trometer response.

To summarise, the mass of the negatively charged pion has 
been measured by means of equivalent X-ray transitions in 
hydrogen-like pionic nitrogen and muonic oxygen, where the 
muonic line serves as energy calibration. The value of (139.57077 ±
0.00018) MeV/c2 is 4.2 ppm larger than the present world av-
erage [14]. Repeating the procedure as described in ref. [6] by 
using the Cu Kα1 line for calibration, yields a value of mπ =
(139.57090 ± 0.00056) MeV/c2. The accuracy of ±4.0 ppm repre-
sents the limit for a calibration with broad X-ray fluorescence lines. 
Both results are in good agreement with the mass obtained by [6], 
but 5.4 ppm and 6.8 ppm, respectively, above the result of the pio-
nic magnesium experiment (solution B [5]) using a nuclear γ ray 
for calibration (Fig. 2).

The analysis shows no evidence for any satellite lines from re-
maining electrons at the time of X-ray emission of the (5g − 4 f )
transition. This corroborates strongly our assumption for a com-
plete depletion of the electron shell during the preceding steps of 
the atomic cascade.

In conclusion, the present study demonstrates the potential of 
crystal spectroscopy with bent crystals in the field of exotic atoms. 
Its limits are given, on one hand, by statistics for the present 
beam and detector technologies. On the other hand, the system-
atic uncertainties discussed at length above illustrate the level of 
sophistication which must be applied.

Facing the fact that pion beams at PSI provide a flux of about 
109/s, the use of double-flat crystal spectrometers may be consid-
ered allowing for absolute angle calibrations without a (muonic or 
X-ray) reference line. Choosing pionic transitions not affected by 
Coulomb explosion, e.g. from pionic neon, a precision for the pion 
mass determination of the order of 0.5 ppm is feasible which, how-
ever, may be regarded to be the maximum achievable by means of 
exotic-atom X-ray spectroscopy.

As a result, X-rays of hydrogen-like pionic atoms are useful to 
provide calibration standards in the few keV range, where suitable 
radioactive sources are not available [22,49]. At present, the accu-
racy is given by the uncertainty of the pion mass [50]. The qual-
ity of such standards may benefit substantially from laser spec-
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troscopy of metastable high-lying pionic states which is proposed 
to be performed in pionic helium also at PSI [51].

Combined with the measurement of the muon momentum af-
ter pion decay at rest [13], a non-zero value for the muon neutrino 
mass is obtained of mνμ = 183 + 62

− 83 keV/c2 (c.l. 90%) when using 
the statistical approach of [48]. The result is far above the cosmo-
logical limit of at least 11 eV/c2 for the sum of all neutrino flavours 
[14]. However, extending the error limits to 3σ either for the pion 
mass or the muon momentum yields values for mνμ consistent 
with zero.
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Abstract
We present a new experiment on (quasi) symmetric collision systems at low velocity, namely
Ar17+ ions (v = 0.53 au) on gaseous Ar and N2 targets, using low- and high-resolution x-ray
spectroscopy. Thanks to an accurate efficiency calibration of the spectrometers, we extract
absolute x-ray emission cross sections combining low-resolution x-ray spectroscopy and a
complete determination of the ion beam–gas jet target overlap. Values with improved
uncertainty are found in agreement with previous results (Tawara et al 2001 Phys. Rev. A
64 042712). Resolving the whole He-like Ar16+ Lyman series from n = 2–10 with our crystal
spectrometer enables us to determine precisely the distribution {Pn} of the electron capture
probability and the preferential npref level of the selective single-electron capture. Evaluation
of cross sections for this process as well as for the contribution of multiple-capture is carried
out. Their sensitivity to the !-distribution of n levels populated by single-electron capture is
clearly demonstrated, providing a stringent benchmark for theories. In addition, the hardness
ratio is extracted and the influence of the decay of the metastable 1s2s 3S1 state on this ratio is
discussed.

(Some figures may appear in colour only in the online journal)

1. Introduction

The interaction between low velocity ions and atoms or
molecules has been extensively investigated in the past
decades. At the low velocity regime (0.4–1 atomic units (au)),
the dominant process is electron capture that occurs in selective
projectile excited states, the collisional system behaving like
a quasi-molecule. It leads to an energy gain of the projectile
ion and the populated excited states decay by emission of
photons and/or electrons, both carrying information on the

3 Present address: Department of Physics, Faculty of Sciences of Gabes Cité
Erriadh 6072, Zrig, Gabes, Tunisia.
4 Present address: ExtreMe Matter Institute EMMI, GSI Helmholtzzentrum,
64291 Darmstadt, Germany.

collision dynamics. During the 1980s, many experiments
have been performed with light ions, like C, N, Ne, . . .

interacting with light targets as H2 and He leading to a quite
complete understanding of the mechanisms involved in the
collision. Besides total cross sections determination, the n- and
!-population distributions ({Pn} and {P!}, respectively) of the
single capture process have been characterized as well as the
role of rotational versus radial couplings while for double-
capture, the n!n′!′ channels have been identified. For such
studies, different detection techniques have been applied, as
the kinetic energy gain of the projectile ([2] and references
therein) or the electron and the radiative emission detection
[3–7]. At the same time, extended theoretical investigations
have been developed. They include simple approaches such

0953-4075/12/085202+11$33.00 1 © 2012 IOP Publishing Ltd Printed in the UK & the USA
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We present the investigation on the modifications of structural and magnetic properties of MnAs

thin film epitaxially grown on GaAs induced by slow highly charged ions bombardment under

well-controlled conditions. The ion-induced defects facilitate the nucleation of one phase with

respect to the other in the first-order magneto-structural MnAs transition, with a consequent

suppression of thermal hysteresis without any significant perturbation on the other structural and

magnetic properties. In particular, the irradiated film keeps the giant magnetocaloric effect at

room temperature opening new perspective on magnetic refrigeration technology for everyday use.
VC 2014 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4866663]

At present, the application of the magnetocaloric effect

(MCE) as an alternative method for refrigeration is one of

the great technological challenges. Compared to the common

gas-compression/expansion method, MCE has a higher effi-

ciency with absence of moving parts and a consequently

small environmental impact and maintenance. Materials

showing conventional MCE are characterized by a second-

order magnetic transition. In giant-MCE (GMCE) materials,

a magneto-structural first-order transition generally occurs.

The search of materials with a GMCE close to room temper-

ature is of great interest, and it is mainly obtained by varying

material composition1–7 or, more recently, by applying an

external strain to bulk8 or to thin films.9–11 However, first-

order transitions exhibit a considerable thermal hysteresis

DThys, which makes GMCE materials difficult to handle in

applications for real refrigerators that work cyclically. Much

effort has been made for reducing this hysteresis. In the past

years, this reduction has been obtained by doping bulk man-

ganese arsenide (MnAs),5–7 where a suppression of the ther-

mal hysteresis has been reached but only for low intensity

magnetic field6,7 (H¼ 0.01 T).

Another interesting way to change the magnetic proper-

ties of thin films is the bombardment and implantation of

ions. Nevertheless, up to present, only monocharged ions

have been used to irradiate materials exhibiting a second-

order transition exclusively.12–18

Here, we investigate the modifications of MnAs thin film

epitaxially grown on a GaAs substrate submitted to the bom-

bardment of highly charged ions. MnAs is one of the more

promising GMCE materials. It exhibits a large change of

magnetic entropy in proximity of the phase transition close

to room temperature (TC¼ 313 K), typically3,19 DSðTcÞ �
�30 J Kg�1 K�1 corresponding to a large refrigeration power

(that depends on the DS integral over a temperature interval)

up to 200 J Kg�1. This ferromagnetic–non-ferromagnetic

transition is associated with the magneto-structural phase

transition from hexagonal (a-phase, NiAs-type) to ortho-

rhombic (b-phase, MnP-type). Compared to bulk materials,

in MnAs thin films, the strain of the substrate disturbs the

phase transition that leads to the a� b phase coexistence.

This is characterized by a self-organization with longitudi-

nal alternating regions over a large range of temperatures

(290–320 K), generating a consequent modification of the

magnetic properties of the film.20 In particular, the phase

coexistence reduces the maximum value of DS(T) but keeps

the same refrigeration power. Indeed the DS per mole of

material portion passing from one phase to another is still

very high, which characterizes the giant MCE materials.9

The period k of the self-organization depends linearly on

the MnAs film thickness t with the relationship21,22

k � 4:8 t.
MnAs epilayers investigated here are grown by molecu-

lar beam epitaxy (MBE) on GaAs(001) substrate. The

deposed MnAs is oriented with the a-MnAs[0001] and b-

MnAs[001] axis parallel to GaAs½�110�. At the end of the

growth process, 150 6 10 nm thick samples are capped

in situ with an amorphous As layer in order to prevent the

MnAs oxidation before the ion bombardment. More details

on the growth process can be found in Ref. 23.

The ion irradiation is performed at the SIMPA facility24

(French acronym for highly charged ion source of Paris) that

includes an electron-cyclotron resonance ion source coupled

to a dedicated ultra-high vacuum beam line. The different

samples, with a surface of about 4� 5 mm2 obtained from

the same wafer, are irradiated with a beam of Ne9þ ions with

a kinetic energy of 90 keV (4.5 keV/u). The incidence angle

between the ion beam and the sample surface is set at 60�,
for having an average penetration depth of the ions corre-

sponding to the half-thickness of the MnAs film25 with a

consequent maximization effect of ion irradiation.15 The

ion—sample collision zone is continuously monitored with a

visible-light sensitive CCD camera and a X-ray solid-state

detector during the irradiation. Only a negligible fraction of

ions is deposited in the GaAs substrate excluding the

a)martino.trassinelli@insp.jussieu.fr
b)Also at Universit�e de Versailles Saint-Quentin en Yvelines, 55 Avenue de

Paris, 78035 Versailles, France.
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possibility of MnAs-GaAs mixing.17 Different ion beam

bombardment durations at 0.5 lA beam intensity, from 5 to

several thousands of seconds, and corresponding to a

fluence between U ¼ 1:6� 1012 and 1.6� 1015 ions/cm2,

are applied on different samples coming from the same

growth. The potential energy of the ions, which depends on

their charge state, contributes marginally, with only 3.1 keV,

making the dependency on the ion charge insignificant in the

bombardment. More details about the irradiation process can

be found in Ref. 26.

After highly charged ions impact, sample properties

modification and their dependency on the ion fluence are

studied using different techniques, namely: X-ray diffraction

(XRD), magnetic force microscopy (MFM), and sample

magnetometry (with a vibrating sample magnetometer,

VSM, and a superconducting quantum interference device,

SQUID magnetometer). With the XRD (model PANalytical

XPert MRD), structural changes are investigated at room

temperature (T¼ 293 6 1 K). From X-ray reflectivity, the

MnAs layer thickness of the different samples is evaluated to

the constant value of 150 nm, whatever the ion fluence,

demonstrating that sputtering effects are negligible. XRD

measurements at Bragg angles are used to determine the

a- and b-phase crystal spacing as a function of the fluence U
and are presented in Fig. 1. From this detailed analysis, the

a�MnAsð�3300Þ and b-MnAs(060) reflection peaks are

clearly identified for the non-irradiated sample (curve in the

bottom), the b peaks being much less intense at 293 K. At

low fluence, the a and b diffraction reflections are well

separated. At the highest fluence, they merge resulting to a

unique diffraction reflection. From the angle difference

between the MnAs and the substrate GaAs reflections, the

lattice constants of the two phases are measured. We use

here the orthorhombic crystallographic system (shown in the

inset of Fig. 2), which is more appropriate since the residual

strain breaks off the hexagonal symmetry of the a-phase.

The lattice values of the axis perpendicular to the surface,

corth, are presented in Fig. 2. For the non-irradiated sample,

corth values are comparable to the literature27 values for simi-

lar sample thickness at 293 K: corthðaÞ ¼ 6:44 Å and

corthðbÞ ¼ 6:37 Å. Different to the preliminary data survey

presented in Ref. 26, we can observe in Fig. 2 that the contri-

bution from the two phases is still clearly distinguishable for

any value of the fluence except for the highest. The presence

of two distinguished structural phases indicates that the asso-

ciated magnetic transition remains of first-order type. corthðaÞ
continuously decreases when increasing U, whilst corthðbÞ
increases until the merging of the two diffraction peaks. This

progressive bridging suggests an increasing of the strain

between the zones of different phases due to their spatial

fragmentation, in analogy with the theoretical results pre-

sented in Ref. 21.

A direct observation of the a- and b-phase zones layout

can also be obtained with a MFM (Bruker Multimode AFM

microscope equipped with a magnetic tip coated with Co/Cr,

model MESP). For this survey performed at 293 K, a well-

defined procedure has been applied before each measure-

ment. The samples are demagnetized at higher temperature

(T� 340 K) and then magnetized along the surface parallel to

the easy axis borth. The contrast detected by the MFM corre-

sponds to the out-of-plane component of the stray magnetic

field emanating from a stripes. The resulting images are pre-

sented in Fig. 3. For the non-irradiated sample (top), the regu-

lar arrangement between a- and b-phase is well visible. The

Fourier transform of a large sample area (40� 40 lm) shows

clearly the first and the second order maxima corresponding

to k¼ 0.73 lm, close to the expected periodicity. MFM

images of the bombarded samples show that the stripe-type

structure is more and more distorted, but not suppressed. The

FIG. 1. a�MnAsð�3300Þ (left) and b�MnAsð060Þ (right) reflection peaks

of samples submitted to different ion fluences U. The double peak structure

is due to the CuKa1;2 emission used in the diffractometer. The full lines rep-

resent the result of the profile fits.

FIG. 2. Plot of the corth values of the a- and b-phases extracted from the dif-

fraction curves as a function of the ion fluence U. In the inset, scheme of the

MnAs film with its orientation relative to the GaAs(001) substrate.
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Fourier transform of the irradiated sample with 1.5� 1013

ions/cm2 presents indeed maxima at the same position than

for the non-irradiated sample, with simply a larger dispersion,

due to the random defects produced by ion impact on the reg-

ular pattern. Quantitatively, an increase of the full width at

half maximum from 0.31 6 0.01 lm�1 to 0.83 6 0.08 lm�1

is measured. We recall that the main periodicity k is intrinsi-

cally related to the structural difference between the a- and

b-phases,21 and no extra phase of MnAs has to be invoked.26

The observed increasing fragmentation of the a� b regions

and the absence of modification in the k periodicity

confirm the interpretation made above for the XRD data.

For U > 1:5� 1013 ions=cm2, magnetic imaging becomes

impossible due to the low out-of-plane magnetic field (stripes

disappearance).

Even if the structural properties are not strongly modi-

fied by the ion bombardment, the presence of additional

seeding defects might perturb the phase transition and then

modify the transition temperature, the thermal hysteresis,

and the giant magnetocaloric properties. These aspects are

investigated by measuring the magnetic moment, the coer-

civity, and the magnetic anisotropy of the samples at differ-

ent temperatures and magnetic fields. Information about the

coercivity field, anisotropy, and, more generally, magnetic

hysteresis cycle is extracted with a vibrating sample

magnetometer (VSM, in the Quantum Design PPMS 9 T)

from (H,M(H)) hysteresis curves of the magnetization M at

different temperatures T with a variable magnetic field H.

After a depolarization at 350 K and H¼ 0, each sample has

been brought at a defined temperature T. Then, the magnetic

moment is recorded continuously during the field H variation

between þ1 and �1 T. No large difference on the hysteresis

cycles (H,M(H)) is noticeable between the reference and the

irradiated sample (see Fig. 4). The presence of the ion-

induced defects produces additional pinning on the mobility

of the magnetic domains, visible by the presence of “wings”

on the magnetic cycle. In contrast, the nucleation of the mag-

netic domains is unchanged. The temperature dependency of

the associated coercivity field (inset in Fig. 4) shows the

characteristic peak on the a� b coexisting zone.28 A small

reduction of its maximum value is noticeable for the bom-

barded sample, from 250 Oe to 150–200 Oe, but a constant

value of about 30 Oe is found below �300 K, independently

on the ion fluence.

The samples magnetization dependency on the tempera-

ture, with a fixed H applied, is obtained with a SQUID mag-

netometer (Quantum Design MPMS-XL). The measurement

procedure is the following: (i) Each sample is initially

brought to 350 K with H¼ 0; (ii) the sample is cooled down

to 100 K, and then, a magnetic field H¼ 1 T is applied; and

(iii) the magnetic moment is recorded continuously during

the temperature variation from 100 to 350 K, and then back

to 100 K, with a sweep rate of 62 K/min. The results are pre-

sented in Fig. 5, where (T,M(T)) curves corresponding to an

irradiated and the reference samples are shown. At low tem-

perature, the saturation magnetization values Msat of the ref-

erence and irradiated samples are comparable within the

experimental uncertainty of 1%–2%. Similarly, the transition

temperature TC, defined here as the temperature for which

MðTCÞ ¼ Msat=2, is for both samples around 305 K. In con-

trast, different from the reference sample, characterized by

DThys � 5 K for H¼ 1 T, the thermal hysteresis disappears

in the irradiated samples.

After the observation of the suppression of DThys, it is

interesting to check whether the magnetocaloric properties

FIG. 3. On the left, MFM images of the reference sample (top) and of sam-

ples submitted to different ion fluences. The regular spacing due to the GaAs

substrate constrains is visible in all images. In irradiated samples, random

defects due to the ion bombardment introduce a distortion of the regular pat-

tern. On the right, Fourier transforms and intensity profiles are presented for

the reference and the most irradiate samples.

FIG. 4. Magnetization as a function of external magnetic field at the temper-

ature of 285 K for the reference and for the irradiated samples. In the inset,

the dependency of the coercivity field on the temperature is shown.
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of the irradiated samples have been also modified or not.

The MCE is evaluated from the dependence of the magnet-

ization at different temperatures and external fields in the

SQUID magnetometer, following a procedure similar to

that described in Ref. 9: (i) Each sample is initially brought

to 350 K with H¼ 0; (ii) a magnetic field H (with a starting

value equal to 2 T) is applied; (iii) the sample is cooled

down to 150 K; (iv) the magnetic moment is recorded con-

tinuously during the temperature variation from 150 to

350 K with a sweep rate of þ2 K/min; (v) at T¼ 350 K, the

magnetic field is decreased with a step of 0.2 T; and then

again from (ii) to (v) is repeated until H¼ 0. At a given

temperature T, the magnetic entropy change is calculated

numerically by29 DSðT;DHÞ ¼
ÐHf

Hi
ð@M=@TÞH dH, for a

magnetic field variation DH ¼ Hf � Hi. As presented in

Fig. 6, the magnetic entropy change is only weakly affected

by the ion bombardment, the integrated value of DS
between 290 and 330 K decreases only from 175 to

163 J/kg (�7%). The irradiated MnAs thin film results in

keeping the giant magnetocaloric properties at room tem-

perature accompanied by a fully reversible behavior in

M(T) curves.

Summarizing the different observations, we can con-

clude that the main effect of the highly charged ion bom-

bardment on MnAs thin films is the disappearance of the

thermal hysteresis occurring in the magneto-structural phase

transition. The defects induced by the ion collision facilitate

the nucleation of one phase with respect to the other during

the transition, with a consequent suppression of DThys, but

without any change on the nucleation of the magnetic

domains and only a small perturbation of their mobility. In

fact, contrary to the magnetic hysteresis, the other structural

and magnetic properties of the film, are only slightly affected

by the ion bombardment. In particular, the large refrigeration

power of MnAs related to GMCE is preserved. This finding

opens new perspectives on magnetic refrigeration consider-

ing even bulk materials if dealing with defects that can be

induced by highly charged ions at higher velocity, taking

advantage of their ballistic properties.30
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Energy cost and optimisation in breath-hold diving

M. Trassinelli
Institut des NanoSciences de Paris, CNRS-UMR 7588, Sorbonne Universités, UPMC Univ Paris 06, 75005 Paris, France

H I G H L I G H T S

� We present a new model for calculating the locomotion cost of breath-hold divers.
� Optimal speed during dive transits is predicted to be a function of dive depth.
� Air exhalation before diving observed in phocid seals is explained.
� An upper limit to the active to passive drag ratio is given for dolphins.
� Neutral buoyancy of divers has been confirmed to be energetically advantageous.
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a b s t r a c t

We present a new model for calculating locomotion costs in breath-hold divers. Starting from basic
mechanics principles, we calculate the work that the diver must provide through propulsion to coun-
terbalance the action of drag, the buoyant force and weight during immersion. Compared to those in
previous studies, the model presented here accurately analyses breath-hold divers which alternate active
swimming with prolonged glides during the dive (as is the case in mammals). The energy cost of the dive
is strongly dependent on these prolonged gliding phases. Here we investigate the length and impacts on
energy cost of these glides with respect to the diver characteristics, and compare them with those
observed in different breath-hold diving species. Taking into account the basal metabolic rate and che-
mical energy to propulsion transformation efficiency, we calculate optimal swim velocity and the cor-
responding total energy cost (including metabolic rate) and compare them with observations. Energy
cost is minimised when the diver passes through neutral buoyancy conditions during the dive. This
generally implies the presence of prolonged gliding phases in both ascent and descent, where the
buoyancy (varying with depth) is best used against the drag, reducing energy cost. This is in agreement
with past results (Miller et al., 2012; Sato et al., 2013) where, when the buoyant force is considered
constant during the dive, the energy cost was minimised for neutral buoyancy. In particular, our model
confirms the good physical adaption of dolphins for diving, compared to other breath-hold diving species
which are mostly positively buoyant (penguins for example). The presence of prolonged glides implies a
non-trivial dependency of optimal speed on maximal depth of the dive. This extends previous findings
(Sato et al., 2010; Watanabe et al., 2011) which found no dependency of optimal speed on dive depth for
particular conditions. The energy cost of the dive can be further diminished by reducing the volume of
gas-filled body parts in divers close to neutral buoyancy. This provides a possible additional explanation
for the observed exhalation of air before diving in phocid seals to minimise dive energy cost. Until now
the only explanation for this phenomenon has been a reduction in the risk of decompression sickness.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

During their dives, breath-hold diving animals minimise ener-
getic cost to gain time foraging as oxygen stored in their body is
limited. Besides plastic physiological adaptations to diving, like
bradycardia, reduction and redistribution of the blood flow (Butler

and Jones, 1997; Kooyman, 1985; Kooyman and Ponganis, 1998;
Butler, 2004), dive energy cost can be lowered by reducing dive
duration and/or the mechanical work necessary for propulsion.
Energy cost related to the basal metabolic rate is proportional to
dive duration and inversely proportional to swimming velocity. On
the other side, energy spent for propulsion depends on the drag
force during the dive, which increases with the square of velocity.
Besides swimming optimisation and hydrodynamics, thrust work
is efficiently reduced by slowing down swim speed. Optimal dive
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Acronyms

a.u. atomic units.

ARIBE Accélérateurs pour les Recherches avec les Ions de Basses Énergies (at GANIL).

ASUR Agrégats et surfaces sous excitations intenses.

CCD Charge-Coupled Device.

COB Classical Over-the-Barrier.

CTMC Classical Trajectory Monte Carlo.

GANIL Grand Accélérateur National d’Ions Lourds (Caen, France).

GMCE Giant MagnetoCaloric Effect.

GSI Gesellschaft für Schwerionenforschung.

HCI Highly Charged Ions.

INSP Institut des NanoSciences de Paris.

MCE MagnetoCaloric Effect.

MFM Magnetic Force Microscope.

ppm parts per million.

QED Quantum ElectroDynamics.

SDD Silicon Drift Detector.

SIMPA Source d’Ions Multichargés de Paris.

UHV Ultra-High Vacuum.
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Hegewald, S. Hess, C. Kozhuharov, R. Märtin, N. Petridis, R. Reuschl, A. Simon, U. Spillmann,
M. Trassinelli, S. Trotsenko, G. Weber, D. F. A. Winters, N. Winters, D. Yu, and T. Stöhlker,
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F. Bosch, C. Brandau, W. Chen, C. Dimopoulou, E. Förster, R. E. Grisenti, A. Gumberidze,
S. Hagmann, P.-M. Hillenbrand, P. Indelicato, P. Jagodzinski, T. Kämpfer, C. Kozhuharov, M.
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S. Trotsenko, I. Uschmann, G. Weber, O. Wehrhan, N. Winckler, D. F. A. Winters, N. Winters,
and E. Ziegler, Crystal optics for precision X-ray spectroscopy on highly charged ions—conception
and proof, J. Phys. B 48 (2015), 144010.

[A14] M. Trassinelli, M. Marangolo, M. Eddrief, V. H. Etgens, V. Gafton, S. Hidki, E. Lacaze, E.
Lamour, C. Prigent, J.-P. Rozet, S. Steydli, Y. Zheng, and D. Vernhet, Suppression of the
thermal hysteresis in magnetocaloric MnAs thin film by highly charged ion bombardment, Appl.
Phys. Lett. 104 (2014), 081906.



Publications in international journals with referee comity 173
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Luo, M. Marangolo, J. Mérot, C. Prigent, R. Reuschl, J. P. Rozet, S. Steydli, and D. Vernhet,
Magnetic properties of MnAs thin films irradiated with highly charged ions, Nucl. Instrum.
Methods B 317 (2013), 154–158.

[A23] R. Reuschl, T. Gassner, U. Spillmann, A. Bräuning-Demian, A. Ananyeva, H. Beyer, K. H.
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berger, M. Steck, T. Stöhlker, S. Y. Torilov, M. Trassinelli, B. Sun, H. Weick, and M. Winkler,
Orbital electron capture decay of hydrogen- and helium-like 142Pm ions, Phys. Lett. B 679
(2009), 36–40.

[A36] M. Trassinelli, A. Kumar, H. F. Beyer, P. Indelicato, R. Märtin, R. Reuschl, Y. S. Kozhedub,
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[C13] M. Trassinelli, C. Ramond, E. Lamour, J. Mérot, C. Prigent, J. P. Rozet, S. Steydli, and D.
Vernhet, Determining clustering properties through the selectivity of collision dynamics, J. Phys.
CS 388 (2012), 082009.

[C14] M. Trassinelli, T. Kirchner, E. Lamour, L. Maunoury, J. Mérot, J. Y. Pacquet, C. Prigent,
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[I6] Tests d’Électrodynamique Quantique et étalons de Rayons-X à l’Aide des Atomes Pioniques et
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T. Murböck, R. Sánchez, M. Schmidt, S. Schmidt, M. Steck, T. Stöhlker, R. C. Thompson, C.
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and T. W. Hänsch, Hydrogen-deuterium isotope shift: From the 1s-2s-transition frequency to the
proton-deuteron charge-radius difference, Phys. Rev. A 83 (2011), 042505.

[11] C. Brandau, C. Kozhuharov, Z. Harman, A. Muller, S. Schippers, Y. S. Kozhedub, D. Bernhardt,
S. Bohm, J. Jacobi, E. W. Schmidt, P. H. Mokler, F. Bosch, H. J. Kluge, T. Stohlker, K. Beckert,
P. Beller, F. Nolden, M. Steck, A. Gumberidze, R. Reuschl, U. Spillmann, F. J. Currell, I. I.
Tupitsyn, V. M. Shabaev, U. D. Jentschura, C. H. Keitel, A. Wolf, and Z. Stachura, Isotope shift
in the dielectronic recombination of three-electron and57+, Phys. Rev. Lett. 100 (2008), 073201–4.

[12] K. P. Gall, E. Austin, J. P. Miller, F. O’Brien, B. L. Roberts, D. R. Tieger, G. W. Dodson, M.
Eckhause, J. Ginkel, P. P. Guss, D. W. Hertzog, D. Joyce, J. R. Kane, C. Kenney, J. Kraiman,
W. C. Phillips, W. F. Vulcan, R. E. Welsh, R. J. Whyley, R. G. Winter, R. J. Powers, R. B.
Sutton, and A. R. Kunselman, Precision measurements of the K− and Σ− masses, Phys. Rev.
Lett. 60 (1988), 186–189.

[13] M. Gur’ev, A. Denisov, A. Zhelamkov, Y. M. Ivanov, P. Levchenko, V. Malakhov, A. Petrunin,
Y. P. Platonov, A. Sergeev, and A. Smirnov, First measurement of the x-ray emission of σ− atoms
by means of a crystal-diffraction spectrometer, JETP Lett. 57 (1993), 400–400.

[14] S. Lenz, G. Borchert, H. Gorke, D. Gotta, T. Siems, D. F. Anagnostopoulos, M. Augsburger,
D. Chatellard, J. P. Egger, D. Belmiloud, P. El-Khoury, P. Indelicato, M. Daum, P. Hauser, K.
Kirch, and L. M. Simons, A new determination of the mass of the charged pion, Phys. Lett. B
416 (1998), 50–55.

[15] G. Beer, A. M. Bragadireanu, W. Breunlich, M. Cargnelli, C. Curceanu (Petrascu), J.-P. Egger, H.
Fuhrmann, C. Guaraldo, M. Giersch, M. Iliescu, T. Ishiwatari, K. Itahashi, B. Lauss, V. Lucherini,
L. Ludhova, J. Marton, F. Mulhauser, T. Ponta, A. C. Sanderson, L. A. Schaller, D. L. Sirghi,
F. Sirghi, and J. Zmeskal, A New Method to Obtain a Precise Value of the Mass of the Charged
Kaon, Phys. Lett. B 535 (2002), 52–58.

[16] H. Ryufuku, K. Sasaki, and T. Watanabe, Oscillatory behavior of charge transfer cross sections
as a function of the charge of projectiles in low-energy collisions, Phys. Rev. A 21 (1980), 745.

[17] R. Mann, F. Folkmann, and H. F. Beyer, Selective electron capture into highly stripped Ne and
N target atoms after heavy-ion impact, J. Phys. B 14 (1981), 1161.

[18] W. Fritsch and C. D. Lin, Atomic-orbital-expansion studies of electron transfer in bare-nucleus
Z(Z = 2, 4− 8) hydrogen-atom collisions, Phys. Rev. A 29 (1984), 3039–3051.

[19] T. G. Winter and C. D. Lin, Triple-center treatment of electron transfer and excitation in p-H
collisions, Phys. Rev. A 29 (1984), 567–582.

[20] M. Kimura and C. D.Lin, A unified atomic-orbital and molecular- orbital matching method for
ion-atom and atom-atom collisions, Comments on Atomic and Mol. Phys. 20.

[21] L. F. Errea, J. M. Gomez-Llorente, L. Mendez, and A. Riera, Convergence study of He2++H and
He+ +H+ charge exchange cross sections using a molecular approach with an optimised common
translation factor, J. Phys. B 20 (1987), 6089.



Bibliography 193
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