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In the past four decades, high-performance liquid chromatography has gained 

universal acceptance in numerous fields (e.g. pharmaceutical, biological, environmental and 

food analysis). In the early 1970s, the first commercial packings became available (μBondapak 

C18, 30 cm × 3.9 mm × 10 µm) and John Knox proved the theoretical benefits of using 

columns packed with small particles. Twenty years later, James Jorgenson provided the proof-

of-concept of extending the HPLC performances by using systems capable of working at higher 

pressures with sub-2 μm particle columns. Their commercial introduction came in 2004 with 

short narrow-bore columns packed with sub-2 μm fully porous particles and chromatographic 

systems capable of supporting pressures up to 1000 bar. This technology is referred as Ultra-

High-Performance Liquid Chromatography (UHPLC) and provides faster analyses while 

maintaining the chromatographic performance, or higher resolution with a reasonable 

analytical throughput. Another efficient approach is High-Temperature Liquid 

Chromatography (HTLC), but as UHPLC it requires a costly dedicated instrumentation. An 

alternative way allowing to work with a conventional HPLC instrumentation is the use of core-

shell particles (i.e. superficially porous particles). This technology is of crucial interest as it 

combines low-pressure with high efficiency. These particles consist in a solid core surrounded 

by a porous shell, and the columns packed with them allow for working faster with 

performances equivalent to those obtained with smaller particles. 

One of the main axis of the SMS laboratory concerns the development of original 

stationary phases based on fully porous particles. This PhD work was devoted to the transfer 

and the development of this expertise in functionalization and characterization. The main goal 

was to extend the range of stationary phases based on superficially porous particles. As the 

column packing is an important step that directly impacts the efficiency, this PhD work was 

achieved in collaboration with Interchim R&D, which provided the bare silica material and 

managed the column packing. 

 

This thesis presents a multidisciplinary character that is summarized in the scheme 

below. Indeed, the strategy followed during this work encompasses the silica pretreatment and 

the functionalization step (i.e. Synthesis), the characterization of the modified particles through 

various and complementary techniques (i.e. Characterization); and finally the chromatographic 

study by selecting the adapted test (Tanaka, Veuthey) for the properties to be evaluated and 

the surface chemistry of the stationary phases. Those tests were also conducted on the 

commercial ones, which generated an important amount of data. Consequently, chemometric 
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approaches (Principal Component Analysis (PCA) and Hierarchical Cluster Analysis (HCA)) were 

used to process the data and to place the home-made stationary phases among the 

commercial ones (i.e. Analysis & Data processing). 

 

Representation of the three main steps for the development of new stationary phases: synthesis, 

characterization, and data processing 

The present thesis is divided into four parts: 

Chapter 1 introduces the theoretical bases and the concepts that will be used in this 

manuscript. A brief review of the recent technology developments is proposed, and among 

them the core-shell technology (I.1). The different chromatographic modes are presented (I.2) 

with a particular emphasis on the silica functionalization (I.3) and the techniques available to 

characterize the grafting (I.4), including the precise molecular modeling (I.5). The 

chromatographic evaluation, both kinetic and thermodynamic aspects, are then covered and 

the data processing by chemometric approaches is finally presented (I.6).  

Chapter 2 gathers the four articles published corresponding to the development of 

stationary phases, from the silica pretreatment and the grafting, to the stationary phase 

characterization. The first study is focused on the experimental conditions to graft efficiently 

silica, whatever the organosilane chosen (II.1.1). The second study presents the impact of the 

silica thermal pretreatment on the silanol population and finally on the chromatographic 

properties (II.2.1). Additionally, a high temperature pretreated C18 silica was used in the context 

of phenanthrene ultra-purification (II.2.2). The last study of thermally pretreated silica has been 

conducted during an internship with Prof. Jean-Luc Veuthey and Dr. Davy Guillarme, LCAP, 

Université de Genève. The kinetic performances and the applications of the different pretreated 
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silicas were particularly investigated in Hydrophilic Interaction Chromatography mode (HILIC 

mode, in II.2.3). 

Chapter 3 is devoted to the development of non-conventional stationary phases from 

the grafting to the stationary phase characterization, and the ligand modeling by Density 

Functional Theory (DFT). The last article pointed out the potential of DFT to help understanding 

the chromatographic properties of some original stationary phases capable of developing 

multiple interactions. This is the case of the polar-embedded aromatic stationary phase that 

have been developed in the mono- and tri-functional version (III.1). Also, the second part of 

my internship has been achieved under the supervision of Prof. Ivan Jabin (LCO, Université 

Libre de Bruxelles) to synthesize calix[6]arene derivatives, and characterize them for further 

grafting onto silica particles (III.2).  

Finally, the Appendices report the collaborative works that have been achieved during 

this thesis. 
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I-1. Throughput analyses in Liquid Chromatography: Sensitivity, 

speed, resolution compromise   

 

I-1-1. Chromatographic fundamental background 

 

Before enter into details, it seems adequate to specify some fundamentals that will highlight 

the last developments in terms of instrumentation and chromatography developments. 

 

I-1-1-1. Retention factor 

The retention factor (k)  described in Equation 1 and 1’ is a thermodynamic parameter, 

independent of some key variable factors including flow rate variations and column 

dimensions. It is a useful parameter when comparing the retention of various solutes obtained 

using different HPLC systems in isocratic mode (Figure 1).  

k� = �	
  ��
��   with t� = t� + t�            Equation 1  

So that k� = �	
  ��
�  with t� ≪≪ t�          Equation 1’ 

With t�
the retention time of the solute A, t� and t� the mobile phase time outside and inside 

the column, respectively ;  and t� the dead time. 

 

  Figure 1: Standard chromatogram of two solutes 

Chromatographers like keeping retention factor values between 2 and 10 for optimized 

separations. The most effective and convenient way to alter the retention factor is to adjust the 

solvent strength of the mobile phase, typically by modifying the amount of organic modifier 

in the mobile phase mixture.  

  



Chapter I. Generalities and State of the Art 

8 

I-1-1-2. Selectivity factor 

The selectivity factor (α) described in Equation 2 is another thermodynamic parameter, and 

corresponds to the ability of the chromatographic system to distinguish two successive eluted 

components. 

α�,� = ��
�
                 Equation 2  

With k� and  k� the retention factors of the solute A and B, respectively (and B the later eluting 

compound) 

 

The selectivity is equal to one for co-eluted compounds, and then a higher value indicates 

better separation. This factor depends on the system solute- Mobile Phase- Stationary Phase 

(MP-SP) for a given analysis temperature; and may be modified to optimize or change the 

HPLC separation. Altering the system selectivity is a good strategy to optimize the resolution 

since small changes in selectivity can lead to large changes in resolution. 

For a specific application with a specific column, various changes in the mobile phase can be 

envisaged to change the selectivity:  

� Nature and amount of organic modifier that impact the solvent strength and change 

the type of interactions 

� pH value as the degree of ionization of some solutes affects their hydrophobicity 

The temperature has also to be considered as it alters drastically the selectivity for some pairs 

of solutes.  

Last but not least: one of the most efficient way to change the selectivity is to change the 

stationary phase for another chemistry. 

 

I-1-1-3. Efficiency 

The efficiency is a kinetic parameter measuring the dispersion of the solute band during the 

path through the HPLC system and column. This dispersion depends on the system solute- 

mobile phase- stationary phase for a given analysis temperature. The chromatographic 

parameter reflecting the column performance is the number of theoretical plates (N) and is 

calculated using the following Equation 3, provided a Gaussian peak:  

N = 5.54 × � �	 
 ! "⁄  $

% =  &
'             Equation 3 

With w) %⁄  the half-height peak width, H the height equivalent to a theoretical plate, and L the 

column length. 
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Martin and Synge1
, by analogy to distillation, introduced the concept of height equivalent to a 

theoretical plate (H, or H.E.T.P.,) as a measure of the chromatographic efficiency and as a means 

to compare column performances.  Each plate represents the distance over which the solute 

achieves one equilibration between the stationary phase and the mobile phase. Measuring the 

separation efficiency is answering at the question: How many times is the AnalyteMP → AnalyteSP 

equilibrium achieved? Consequently, the higher the number of plates available is, the more 

important the possible equilibria are, and so the better the quality of the separation is. Martin 

and Synge recognized that a homogeneous bed packed with the smallest possible particle size 

(requiring higher pressure) was a key to achieve the maximum efficiency. The relation between 

column and separation system parameters affecting bandspreading was later described by van 

Deemter2. 

 

Many factors contribute to the peak broadening, but considering an optimized system with 

negligible extra-column volumes; the biggest contribution comes from the column itself. The 

quality of the column packing, the length of the column, but also both the particle size 

dispersion and dimension, play an important role in the overall efficiency. 

 

The diffusion of solutes through the column is represented by the 3 terms explained in 

Equation 4, with the dependence of the diffusion coefficient D- in the MP, the retention factor 

k, and the particle diameter d/, on the height equivalent to a theoretical plate (H): 

H = A + �
1  + C × u =  2λd/  +  26 78

1  +  f(k) :;"
<= u         Equation 4 

With A, B, C  the coefficients as described below, u  the linear velocity, λ  the packed bed 

structural uniformity factor,  6 the tortuosity factor. 

A schematic representation of the contribution of those diffusion terms is presented in Figure 

2.  
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Figure 2: Schematic representation of the van Deemter terms. Adapted from3 

In general, the nature and the size of the particles impact the efficiency: Efficiency is improved 

when using Superficially Porous Particles (SPP) instead of Fully Porous Particles (FPP), and also 

the smaller the particles are, the higher the efficiency is.  

A-term is the convective dispersion or streamline-splitting (eddy-diffusion) parameter, related 

to channeling through a non-ideal packing. It can be minimized by packing columns 

homogeneously with silica particles of small and controlled particle size.  

B-term is the longitudinal molecular diffusion coefficient of the eluting solutes in the 

longitudinal direction. It can be minimized by working at high flow rates and using organic 

modifier of lower viscosity (by reduction of	D-) 

C-term is the resistance to the mass transfer of the solute in the stagnant mobile phase and in 

the stationary phase. It can be minimized by working with a lower flow rate and finally at a 

higher temperature. 

 

I-1-1-4. Resolution 

Obtaining an optimal resolution in a minimum of time is a challenge for chromatographers. 

Indeed, a value of 1.5 between two consecutive peaks of approximately same magnitude 

ensures a convenient baseline separation. Assuming that the two adjacent peaks of solutes A 

and B that have equivalent half-height peak widths, the fundamental Purnell equation can be 

expressed (Equation 5). The resolution �Rs�  is affected by three important parameters: 

selectivity, efficiency, and retention, and their importance is illustrated in Figure 3.  

Rs�,� � 	
AB�	
C 	 � D
,�	�	)D
,� 	 �

��
��E)	            Equation 5  
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Figure 3: Incidence of selectivity, efficiency, and retention on resolution, adapted from4 

 

I-1-1-5. Peak asymmetry 

Ideally, all chromatographic peaks would be symmetrical (Gaussian). However, due to the 

effects of extra-column volumes, adsorptive effects of the stationary phase and the quality of 

the column packing, peaks can be distorted. Asymmetrical peaks lead to a loss of resolution 

making the quantification imprecise, and to poor retention reproducibility. The asymmetry 

factor is estimated at 10% of the peak height. The tailing factor is estimated at 5% of the peak 

height. These two parameters are calculated according to the Equation 6 and represented in 

Figure 4. 

As � 	 �F�F 	and	TF � 	 ��%�F                Equation 6 

 

Figure 4: Representation of peak asymmetry and peak tailing factors 

Standard limits are set for peak asymmetry. An As value between 1.00-1.05 (1.00<TF<1.03) is 

considered as excellent. 

 

Some standard values have been proposed, as by the Food and Drug Administration (FDA) 

that deemed acceptable the chromatographic values listed below (Table 1). 
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Parameter Limit 

Retention factor k K 2 

Resolution Rs L 2 

Tailing factor TF M 2 

Efficiency N L 2000 

Table 1: The current FDA values for the validation of chromatographic methods5 

 

I-1-2. Modern instrumentation 

 

In the past four decades, High-Performance Liquid Chromatography (HPLC) has been largely 

used and there is no doubt that it has now gained universal acceptance in industrial as in 

academic laboratories. This is the method of choice for various fields such as pharmaceutical, 

biological, environmental and food analysis.  

The main evolutions are presented in Figure 5. 

 

 

 

 

 

 

 

 

 

 

HPLC 

First systems 

UHPLC 

 

LC-MS coupling 

Chromatography discovery, Tswett 
Silica monolithic columns 

Superficially Porous Particles 

Sub-3 µm 

Figure 5: Schematic representation of the main technology developments over the years 

sub-2 µm 
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Many improvements have been done in terms of instrumentation but also in terms of 

chromatographic supports, and the following part is dedicated to the strategies allowing to 

increase the throughput of HPLC. 

 

I-1-2-1. Last evolutions in LC systems 

Last years, important improvements have been done in LC systems to fit with the new column 

generation6–8. 

Indeed, due to the lower peak width obtained in UHPLC (<5 s), the UV detector acquisition 

rate (νacq) has to be high enough to ensure a sufficient number of acquisition points per peak. 

As analysis time is a big deal, the delay volume (Vd) and injection cycle time (tinj) have to be 

reduced to ensure fast analysis.  

The evolutions on those parameters are listed in the Table 2, adapted from the Fekete et al. 

publication6. 

 

LC systems Vd (mL) ting (s) Pmax (bar) νacq (Hz) σ²ec (µL²) 

HPLC 0.5 – 5.0 60 400 10 - 20 > 50 

UHPLC 0.1 – 1.0 8 – 60 600 – 1,300 40 - 200 1 – 25 

Table 2: Technical values for the modern UHPLC instrument and HPLC instrument, adapted 
from6. Values ranged from the worst and the best commercial instrument. 

 

Another critical point is the extra-column volumes, as they directly impact the global efficiency. 

Indeed, the peak width depends on the column itself, but also the ability of the instrument to 

preserve it by reducing the dispersion sources that contribute to peak broadening7. It is 

especially important when using short and/or small I.D. columns8. 

 

I-1-2-2. Extra-column volume evaluation 

Such volumes came from injector, tubing, and detector cell. To evaluate their contribution, 

different methods have been developed and allowed for the determination of extra-column 

variance (σ²ec) in µL². Such evaluation is not trivial because it is influenced by many parameters: 

mobile phase viscosity, flow rate, molecular diffusion coefficient of the solute, temperature, 

and injection volume.  
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Gritti et al. proposed to measure σ²ec without the column9,10 considering the half height peak 

width, or using the method of moments. It is also possible to measure it with column, by 

subtraction of the column variance (σ²col) to the global variance (σ²tot) for a solute which 

extrapolated retention is equal to zero (k = 0)11. 

This determination is possible considering that the experimental value σ²tot corresponds to the 

sum of σ²col and σ²ec as represented in Figure 6.  

 

 

The total variance σ²tot depends on the column dead volume, efficiency and retention factor of 

the solute (Equation 7) 

σ�P�² �	σ�R² �	σRPS² �	σ�R² � TU"
BVWX � σ�R² �

T"���E)�²
BVWX          Equation 7 

With σ² the variance, V� the column dead volume, and VZ the retention volume. 

 

Considering this equation, it is important to reduce σ²ec, by reducing the detector cell volume, 

the injection volume, and the tubing dimensions7,12. Modern “zero dead volume” connectors 

are commercially available, but reducing the I.D. generates backpressure that has to be 

considered during the optimization of the system.  

 

The final efficiency (called the restituted efficiency, Er) is necessary less important than what it 

should be, and this loss of efficiency could be expressed as a percentage of the “real” column 

efficiency (Equation 8) 

EZ � 	100 � B]W]BVWX � 100 �
^VWX²

^_`]² E	^VWX²
           Equation 8 

With σ² the variance and N the efficiency. 

 

Tubing 

Figure 6: Representation of the contributions to peak width σ²tot = σ²col + σ²ec 
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The absolute importance of reducing extra-column variance has been highlighted by Fekete et 

al.6 who calculated that with a HPLC system (σ²ec > 100 µL2), a 2.1 mm I.D. x 50 mm, 1.7 µm 

column and for a solute of k = 5, only 30% of the column efficiency could be restituted. As a 

comparison, on a UHPLC system with only 10 µL2 of extra-column variance, 80% of the column 

efficiency could be restituted. 

 

This performance loss could be minimized by using the gradient mode that allows to 

compensate the peak broadening pre-column contribution by the elution band compression 

that occurs for separation in gradient mode13,14. The post-column contributions (detector cell 

and tubings) are nevertheless remaining so there is a need to evaluate precisely the 

chromatographic system, especially the extra-column volumes, to select the most adapted 

column dimensions and avoid important loss of efficiency.  

 

Also, it has to be noticed that even with reduced extra-column volumes such as those of 

modern UHPLC instrument, the columns used on it are also extremely minimized (2.1 mm I.D. 

x 50 mm), justifying continuous effort to benefit of the best performances of such column 

technology.  

 

I-1-3. Kinetic performance evaluation 

 

I-1-3-1. Van Deemter equation 

To evaluate the kinetic performances of columns, the van Deemter curve is often plotted, 

recording the efficiency N (inversely proportional to H, as expressed in Equation 3) at different 

mobile phase linear velocity u. This curve allows for determining the optimal linear velocity 

uP/� at which the efficiency is maximal (H-�a)15,16. 
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Figure 7: Predominant terms in the van Deemter curve depending on the mobile phase linear 
velocity 

As can be noticed in Figure 7, the A-term that depends on the particle diameter and expresses 

the packing quality is constant. The B-term (f�D-, k)) is predominant at low linear velocity, 

contrary to the C-term ( f b :;"
<= , kc ) that is the most important at high linear velocity. 

Consequently, the most flat and low, the most efficient at high flow rate is the column.  

However, the van Deemter curve does not provide information about the permeability and the 

backpressure15. 

When evaluating different columns of different geometries, another equation proposed by 

Knox uses the reduced parameters that are dimensionless quantities. The reduced plate height 

(ℎ) is defined in Equation 9 and the reduced velocity (e) in Equation 10, for the Knox equation 

in Equation 11.  

ℎ = f
gh              Equation 9 

e = i×gj
78             Equation 10 

ℎ = ke)/m + n
o + pe                 Equation 11 

 

For well-packed columns of varying particle size and differing conditions, the coefficients a, b 

and c will be roughly constant (e.g. a =1, b = 2, and c = 0.05 for porous particles). 

 

I-1-3-2. Kinetic plots 

Instead of considering the experimental plate number, the kinetic plot methodology considers 

an extrapolated value, namely the pressure drop limited plate number, which can be easily 

calculated and combine both efficiency and permeability (Kr) (Equation 12, 13 and 13’)17.  

ΔP =  1×&×η
uv =  &×η

uv  × u            Equation 12 

With η the viscosity. 
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Recording the backpressure at different mobile phase velocities give access to the column 

permeability that is the slope of the plot ΔP � f�u� (provided that the instrument backpressure 

is subtracted at each u) 
Kr �  &×η

x                    Equation 13  

Kr� =  gj²
yz                     Equation 14’ 

With, S the slope of the plot ΔP = f(u), and ϕ} the resistance flow factor. 

The impedance parameter (E� in Equation 14 and 14’) is a dimensionless value that describes 

the overall separation power (i.e. the ability to produce high efficiency with short retention time 

and low pressure drop). So the lower the value is, the most efficient the column is for a low 

backpressure18. 

E� = ��
B² × ∆�

� = '²
uv�           Equation 15 

With ∆P the backpressure. 

E� = h² × ϕ}           Equation 16’ 

 

In the early 70’s, Knox and Saleem already noticed that a compromise has to be found between 

efficiency and analysis time19. It was the beginning of the particle diameter decrease for faster 

analysis, as it was later confirmed by Poppe20. Then, Desmet proposed a refined simplified 

model of the Poppe developments that led to the so-called kinetic plots. Those plots allow for 

knowing the required time to reach a desired theoretical plates20,21. Basically, instead of 

considering the theoretical N, this theory takes into account an extrapolated value of N, for a 

column length and a mobile phase velocity generating a backpressure that corresponds to the 

instrumentation maximal backpressure. The two fundamental equations (Equation 15 and 16) 

are used to generate such data, by adding the experimental values of u and H22. 

u = ∆�
� × uv�

&   and L = N × H → N = uv�
1×' × ∆�

�         Equation 17 

 

u = ∆�
� × uv�

&   and t� = &
1 → t� = uv�

1² × ∆�
�         Equation 18 

The advantage of using the kinetic plot theory is the possibility to directly compare different 

columns or different technologies (e.g. monolithic vs particulate columns). Indeed, the theory 

takes into account both the column  and instrumentation characteristics, allowing, for a given 

efficiency, to select the most adapted support to reach this efficiency as fast as possible on the 

given LC instrument.  
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In the example illustrated in Figure 8, the kinetic performances of different technologies were 

compared. The Figure 8a (L=f(N)) presents which column reaches a certain number of plates 

on the shortest column length. For example, the best solution to obtain faster 10,000 plates is 

doing UHPLC or using the sub-2 µm particles. Also, it proved that in UHPLC, having a column 

length higher than 60 cm is not interesting as efficiency cannot be higher (due to the 

backpressure restriction). The Figure 8b (N=f(t0)) gives insight on the time analysis, especially, 

the dead time necessary to obtain the 10,000 plates. Then the Figure 8c allows for conserving 

the van Deemter curve shape, and by tracing the time lines, having directly the time necessary 

to obtain the required efficiency. With this representation, the most to the bottom left it is, the 

best is the ability to generate quickly high efficiency. For a given plate numbers (x-axis), the 

lower curve is the technology allowing to reach it as fast as possible, changing both the column 

length and the mobile phase velocity to maintain a specific maximal backpressure. For instance, 

if we focus on the particle diameter importance, for fast analysis with an efficiency lower than 

Figure 8: Kinetic performances of different HPLC technologies with the kinetic plot approach. (a) 

L=f(N), (b) N=f(t0), (c) t0/N²=f(N), (d) t0=f(N). (d) corresponding to kinetic plots constructed for 

Waters Acquity BEH C18, 1.7µm, considering η= 0.85cp. Adapted from23
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50,000, sub-2 µm columns (Figure 8c in green) are recommended. However, when very high 

efficiency is required, columns packed with larger particles (Figure 8c in black) are more 

adapted. As they generate lower backpressure, longer columns that improve efficiency can be 

used, without exceeding the maximal pressure.  Increasing the fixed value of backpressure 

would shift the curves towards higher efficiency, which could extend the range of use of sub-

2 µm columns. This feature is illustrated in Figure 8d, in which the fixed data is the column 

dimensions and no more the backpressure. High-throughput and high-efficiency experiments 

can be done in LC by increasing the backpressure available.  

This discussion applies for k being constant, so adapting the mobile phase conditions from a 

column to another one. If the data presented here were obtained in isocratic mode, such 

representations can also be done in gradient mode. In this condition, instead of efficiency, the 

peak capacity (nc) is considered23 with the maximal backpressure during the gradient15. 

 

I-1-4. Technology strategies: faster, hotter, smaller 

 

Previously achieved with conventional LC columns (4.6 mm (I.D.) × 150 to 250 mm length) 

packed with Fully Porous Particles (FPP)  of 3.5 to 5 µm as particle diameter (dp), and with 

analysis time ranged from approximately 10 minutes to one hour, HPLC encountered 

limitations due to new analytical challenges. Among them, the number of samples and their 

constant complexity (e.g. metabolomics) led to new LC instruments, allowing to reduce the 

analysis time and to reach better resolution as presented previously.  

The following part of this manuscript is focused on the different technology strategies that 

could be set up to achieve high efficient separation, in a continuously reduced time, and 

increased sensitivity.  

Among them, the core-shell technology (i.e. use of SPP) is a very performant one that allows 

for working faster, achieving high efficient separation without generating pressure 

incompatible with conventional HPLC equipment. Before deeply presenting this technology, 

some others are also of interest such as monolithic columns24, sub-2 µm columns of FPP15,25, 

and High-Temperature Liquid Chromatography (HTLC).  

 

I-1-4-1. Monolithic supports 

Increasing the mobile phase velocity is a direct way to ensure fast analysis. However, it impacts 

efficiency and generates excessive backpressure due to the resistance of the liquid mobile 
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phase passing through the particle packed bed. The permeability of the column can be 

improved by increasing the column porosity.   

 

First developments of monolithic columns were reported in the 90’s26–30 and led in 2000 to a 

commercialization by Merck (Darmstadt, Germany).  

In this technology, a porous one-piece stationary phase is trapped into a PolyEtherEtherKetone 

(PEEK) tube. The stationary phase can be based on polymer or on silica, the latter being more 

adapted to the analysis of low molecular mass solutes and providing better performance in 

HPLC. The interest of monoliths is essentially due to the bimodal structure made of macropores 

(1 to 5 µm) and mesopores (10 to 30 nm). Macropores provide good permeability and allow 

for working at high flow rate without excessive pressure drop, and mesopores provide a large 

surface area in which retention occurs31. 

Many advantages result from this monolithic structure:  

� High mobile phase velocity: It was shown that this parameter could be inscreased by 5-

fold  compared to columns packed with 5 µm silica FPP at equivalent dimensions, at 

pressure compatible with HPLC systems24,32.  

� High kinetic performances: The reduction of the C-term of the van Deemter curve 

allowed for reaching comparable kinetic performances for monolithic silica and 

columns of the same length packed with 3-4 µm FPP silica particles33. 

� High-resolution analysis:  For very high efficiency, monoliths are of prime interest, due 

to the possible connection of monoliths in serie. Plate count higher than 100,000 have 

been reached in such configuration34,35. 

Also, a second generation appeared in 201136 and provided efficiency comparable to sub-2 µm 

particles, but backpressure 3-fold higher than the first generation. Concerning efficiency, Gritti 

and Guiochon37–39 published a study in three parts devoted to the Eddy diffusion coefficient 

determination. 

 

Nevertheless, some limitations associated with monoliths have to be noticed and 

counterbalance such advantages. First, couple many monolithic columns is costly, and not 

compatible with high throughput separations. Also, silica-based monoliths present some 

disadvantages such as low mechanical (Pressure < 200 bar due to PEEK bursting), thermal 

(temperature < 60°C) and chemical resistances (2 <pH< 8); and the loss of chromatographic 

performances due to inhomogeneity of the silica network.  
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Also, there is a limited number of providers of such technology (mainly Merck and 

Phenomenex), offering narrow range of surface chemistries (essentially C8 and C18) and 

column geometries (essentially 2 or 3 or 4.6 mm I.D. � 100 mm maximum).  Moreover, bleeding 

is encountered when using Mass Spectrometry (MS) detection. 

 

I-1-4-2. High-Temperature Liquid Chromatography (HTLC) 

Many parameters can be considered during method developments:  those concerning the 

mobile phase (composition, pH, and ionic strength), those concerning the stationary phase 

(type, particle, pore size and column dimensions). In addition to the liquid chromatography 

parameters, temperature has gained greater attention as another important variable in HPLC 

during the last decades. 

Some good reasons led the researchers to investigate methods at elevated temperature due 

to some theoretical analytical benefits. Nevertheless, some practical issues must be considered 

in developing High Temperature Liquid Chromatography (HTLC) approaches.  

 

Major advantages of HTLC include shortened separation time, improved peak shape and 

increased efficiency (on a larger flow rate range), and reduction of organic solvent amount. 

Indeed, working at high temperature allows for increasing the optimal linear velocity and 

improves the mass transfer. The Wilke/Chang equation takes into account the effect of 

temperature for the diffusion coefficient Dm (Equation 17), explaining why at higher flow rates 

the C-term is lower and uopt is improved (Equation 18 and 19)40. Also, the lower backpressure 

(Equation 20) due to the decrease of viscosity of the mobile phase when using HTLC allows for 

working at higher flow rates to reduce run times. 

 D- ∞  �
η
            Equation 19 

With T the temperature. 

u =  r×<=
:;            Equation 20 

C = f b:;²
<=c          Equation 21 

Also, the Darcy’s law specifies the effect of viscosity in backpressure in Equation 20.  

ΔP =  1×&×η×φ
:;²              Equation 22 

With φ the resistance flow factor. 
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First, regarding efficiency (Figure 9), temperature is a useful parameter to be considered when 

optimizing methods. While the A-term could be considered independent of temperature, the 

remaining B and C-terms are both temperature-dependent. Indeed, the B-term is directly 

proportional to the diffusion coefficient Dm, which is also a function of the temperature.  

 

Figure 9: Representation of the van Deemter curves as a function of the isothermal separation 
temperature (a) T= 75°C, (b) T= 125°C, (c) T= 175°C, adapted from41 

From this representation, it can de deduced that the minimum plate height obtained is 

relatively independent of the temperature employed. Moreover, when the temperature is 

increased, the profile of this curve changes. At elevated temperatures, the minimum of the 

curve is shifted to higher linear velocities. In addition, at flow rates higher than the optimal, the 

increase is more moderate. This means that if a separation is carried out with a mobile phase 

flow rate which is much higher than the optimal flow rate, the loss of efficiency at higher 

temperatures is less pronounced than at lower temperatures.  So there is a significant 

advantage of applying higher temperature when working at flow rates above the optimal value 

due to the lower C-term.  

 

More viscous organic modifiers such as 2-propanol can be employed to tune selectivity42.If 

high efficiency is required, smaller particles or longer columns can be employed, and at above 

optimal flow rate to obtain fast efficient separations. The decrease of retention leads to a lower 

organic solvent consumption, which presents financial benefits. Also, less expensive and/or 

toxic solvent such as ethanol can be used as mobile phase, even pure water43. 

 

Then, the temperature impacts also the retention and selectivity as described in the Van’t Hoff 

equation (Equation 21)44. 

ln k =  ∆'
�� + ∆x

� + ln β           Equation 23  



Chapter I. Generalities and State of the Art 

23 

With  R  the universal gas constant, ΔH   and ΔS  the enthalpy and entropy of transfer, 

respectively, and β the phase ratio (i.e. the ratio of the volume of mobile phase to that of the 

stationary phase).  

As a function of variations of the temperature, changes in retention can be caused either by 

changes in enthalpy or entropy. However, deviations from linearity derived from different 

desorption kinetics of functional groups (e.g. ionizable groups), dual retention mechanisms, or 

temperature-related changes of the mobile phase (e.g. pH)45.  

Despite those advantages derived from using HTLC, some considerations have to be taken into 

account such as the suitability of instrumentation to operate at high temperature, the thermal 

stability of solutes and stationary phases used, and the suitability of the detection method 

employed. 

When operating at high temperatures, radial temperature gradients across the 

chromatographic column can lead to thermal mismatch band broadening which is a major 

drawback for HTLC systems46. Preheating the mobile phase or using capillary columns can 

minimize this effect.  

Considering instrumentation, if the majority of the conventional HPLC components can be 

used, dedicated oven enables to work up to 200°C47. Also, compatibility with high temperatures 

is necessary for a number of instrumental components inside the oven and post-column. 

Efficient heating and precise temperature control are critical in HTLC. Ideal HTLC temperature 

control systems should ensure effective homogeneous heating efficiency for both the mobile 

and the stationary phases throughout the separation column to eliminate thermal mismatch. 

Indeed, because the analytical column is heated in HTLC at a temperature higher than that of 

the mobile phase in the reservoir, the low temperature of the incoming mobile phase does not 

match the high temperature of the separation column if the eluent is not preheated efficiently. 

This thermal mismatch causes poor reproducibility and other separation problems. Some 

instrumental strategies were developed as the addition of a preheating coil inside the oven or 

a heating unit can be added to heat the mobile phase before entering into the column48. The 

extra tubing void volume has to be minimized to reduce additional peak broadening.  

The major drawback is the degradation of the SP49,50. Some stationary phases were investigated 

in HTLC51,52 and in general, some silica-bonded packings showed good long-term stability at 

temperatures around 100°C, although many of them cannot tolerate such temperatures. 

Zirconia- and other metal oxide-based columns normally can be used at temperatures ranging 
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from 100°C to 150°C for several thousand column volumes without significant degradation of 

the stationary phase. Among all existing LC packing materials, polymer stationary phases (e.g. 

poly(styrene-co-divinylbenzene)) are very stable ones, and can be used reliably at high 

temperatures, typically at 150°C or higher. However, the efficiency of polymer columns is 

poorer than that of silica- and zirconia-based columns. Other stationary phases tested in HTLC 

included Porous Graphitized Carbon (PGC) up to 200°C, and monolithic, encapsulated silica 

and ethylene-bridged hybrids are stable above 180°C under aqueous conditions43. Specially 

designed HPLC chips columns also were used for LC separations at various temperatures53. In 

addition, microbore columns, packed capillary and open tubular columns also have been used 

in HTLC, and they are more appropriate for separations with programmed temperature.  

 

HTLC separation shortens the solute exposure time to high temperature, which minimizes the 

solute degradation54. Even some pharmaceuticals can withstand high temperatures on the time 

scale of fast HTLC separation54. For separation and analysis of biomolecules, sub-ambient or 

low temperature can be more appropriate to avoid degradation. If HTLC is used for analysis of 

biomolecules, ultrafast separation conditions should be considered to minimize the solute 

exposure time to the harsh high-temperature conditions. 

 

Concerning detection, the most attractive option is to use Mass Spectrometry (MS), but UV-

visible can also be used with some considerations. The temperature of the UV flow cell should 

be constant even during temperature-programmed elution. Moreover, the oven has to contain 

a post-column cooling to avoid damage of UV cell. Also, the risk of bubbles formation can be 

countered by adding a pressure restrictor post-detector. Some other detectors such as 

Evaporative Light Scattering Detector (ELSD) and Corona Charged Aerosol Detector (CAD) can 

be used without post-column cooling55. Also, flame ionization detection is practicable but is 

limited to non-organic mobile phases56. 

 

The combined effects of high temperature and low pressure make it possible for HTLC to use 

very high flow rates to achieve fast separations, which make HTLC a performant technology to 

deal with applications requiring high efficiency at elevated flow rates, and for selectivity 

optimization or increased eluent strength for complex matrices. More robust columns are still 

needed to cope with long-term operation at high temperatures. 
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I-1-4-3. Sub-2 µm and UHPLC  

At the same time of improving and diversifying the stationary phase chemistry, the silica 

particle itself evolved with the trend of reducing particle diameter (dp) to reach better 

chromatographic performances57. The theoretical benefits for columns packed with small 

particles (sub-2 µm) were demonstrated in the 70’s by Knox et al.19
. 

 

The main reports dealt with lab-made ultrahigh pressure instrumentation usually connected 

with capillary columns, with a special study of the injection and pumping devices. The main 

papers were published by MacNair et al.58,59, Halász et al.60 and many others61–64. Even chiral 

separations were done, Lee et al. used a UHPLC system capable to reach 3600 bar and allows 

for the separation of a 6 racemic herbicides in less than 1 minute in 199965. In 2003, Jorgenson 

et al. succeeded in reaching 300,000 plates on a 430 mm x 50 mm, 1.0 µm column but with a 

pressure of 7200 bar66. At the same time, Xiang et al.67 discussed about safety aspects in 

ultrahigh pressure capillary chromatography. They provided the proof-of-concept that working 

with columns packed with sub-2 µm particles on systems able to support very high pressures 

was a good combination to extend significantly the HPLC performances.  

 

The breakthrough came in 2004 with the commercial introduction of short narrow-bore 

columns packed with FPP of 1.7-1.9 µm diameter (sub-2 µm) and chromatographic systems 

capable to support pressures up to 1000 bar.  

Compare to FPP of 5 µm, the size reduction increased significantly the efficiency (N) as 

described by Equation 22. 

N = &
' = &

�×:;            Equation 24 

 

With UHPLC, three strategies are of interest depending on what has to be favored:  

� High throughput: To ensure fast analyses, it is possible to reduce the column and 

particle dimensions (from 150 mm x 5 µm to 50 mm x 1.7 µm) with preservation of 

efficiency, provided that low dispersion systems are used.  

� High efficiency: By maintaining the column length and using 1.7 µm particle instead of 

5 µm particles, efficiency can be increased by 3-fold.  

� High resolution: If very high efficiency is required, working with 150 mm length column 

packed with 1.7 µm particles instead of 5 µm, it is possible to couple the columns to 

increase peak capacity while maintaining an equivalent time of analysis. 
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Moreover, when dp is reduced, the optimal linear velocity is higher as illustrated by Equation 

18. 

Sub-2 µm particles are even more advantageous when working at u>uopt because the C-term 

of the van Deemter equation-the most important term in those conditions- is reduced as 

illustrated in Equation 19.  

Also, the Darcy relation links the diameter particle with the backpressure generated in Equation 

20. 

The use of sub-2 µm particles requires UHPLC systems because of the generation of 

backpressure not compatible with conventional HPLC instruments limited at 400 bar68,69. Some 

limitations or precautions have to be underlined when using such technology to benefit of its 

advantages over the long-term. 

 

First, the mechanical resistance of sub-2 µm particles has to be very important to support 

packing pressures that are higher than those used during UHPLC analysis. It is a necessary 

condition to avoid the formation of preferential ways during packing that are deleterious for 

efficiency. Moreover, cracks of the silica particles may lead to frit clogging that have smaller 

porosity than those used in HPLC (0.2 - 0.5 µm in UHPLC vs. 2 µm in HPLC). Due to the higher 

risk of column frits clogging, it is necessary to use only high grade for solvents and salts, and 

to filter the mobile phase through 0.22 µm membrane filters. 

 

To increase the column lifetime, the chemical resistance can be improved by the Bridged 

Ethylene Hybrid (BEH) technology, which corresponds to a hybrid silica particle containing 

ethane bridges between two adjacent silicon atoms68,70. 

All in all, to extend column and instrument lifetimes, it is recommended to work at 70-80% of 

ΔPmax. 

Another phenomenon that negatively impacts efficiency is the frictional heating that occurs 

when the pressure exceeds 400 bar58. The mobile phase percolation through the sub-2 µm 

particle packed column induces  overheating that, if not dissipated, leads to gradient 

temperatures (both radial and longitudinal) inside the column66,71. In particular, longitudinal 

gradients change the mobile phase viscosity and so the retention; and radial gradients cause 

a deformation of the elution band in which the solutes at the center are faster than those near 

the column walls. The elution band being wider, a loss of efficiency is noted72–74. This 

phenomenon can be attenuated by using smaller column geometries (50 � 2.1 mm I.D. instead 

of 150 � 4.6 mm I.D.)75
.  
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Despite those possible complications that are intrinsically due to the use of ultra-high pressure, 

the combination of sub-2 µm/UHPLC dedicated system is a very effective strategy to quickly 

generate important plate numbers. Many investigations were done on theoretical aspects and 

applications (mainly small and biomolecules). Nowadays, this technology is still in progress, 

both concerning columns with particles down to 1.3 µm, and UHPLC systems operating at 

pressure up to 1500 bar76–78. The interest of UHPLC in 2D-LC has also been recently highlighted 

and seemed a reliable way to plenary benefit of the UHPLC advantages79. On UHPLC 

instrument, higher flow rates can be employed if ultra-fast separations are required; or higher 

column length can be used if ultra-high efficiency is necessary80,81. 

 

I-1-4-4. Core-shell technology  

This technology was originally developed by Horvath82 who proposed 30-50 µm particles 

surrounded by a 1-2 µm polymer, but with limited specific surface area and non-uniform and 

instable surface. Then, in the early 70’s, Kirkland proposed a solid core of 10 µm surrounded 

by a layer of spherical nanoparticles83. 

 

The first commercialization by Agilent took place in the 90’s under the trademark Poroshell, 

and corresponded to a 5 µm particle with a shell of 0.25 µm.  The particles presented a better 

mass transfer allowing for good performances for macromolecules (peptides/proteins)84
, and 

afterward for small solutes.   

 

This technology was further updated and widespread since 2007 with the commercialization 

of 2.6-2.7 µm Superficially Porous Particles (SPP) made of a solid core with a shell thickness of 

0.35-0.50 µm. It was rapidly used as an alternative to sub-2 µm particles as they preserve 

around 80% of Fully Porous Particles (FPP) sub-2 µm efficiency with a backpressure 2-fold 

lower80,85,86. Such sub-3 µm SPP can be used with a conventional HPLC instrument provided 

that the extra-column volumes are minimized.  

SPPs allow for higher efficiency than the porous ones, as a result of the reduction of the 

diffusion phenomena. Many studies and papers were done to explain the higher 

chromatographic performances87–97. 

 

Actually, the narrow particle size distribution combined with a higher roughness allow for a 

reduction of the A term of the van Deemter curve. Moreover, no longitudinal diffusion can take 

place in the solid inner core, minimizing the B term. Finally, the global mass transfer resistance 
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is slightly lower with SPP, so the C term is also reduced. Moreover, a study conducted by Gritti 

and Guiochon showed that SPP had a higher thermal conductivity that decrease the radial 

gradient temperature in the column and allows for working at higher mobile phase velocity 

without increasing too much H98. 

 

If only Agilent provided the Poroshell particle (4.50 µm core-0.25 µm shell) in the 90’s, several 

morphologies (diameter, porous shell thickness, porosity) are now available. Since 2007, the 

real trend is the 2.6-2.7 µm SPP. If there are many providers of columns based on SPP, few are 

manufacturers.  Consequently, the solid core is mainly 1.6-1.7 µm surrounded by a porous shell, 

further functionalized and commercialized on their own trademark.   

 

The morphology impacts the kinetic performances and especially the shell thickness that 

constitutes the active exchange surface for solutes99,100. As the layer is thin, the efficiency is 

higher but the retention capacity and the loadability are limited, the latter being especially 

deleterious for ionizable solutes101.  

 

Some factors may limit the application of SPP for method scale up. First, few manufacturers 

offer a preparative column format, making difficult the transposition from low quantitative 

methods to preparative scale chromatography. Also, the loading capacity is lower due to 

limited surface area (170-210 m²/g). It seems, at least for the moment, that a method has to 

be run at the analytical scale (Quality and Control) and one at the preparative scale 

(production).  

 

A good compromise between efficiency, retention and loading capacity has to be found, but 

this technology is now widely used for ultra-fast analysis102 and/or high-resolution analysis103.  

 

Nowadays, two opposite trends are noticed in terms of SPP size. The use of sub-2 µm SPP 

launch in 2009 (Kinetex 1.3 and 1.7 µm by Phenomenex, and Cortecs 1.6 µm by Waters) allowed 

for reaching up to 500,000 plates/meter and pushed the chromatographic performance 

limits104,105. On the contrary, 4-5 µm SPP launch in 2012 were developed for pharmaceutical 

purposes to avoid the revalidation of methods already developed on FPP. Halo and Ascentis 

Express 5 µm SPP are available from Advanced Material Technologies and Sigma, respectively; 

Kinetex 4.6 µm from Phenomenex and Accucore 4 µm from Thermofisher Scientific. 

Additionally, developments were proposed in terms of pore size, for instance, widepore SPP 
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(300-400 Å), launch in 2011, are available from Advanced Material Technologies (Halo 400 Å) 

and Phenomenex Aeris (300 Å). Even with those improvements, there is still a lack scalability, 

so it is still important that manufacturers develop a wide range of stationary phases with scaling 

options to improve lab-productivity. Especially, preparative SPP columns (21.2 mm I.D. launch 

in 2013) and chiral columns are not very widespread.  

 

As UHPLC, the SPP technology offers high efficiency with reduced run times, and require low 

dispersion LC systems to provide the vaunted efficiencies. 
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Conclusion 

 

In the past four decades, many evolutions were done on HPLC that is nowadays, considered as 

the technique of choice in numerous fields, including pharmaceutical, forensic, biological, 

environmental and food analysis. Those evolutions encompassed the modern instrumentation 

with continuously lower extra-column volumes to minimize the diffusion phenomena and to 

obtain the highest possible efficiency.   

To evaluate such kinetic performances, the van Deemter plots are widely used, and can be 

completed by using the kinetic plot theory. In recent years, kinetic plots have become the tool 

by which different LC columns, particle types, and particle sizes have been compared with each 

other. Also, questions about performance, column length, and the merits of different 

technologies (UHPLC, monoliths, SPP, HTLC) have been tackled using the same tools.  

Some conclusions about those technologies and the modern instrumentation can be drawn 

and are summarized in Table 3. Some assumptions for the future also have been highlighted 

in a review of Guillarme et al.106
 

 

Technology 

 

 

 

 

Monoliths 

- Low backpressure (high permeability) 

- HPLC system compatibility 

- Lack of chemistries, providers and long columns (150-
250mm) 
- Undirect method transfer from HPLC to monolith 

- Resistance (P<200 bar) and pH (2<pH<8) 

 

 

HTLC 

- Lower organic modifier consumption 

- Better peak shape for basic and large 

molecules 

- Ultra-fast analysis and high-resolution 
in combination with UHPLC 

- Thermal stability of SP and solutes at T>100°C 

- Dedicated instrumentation (preheating + cooling devices, 

backpressure regulator) 

-Method transfer difficult as α depends on T 

 

 

UHPLC 

- Easy method transfer from HPLC to 

UHPLC 

- Fast analysis 

- Availability of many sub-2 µm columns 

- Dedicated instrumentation ((low σ²ext, elevated acquisition 
rate, fast injection, pumps) 
- Consumable costs 

- Frictional heating, solvent compressibility around 1000 bar 

- Need of UHPLC columns for biomolecule analysis such as 
large proteins 
 

 

Core-shell 

(SPP) 

- Lower diffusion than in FPP (especially 

for large molecules) 

- Better packing quality 

- HPLC system compatibility  

- Need of widepore SPP for large protein analysis 

- Lower retention and loading capacity than FPP 

- Lower backpressure resistance (<600 bar) than FPP sub-2 µm 

and pH (1<pH<11 for some surface chemistries) 

Table 3: Advantages and drawbacks of approaches for high-throughput and high-resolution 
analysis in liquid chromatography 
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I-2. Liquid chromatography modes 

 

Liquid chromatography is one of the most used separation techniques in many fields (e.g. 

environment, pharmaceutical and food industries, chemistry, toxicology).  The 

chromatographic modes employed have to be adapted depending on the physico-chemical 

properties of solutes. The partition coefficient (log P) is the ratio of the concentration of the 

compound in octanol to its concentration in water (Equation 23). The distribution coefficient 

(logD) is the ratio of the sum of the concentrations of all species of the compound in octanol 

to the sum of the concentrations of all species of the compound in water (Equation 24).  

log ����/��� = log �[���i��]����������z��z���
[���i��]���� ���z��z���$          Equation 25 

log ¡���/��� = log �[���i��]����������z��z���E[���i��]�������z��z���
[���i��]���� ���z��z���E [���i��]���� z��z���$        Equation 26 

 

In general, three primary characteristics of chemical compounds can be used to monitor HPLC 

separations: polarity, charge, and molecular size. The following sections are devoted to the 

presentation of the different achiral LC modes that can be set up depending on the solutes. 

 

I-2-1. Normal Phase Liquid Chromatography (NPLC) 

 

Normal Phase Liquid Chromatography (NPLC) was, chronologically, the first Liquid 

Chromatographic technique. In the separations of plant extracts, Tswett used a polar stationary 

phase of chalk in a glass column with a much less polar mobile phase. This classical mode of 

chromatography became known as normal phase. 

This mode is especially used for purification purposes, for example, the separation by class of 

polarity of the lipid polar groups.   

The stationary phase is mainly silica (pH stability 2-8) or alumina (pH stability 2 - 12) and the 

retention of the compounds is governed by an adsorption mechanism of solutes on the polar, 

weakly acidic surface of silica gel107. Also, bonded SP such as cyano, diol or amino groups have 

been developed. In such case, the mechanism involved is similar to partitioning.  

The mobile phase usually consists of an organic solvent mixture of a very nonpolar with a 

slightly more polar solvent such as heptane/ethyl acetate or heptane/isopropanol. Therefore 

polar compounds are retained longer than the nonpolar ones.  
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However, this mode has some limitations: the solvents used are pollutant and/or toxic, 

unsuitable with ESI-MS108, and sometimes the solubility of the solute is not good with the 

solvents. Also, this mode is extremely sensitive to water leading to repeatability troubles 

(especially when adsorption mechanism), the equilibration time is long and often peaks are 

broadened. 

 

I-2-2. Reversed-Phase Liquid Chromatography (RPLC) 

 

The Reversed-Phase Liquid Chromatography (RPLC) is the most LC mode employed in 

chromatography. The mobile phase usually consists of a mixture of water with organic solvent 

(e.g. methanol, acetonitrile, ethanol, isopropanol, tetrahydrofuran…). The stationary phase is 

commonly based on silica particles, functionalized with hydrophobic ligand such as alkyl 

chains. The universal ligand (≈ 90% of the separations) is the octadecylsilane group (C18), but 

some other short alkyl chains (octylsilane group: C8, butylsilane: C4) can be used, especially in 

case of the separation of highly hydrophobic solute that are too retained on C18. The 

popularity of RPLC and its wide application range is explained by its robustness, MS 

compatibility, and its versatility. Solutes from a middle to a low polarity are well separated by 

hydrophobic interactions. But hydrophobic stationary phases have some disadvantages: they 

can be incompatible with a high aqueous content, the polar solutes retention can be too low, 

and important peak tailing for such solutes (i.e basic solutes) leads to poor resolution. The 

introduction of a polar group into the structure of the ligand, often alkyl stationary phases109–

116, led to what is now called polar-embedded stationary phases. Embedding a polar functional 

group (e.g. amide, carbamate117) into a bonded alkyl chain reduced the peak tailing for basic 

analytes and showed unique selectivity for certain classes of analytes such as phenols. Also, 

when high aqueous content in the mobile phase is necessary to achieve the baseline resolution 

or for solubility purposes, a polar end-capping can be achieved enhancing the wetting of the 

C18 stationary phase, and/or protect from the residual silanols, and/or tune selectivity111,118–121. 

Also, original stationary phases such as pentafluorophenyl (PFP) were developed and gave rise 

to orthogonal retention and selectivity for the analysis of polar/ionisable solutes with 

conditions of RPLC mode122,123.  

Ionisable solute can be analyzed by RP-mode by adjusting the pH of the mobile phase as they 

are more retained in their neutral form124,125. Caution has to be taken to ensure a pH in the 

stability range of the stationary phase, which can be for the most stables from 1 to 12. 
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I-2-3. Ion Exchange Chromatography (IEC) 

 

Ion Exchange Chromatography (IEC) is widely used in industrial processes (e.g. separation of 

inorganic ions, biomolecules, and oligosaccharides). The resin matrix has generally quite high 

binding capacities and is usually relatively inexpensive when compared with other types of 

stationary phase. Ion exchange chromatography is probably the most widely used large-scale 

chromatographic process but is limited to ionizable water soluble molecules. 

Stationary phases for ion-exchange separations are characterized by the nature and strength 

of the acidic or basic functions on their surfaces and the types of ions that they attract and 

retain. Positively charged ions are retained and separated on a cation exchange possessing a 

negative surface. On the contrary, negatively charged ions are analyzed on an anion exchange 

having positively charged ligands at the surface. The rate of migration and hence the 

separation depends on the charge, polarizability, and size of solvated ions. Two categories of 

exchangers can be distinguished: strong and weak ion exchangers.  

� Strong ion exchangers:  

The functional groups (e.g. quaternary ammonium or sodium sulfonate) are always ionized and 

allow for retaining and separating weak ions. The elution comes from displacement by ions of 

the mobile phase that are more strongly attracted to the stationary phase.  

� Weak ion exchangers:  

Depending on the pH, the functional groups (e.g. with secondary-amine or carboxylic-acid 

functions) are charged and retain strong ions. The ions are eluted by displacement or, if not 

possible, the exchange sites can be neutralized, losing their ability to retain ions by charge.  In 

their neutral form, weak ion exchangers could retain and separate solutes by hydrophobic or 

hydrophilic interactions. Then, elution strength is determined by the polarity of the mobile 

phase, so weak ion exchangers may be used for mixed-mode separations (separations based 

on both polarity and charge). Also, it is possible to change the mobile phase pH to tune the 

selectivity.  Nowadays, new SPs for IEC allow for adjusting the retention and the elution order 

depending on the polarizability of the ions. Such new SPs developed by Thermo Scientific™ 

rely on secondary interactions, depending on the functional group inserted in the structure of 

the SP. 

The most widely used type of stationary phase is a synthetic copolymer of styrene and divinyl 

benzene (PS-DVB), produced as very small beads in the micrometer range. Careful control over 
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the amount of DVB added dictates the degree of cross-linking, the porosity of the resinous 

structure, and its stability.  

To optimize binding of all charged molecules, the mobile phase is generally a low to medium 

conductivity (i.e. low to medium salt concentration) solution. By increasing the salt 

concentration (generally by using a linear salt gradient) the molecules with the weakest ionic 

interactions start to elute from the column first. Molecules that have a stronger ionic interaction 

require a higher salt concentration and elute later in the gradient. Some precautions have to 

be taken, especially if using a strong-cation exchanger to retain a strong base, which leads to 

strong attraction as they both remain charged. The elution can only be achieved by swamping 

the strong cation exchanger with a competing ion that exhibits even stronger interactions with 

the active exchange sites than the solute does.   

 

However, IEC suffers from some limitations: the low kinetic leads to lower efficiency, the MS 

compatibility126 is still difficult, a specific instrumentation is required to support aggressive pH 

conditions. 

 

I-2-4. Hydrophilic Interaction Liquid Chromatography (HILIC) 

 

Initially described by Alpert in 1990127 , it is really since 2006 with the studies of McCalley, 

Hemstroem and Irgum128,129 that HILIC-mode became largely used. The main applications are 

for polar solutes, but the HILIC mode is also applicable for lower polar solutes, allowing for 

orthogonal separations to RPLC130. The stationary phases are polar (e.g. bare silica, polar 

modified silica such as amide, amine or diol) and the mobile phase is composed of water (≥ 

3%), with a high percentage of organic modifier (≥ 60%, mainly acetonitrile). The retention 

mechanisms are influenced by the SP chemistry, the MP composition (pH, ionic strength, 

organic modifier), and the solute. The retention mechanisms are multimodal and not 

completely well-understood131 and can be summarized130,132,133 as represented in Figure 10: 

 

� Hydrophilic partition between the ACN enriched mobile phase and the water layer 

adsorbed through hydrogen bonds to the silica surface 

� Adsorption at the SP surface through hydrogen bonds with silanols, diols or amides 

groups onto the silica surface 
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� Electrostatic interactions between ionic or ionizable solutes, and the charged silica 

surface (negatively from the silanols, positively from amino groups, or both in case of 

zwitterionic ligand).  

 

Figure 10: Schematic representation of the HILIC mechanisms134 

The elution order prediction is tricky as it depends on the polarity, hydrogen bonds capacity, 

and ionization state of solutes, which is difficult to predict because of the high content of ACN 

that influences pH of the mobile phase and pKa of the solute135–137. Even if there is no standard 

SP such as C18 in RPLC, many stationary phases devoted to HILIC are available, mainly on silica 

support or polymeric material130,138 as presented in Figure 11. 

 

Figure 11:  Stationary phase chemistries for HILIC mode and their representation, based on130,138 
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The bare silica material is the main used as it represents 35% of the applications published139. 

This SP presents good retention of polar solutes and positively charged solutes by electrostatic 

interactions with the deprotonated silanols at the surface. The second most used SP is the 

zwitterionic support (25%), with the sulfoalkylbetaine and the phosphocholine-type. The 

sulfoalkylbetaine contains a sulfonic acid and a quaternary ammonium linked by an alkyl chain. 

The phosphocholine material possesses both negatively charged phosphoric acid and 

positively charged quaternary ammonium groups. The positively and/or negatively charged 

solutes can both be retained by hydrophilic partition and electrostatic interactions. Finally, 

neutral stationary phases are also used and ionic interactions are only due to residual silanols 

in those SP. The diol SP is a good one in this category and even more the amide SP, particularly 

useful for peptides, glucans and oligosaccharides analysis. Then, SP containing a basic function 

are also available and the most common is aminopropyle, This SP is mainly used for saccharide 

analyses, as it improves the mutarotation of saccharides anomers, avoiding the double peak 

formation140. Indeed, the amine functionality on the bonded phase creates a local high pH 

environment that is advantageous for collapsing the sugar anomers by increasing the kinetics 

of interconversion between α and β forms. Some other ligands can be employed in HILIC mode 

such as cyanopropyle, fluorophenyl, cyclodextrins, polysuccinimide, often for specific 

applications141. 

The MP choice is important as it impacts the retention mechanisms. Buffers are used as they 

improve the peak shape of ionic compounds128,142. Also, the water layer is probably thinner 

without buffers, which decreases the neutral solutes retention143,144. Two requirements have to 

be fulfilled: to be MS compatible, the buffers have to be volatile; also they have to be soluble 

in high ACN content mixtures such as ammonium acetate or ammonium formate142. 

Ionic interactions are dependent of the salt concentration: the most ionic strength, the less 

ionic interactions involved in retention. With negatively charged SP (as silica above pH 3), basic 

solutes are less retained when the salt concentration increases. Conversely, the negatively 

charged solutes are more retained due to a reduction of electrostatic repulsion. Ionic strength 

generally improve the shape and peak width, but is detrimental to MS detection.  

Concerning the organic modifier, a classification has been done depending on their elution 

strength as presented in Figure 12. 
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Figure 12: Elution strength evolution in HILIC-mode 
 

ACN is largely favored as it is aprotic, and has a low cut-off compare to acetone that absorbs 

between 220 and 330 nm. Alcohols are protic, so they may disturb the water layer at the SP 

surface and decrease the hydrophilic partition. Temperature is also a parameter to consider as 

it influences diffusivity, viscosity, and transfer enthalpy of the solute between the two phases145. 

However, the effect is solute-dependent, for highly polar compounds mainly separated 

through hydrophilic partition, the increase of temperature may lead to a decrease of retention.  

Another crucial parameter is the injection solvent that has to be as close as possible to the 

initial conditions of the MP. A minimum of 80% (v/v) of ACN is a good value, but has to be 

adapted depending on the solute and its solubility. For highly hydrophilic solutes, IPA, DMSO, 

EtOH, and in last alternative MeOH, or water can be used, mixed with ACN146,147. It has also to 

be noticed that the injection volume has to be minimized, between 0.5 and 1.5% of the column 

volume to avoid losing efficiency146. 

In conclusion, HILIC mode allows the separation of hydrophilic and/or ionizable solutes with 

MS compatibility. The high organic content favors desolvation of solutes for MS detection148,149, 

and reduces the mobile phase viscosity, decreasing the backpressure up to 3-folds. This 

approach is highly compatible with sub-2 µm packed columns, and/or with the use of longer 

columns for fast and/or high resolution analyses150. HILIC mode can be seen as a 

complementary techniques to RPLC due to the variety of mechanisms involved that offers 

different selectivities.   

The main drawback is the use of high content of ACN, which may suffer from high cost 

depending on the plastic market. Also, the mechanisms being various, HILIC mode is not as 

predictable as RPLC. As they are dependent of pH, ionic strength, pKa solute, and that all those 

parameters depends on the organic content, the results can be complicated to rationalize128,137. 

Another aspect that has to be taken into account is the equilibration time up to 2-4 times 

longer than in RPLC. Also, the efficiency is generally lower than those obtained under RPLC 

conditions. It has to be noticed that the sample solvent and the salt concentration are critical 

parameters that strongly affect efficiency (peak width and peak shape)142,146. 
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I-2-5. Mixed Mode Chromatography (MMC) 

 

The development of this approach is linked to the need of simultaneous analysis of polar and 

non-polar, ionizable and neutral, and organic and inorganic compounds. Mixed-Mode 

Chromatography (MMC) is a powerful tool in separation of various molecules as it presents at 

least two modes of interactions simultaneously that could be modulated by mobile phase 

selection. Multiple mechanisms of interactions allow the use of one stationary phase for a wide 

range of applications compared to RPLC or IEC151. Many LC modes can be combined, like RPLC-

IEC, HILIC-IEC, RPLC-HILIC, IEC-RPLC-HILIC152,153
. Those modes being orthogonal and 

complemental, they allow simultaneous separations that could not be achieved in a single 

mode. For example, for a sample containing apolar and ionized polar molecules, RPLC-IEC 

avoid using Ion Pairing Reagent (IPR) or high amount of salts, such that MS detection is 

possible154. 

 

In the last few years, several companies have introduced new mixed-mode columns with 

different stationary phases (SIELC, Dionex, Imtakt, Sepax, Agela, etc). The first generation of 

mixed-mode columns corresponded to low coverage C18 stationary phases. Residual silanol 

groups that have acidic properties with pKa of 5 provide additional ionic interactions. But 

contaminations in silica gel (i.e. metallic impurities…) can affect the silanol acidity, leading to 

variability of the ionic sites. Other problems include the reproducibility of partial coverage, and 

the narrow range of mobile phase pH to provide the silanol ionization.  

Second-generation mixed-mode columns combine one of the ion-exchange groups as a part 

of hydrophobic ligand attached to the surface. These columns show better reproducibility and 

retention control for neutral and ionic compounds155. In case of dual interactions, ions opposite 

to the stationary phase are retained by ion-exchange interactions156.  

Third-generation mixed-mode columns have an increased capacity and retention control. Ionic 

compounds can be retained by cation and anion-exchange mechanisms, and the hydrophobic 

compounds by reversed-phase mechanism. The main advantage of this stationary phase 

configuration is an ability to retain both cations and anions at the same time with low buffer 

concentration in the mobile phase. Ionization state of stationary phase and ratio between 

cation-exchange and anion-exchange sites can be adjusted by changing the pH of the mobile 

phase.  
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Modern mixed-mode SPs offer various benefits:  great flexibility, reproducibility, and loadability 

for separation of a wide range of compounds and often, symmetrical peak shape for basic 

molecules. Multiple controllable interactions on a column allow for a better control of retention 

for various solutes that can be separated in a single run. In mixed-mode chromatography, the 

same column can be used either in a single mode (cation-exchange, anion-exchange, reversed-

phase), or in combination of modes. Complex interaction of mixed-mode SPs with solutes often 

produce superior selectivity as compared to single mode SP. The selectivity of separation can 

be controlled by varying the amounts of organic component, buffer pH, and buffer 

concentration. Buffer pH will affect both solutes and SP ionization state, because the ionic 

strength of the column can be modulated based on the pH of the mobile phase. 

All modern mixed-mode SPs are compatible with LC/MS and preparative chromatography, and 

can be used to successfully develop methods in various sectors (e.g. pharmaceutical, chemical, 

food, and environmental industry). Method development in mixed-mode chromatography is 

based on understanding of individual interactions (i.e. hydrophobic, HILIC and ion exchange). 

 

However, MMC suffers from a lower efficiency resulting from the multiple interaction types. 

Also, there are still few mixed-mode columns available in FPP sub-2 µm commercial columns 

(for UHPLC) and SPP columns (for HPLC). 
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Conclusion 

 

As the SPs developed during this thesis are usable in different LC-mode (essentially RPLC, JILIC, 

and MMC), this part was devoted to the presentation of the main LC-modes. Depending on 

the physico-chemical properties of the solutes to be analyzed, the chromatographic mode 

have to be adapted. The chromatographic mode choice mainly depends on the polarity of the 

sample and its solubility in the chromatographic conditions. 

The Figure 13 summarizes which LC mode has to be selected depending on the balance 

hydrophobicity/hydrophilicity.  

 

 

Figure 13: Representation of the chromatographic modes used depending on the log P/log D 
range. Here the SFC is not represented, but by modulation of the additives, a wide range of 

polarity can be covered.  

 

Each mode has its own advantages and drawbacks, and some of them can be combined in 

order to increase orthogonality and have a diversity of interactions allowing for better 

resolution of complex mixtures. Such attempt is the challenge of 2D-LC using two different SP 

chemistries.
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I-3. Stationary phase synthesis: From bare silica to functionalized 

silica  

 

The solid supports that can be used for surface modification are polymers, titania, alumina, 

zirconia, thoria, and silica. Silica is the most widely used solid support in liquid chromatography 

because it is inexpensive and is commercially available in many particle sizes and in different 

pore sizes, which make it possible to modify at ease. Moreover, it has a very high mechanical 

stability and provides high efficiency. 

 

Although silica has been one of the dominant choices as a solid support for stationary phases, 

numerous attempts have been made to find an alternative material to overcome some of its 

drawbacks. The major issues of using silica as support are the pH instability and the strong 

affinity of basic compounds for the silanols at the silica surface. At a pH less than 2, the 

stationary phase undergoes ligand cleavage, while at pH greater than 8 silica begins to dissolve. 

However, it is possible to operate columns at a higher pH, provided the silica support is densely 

bonded, extensively end-capped, or has a longer chain column packing that allows the use of 

organic buffers as part of the mobile phase.  

 

The following part is dedicated to the pathways developed to functionalize the bare silica 

material and the different types of bonded phases that could be obtained. Also, the major 

issues related to the use of silica as bare material, and the way to overcome it are highlighted. 

 

I-3-1. Silica as chromatographic support  

 

The synthetic process for producing very pure starting silica with very controllable particle and 

pore sizes has enhanced chromatography immensely. Silica gel, SiO2, is a partially hydrated 

and a highly porous form of silica, which is made from the most abundant elements in the 

earth’s crust. Since the 1970s, silica gel has been the most widely used support for RPLC.  

There are two main types of silica gel referred to as Type A and B forms, and a specific Type C 

that corresponds to hydride silica. Type A silica gels are made by aggregating silica-sol 

particles. This type of silica has a low surface area (< 200 m2/g), a low porosity, and regular 

pore sizes. Gelling soluble silicates produce type B silica, called xerogel and silgel, or coalescing 



Chapter I. Generalities and State of the Art 

46 

fumed silica. This process leads to high surface area (200 m2/g), higher porosities, and irregular 

pore volumes. The walls of silgels have variable wall thickness leading to a less rigid surface157.  

The silica surface has different kinds of active groups presented in Figure 14.  It consists of 

three distinct silanol groups: free or isolated, vicinal, and geminal, along with physio-adsorbed 

water and siloxanes. All three types of silanols can play important roles during a 

chromatographic experiment and have different activity levels (Table 4). Acidic silanol groups 

interact with basic analytes which leads to poor resolution, and peak tailing. Metals such as Fe, 

Al, and Zn which are found in silica can also contribute to peak tailing and retention properties 

during separation. As the quantity of metal impurities is largely reduced for the Type B silica, 

it is nowadays the most commonly used.  

 

 

 

 

 

 

 

 

 

Despite the physical characteristics of the bare silica material, the surface chemistry is similar 

and corresponds to silanol groups that can be modified through various synthetic routes 

presented in the following part. 

 

I-3-2. Synthetic procedures 

 

The nature of the starting silica is of major concern. Column-to-column reproducibility is based 

on the batch-to-batch reproducibility of the manufacturer’s silica. Problems can lie in poor 

particle size, poor control of pore volume and size, and metal impurities that change the acidity 

of the silanols on the surface. There have been numerous studies looking at the impurity effects 

on the properties of the SP158–161. Barrett and coworkers160 showed that rehydroxylation with 

dilute hydrofluoric acid gives less metal contamination than hydrochloric acid or nitric acid 

treatments. The metals on the surface are very high energy adsorption sites for basic solutes 

Free 

 silanol 

Geminal 

 silanol 

Vicinal 

 silanol 

Siloxane 

Figure 14: Active groups onto the silica surface 

Table 4: Activity level of the silica surface sites 
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and metal complexation can occur. Also, the newer types of base silica have less metal 

contamination (Type B) and do not require specific pretreatment before grafting. 

 

Bare silica has limited pH stability and may lead to peak tailing when analyzing basic 

compounds due to interactions with the silanol groups. Making modification can be 

advantageous in terms of pH stability, as well as peak tailing, and allows the silica to be used 

with aqueous solutions for a longer period of time. Silanol groups onto the silica surface react 

with bonding groups to form the bonded phase. Different methods have been developed to 

modify the silica surface and are presented in the following part. 

 

I-3-2-1. Etherification 

The reaction is achieved between a silanol and an alcohol group: Si-OH + R-OH → Si-OR + 

H2O 

This method is simple and the bonded phase is thermally stable. The drawback of this 

modification is the instability of the linkage (Si-O-C) in the presence of water. Therefore it is 

not possible to use stationary phases based on this modification for many HPLC applications 

with aqueous mobile phases.  

 

I-3-2-2. Chlorination reaction and organometallic compounds 

The first step of this procedure consists in a reaction between silica and thionyl chloride to 

form an unstable chlorinated intermediate. In the second step the chlorinated intermediate 

reacts with an organometallic compound (i.e. Grignard reagent or organolithium) leading to 

the formation of a Si-C linkage.  

The reaction can be written as: Si-OH + SOCl2 → Si-Cl + SO2 + HCl    

And then Si-Cl + BrMgR → Si-R + MgClBr or Si-Cl + Li-R  →  Si-R + Li-Cl 

The disadvantages of this reaction are the elimination of the metal salt byproduct. Also, the 

chlorinated intermediate is very unstable, hence the reaction has to be carried out in dry 

solvent162,163, which can lead to reproducibility troubles. 

 

I-3-2-3. Silanization and hydrosilation 

Another approach developed by Pesek et al.162,163 consisted in modifying the silica surface in 

two steps: first, a silanization with triethoxysilane (TEOS) and then, a hydrosilation reaction to 

attach an alkyl group onto the silica surface (Figure 15). The silanization reaction involves the 
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formation of a stable hydride monolayer in the presence of an acid catalyst. The hydride 

intermediate formed can be stored for longer periods of time, as it is stable in air or water 

without degradation. A very good yield, up to 95% surface coverage with a nonpolar Si-H 

monolayer has been reported164. 

 

where n = 1–3 and Y = H or Si(OSi)2R depending on the extent of crosslinking 

 

where cat = catalyst, metal complex such as hexachloroplatinic acid or free radical initiator such as t-butyl peroxide 

Figure 15: Silanization followed by hydrosilation to functionalize the silica surface, based on165
 

 

The linkage grafting of the organic group at the silica hydride surface occurs in the 

hydrosilation step and forms the Si-C linkage. The reaction is facilitated by the presence of a 

transition metal complex catalyst, usually Speier’s catalyst: a 2-propanol solution of 

hexachloroplatinic acid. However, the transition step while attaching an olefin to the silica 

hydride forms a complex with the catalyst. The latter being a transition metal complex catalyst, 

the large size of the intermediate generate steric hindrance, which might result in a lower rate 

of organic group on the surface. Also, the catalyst can undergo reduction by itself. The silica 

hydride and metal complex catalyst react together and form Pt (0) deposition on the surface, 

deleterious for the chromatographic performances. The use of free radical initiation instead of 

a transition metal complex might solve the problem, but limited studies have been done166. 

The formation of the Si-C bond at the surface seems to be more stable than the commercially 

available stationary phases that are formed after an organosilation reaction. An important 

advantage of hydrosilation method is that the silica hydride intermediate can be used by itself 

as a stationary phase in reversed-phase conditions, organic normal phase conditions, and 

aqueous normal phase condition.  

 

I-3-2-4. Organosilanization 

Most of commercially available columns result from the silica modification by 

organosilanization. The reaction involves an organosilane reagent with a leaving group that 

can be a halide, a dimethylamino group, a methoxy, or an ethoxy group, and the silanol groups 

at the silica surface. The reactivity is represented in Figure 16, based on the study of Unger et 
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al.167  The highest grafting rate they obtained was 4.1 mol/m² using an organosilane with 

dimethylamino as leaving group.  

 

Figure 16: Scale of the silane reactivity 

The organosilanization reaction can be written as: Si-OH + X-Si R’R → Si-O-Si R’R + HX   with 

X the leaving group, R and R’ the ligand groups. Due to the low cost and commercial 

availability, chlorosilanes are often used. 

The general disadvantage of organosilanization is that an acid by-product is formed during the 

reaction which can hydrolyze the Si-O-Si-C bonds already formed. Monomeric organosilane 

stationary phases have poorer hydrolytic stability under acidic and basic conditions than those 

obtained through hydrosilation procedure163,168, but some approaches discussed later can 

improve it. 

The organosilane reagent is covalently bonded onto the silica surface and depending on the 

functionality of the reagent, monomeric or polymeric stationary phases are produced. 

Nevertheless, the one-step organosilanization procedure being relatively easy, reproducible, 

and thanks to the diversity of commercially available organosilanes, this method is actually the 

most used to functionalize silica. 

 

I-3-3. Types of bonded stationary phases 

 

Usually, three types are distinguished: the brush phase, the oligomeric phase, and the bulk 

phase.  

They differ by  the number of leaving groups, mono, di, or tri substituted169. 

Unfortunately, the orientation of the alkyl chains on the surface is not known as silanols can be 

evenly or randomly distributed at the silica surface, and inside the pores. Also, steric hindrance 

has to be considered when large organosilanes (e.g. octadecyldimethylsilane) have to be 

attached onto the silica surface. Despite those difficulties intrinsically due to the diversity of 

the bare silica material, some procedures have been developed and allow, on average, to 

obtain reproducible and efficient supports.  
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I-3-3-1. Monomeric phases “brush-type” 

The first type of bonded phase is the brush-type phase that requires a silane reagent containing 

only one leaving group. The bonding can only be done through one linkage resulting from the 

reaction with the silanol functions onto the silica surface.  This type of phase is also called 

monomeric phase. Since the end of 70’s, some studies were done to develop such 

functionalization, that is still largely used today170,171. 

Monomeric phases using organosilane chemistry are mainly dimethyl substituted, but sterically 

protected monomeric SPs can be synthesized if the ligand contains hindering group. Kirkland 

and Henderson showed that using phases with diisobutyl and diisopropyl side chains led to 

lower surface coverage but better peak shapes, leading to higher column efficiency for basic 

drugs at pH 7172. 

A major advantage of the monomeric reaction is the reproducibility and the single layer 

coverage173. The amount of surface coverage or bonding density is very important to the 

chromatographer.  The maximal surface coverage was estimated around 8 ± 1 μmol/m2. 

However, only about one-half of the silanols can react due to steric hindrance of the side chains 

on the ligand. Commercially available columns usually have a bonding density range to 3.0 - 

3.5 μmol/m2.  

Generally, five main variables can alter the reaction: the solvent, the base, the leaving group, 

and the reaction temperature and time. The amount of starting materials in the reaction and 

the amount of water onto the silica surface is also of concern for reproducible high 

density167,174. The schematic representation of monofunctionalization using n-

octadecylsimethylchlorosilane presented in Figure 17. 

 

Figure 17: Schematic representation of monofunctionalization using n-

octadecyldimethylchlorosilane, from175 



Chapter I. Generalities and State of the Art 

51 

Often, dipolar aprotic solvent such as dichloromethane, tetrahydrofurane, ether, acetonitrile, 

or N,N-dimethylformamide are used. Also, a base (imidazole, pyridine, 2,6-lutidine, 

quinuclidine, or 4-dimethylaminopyridine) is used to react with the silane and form an 

intermediate176. Until 1988, almost all bonding reactions were done under refluxing condition. 

Sentell et al. used sonication to drive reactions at low temperatures177 and observed a higher 

bonding. It was previously explained that reactions occurring at a liquid-solid interface are 

enhanced by ultrasound. 

Monochlorosilanes used for monomeric phases have a relatively low reactivity. The role of the 

leaving group was investigated167,176,178–180 and the reactivity scale is represented in Figure 16.  

 

I-3-3-2. Oligomeric-type and bulk-phase type 

The second and third types of stationary phases are called the oligomeric-type phase and the 

bulk-phase type. The oligomeric phase uses a disubstituted silane reagent, and the bulk phase 

uses a trisubstituted silane one, leading to covalent bonding onto the silica surface with more 

than one bond possible (the case of monomeric phases)172. With these phases, vertical 

polymerization or horizontal polymerization can occur as presented in Figure 18. 

 

Figure 18: Representation of vertical (a) and horizontal (b) polymerization when using 
polysubstituted silane reagents, from175 

 

The vertical polymerized phase shows a very high carbon content, however some of the alkyl 

chains can be hidden from analyte interaction. There is also a problem with any unreacted 

functional silane groups that will be hydrolyzed in aqueous mobile phase conditions to form 

silanols. Moreover, these phases are more difficult to reproduce because the degree of 

polymerization is due to the amount of water added to the reaction medium.  

a b 
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The horizontal polymerized phases have a very strong connection between short and long 

chain silanes. In Figure 18b, the short chain is a C3, and the long chain silane is a C8. The main 

advantage of this type of phase is its ability to support extreme pH181.  

 

For oligomeric phases it is necessary to stop the reaction at the last step by capping, to avoid 

deleterious effects due to reactive final functions of the oligomer. Also, for the bulk-type 

bonded phase, water is required onto the surface to allow for the polymerization. Also, it was 

noticed that polymerized phases have poor peak shape and poor mass transfer compare to 

monomeric ones173. The use of organosilanes with two or three reactive groups results in 

bonding to the surface and crosslinking among adjacent bonded moieties, which enhance the 

stability, but is less reproducible than monomeric stationary phases. 

 

I-3-3-3. Monomeric phase: chlorination and organometallic methylation ligand 

Finally, another type of SP of interest is that obtained through first chlorination onto the silica 

surface, followed by attachment of an organometallic methylating agent. The major advantage 

of such strategy is that the direct Si-C linkage is very strong. Moreover, due to the bulky size 

of the alkyldimethylsilane used for monomeric phase synthesis, the coverage of the silica 

surface is incomplete. By chlorinating the surface, prior to covalently bound the methylating 

agents in a second step, avoid side group steric constraints. With this strategy, Deuel et al. 

obtained 5.3 μmol/m2 of chlorines to the surface of Aerosil, approaching the maximum silanol 

concentration of it182. Almost complete coverage was obtained on porous silica (i.e. 7 μmol/m2 

of chlorine) by Unger and coworkers183. It has to be noticed that Aerosil has a much lower 

silanol concentration than porous silica. There are numerous reagents that can be used to 

chlorinate the silica surface such as S2Cl2, Cl2CO, CCl4, CH3COCl, and SOCl2184.  

 

Finally, due to the ease of preparation and reproducibility, monomeric phases are the most 

commonly used. Very good coverage could be obtained with by prior chlorination and 

organometallic coupling, but due to the disadvantages explained in part I.3.2.2, 

organosilanization is the method of choice. Commercially available column syntheses are 

proprietary and are not disclosed. Therefore, exact surface chemistry of commercial stationary 

phases is difficult to obtain. 
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I-3-4. Dealing with residual silanols 

 

As discussed previously, the main stationary phases used are monomeric and synthesized by 

organosilanization, meaning that the silica surface has been derivatized with monofunctional 

silanes. However, this reaction is incomplete due to the spatial requirements or steric hindrance 

of the silanes. Consequently, the silica surface still contains silanol groups (called residual 

silanols) that are usually weakly acidic. They are responsible for peak tailing of basic solutes 

that reduces resolution and column efficiency; and in the worst case, can lead to irreversible 

adsorption185.  

 

The density of coverage is important to limit or suppress the silanol activity185.  However, even 

with densely covered silicas, the residual silanols still play an important role in retention186,187. 

Different strategies can be proposed to eliminate silanol interactions:  higher bonding 

densities, ligand chemistry, silica pretreatment, silica post-treatment (i.e. end-capping), or 

adjusting the mobile phase pH or modifiers.  

 

I-3-4-1. Silica pretretament 

It is possible to reduce silanol amount by dehydroxylation of the native silica. The silanols are 

not only on the surface but also exist throughout the entire porous particle.  Many researchers 

have determined the concentration of silanols onto the silica surface using a variety of 

techniques that will be highlighted here: chemical methods, physical methods and theoretical 

calculations.  

 

Dehydroxylation have been used in the past, followed by rehydroxylation of the silica surface 

to homogenize it. It was believed that if silica was heated above 400°C only partial 

rehydroxylation can occur188 and can be fully rehydroxylated if treated with water, and if the 

water is heated, the process is expedited189. It was observed that a silica dehydroxylated at 

900°C can be rehydroxylated by treatment in boiling water for 60 hours. Also, Kohler et al.190 

obtained a much more homogeneous and chemically stable phase by pretreating the Zorbax 

PSM-60 at 650°C before derivatization with trimethylsilyl enolate191. Then, Boudreau and 

Cooper studied more deeply the dehydroxylation at different pretreatment temperatures191. 

They noticed that the 400ºC thermally treated surface was more homogeneous and contained 

fewer residual silanols than the silica treated at 180ºC. It was also noted that increasing the 
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temperature of pretreatment (above 840ºC) decreases the specific surface area, until shrinkage 

and sintering of the silica matrix, making it difficult to pack homogeneously.  

 

There are two other major dehydroxylation techniques besides thermal dehydroxylation. The 

ultraviolet radiation can be compared to thermal treatment at 1000ºC with the major 

advantage of being specific to eliminate silanols192
. 

The other technique to effectively dehydroxylate the silica surface is plasmachemical 

dehydroxylation at room temperature193, which is fast and consume lower energy. 

 

I-3-4-2. Silica post-treatment 

Applying a treatment on the derivatized silica is called end-capping and refers to the bonding 

of a small silane reagent to a derivatized silica194. This secondary derivatization reaction is used 

to shield and reduce silanol groups on a modified silica surface163,173,195 Indeed, the 

organosilane reagent reacts with approximately 50% of the available silanols and the remaining 

groups can interact with the solutes. These strongly adsorption sites on the surface of silica are 

the targets of the end-capping196
, which aim is to convert Si-OH groups to Si-O-Si-C groups. 

The residual silanols can be not accessible for the long alkyl chain silanes but still accessible by 

a short chain silane such as the trimethylsilyl group159.  A representation of an end-capped C8 

phase is shown in Figure 19.  

 

Figure 19: Representation of an end-capped C8 stationary phase, from 175 It has to be specified 
that the arrangement of the end-capping and the C8 groups is not known. 

End-capping can be done using polar reagents with an amide group or an alcohol group, or 

using nonpolar reagents with a methyl group depending on the type of separation that needs 

to be achieved. The two main end-capping reagents are trimethylchlorosilane and 

hexamethyldisilazane197. Some authors investigated the efficiency of other end-capping 

reagents such as trimethylimidazole198, trimethylsilylphosphine199, N,O-
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bis(trimethylsilyl)acetamide200,201, and hexamethylcyclotrisiloxane202
. Pesek and coworkers 

studied the use of a silica hydride intermediate for end-capping196,203. As shown in part I.3.2.4, 

the reactivity depends on the leaving group, so N,N-dimethyltrimethylsilylamine was selected 

as end-capping ligand during this thesis work. 

However, it was pointed out that the total residual silanol concentration can be reduced but 

not eliminated159 by such strategy. 

 

I-3-4-3. Mobile phase additives 

Other ways to mask the residual silanols onto the silica surface is to use mobile phase 

modifiers204 or to change the pH acidic mobile phases205. However, mobile phases at the pH 

extremes is not possible due to stability of the silica matrix and of the grafting107,205,206. At the 

intermediate pHs (pH 3-8), large percentage of the silica surface is ionized so the protonated 

bases yield high silanol-base ionic interactions207. To overcome this problem, mobile phase 

additives (i.e. masking agents) can be used such as quaternary ammonium salts with a long 

alkyl chain107. As quaternary ammonium are aggressive towards silica-based stationary 

phases208, tertiary amines such as trimethylamine or long hydrocarbon amines like hexylamine  

and N,N dimethyloctylamine can be employed to suppress silanol activity at low and neutral 

pHs209. However, under certain conditions, poor efficiency and high peak asymmetry210 were 

noticed, and those masking agents can be very difficult to remove from the column when 

switching to other mobile phases211. The use of cyclohexylamine was reported as efficient 

masking agent212 that presented reduced UV-background compare to triethylamine and did 

not require purification before use. Also, different alkaline earth metal cations including 

calcium, magnesium, and barium213 seemed also of interest to act as chelating agents of 

silanols. 

 

The use of modifiers for the masking of silanols has been shown to be successful in many cases, 

but it still has many problems that must be overcome. First, the background is higher, especially 

at low wavelength detection. Then, re-equilibration time is significantly higher, and washing 

column also needs time.  Finally, it is not suitable with LC-MS detection and if the fractions 

have to be collected, the removal can be challenging202. 
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I-3-4-4. Stability under extreme pHs 

The second major problem with silica stationary phases is the pH stability of silica. Operating 

above pH 8 for reversed-phase separations on silica stationary phases can lead to early 

degradation of the column because of dissolution of the silica214,215. It was shown that using 

densely bonded dimethyl-C18 ligands was preferable to the bulky diisopropyl- and diisobutyl-

C18 ligands181. Other interesting SPs have been developed such as polar embedded SPs or 

hybrid silicas covered by a polymer.  

At low pH, the problem comes from the ligand cleavage, which lead to column degradation 

due to progressive removal of the graft (e.g. TMS end-capping group, C8, C18…). Another 

interesting feature is that there is no significant influence of the column degradation whether 

a monomeric or polymeric stationary phase is used, but the type of base silica played an 

important role in the rate of dissolution. One of the most interesting conclusions was that Type 

A silica always had better stability towards pH than Type B silica.  

Then, the effect of the type of buffer was studied216,217 and it was concluded that at pH 7 - 10, 

carbonate and phosphate buffers alter columns faster than organic (i.e. glycine and TRIS) and 

borane buffers. Also, the temperature is a factor that decrease the column life.  

Kirkland et al. studied effects of pH 7 and 11 on end-capped silica based columns157. The use 

of mobile phases at pH 11 with organic buffers, such as pyrrolidine, is feasible with certain silica 

based columns at temperatures below 40ºC.  

Using untreated silica pre-columns has to be considered as a good solution to greatly extend 

the lifetime of a column218. 
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Conclusion 

  

Silica remains the mainstay of SP because of its unique properties, including its high surface 

area, high-mechanical stability and controllable pore structure. Different synthetic strategies 

have been proposed to functionalize the silica surface as presented previously (etherification, 

chlorination, hydrosilation, organosilanization). Among them, the most employed is 

organosilanization with monofunctional reagents to avoid the polymerization or the formation 

of a complex architecture when using polyfunctional reagents. Because the ligands (e.g. C8, 

C18), generate steric hindrance, the functionalization is not complete and some silanols are still 

accessible. Many strategies were developed to hinder the silanol accessibility either by treating 

directly the silica surface before or after attachment of the ligand, or by adding additives in the 

mobile phase, or by adjusting the ligand structure. In this work, thermal pretreatment was 

further considered and led to modification of the silanol rate and nature. Depending on the 

type of silanols, their reaction with an organosilane is different and led to more or less 

homogeneous grafted silicas depending on the nature and number of those silanols. Such 

study is presented in II.2.1. The Figure 20 based on219
 summarizes the important parameters 

that have to be considered when functionalizing the silica surface.  
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Figure 20: Important parameters for silica functionalization by organosilanization 



 

 



Chapter I. Generalities and State of the Art 

59 

I-4. Silica characterization  

 

Many techniques are available to characterize both bare silica and modified silica. It 

encompasses physical and chemical characterization through various and complementary 

techniques. Some allow for the qualitative determination of the species at the silica surface, 

other quantitative approaches allow for obtaining the amount of those species.  

 

I-4-1. Morphological structure  

 

I-4-1-1. Scanning Electron Microscopy (SEM)  

Scanning Electron Microscopy (SEM) is a reliable technique to have a view of the silica surface 

and estimate the homogeneity of the sample. This microscope produces images thanks to a 

focused beam of electrons, which interact with atoms in the sample giving access to the 

sample's surface topography. The presence of aggregates (Figure 21a) or damaged (Figure 

21b) particles can be detected, which is of primary concern for packing homogeneity of the 

resulting column and to avoid frits clogging. The silica bed being the most homogeneous and 

stable with particles such as those presented in Figure 21c. 

 

 

 

 

 

 

 

 

 

 

I-4-1-2. Specific surface area 

The specific surface area is determined by physical adsorption of a gas on the surface of the 

solid and by calculating the amount of gas adsorbate corresponding to a monomolecular layer 

on the surface. Physical adsorption results from van der Waals forces between the adsorbate 

gas molecules and the adsorbent surface area of silica. Usually, the Brunauer, Emmett,Teller 

Figure 21: SEM pictures of (a) aggregates, (b) damaged particles, (c) homogeneous and entire particles. The same 

scale applies for all pictures. 

a b c 
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theory (BET) is used with nitrogen as gas220, and the values correspond to bare silicas and not 

grafted ones. The internal surface of silica is irregular and disordered, providing good 

adsorption properties. The higher the specific surface area, the higher the retention of a solute. 

Using a support of high specific surface area can allow for decreasing the column length while 

maintaining the column capacity, or improving the resolution. But the higher the specific 

surface area, the lower the pore diameters that can lead to size exclusion of some molecules. 

Also, it was shown that the number of free silanols per surface unit decreases when the specific 

surface area increases221,222. As the number of OH per nm² is constant and close to 4.6, it 

signifies that the proportion of linked OH sites is higher, and those silanols are less active223. 

 

I.4.1.3 Particle size distribution 

Measurement of the particle size and particle size distribution is an extremely important tool 

for research and development, as the quality of the final stationary phase also depends on the 

quality of the bare silica material. Indeed, damaged particles and large range of sizes can lead 

to frits clogging, and decrease the column efficiency due to the inhomogeneity of the silica 

bed. Such silica is called polydisperse, meaning that the particles in a particular batch vary in 

size. To adequately characterize it, the simple determination of a particle size by SEM is not 

sufficient.  We must instead determine the system’s particle size distribution, which is the 

purpose of such technique.  

Moreover, as the silica particles are spherical, the theory allowing to obtain the Gaussian 

distribution from the raw data is very well adapted. As can be seen in Figure 22a, the Gaussian 

distribution is typical for a monodisperse sample, with a narrow peak centered on the average 

particle size previously determined by SEM (2.6 µm, Figure 21c).  

On the contrary, the Figure 22b represents the Gaussian distribution of a polydisperse silica 

batch, which presents a large proportion of silica particles at the average value, but the peak 

is broader and presents some seconds population at the lower (0.4 µm) and higher particle 

sizes (30 µm). 

 

 

a b 

Figure 22: Gaussian distribution of homogeneous silica particles (a) and large size range silica particles (b) 
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I-4-2. Ligand grafting analysis  

 

I-4-2-1. Elemental analysis  

The carbon elemental analysis allows for the quantitative characterization of monofunctional 

grafting, as only the grafted species contain carbon. The grafting rate (Γ) can be expressed as 

followed (Equation 25).  

Γ � )�¢�/V
�)�"�£V�aV�/V��£¤�)���x�¥¦           Equation 27 

With pc the carbon percentage by weight of the bonded material, Mc the atomic weight of 

carbon, Mw the molecular weight of the grafted molecule, nc is the total number of carbon 

atoms of the bonded organic group and SBET the specific surface area. It is also possible to 

obtain the grafting rate from the sulfur and/or nitrogen percentage. 

 

However, it is required that no species containing carbon (included the silane reagent and 

solvents) are adsorbed onto the silica surface to avoid overestimation. It demonstrates the 

interest of coupling this technique with others to be sure that those requirements are fulfilled. 

 

I-4-2-2. Thermogravimetric Analysis (TGA) 

Thermogravimetric Analysis (TGA) is also a good technique to determine the silica surface 

groups. It was shown that the number of silanols onto the silica surface could be estimated by 

the mass loss during a heating at 5°C/min until 1250°C224. The main difficulty lies in the 

differentiation of dehydration phenomenon (from physically adsorbed water onto the silica 

surface) and dehydroxylation (from silanol species). It is generally considered that upon 200°C, 

the mass loss is due to the removal of physio-sorbed water, but it can vary depending on the 

heating rate used224. 

After silica functionalization, the mass loss measured in TGA allows the calculation of the 

grafted silane percentage defined in Equation 26. 

τ � )�� ×(¨��¨©)
¨©            Equation 28 

With τ the grafted silane percentage, w� and wª the initial and final mass of silica, respectively. 

 

Caution must be taken for the interpretation of the dehydroxylation of the silanols formed after 

removal of the organic chains. Also, the calculation details are not often furnished, which makes 
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comparisons difficult. Also, it does not give structural indications of the grafting, which is the 

purpose of the next spectroscopic methods. 

 

I-4-3. Spectroscopic methods 

 

In order to characterize the silica surface and to follow the grafting, two spectroscopic 

approaches have been widely used: Infrared spectroscopy (IR) and Nuclear Resonance 

Magnetic spectroscopy (NMR). Concerning the silanols, those two techniques are 

complementary as IR225–230 allows for the determination of free and geminal silanols, and NMR 

allows to differentiate the geminal silanols but also the free and vicinal ones231–234. Also, they 

give indications of the nature and structure of the ligand at the silica surface.  

 

I-4-3-1. Infrared spectroscopy   

Infrared spectroscopy has been widely used to characterize the bare silica surface (adsorption 

study235,236, influence of thermal treatment and rehydroxylation237–239, or study of the modified 

surface240–245). 

The region 3660-3750 cm-1 concerns the vibrational stretching bands of silanols. Depending 

on the silanol type and its environment, the vibration band are differents. Below 1200 cm-1, the 

siloxane bridge vibration bands can be distinguished. The near-IR region230
 has not been done 

in this study, but is also of interest as it allows for the differentiation of free and vicinal silanols. 

The main vibrational bands of silanols225,226 and siloxane  bridges227–229
 are summarized in Table 

5. In the 3690-3750 cm-1 region, the interpretation can be difficult, especially if water is 

adsorbed onto the silica surface, which leads to superimposition to the bands of interest. 

Silanol Geminal Free Vicinal Siloxane 

IR σ
OH
≈

 
3740 cm

-1
 

 

σ
OH
≈

 
3747 cm

-1
 σ

OH
≈

 
3500 cm

-1
 

 

δ
SiO
≈

 
470 cm

-1
 

σ
SiO
≈

 
810 cm

-1
 

σ
SiO
≈

 
1110 cm

-1
 

σ
SiO
≈

 
1050-1085 cm

-1 

σ
SiOSi
≈

 
1870 cm

-1
 

NMR 
29

Si Q
2≈-90 ppm Q

3≈-100 ppm Q
3≈-100 ppm Q

4≈-110 ppm 

Table 5: Main vibrational bands and chemical shifts of silanols and siloxane bridges 
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When silica is derivatized, some other vibrational bands appeared. A review is focused on the 

comparison by IR, for different modification procedures, of the species onto the silica surface 

(Si-OR, Si-O-Si(CH3)3, Si-R)246.  

It can be noticed that IR allows for differentiating the geminal and free silanols from the vicinal 

silanols that have almost the same chemical shift in NMR. Nevertheless, those results gave 

preliminary insights but are not sufficient to describe accurately the silica surface because the 

differentiation of free and geminal silanols is not gained, as well as the difficult differentiation 

of “internal” silanols (i.e. those that cannot be exchanged into SiOD in presence of deuterium 

in NMR) and “external” silanols.  

IR spectroscopy is a good tool to characterize silica, but is often used in combination with other 

techniques as it does not furnish direct quantitative results. Many researchers have studied 

silica surfaces and stationary phases using both IR and NMR245,247,248, this second technique is 

presented on the following part. 

 

I-4-3-2. Nuclear Magnetic Resonance 

Some interactions (dipolar-quadrupolar interactions) that are averaged at the liquid state due 

to brownian movement, are not at the solid state, leading to broader signals. By rotation of the 

sample at a specific angle (54.7°), it is possible to average those interactions and obtain 

narrower signals. Also, using cross-polarization allow the amplification of the signal of scarce 

spin such as 29Si. Consequently, Cross Polarization at the Magic Angle Spinning (CP/MAS) has 

proved to be a good tool to characterize the silica species. 

Different species can be distinguished by NMR: Q2, Q3 and Q4 presented in Table 5 and in Figure 

23. After derivatization, for example in the case of the grafting of trimethylsilane units, an 

additional band is noticed at around 14 ppm190,233,234,236,238,249–251. 

Q2 are converted into Q3 (or Q4) and M, Q3 are converted into Q4 and M. The grafting rate can 

be defined as the ratio between the number of modified sites over the total number of sites 

(Equation 27) 

τ � ¬
¬E¬®"E¬®¯           Equation 29 

with I£, I±",I±¯ the integrations of the species M, Q2, Q3 

 

This determination is semi-quantitative as it only gives the proportion of grafted groups over 

the total number of silanols, which is a relative value instead of an absolute value. To obtain 

such amount, it is necessary to multiply the relative value by the total number of silanols. 
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Moreover, to have quantitative NMR measures, it is necessary to take into account only the 

species onto the silica surface (and not the silica volume), and so use contact time 

appropriated233,252. 

 

When the silica surface is funtionalized with polyfunctional organosilanes, different structures 

can be observed: Mn, Dn, or Tn respectively for a reagent mono-R3Si(OR’), di- R2Si(OR’)2 or tri-

functional RSi(OR’)3 (n being the number of bridging oxygene linked to the central atom). The 

chemical shifts of such species are represented in Figure 23. 

 

Figure 23: Chemical shift scale in 29Si CP-MAS solid state NMR and peak assignments of the 
main species onto the silica surface 

Si(OSi)4 



Chapter I. Generalities and State of the Art 

65 

Conclusion 

 

The combination of the methods presented above and used during this work allows for a full 

characterization of the bare, as well as the modified silica materials (Figure 24).  

The silica modification and the surface coverage can be characterized quantitatively and 

qualitatively. The structure of the modified silicas and the species at the surface can be 

elucidated by various chemical, spectroscopic and physical techniques.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Infrared spectroscopy (IR)  

Solid State NMR (
29

Si) Elemental analysis 

Thermogravimetry (TGA) 

Microscopy (SEM)  

Specific surface area (BET) 

Particle size distribution 

Physical methods Spectroscopic methods 

Grafting amount 

Synthesis  Characterization 

Figure 24: General summary of the techniques available to characterize the bare and the modified silica particles 
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I-5. Molecular modeling by Functional Density Theory (DFT) 

 

Different methods exist to compute the energy of a structure, allowing for an increase accuracy 

of the description of the system, but also a higher calculation time. First, force-fields/molecular 

mechanics correspond to the “ball-and-spring” approach can be employed and give rapidly 

some insights on the system. Nevertheless, it neglects the electronic structure and is not 

convenient for accurate description of the intermolecular interactions for example. Then, semi-

empirical molecular orbital methods allow for better description by using quantum methods 

with an approximate/parameterized Hamiltonian. Finally, ab initio methods are the most 

accurate, and consist in a fully quantum mechanical treatment of the electronic wavefunction. 

For instance, Density Functional Theory (DFT) method takes into account the electronic 

structure.  

 

DFT is presently the most successful approach to compute the electronic structure of matter. 

It is especially adapted to chemistry as a predictive method for many molecular properties (e.g. 

molecular structures, vibrational frequencies, electric and magnetic properties, reaction paths, 

etc.) In the last years, there have been a growing interest of theoretical conformational 

calculations or molecular dynamic simulations, sometimes in combination with experimental 

studies. DFT and its implementation are arguably the most significant developments in the 

field in the last 40 years. A brief history of DFT is presented here in Figure 25. 

 

 

Figure 25: History of DFT developments 
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I-5-1. Principle 

 

The ultimate goal in quantum chemistry is to solve the time-independent, non-relativistic 

Schrödinger equation (Equation 28):  

HΨ³ � EΨ³             Equation 30 

With H the Hamiltonian operator corresponding to the total energy and Ψ a set of solutions 

of the Hamiltonian. Methods differ in how H and Ψ are described. 

 

The quantum mechanical wavefunction contains, in principle, all the information about a given 

system. For the hydrogen atom we can solve the Schrödinger equation exactly in order to get 

the wavefunction. The big deal is how to solve such equation for many particles (electrons + 

nuclei) interacting together. This is the many-body problem (N-component system), and some 

fundamental approximations have to be made. DFT can be defined as method of obtaining an 

approximate solution to the Schrödinger equation for systems larger than the hydrogen atom. 

 

I-5-1-1. Born-Oppenheimer separation 

The aim is to reduce as far as possible the number of degrees of freedom of the system. It 

refers to the adiabatic approximation, the nuclei can be frozen in their equilibrium positions. 

Then, the Hamiltonian only contains terms referring to electrons. 

In DFT the functional is the electron density which is a function of space and time. Contrary to 

the Hartree-Fock theory that deals with the N-component wavefunction, DFT uses the electron 

density as the fundamental property.  

Whereas the N-component electronic wavefunction is a function of 3N variables (the 

coordinates of all N atoms in the system independently from the spin), the electron density is 

only a function of three variables (x, y, z), which speeds up the calculation.  

Especially, Hohenberg and Kohn253 stated a theorem telling that the density of any system 

determines all ground-state properties of the system. In this case the total ground state energy 

of a many-electron system is a functional of the density. Knowing the electron density 

functional, gives access to the total energy of the system, which means that the basic variable 

is no more the many-body wavefunction Ψ ({r)} but the electron density ρ(r). The original proof 

is valid for local, spin-independent external potential, non-degenerate ground state, but there 

exist extensions to degenerate ground states, spin-dependent, magnetic systems, etc. 
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I-5-1-2. Kohn-Sham method 

Now the need is to compute these functionals with the Kohn-Sham method254, in atomic units 

(Equation 29). 

ε�φ��r·� � ¸ )%¹²φ��r·� � v�ªª�r·�φ��r·�         Equation 31 

 

Instead of the many-body system of interacting electrons, we define a set of ‘KS-orbitals’ (φ�� 
of fictitious, non-interacting electrons moving in an effective potential (v�ªª). Then the orbitals 

satisfying the KS equations give the same density as the interacting system. All the electron-

electron interactions are included in the exchange-correlation potential.  

It has to be noticed that effective potential depends on the density, which depends on the 

potential. The use of Self-Consistent Field (SCF) approach (KS-DFT Algorithm) represented in 

Figure 26 allows for solving it. 

 

 

Figure 26: Schematic representation of the SCF used to solve the KS equations 

 

I-5-1-3. DFT in practice 

In DFT, electrons are delocalized. The distribution has to be characterized and that is the 

purpose of the electron density (ρ) defined in Equation 30. 

 

 ρ�r·� � ∑ Ψ}} �r·�²            Equation 32 

 

The knowledge of the density is all that is necessary for a complete determination of all 

molecular properties. The quality of the description of the system is dependent on the method 
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selected (i.e. the functional and basis set). Within the framework of this thesis, this part was in 

collaboration with a quantum chemist specialized in DFT, Dr. Vincent Tognetti (COBRA, 

Université de Rouen) for the right selection of the method.  

 

The functional describes the total energy of the system. The lower level of theory takes only 

into account local density (LDA) while the higher level of theory also consider explicit 

dependence of unoccupied orbitals. Different functionals have been developed for each level 

of theory, and have to be used adequately regarding the compromise calculation time-

accuracy of description-system to be studied. The Figure 27 presents the Jacob and Perdew 

scale, with some functionals and examples for each type. 

 

Figure 27: Description of some functionals developed, according to the level of theory 

 

The basis describes the molecular orbitals, the following description ranges the basis from the 

lower to the higher electronic description (Figure 28). 
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Figure 28: Description of some basis depending on the electronic description 

 

I-5-2. Own N-layered Integrated molecular Orbital and molecular 

Mechanics (ONIOM) method 

 

IMOMM is a “subtractive” or “extrapolative” method: the total energy of the whole (“real”) 

system is evaluated as the MO (or QM) energy of the model system (EQM, model) plus the MM 

energy of the real system (EMM, real), and minus the MM energy of the model system (EMM, model). 

The subtractive operation removes the “double-counted” MM contributions (Equation 31). 

E¬£½££ � E½B¬½£%�±£:££� � E±£,-P:�S � E££,Z�¿S ¸ E££,-P:�S      Equation 33 

 

As shown in Figure 29, subtraction of the MM energy of the real system from that of the model 

system (i.e. EMM, real – EMM, model) is used to obtain the effect of the environment on the model 

system with an inexpensive MM method. Therefore, the IMOMM method can be considered 

as a size extrapolation from the accurate QM calculation of the small model system (EQM, model) 

to the large real system (Ereal), by adding the approximate environmental effect evaluated by 

the inexpensive MM method. From an alternative viewpoint, the IMOMM method can also be 

considered as the extrapolation of the method (i.e., EQM, model – EMM, model) from the MM level to 

the high accuracy QM level starting from the MM energy of the real system, EMM, real. 
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Figure 29: Schematic partitions of the whole system by the ONIOM methods: (a) two-layer 
ONIOM, (b) three-layer ONIOM, and (c) n-layer ONIOM, from255 

 

The ONIOM method (including IMOMM and IMOMO methods) can be considered as a hybrid 

method based on a somewhat different concept from the “generic” two-layer QM/MM 

method. Although ONIOM can be used as a two-layer QM/MM method, it can also, uniquely, 

combine different QM and QM methods, and can easily be extended to multiple layers.  

 

I-5-3. Solvation effects 

 

Many calculations are performed at the gas state, but some models have been developed to 

take account for solvation effects. Two approaches are possible: the implicit model and the 

explicit model, depending on the system, the accuracy needed, and the calculation time 

available. Explicit solvent modelling consists in explicitly adding the solvent molecules, which 

is intuitive but very costly. In the implicit solvent modelling approach, the solvent is represented 

as a Polarizable Continuum Model (PCM), and free energies of solvation are computed, which 

is less intuitive, but feasible. 
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I-5-3-1. Implicit solvation 

In this approach, the solvent is represented by a uniform polarizable medium with a dielectric 

constant ε. The solute is a molecule in a suitably shaped cavity in the medium (Figure 30). 

Finally, the solute-solvent interactions are electrostatic interactions between the solute charge 

distribution and the solvent. This is calculated through a SCF approach as the solute and the 

solvent polarize each other, inducing charge redistribution until self-consistency. 

The solvation free energy is calculated according to Equation 32:  

∆GÁPSr 	� 	∆GR¿r �	∆G:�Á/ �	∆G�S�R	          Equation 34 

With ∆Gcav the free-energy for the creation of the excluded volume for the solvent S around 

the solute M, ∆Gel the free energy related to the formation of electrostatic interactions between 

M and S, and ∆Gdisp a short-range free-energy containing the repulsive and attractive van der 

Waals-like interactions between M and S.   

 

Three contributions determine the solvation free energy:  creating a cavity in the medium costs 

energy, dispersion interactions between solute and solvent lower the energy, and polarization 

between solute and solvent induces charge redistribution until self-consistency. 

It needs to solve the Poisson equation for discrete or continuous charge distribution of the 

solute depending on the electrostatic potential (ρ) (Equation 33): 

 ¹%φ�r� � ¸ CÂÃ�Z�
Ä              Equation 35 

 

Figure 30: Schematic representation of the implicit solvation method 
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I-5-3-2. Explicit solvation 

In this approach, all the system is described accurately, giving access to the full details on the 

molecular structure. But treating both solute and solvent at the quantum molecular level is very 

time-consuming. Some strategies have been proposed, such as treating the solvent at lower 

quantum molecular level, or at the molecular level, but that is not always possible. Also, Car-

Parrinello ab initio molecular dynamic approach can be used. Another trick is to use periodic 

boxes to limit the system size, with Ewald sums for electrostatics. The following table (Table 6) 

summarizes the main advantages and drawbacks of using one approach instead of the other. 

  

 

Solvation model 

 

 

 

 

 

Explicit 

(all-atoms description) 

 

-  Full details on the molecular structure 

-  Realistic physical picture of the system 

 

-   Many atoms: costly 
- Multiple minima: difficulties in equilibrating 

solvent and solute 

 

Implicit 

(continuum description) 

 

-  No explicit solvent atoms: faster 

- Treatment of solvent effects at QM level 

possible 

 

- All solvent structural information is lost: No 

modelling of specific interactions such as H-bonds 

- Need to define an artificial boundary between 

solute and solvent 

 

Table 6: Advantages and drawbacks of each solvation model 
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Conclusion 

 

DFT can be defined as method of obtaining an approximate solution to the Schrödinger 

equation for systems larger than the hydrogen atom. 

The ultimate goal in quantum chemistry is to solve the time-independent, non-relativistic 

Schrödinger equation, which is analytically only possible for the hydrogen atom. The many-

body problem can be solved by using some fundamental approximations  

The electron density is the key-variable to study ground-state properties of an interacting 

electron system. The ground state expectation value of any physical observable of a many-

electron system is a unique functional of the electron density ρ. 

The total energy functional EHK(ρ) has a minimum, the ground state energy E0, in correspondence 

to the ground state density ρ0. The universal functional FHK(ρ) is hard to approximate. 

The Kohn-Sham scheme proposed a reformulation in terms of one-particle orbitals that 

allowed for a solvation through the SCF approach. Caution must be taken to rigorously choose 

a functional/basis set that is suitable for the system studied.  

Larger systems can be analyzed with the ONIOM method, allowing to divide the system in 

different layers with their own level of theory. Also, those calculations are done in the gas 

phase, but solvation effects can be taken into account by using explicit or implicit methods, 

depending on the system, the accuracy needed, and the calculation time available. 
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I-6. Chromatographic evaluation and data processing by 

chemometric methods 

 

I-6-1. Chromatographic evaluation of thermodynamic properties 

 

The characterization of stationary phases is of primary concern as it aims to obtain a 

quantitative understanding of the properties influencing the retention. Considering the 

properties, the researcher can select the appropriate one that fits with its needs.  

Over the years, several methods have been established to study the interactions between the 

stationary-phase and the solutes. As it was discussed earlier (I.4), the silica particles can be 

analyzed right after the functionalization by different techniques (e.g. spectroscopic 

techniques, morphological study, ligand grafting analysis…). In addition, the stationary phase 

can be characterized after being packed into a column using chromatographic test methods. 

The chromatographic tests can be further divided into the determination of physico-chemical 

properties and the model based tests. Finally, chemometric methods allows to compare test 

results and to classify columns as similar or dissimilar111,256,257.  

Although the test procedures seek to evaluate similar SP characteristics, different 

methodologies have been proposed258–261. Snyder et al.261 defined a hydrophobic subtraction 

model and Abraham et al.262 adapted  the solvatochromic parameters from Taft et al.263 to 

linear solvation energy relationship. At the same time, Engelhardt264 and Kimata et al.265 

proposed a procedure (the so-called Tanaka test) that has now relatively widespread 

acceptance and least recognition. Also, some specific tests have been developed, for instance 

the Veuthey test for basic compounds266–268. 

In many tests proposed, experimental retention data of a set of compounds are modelled as a 

function of a number of their structural properties (e.g. log k or log (k/kref) where kref is the k 

value of a non-polar reference solute). Different properties can be estimated such as column 

efficiency, hydrophobicity, silanol activity, ion-exchange capacity, steric selectivity and 

presence of metal impurities. The solute probes have to be adequately chosen to reflect given 

stationary phase properties, considering their retention/separation information. It has also to 

be diverse enough to account for the diversity of the physical interactions involved in 

chromatography. The model coefficients provide information on the properties of the column 

(e.g. hydrophobicity, hydrogen-bonding, steric selectivity). 
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Some key reviews have been proposed regarding the different characterization methods and 

techniques. Lesellier and West269,270 presented general tests, their extensions, and data 

treatment to highlight factors that are important when comparing and classifying different 

stationary phases. The Tanaka and Engelhardt tests are presented as well as the hydrophobic 

subtraction model, the linear solvation energy relationship model, and the carotenoid test121. 

Also, Neue271 highlighted the impact of different parameters (e.g. column hydrophobicity, 

hydrogen-bonding properties, mobile-phase solvent strength, and column temperature) that 

lead to various selectivities. Finally, Galea et al.272 proposed a review concerning the 

characterization and classification of stationary phases in HPLC and SFC. 

 

I-6-1-1. Hydrophobic subtraction model 

The conditions and calculations described in the hydrophobic-subtraction model of Snyder et 

al.261 help defining a basis for stationary phase and silica contributions to selectivity, as well as 

a qualitative approach to column equivalency. The Equation 34 defines the model and the 

Table 7 the parameters, respectively.  

logα � log b �
�¥�
c � �ηÅH� ¸ �σÅS∗� � �βÅA� � �αÅB� � k′C       Equation 36 

Here k is the retention factor of a given solute, kEB the value of k for a non-polar reference 

solute (ethylbenzene in the present treatment) on the same column under the same conditions, 

and the remaining selectivity-related symbols represent either empirical, eluent- and 

temperature-dependent properties of the solute (η′, σ′, β′, α′, κ′), or eluent- and 

temperature-independent properties of the column (H, S*, A, B, C). Thus, the various column 

parameters measure the following column properties: H the hydrophobicity (hydrophobic 

retention), S* the steric resistance (resistance to penetration of molecules into stationary 

phase), A and B the column hydrogen-bond acidity and basicity (with free silanol/siloxanes), 

respectively and finally C the column cation-exchange activity (ionized silanols – charge 

measure, pH dependent). 
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Phase-Solute 

Interaction 

Solute Retention 

Characteristic 

 

Description 

 

Term in the hydrophobic 

subtraction model 

Dispersion Hydrophobic Van der Waals interactions  in organic 

molecules 

H 

 

Charge Transfer π- 

Acidity 

Aromatic Electron deficient solutes interacting with 

Lewis base phases 

kAnisole / kEthylbenzene 

Hydrogen 

Bonding 

 

Acidic Proton donor solute interacting with 

proton acceptor group embedded in the 

SP 

B 

Induced Dipole or 

π-Basicity 

 

Basic 

 

Electron rich solutes interacting with 

Lewis acid phases or phases with an 

induced dipole 

C 

Table 7: Phase-solute interactions contributing to reversed-phase selectivity 

The mobile phase is acetonitrile– 0.06M potassium phosphate buffer 50:50 (v/v); the pH is set 

at 2.8 and the temperature at 35°C. It requires the analysis of a wide range of compounds (at 

the beginning 67, later reduced to 16) to set up a link between the retention and the properties 

of these solutes. 

 

I-6-1-2. Engelhardt test  

The test has become a standard procedure for the evaluation of hydrophobicity and silanol 

activity.  It is carried out with a non-buffered methanol–water 55:45 (v/v) mobile phase, with a 

temperature set at 40°C. The test solutes used are toluene and ethylbenzene to evaluate 

hydrophobicity, phenol, benzoic acid and ethylbenzoate to evaluate the polar interactions, 

N,N-dimethylaniline, aniline and o-, m- and p-toluidine for the silanophilic interactions or the 

electrostatic interactions. If the stationary phase presents a low silanol activity, aniline should 

be eluted before phenol with a good peak shape, and the ethylaniline isomers should be co-

eluted.  The composition of the mobile phase was chosen for its capacity to discriminate C8 

and C18 phases, thanks to the reversal in the elution order of ethylbenzoate and toluene264. 

However, the test is not done at different pHs, so the silanol activity is not completely 

evaluated.  
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I-6-1-3. Tanaka test  

Kimata et al.265
 developed their test at the same time as Engelhardt et al. The parameters as 

well as the chromatographic conditions are summarized in Table 8. The tests solutes used are 

pentylbenzene, butylbenzene, caffeine, benzylamine, phenol, triphenylene and o-terphenyl. 

data are normalized and presented through radar plots, allowing for a visualization of the 

properties of any studied phase. 

Property of stationary phase Chromatographic 

parameters 

Mobile phases (v/v) Property evaluated 

Hydrophobicity α
PB/BB

 80% CH3OH 

20%H2O 

Comparison of the 

molecular interaction 

mechanisms (for 2 

SPs considered) 

Amount of alkyl chains k 
PB

 80% CH3OH 

20%H2O 

Surface area of silica, 

surface coverage 

Steric selectivity α
T/O

 80% CH3OH 

20%H2O 

Functionality of 

silane, surface 

coverage 

Hydrogen bonding capacity α
C/P

 30% CH3OH 

70%H2O 

Amount of silanols, 

end-capping, surface 

coverage 

Ion exchange capacity (pH 

7.6) 

α
B/P

 30% CH3OH 70% 

phosphate buffer 

(0.02M) 

Amount of silanols 

and ion exchange 

sites 

Ion exchange capacity (pH 

2.7) 

α
B/P

 30% CH3OH 70% 

phosphate buffer 

(0.02M) 

Amount of ion 

exchange sites at pH 

3, silica pretreatment 

Table 8: Chromatographic conditions and parameters of the test 

Compared to Engelhardt’s test, Tanaka’s test introduced additional evaluations such as the 

hydrogen bonding due to the residual silanol groups, evaluated through the caffeine/phenol 

selectivity. The separation factor decreases with the bonding density and with end-capping 

treatments, as the retention of caffeine reduces with the proportion of silanol groups. Also, the 

ion exchange capacity is studied through the benzylamine/phenol selectivity, at two pHs. This 

test also evaluates the shape selectivity: while the hydrophobicity of triphenylene (planar) and 

o-terphenyl (twisted) is identical, they do not penetrate in the stationary phase to the same 

extent because of their different volumes.  

Finally, the probes are commercially available and cheap, which makes this test a good 

compromise for fast versus complete evaluation.   
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I-6-1-4. Carotenoid test  

The carotenoid test121 especially used in SFC investigates the hydrophobicity, polar surface area 

and shape selectivity by analyzing carotene pigments. The retention factor of all-trans-β-

carotene, the separation factor of all-trans-β-carotene and zeaxanthin, and the separation 13-

cis and all-trans isomers of β-carotene are the parameters needed to study the hydrophobicity, 

silanophilic interactions and the steric selectivity, respectively.  

The carotenoid method allows for the characterization and classification of aromatic ligand 

and classical C18 bonded phases. The results can be visualized in a classification diagram based 

on the accessibility of polar sites on the stationary surface, the polar surface area, α(all-trans-

β-carotene/zeaxanthin), the hydrophobicity of the stationary phase and the shape selectivity 

α(13-cis-/all trans-β-carotene). However, the solutes are not necessarily easily available.  

 

I-6-1-5. Other tests and extensions 

Sander and Wise shape test is focused on the evaluation of the shape selectivity and is based 

on the separation of solutes having a different spatial arrangement173,273. The national institute 

of standards and technology uses it as a column selectivity test to certify the performance 

characteristics of C18-type phases. 

 

Following the Tanaka and Engelhardt tests, several teams proposed modifications of the tests, 

and/or extensions to other types of phase. Also, Neue et al.274,275 developed a test based on 

the Engelhardt test, Cruz et al.259 have followed the Tanaka method and added an efficiency 

criterion based on a ratio of two theoretical plate numbers measured for two positional isomers 

of dihydroxynaphthalene (2.3 and 2.7). This evaluation is not only thermodynamic but also 

kinetic as it takes into account the packing column quality.  

 

Still on the basis of the Tanaka test, Layne276 suggested a test to estimate the properties of 

polar-embedded and polar-end-capped phases. Also, Sándi et al.277 measured the retention of 

thirteen solutes, for a large part of them, in the Engelhardt and Tanaka tests. Finally, some 

insights in data treatments were presented to deal with results for a large number of tested 

columns. 

 

For the specific case of basic solutes, the Veuthey test266–268 proposed the analysis of 14 

compounds, later reduced to seven basic solutes, with various pKa values and molecular 
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weights. The retention and asymmetry factors were studied at pH 3 and 7, and the authors 

used chemometric methods to define clusters of stationary phases. 

 

I-6-1-6. Linear Solvation Energy Relationship (LSER) 

LSER model is known as a Quantitative Structure Property Relationship (QSPR), in which the 

property is modelled as a function of a number of molecular descriptors, representing physico-

chemical properties of the analytes. Considering retention as the property investigated, we talk 

of Quantitative Structure Retention Relationship (QSRR). The goals of applying such approach 

encompass the prediction of a new solute retention, the understanding of the system 

molecular separation, or the evaluation of the stationary phase properties278–280. This approach 

was used extensively to study columns in HPLC, GC and SFC281–285, making comparisons of the 

same columns in the different chromatographic systems. 

 

The most widely applied representation of the LSER model was presented by Abraham et al.262
 

and is given in Equation 35.  

log È � c � eE + sS + aA + bB + vV          Equation 37  

E is the excess molar refraction (calculated from the refractive index of the molecule) and 

expresses polarizability contributions from n and p electrons; S is the solute 

dipolarity/polarizability; A and B are the solute overall hydrogen-bond acidity (donating ability) 

and basicity (accepting ability); and V is the McGowan characteristic volume. Model coefficient 

c is a system constant or the model intercept term. 

 

In the equation, the retention is the dependent variable, usually a measure related to solute 

partitioning (e.g. log k). The terms E, S, A, B, and V are solute-dependent molecular descriptors. 

Each descriptor is deliberately included in the LSER equation to account for a specific 

intermolecular interaction. Lower case letters represent the coefficients of the model or system 

constants, related to the complementary effect of the phases (solute, SP, MP) on these 

interactions. The different solute interactions incorporated in the LSER model for 

chromatographic retention are illustrated in Figure 31. 
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Figure 31: Schematic representation of the LSER parameters, adapted from286 

 

A minimum of 20 carefully chosen solutes need to be included to have a relevant model269. The 

descriptors of the chosen solutes should be evenly distributed over the interactions. Frequently, 

the test solutes chosen are simple aromatic compounds, like benzene or naphthalenic 

derivatives, with different polar and non-polar substituents to represent the diversity of organic 

groups encountered in chromatography287. The system constants (e, s, a, b and v) are estimated 

through a multiple linear regression analysis of the retention data for a range of solutes with 

known descriptors. These system constants mirror the magnitude of difference for that 

particular interaction between the stationary and mobile phases. A positive sign of a coefficient 

indicates that the respective molecular interaction is stronger in the stationary phase than in 

the mobile phase, thus increasing retention.  

 

By conducting LSER studies, different stationary phases can be compared to gain important 

chemical insight. An important point is that the mobile-phase composition has to be kept 

constant for all stationary phases being studied. Indeed, modification of the stationary phase 

by the mobile-phase components varies with the type of bonded functional groups onto the 

silica support288. 
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I-6-2. Chemometric methods  

 

Chemometric methods have been used to evaluate or visualize given chromatographic data. It 

is a rational way to handle and interpret data sets that can be huge. Two approaches can de 

distinguished as represented in Figure 32.  

 

Figure 32: Schematic representation of data classification 
 

Such methods include Principal Component Analysis (PCA) as exploratory data analysis 

combined with Hierarchical Component Analysis (HCA) to order the data.  The following 

section is dedicated to the presentation of those two methods.  

 

I-6-2-1. Principal Component Analysis (PCA) 

PCA is a descriptive statistical method introduced by K. Pearson in 1901289 that allows to 

represent in one graph a big amount of the information contained in a data table. Various 

algorithms for the PCA calculation have been developed such as NIPALS (Nonlinear Iterative 

Partial Least Squares) or SVD (Singular Value Decomposition). 

Due to the large number of data generated during the SP characterization through the different 

tests presented previously (I.6.1), the issue is to represent those n dimensions and summarize 

the data set by choosing the best projection axes. The aim is to transform p initial variables 

inter-correlated in p new variables non-correlated called Principal Components (PC) (Figure 

33). 
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Figure 33: Schematic representation of the transformation of the p initial variables inter-
correlated in p new variables non-correlated 

 

The first step is the data standardization (Equation 36) to ensure equal importance of each 

variables in the final representation.  

ÌzÍ�ÌÍ
�Í

	              Equation 38 

With xik the value, xk the average value and sk the standard deviation. 

 

Then, the variance-covariance (or the correlation matrix) is constructed and PC weights (i.e. 

eigenvalues) are calculated by the determinant of the matrix in Equation 37.  

ÎÏÐ�Ñ ¸ ÒÓ� � 0            Equation 39 

With λ the matrix of eigenvalues and I the identity matrix of order n. 

After calculation of the coefficients of the 2 CPs (i.e. eigenvectors) associated to the 

eigenvalues, the scores of individuals are obtained by linear combination of the initial variables 

(Equation 38).  

Ô},Õ � Ò)Ö) �⋯� ÒhÖh           Equation 40 

With X1,…, Xp the initial variables. 
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Figure 34: Summary of the PCA procedure 
 

At the end of the procedure, two plots are generated by the software (in our case, XLStat, 

Addinsoft): score plots for the observables and loading plots for the variables. Those two 

representations are complementary and can be superimposed to generate the biplot. The score 

plot is a representation of the projections of observables, and the loading plot is useful to 

visualize the correlation between variables and PCs.  

A tricky point is the choice of the number of factorial axes, some rules help defining it:  

� Kaiser limit in normalized PCA: Preserve all the principal components associated to 

eigenvalues λ > 1 on the eigenvalues histogram (scree plot in Figure 35). 

� Minimal inertia rule: Preserve 50-70% of the cumulated variance  

� Common sense: Keep interpretable axes 

 

 

Figure 35: Representation of the inertia cases that can be encountered 
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Also, the representation quality has to be checked to ensure reliable (amenable) interpretation. 

Inertia calculation can be used, and the cos² θ can be calculated as represented in Figure 36. A 

value close to 1 ensures a good quality of the representation. In the loading plot, it signifies 

that variables close to the circle are well represented, while those close to the origin are not. 

 

Figure 36: Global quality representation 
 

I-6-2-2. Hierarchical Component Analysis (HCA) 

The Cluster Analysis is an explorative analysis that tries to identify structures within the data.  

Especially, it tries to identify homogenous groups of cases (i.e. observations, participants…).  

Because it is explorative it does make any distinction between dependent and independent 

variables. The cluster analysis is often part of the sequence of analyses of factor analysis, cluster 

analysis, and finally, discriminant analysis.  First, a factor analysis that reduces the dimensions 

and therefore the number of variables makes it easier to run the cluster analysis.  Also, the 

factor analysis minimizes multicollinearity effects.  The next analysis is the cluster analysis, 

which identifies the grouping.  Lastly, a discriminant analysis checks the goodness of fit of the 

model that the cluster analysis found and profiles the clusters.   

 

In almost all analyses, a discriminant analysis follows a cluster analysis because the cluster 

analysis does not have any goodness of fit measures or tests of significance.  The cluster 

analysis relies on the discriminant analysis to check if the groups are statistically significant and 

if the variables significantly discriminate between the groups.  However, this does not ensure 

that the groups are actually meaningful; interpretation and choosing the right clustering 

requires know-how.  It is up to the understanding of the researcher and how well he makes 

sense of his data. Furthermore, the discriminant analysis builds a predictive model that allows 

us to plug in the numbers of new cases and to predict the cluster membership. 
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Figure 37: Representation of a HCA analysis 

 

The first step in the hierarchical clustering process is to look for the two elements that are the 

most similar, that is are the closest in the sense of having the lowest dissimilarity (e.g. elements 

1 and 2, and 3 and 4). These two elements are then joined at in the first step of the dendrogram, 

or clustering tree, this cluster becoming a new element submitted to the same procedure until 

all elements have been clustered (Figure 37). The distance measure is mostly defined as the 

Euclidean distance, and different choices are available to define the “between-groups” linkage 

(distance between clusters is the average distance of all data points within these clusters): 

nearest neighbor (single linkage: distance between clusters is the smallest distance between 

two data points), furthest neighbor (complete linkage: distance is the largest distance between 

two data points), and Ward's method (distance is the distance of all clusters to the grand 

average of the sample).  The usual recommendation is to use single linkage first.  Although 

single linkage tends to create chains of clusters, it helps in identifying outliers.  After excluding 

these outliers, we can move onto Ward's method.  Ward's method uses the F value (like an 

ANOVA) to maximize the significance of differences between cluster, which gives it the highest 

statistical power of all methods.  The downside is that it is prone to outliers and creates small 

clusters. 
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Conclusion 

 

Stationary phases are continuously improved and some new ones are introduced each year, 

on different supports (monolith, sub-2 µm particles, SPP…). The lack of information from 

manufacturers regarding the exact functionality of their stationary phases highlight the need 

of classification. Also, it is essential to be able to identify columns possessing similar selectivity 

for use as replacement/back-up columns. Alternatively, for method development purposes, 

phases possessing differing selectivities are a prerequisite. 

Many authors developed chromatographic tests to evaluate some key properties of the 

stationary phases. The main strategies are summarized in Figure 38.  

 
Figure 38: Schematic representation of the main chromatographic tests, from272

 

Chemometric methods are also used, such as HCA to measure the proximity between 

stationary phases. Also, PCA is of interest to identify the criteria affecting retention and the 

correlations, and to group the stationary phases in a two- or three-dimensional space based 

on the data initially spread in a multi-dimensional space. 

More complex models are also used, based on quantitative structure–retention relationships 

like the LSER model of Abraham et al. or the hydrophobic subtraction model proposed by 

Snyder et al. These thermodynamic approaches necessitate the analysis of a wide range of 

compounds, properties of which are well known, then setting up of a link between the retention 

and the properties of these solutes in order to identify the interactions taking place between 

the solutes and the stationary phase.  
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Introduction 

 

This second chapter gathers the results obtained during my thesis concerning the silica surface 

pretreatment, the grafting of silica particles, especially superficially porous particles. Also, for 

each new stationary phase, the full characterization of the modified silica particles have been 

done through different and complementary physico-chemical methods. The packing step is 

one of the critical stages that directly impacts the efficiency. This step was achieved by 

Interchim as the company mastered the column packing. We could then estimate that the 

chromatographic properties of the new stationary phases were independent of the packing 

quality.  

 

The first study is focused on the development of an efficient route to graft superficially porous 

silica particles, to successfully obtain various surface chemistries and so different stationary 

phase selectivities (II.1.1). The choice of the organosilane, and the advantages of using 

microwave irradiations were particularly highlighted. This methodologic approach was 

published in Chromatographia in 2014.  

 

Then, the impact of thermal pretreatment on silica particles was investigated and led to three 

publications.  The first study published in Journal of Chromatography, A in 2015 presents the 

potential of thermal pretreatment of silica to select the silanol population and finally give 

access, after organosilanization, a new range of C18 stationary phases starting from the same 

silica batch (II.2.1). Chemometric approaches allowed for differentiating the C18 pool, and 

highlighted the specificity of the high temperature pretreated C18 silica.  

 

A concrete application of its unique selectivity is presented, in the context of phenanthrene 

ultra-purification (II.2.2). This stationary phase presented unique chromatographic properties 

that allowed baseline resolution of the critical pair phenanthrene/anthracene in a matrix 

constituted of phenanthrene 98% with some impurities to be quantified at very low level. This 

study was published in Chemical Engineering and Technologies in 2016. 

 

Finally, starting from the same silica batch and without any further grafting, the different 

pretreatment temperatures applied on silica led to various stationary phases that could be used 

in HILIC mode. The kinetic performances and the applications of the different pretreated silicas 
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(II.2.3) were investigated during an internship with Prof. Jean-Luc Veuthey and Dr. Davy 

Guillarme, LCAP, Université de Genève. The results were published in Journal of Separation 

Science in 2016. 

 

 

Tg 
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II-1. Microwave organosilanization of silica 

 

The first part of this work was devoted to the development of a fast, efficient, and reproducible 

grafting method that could be transposed at the industrial scale. First, we focused on the 

grafting of an alkyl chain containing 18 carbons (C18) onto the silica surface. As it is the 

common SP used in RP-mode, C18 is a reference and can be considered as the flagship product 

of any SP range.   

 

Two pathways were tested: the first one, reported in the literature relied on silanization 

followed by hydrosilation, as presented in section I.3.2.4. It was compared to the second one, 

established in collaboration with the company Interchim, as referred to organosilanization 

(I.3.2.2). Also, two grafting modes were evaluated: under conventional heating and microwave 

irradiation procedure.  

 

Grafted silicas were fully characterized by several techniques presented in section I.4: elemental 

analysis, DRIFT, solid state CP/MAS NMR, microscopy, and the chromatographic properties 

were evaluated by mean of the Tanaka test presented in section I.6.1.3.  

 

Such studies and evaluation led to the first article entitled "High-Density Octadecyl Chemically 

Bonded Core–Shell Silica Phases for HPLC: Comparison of Microwave-Assisted and Classical 

Synthetic Routes, Structural Characterization and Chromatographic Evaluation” published in 

Chromatographia in 2014.  
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II-1-1. Article 1: Around the development of a fast, efficient, and 

reproducible grafting method for C18 functionalization of bare silica 

SPP. 
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This first study allowed for establishing a robust protocol, in this case for C18 functionalization 

of SPP. The best strategy in terms of grafting rate (3.8 µmol/m2) was to functionalize the silica 

particles through organosilanization, with n-octadecyldimethyl(dimethylamino)silane. 

The hydrosilation process was also tested, but resulted in a lower grafting rate (1.7 µmol/m2). 

Moreover, in the Pesek pathway method, the major disadvantage was the use of the platinum 

catalyst that may adhere to the silica surface. The use of microwave irradiation instead of 

conventional heating was very advantageous in terms of synthesis time and reproducibility for 

a similar surface coverage. Finally, the protocol selected was to functionalize the silica particles 

by organosilanization with n-octadecyldimethyl(dimethylamino)silane, under microwave 

irradiations, and with an end-capping step. It allowed to obtain stationary phases exhibiting as 

good chromatographic performances than those prepared with conventional synthetic 

process, but ten times faster. The Tanaka test was performed to determine the principal 

chromatographic properties of the C18 stationary phases synthesized through different 

pathways (organosilanization versus hydrosilation, conventional heating versus microwave 

irradiation) or with different organosilanes (chlorosilane versus dimethylaminosilane) and 

compare them to commercial ones. The highest values of our C18 home-made stationary 

phases were obtained for the hydrophobicity and the amount of alkyl chains, which was 

consistent with the high degree of coverage for the different C18 bonded phases. The low ion-

exchange capacity at pH 7.6 suggested that few silanol groups were accessible to solutes, which 

was confirmed by the low hydrogen bonding capacity. This parameter being higher when no 

end-capping step has been performed, justifying the importance of this post-treatment.  

The next step was to investigate the influence of the silica thermal pretreatment. Especially the 

effect of temperature on the silanol population was studied to evaluate the possibility of 

obtaining different stationary phases, from the same silica batch functionalized with the same 

procedure.  
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II-2. Thermal pretreatments of silica 

 

II-2-1. Article 2: Towards a wide range of C18 stationary phases from the 

same SPP silica batch functionalized with the same microwave 

procedure 

 

After the development of a robust C18 grafting method on bare silica, the influence of thermal 

pretreatment of silica was investigated. Especially, the possibility to modify the silica surface by 

applying different thermal pretreatments was studied in order to obtain a range of various C18 

SPs from the same silica batch functionalized with the same grafting procedure. 

 

Both bare and C18 silicas pretreated at different key temperatures were characterized by 

microscopy and BET measurements to check the morphological structure at the different 

temperatures. Also, infrared spectroscopy and solid state CP/MAS NMR were used to 

characterize the silanol types at the silica surface depending on the temperature applied, and 

the vibrational bands of the ligand grafted. Finally, the chromatographic properties and 

especially the performances towards basic solute analysis were evaluated by mean of the 

Veuthey test. All the data generated were treated through chemometric approaches: PCA and 

HCA presented in section I.6.2. 

 

Such study and evaluation led to the second article entitled "Thermal pretreatments of 

superficially porous silica particles for high-performance liquid chromatography: Surface 

control, structural characterization and chromatographic evaluation” published in Journal of 

Chromatography, A in 2015.  
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Figure 1: Temperature effect on the silanol population at the silica surface. Inspired from1 

 
 

                                                 

1 Zhuravlev, L. T. Colloids Surf. Physicochem. Eng. Asp. 2000, 173 (1), 1–38. 
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With this study, it has been shown that thermal dehydroxylation prior to functionalization can 

be used to obtain different C18 phases. Depending on the temperature of pretreatment, the 

silica surface evolved as the silanol groups were progressively removed due to a thermally 

induced condensation reaction. DRIFT and NMR experiments confirmed that after dehydration, 

the vicinal silanols were progressively removed as the temperature increased (until 400°C), then 

the geminal silanols (until 900°C), and finally the complete disappearance of all silanol groups 

at 1100°C. The grafting of an octadecyl-chain was successfully performed with a maximum 

coverage of 3.7 µmol/m2 for the end-capped-C18-400°C pretreated SPP silica. The use of 

chemometric methods allowed for grouping the columns depending on their hydrophobic 

properties and on their peak asymmetry for the analysis of basic solutes. In general, the non-

end-capped phases presented higher peak asymmetry values as residual silanols were still 

accessible. Alternatively, the non-end-capped phase containing residual accessible silanols was 

close to the Accucore aQ column. Up to 900°C, the higher is the temperature of pretreatment, 

the higher is the retention of the corresponding C18 phases but also the asymmetry factors 

due to the residual free silanols activity. The high content of siloxane bridges showing 

additional hydrophobicity and polarizability made the C18-900°C pretreated phase efficient for 

the separation of PAHs isomers. 

 

An application of the original selectivity of this SP is presented in the next paper (II.2.2).  

Finally, a wide range of C18 columns could be obtained, depending on the choice of the 

temperature of pretreatment and of end-capping or not.  

 

This paper was focused on the thermodynamic study of C18-thermally pretreated phases. The 

evaluation of the kinetic parameters of pretreated stationary phases without any grafting was 

done in HILIC mode and is presented later (II.2.3). 
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II-2-2. Article 3: Use of a high temperature pretreated C18 silica for the 

separation of phenanthrene/anthracene in a phenanthrene batch  

 

The use of chemometric approaches as data analysis revealed and highlighted the specific 

behavior of the C18 SP resulting from the functionalization of silica pretreated at 900°C. 

 

Among the column tested, the use of 900°C C18 SP allowed for a complete resolution of many 

critical pairs of PAHs (e.g. phenanthrene-anthracene), even in a batch of phenanthrene as it is 

the case here. Indeed, the deal was double: the quantification of the phenanthrene impurities 

at low concentration in phenanthrene 98%, and the nature of those impurities that are 

essentially isomers or close structural molecules of the PAHs family.  

 

The quantification of the phenanthrene impurities after purification is presented in Article 3 

entitled: “Phenanthrene Purification: Comparison of Zone Melting and Co-Crystallization”, 

published in Chemical Engineering Technology in 2016.  
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In this article dedicated to the ultra-purification of phenanthrene, the use of dedicated HPLC 

column was of primary concern to be able to quantify rigorously the phenanthrene impurities 

at low concentration in phenanthrene 98%.  

Those impurities being essentially isomers or structural molecules close to the PAHs family, the 

separation required high shape selectivity to obtain full resolution between phenanthrene and 

its isomer anthracene.  

The specificity of the home-made column from silica pretreated at 900°C before C18 grafting 

(Figure 2) allowed for obtaining quantification of all major impurities of phenanthrene, at very 

low levels. 

 

 

 

 

 

 

 

 

 

 

It was shown that various C18 SPs can be obtained by variating the surface state of the silica 

through thermal pretreatment with Article 2, and a concrete use of one C18 SP with silica 

pretreated at 900°C was presented in Article 3. 

The next study was devoted to the possibility of obtaining various SPs from the same silica by 

variating the temperature of pretreatment. The thermodynamic and especially the kinetic 

evaluation of the SPs in HILIC mode is the focus of the following part.   
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Figure 2: Chromatogram obtained on 900°C C18 home-made column, 250 mm × 4.6 mm × 3 µm, 

F = 1mL/min, 5 min at 50/50 (v/v) CH3CN/H2O to 100% CH3CN in 50 min, 254 nm, 22°C, (*) 

Impurity, (1) Naphthalene, (2) Acenaphthylene, (3) 1-Methylnaphthalene, (4) 2-

Methylnaphthalene, (5) Acenaphthene, (6) Fluorene, (7) Phenanthrene, (8) Anthracene, (9) 

Fluoranthene, (10) Pyrene, (11) Chrysene, (12) Benz(a)anthracene, (13)  Benzo(b)fluoranthene, (14) 

Benzo(k)fluoranthene, (15) Benzo(a)pyrene, (16)  Dibenzo(a,h)anthracene, (17) 

Benzo(g,h,i)perylene, (18) Indeno(1,2,3-cd)pyrene 
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II-2-3. Article 4: Use of superficially porous silica particles pretreated at 

different temperatures in HILIC 

 

The impact of thermal pretreatment on silica and the use of bare silica pretreated at different 

temperatures in HILIC mode was considered.  

 

This work was achieved in collaboration with the LCAP, University of Geneva, where I spent one 

month internship under the supervision of Prof. J.L. Veuthey and Dr. D. Guillarme. Evaluating 

the kinetic performances of SPs with the kinetic plot theory required the use of a dedicated 

instrumentation with optimized extra-column volumes and capable of supporting very high 

pressures. A sufficiently retained compound has to be selected to limit the system 

contributions, in our case cytosine was the probe solute; and at least 10-15 values have to be 

acquired at various flow rates for suitable fitting. Contrary to Van Deemter plot that 

corresponds to experimental plate number, the kinetic plot method give access to extrapolated 

value called the pressure drop limited plate number.  By working with one column of a 

particular length, values can be obtained for other lengths by extrapolation, allowing to have 

a global evaluation of the column kinetic performances when working at the maximal pressure 

(600 bars for the SPPs and 1000 bars for the sub-2 µm particles).  

 

The study encompassed the kinetic evaluation of 3 SPs resulting from the pretreatment of bare 

SPP silica at 3 different temperatures (400°C, 525°C, 900°C). Also, two applications were 

presented on nucleobases and derivatives, and nicotine and derivatives to demonstrate the 

potential of such SPs. This work led to the publication entitled “Evaluation of thermally 

pretreated silica stationary phases under hydrophilic interaction chromatography conditions” 

in Journal of Separation Science in 2016. 
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This study demonstrated that the pretreatment temperature can be a parameter for tuning 

kinetic and thermodynamic performance as well as stability of the stationary phases.  

In terms of kinetic evaluation, due to their low permeability the performance of the three 

home-made columns (pretreatment at 400, 525, and 900°C) was inferior to the commercial 

ones in the low plate count range (10,000 plates), but was more favorable for N values beyond 

40,000 plates. Also, the HILIC column pretreated at 400°C became particularly attractive for 

high plate count (N > 70,000 plates), due to its low flow resistance (φ = 695), together with 

hmin value of only 2.4. 

 

Except the kinetic performances, the thermodynamic behavior of the three home-made 

stationary phases was evaluated through the analysis of two mixtures of polar compounds, 

nucleobases and derivatives as well as nicotine and derivatives. For the phases pretreated at 

400 and 525°C, only minor modifications of selectivity and retention were observed, while 

changes were much more pronounced with the phase pretreated at 900°C. This shows that 

selectivity of bare silica phase under HILIC conditions can be simply modified by tuning the 

pretreatment temperature. However, the phase pretreated at 900°C provided poor peak shape 

for nucleobases, nucleotides and nucleosides, while peaks corresponding to nicotine 

derivatives were much more symmetrical. This behavior could be related to the number of H-

bond donor groups on the analytes, which was much larger for nucleobases derivatives. 

Nevertheless, due to the diversity of interactions involved in HILIC conditions, it is still difficult 

to predict the behavior of a stationary phase for which the silica surface has been modified by 

temperature, with respect to the analysis of a certain class of compounds.  

 

Last but not least, the pretreated phases showed a good thermal stability (at 70°C) as the 

retention remained constant after more than 14,000 column volumes, and the efficiency was 

still good for the stationary phases pretreated at 400 and 525°C. 
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Introduction 

 
In the first part of this thesis, different types of C18 SPs have been developed depending on 

the thermal treatment applied before functionalization, and depending on the end-capping 

step.  

This part is dedicated to the development of an original SP containing an alkyl chain (spacer), 

a polar embedded group (amide), and an aromatic group (anthracenic group). Such selector 

has been grafted on FPP and on SPP, under conventional heating and under microwave 

irradiations.  

A full characterization of the modified FPP and SPP is presented, but an important part of the 

work was dedicated to the molecular modeling. The potential of DFT to better understand the 

chromatographic properties of those multimodal stationary phases was highlighted with a 

collaboration with Dr. Vincent Tognetti (Equipe Analyse et Modélisation, COBRA) (III.1). At the 

writing time of this manuscript, such study entitled: “New anthracenyl polar embedded 

stationary phases with enhanced aromatic selectivity: a combined experimental and theoretical 

study”   has been submitted for publication in Journal of Chromatography, A. 

 

Finally, the last part concerned the synthesis of calix[6]arene derivatives achieved (III.2) under 

the supervision of Prof. Ivan Jabin (LCO, Université Libre de Bruxelles). Those macrocycles 

contain one carboxylic acid function that allows for grafting onto SPPs, following the synthesis 

way adopted previously (III.1). The aim was to obtain stationary phases presenting shape 

selectivity and containing a cavity capable of inclusion of some solutes. The calix[6]arene 

derivatives were characterized (NMR, MS, IR) before further grafting onto silica particles.  

The preliminary studies were done on calix[6]arene derivatives synthesized by Jabin’s team, 

and which contain six carboxylic acid functions. The grafting onto SPP was achieved, and an 

evaluation of the chromatographic properties of the SPs is presented in the following part. 
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III-1. Article 5: New polar embedded aromatic stationary phases 

 

New anthracenyl polar embedded stationary phases with enhanced 
aromatic selectivity: a combined experimental and theoretical study  
Mélanie Mignot1, Benjamin Schammé1, Vincent Tognetti2, Laurent Joubert2, Alain Tchapla3, Olivier 

Mercier4, Pascal Cardinael1, Valérie Peulon-Agasse1* 
1Normandie Univ., Laboratoire SMS-EA3233, Univ. Rouen, F-76821, Mont Saint Aignan, France 
2Normandie Univ., COBRA, UMR 6014 & FR 3038, Univ. Rouen, INSA Rouen, CNRS, 1 rue Tesnière, 

F-76821 Mont-Saint-Aignan Cedex, France 
3Lip(Sys)²- LETIAM§, Univ. Paris-Sud, Université Paris-Saclay, IUT d’Orsay, Plateau de Moulon F-
91400 Orsay, France. 
§(FKA EA4041 Groupe de Chimie Analytique de Paris-Sud)  
4Interchim R & D, 211 bis avenue JF Kennedy, BP 1140, 03100 Montluçon, France 

*corresponding author: valerie.agasse@univ-rouen.fr 

Abstract  

New polar embedded aromatic stationary phases of different functionalities (mono- and trifunctional) 

were synthesized to determine the impact of the functionality on the retention process and the selectivity 

towards aromatic compounds. A full experimental characterization was performed using a combination 

of techniques (elemental analysis, thermogravimetric measurements, infrared spectroscopy and solid-

state NMR) to differentiate unambiguously the mono- and trifunctional structures. Commercially 

available columns with either an aromatic group or a polar embedded group were compared to the new 

stationary phases. The latter presented enhanced affinity for polycyclic aromatic hydrocarbons (PAH) 

structures compared to alkylbenzenes, especially when using methanol instead of acetonitrile as the 

organic modifier. The structures of the ligands, as well as the chromatographic results and the origin of 

the selectivity, were theoretically explained by density functional theory calculations. 

 

Keywords: high-performance liquid chromatography, aromatic stationary phase, molecular modeling, 

polar embedded group, steric selectivity, functional density theory 

 

1. Introduction 
Stationary phases used in high-performance liquid chromatography (HPLC) are generally 

prepared by organosilanization with different types of silane reagents, leading to covalent linkage of 

ligands to the silanol groups at the silica surface[1,2]. The characteristics (density, molecular structure, 

conformation, mobility and distribution of the ligands) of the bonded phase are of crucial interest as 

they can affect the chromatographic properties, such as retention[3,4].  

Monomeric bonded phases are is most cases obtained by monofunctional organosilanes, and polymeric 

bonded materials result from functionalization with polyfunctional organosilanes[5]. Monomeric phases 

improve the mass transfer capability, whereas polymeric structures present better selectivity towards 
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non-flexible molecules and are favored for the separation of polycyclic aromatic hydrocarbons 

(PAHs)[6–10]. 

C18 stationary phases are the most widely used phases in reversed-phase liquid chromatography 

(RPLC) because of their versatility and their good performance in terms of selectivity, efficiency, and 

resolution. When a high aqueous content in the mobile phase is required, polar end-capping can be 

achieved enhancing the wetting of the C18 stationary phase. Another type of reversed stationary phase 

is aromatic phases. Their popularity can be explained by their great specificity for aromatic solutes, 

presumably due to π-π interactions[10–15], making them especially interesting for the separation of 

aromatic compounds, such as PAHs. Many aromatic silica-based stationary phases have been developed 

in recent few years, and many are commercially available, such as phenyl-3-propyl, phenyl-6-hexyl, 

propyl-3-N-urea N’-2-picolinyl (PPUTM), ethyl-2-pyridine, ethyl-4-pyridine, butyl-2-3-4-5-6-

pentafluoro-phenyl-bonded silica, and polymeric materials, such as polystyrene-divinylbenzene. 

On these phases, specific effects due to π-π interactions are superimposed on the 

hydrocarboneous predominant effect, leading to subtle modification of the selectivity compared to pure 

alkyl bonded silicas. Elsewhere, the comparison of the eluent strength of the mobile phase calculated 

from the methylene selectivity on propyl-3-phenyl bonded silica showed that over the complete range 

of compositions, the mixtures with acetonitrile are more effective eluents than the corresponding ones 

with methanol as the organic modifier, which is not true on C18 bonded silicas[16]. It was demonstrated 

that the pure hydrophobic effect (measured by the methylene selectivity) on the phenyl-3-propyl bonded 

phase is three to four times weaker than on a C18 bonded phase, which could drastically affect the 

separation on this class of bonded silica[15]. A close examination of the methylene selectivity of all 

types of these ended single aromatic ring alkyl bonded stationary phases leads to the same 

conclusion[17], excepted for two poly-aromatic phases (i.e., biphenyl and 1-pyrenyl, for which the 

methylene selectivity is higher than the mean of the C18 grafts). Nevertheless, new aromatic phases are 

continuously designed for specific separation challenges.  

In particular, the separation of aromatic-substituted isomers and critical PAH isomers is often 

targeted[18–20]. These developments have led to the commercialization of aromatic groups at the end 

of different alkyl chain length bonded silica, such as N-9(methyl-anthracene)-amino[21], 1-pyrenyl 

(PYETM), 2-naphthyl (πNAPTM), biphenyl, pentabromobenzyloxy and nitrophenyl alkyl bonded silicas, 

at which 1-1’diphenyl-methyl bonded silicas must be added. Among these aromatic bonded silicas, two 

poly-aromatic biphenyl and 1-pyrenyl present methylene selectivity greater than the mean of C18 grafts. 

A silanol-free pseudo-aromatic stationary phase, porous graphitic carbon (PGC), showed interesting 

chromatographic properties similar to those obtained on the PYE or fullerene phases[22–24]. Some 

other authors demonstrated that the PGC phase was very different from conventional non-polar phases 

(e.g., C18, C30) especially for the polar solute retention[25]. However, these phases are not widespread 

because their use is not straightforward. They are mainly used as an alternative to conventional 

stationary phases (e.g., C18, C8, phenylhexyl) when the separation cannot be achieved or when looking 

for a second dimension stationary phase in bi-dimensional chromatography[26].  
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Despite their selectivity, aromatic stationary phases have some disadvantages, and polar solute 

retention can be too low. The introduction of a polar group into the structure of the ligand led to what 

are now called polar embedded stationary phases. Until now, these phases were developed in 

combination with alkyl stationary phases[27–34]. Embedding a polar functional group[35,36] (e.g., a 

carbamate[37], amide, urea, quaternary ammonium, sulfamide, ether oxide, ester) into a bonded alkyl 

chain reduces the peak tailing for basic analytes and has unique selectivity for certain classes of analyte, 

such as phenols[38], stereochemically rigid isomers, and endocrine disruptor solutes in the Engelhardt 

polar selectivity test[39]. Finally, their methylene selectivity is slightly lower than the mean of C18 

grafts. Recently, a new multifunctional stationary phase combining both an embedded group (1-glycero 

3-propyl) and an aromatic group (1-aminoanthracene) bonded on bridged ethylene hybrid silica (BEHTM 

technology) was commercialized by Waters. 

Polar-embedeed group (PEG) poly-aromatic stationary phases can offer various types of interaction. 

The need for a precise determination of their 3D structure is necessary to understand their 

chromatographic behavior. This can be achieved theoretically by using molecular modeling tools, such 

as molecular mechanics, or semi-empirical methods, which have already been used to elucidate the 

structures of conventional stationary phases. In this paper, we rely on density functional theory 

(DFT)[40], which improves upon the classic solute modeling and docking[41–46] approaches by 

introducing a full quantum description of the system. Hence, one of the purposes of this paper is to 

propose and assess a robust DFT-based computational protocol to model the 3D structure and to better 

understand the experimental results.  

In summary, this article describes the synthesis and the complete characterization of a new 

generation of polar embedded aromatic stationary phases. It reports the use of DFT to precisely elucidate 

the 3D ligand structure and to rationalize their chromatographic properties. More precisely, the mono- 

and trifunctional versions of the new polar embedded aromatic stationary phase are reported by 

amidation with 9-anthracenecarboxylic acid onto amino-functionalized silica to afford the desired 

amide-functionalized aromatic stationary phases under microwave irradiation as developed in our 

laboratory[47,48] (Experimental section in the Supporting information). Then, a deep characterization 

was performed to differentiate the mono- and trifunctional version by a combination of analytical 

techniques (microscopy, elemental analysis, thermogravimetry, infrared spectroscopy, 1H, 13C, 29Si 

CP/MAS NMR available in the Supporting information). 

Finally, a theoretical study by DFT is conducted to determine the conformation of the ligands grafted 

onto the silica surface and to study the influence of the organic modifier of the mobile phase. In addition, 

the chromatographic properties of these new stationary phases includes the evaluation of their selectivity 

towards the homologous series of alkylbenzenes as well as different congeners of PAHs. These solutes 

are indeed good probes to investigate the aromatic and shape selectivity.  
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2. Experimental section 
2.1 Materials and reagents  

The silica particles were provided by Interchim (Montluçon, France). For the porous material, its 

specific surface area, nominal particle diameter and pore diameter were 425 m²/g, 3 µm and 100 Å, 

respectively. For the superficially porous material, its specific surface area, nominal particle diameter 

and pore diameter were 126 m²/g, 2.6 µm and 90 Å, respectively. 4-Aminobutyldimethylmethoxysilane 

(ABDMS) and 4-aminobutyltriethoxysilane (ABTS) were obtained by Fluorochem (Hadfield, United 

Kingdom). Bis(dimethylamino)(trimethyl)silane (DATS) was purchased from ABCR (Karlsruhe, 

Germany). Toluene, (benzotriazol-1-yloxy)tripyrrolidinophosphonium hexafluorophosphate (PyBOP), 

N,N-diisopropylethylamine (DIPEA), 9-anthracenecarboxylic acid, anthracene, naphthalene, benzene 

and ethylbenzene were supplied by Sigma-Aldrich (Saint-Quentin Fallavier, France). 

Dimethylformamide and dichloromethane were purchased from VWR (Fontenay-sous-Bois, France). 

Alkylbenzenes (from pentylbenzene to dodecylbenzene), naphthacene, p-terphenyl and m-terphenyl 

were obtained from TCI (Tokyo, Japan). Butylbenzene, triphenylene, and o-terphenyl were purchased 

from Alfa Aesar (Schiltigheim, France), and propylbenzene was from Acros Organics (Geel, Belgium). 

For the chromatographic tests, all solvents were of HPLC grade.  

Elemental analysis was performed by the conventional combustion method using a Flash 2000 

organic elemental analyzer from ThermoFisher (Waltham, MA, USA). Elemental analysis was used to 

determine the percentage of carbon, nitrogen, and hydrogen. The standard deviation for carbon 

percentages was 0.5%. The calculation of the bonded ligand coverage density was performed using the 

Berendsen equation. 

DRIFT spectra were obtained using a PerkinElmer (Norwalk, CT, USA) Spectrum 100. The 

sample consisted of a mixture of silica with potassium bromide (10% (m/m)) placed in a 2 mm diameter 

cup. The spectra, which consisted of 64 scans, were acquired at a resolution of 2 cm-1 and were 

referenced against pure KBr over the range of 4000-450 cm-1.  

29Si CP/MAS NMR measurements were conducted with an AVANCE III 500 WB spectrometer 

equipped with a 4 mm double H/X probe (Bruker, Wissembourg, France). Magic-angle spinning was 

executed at 10 kHz, and 10240 scans were collected for each sample (29Si and 13C). The 1H 90° pulse 

was 2.85 µs, and the contact times were 3 ms and 5 ms for 13C and 29Si, respectively, with a repetition 

time of 5 s. All chemical shifts were referenced to trimethylsilane. 

The chromatographic measurements were performed with a liquid chromatograph from 

Dionex/ThermoFisher (Sunnyvale, CA, USA), which consisted of a P680 pump, an injection valve 

(ASI-100 automated sample injector) equipped with a 20 µL injection loop, and a UVD 340U diode-

array detector (DAD). The column temperature was set to 30°C and was controlled with a TCC-100 

thermostated column compartment at 1 mL/min. The data were collected on a computer using 
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Chromeleon software. Stock solutions were prepared in acetonitrile and in methanol at 1 g/L. The dead 

time was measured from the disruption of the baseline of the chromatogram due to the unretained sample 

solvent.  

2.2 Synthesis of the stationary phases  
The synthesis steps (Scheme S1) were performed under microwave irradiation in our laboratory. 

The first step corresponded to the modification of bare silica to aminosilica by the addition of a spacer 

group (butyl) containing a terminal amino function. The second step was amidation between 9-

anthracenecarboxylic acid and aminosilica to afford the final stationary phase. The complete protocol is 

available in Supporting Information. 

 

3. Results and discussion 
3.1 Surface chemistry of the mono- and tri-PEG-anthra 

The physical properties of the silica particles are summarized in Table 1. 

To investigate the influence of the support material, the monofunctional version was formed both on 

fully porous and on superficially porous supports. In addition, the influence of the tridimensional 

structure was studied by synthesizing bonded silica from mono- and trifunctional reagents on fully 

porous particles. 

 

Column name Particle 

diameter 

(µm) 

Surface 

area 

(m²/g) 

Pore size 

(Å) 

Carbon 

load 

(%) 

Coverage 

density 

(µmoles/m2) 

Ligand (R) 

--Si -R 

Silica 

type 

Column 

dimensions (LC × 

dC × dp) (mm × 

mm × µm) 

*mono-PEG-

anthra  

2.6 126 90 5.2 1.9 (CH2)4NHCO-

9-C14H9 

SPP 50 × 4.6 × 2.6 

 

*mono-PEG-

anthra (1) 

3.0 425 100 13.2 1.6 (CH2)4NHCO-

9-C14H9 

FPP 50 × 4.6 × 3.0 

 

**mono-PEG-

anthra (2) 

3.0 425 100 17.6 2.3 (CH2)4NHCO-

9-C14H9 

FPP 250 × 4.6 × 3.0 

 

**tri-PEG-

anthra  

3.0 425 100 18.0 - (CH2)4NHCO-

9-C14H9 

FPP 250 × 4.6 × 3.0 

HALOTM 

Phenyl-hexyl 

2.7 135 90 7.4*** 3.4*** (CH2)6-C6H5 SPP 100 ×4.6 × 2.7 
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HALOTM C18 2.7 135 90 7.7*** 3.5*** C18H37 SPP 50 ×4.6 × 2.7 

HALOTM RP-

amide 

2.7 135 90 8.2*** 3.0*** (CH2)3NHCO-

C15H31 

SPP 100 × 4.6 × 2.7 

SPP= Superficially Porous Particles, FPP= Fully Porous Particles 
*Synthesis performed under conventional heating **Synthesis performed under microwave irradiation 
***Manufacturer data 
Table 1: Summary of the column characteristics with the corresponding column packing 

A deep characterization of the homemade stationary phases is provided in Supplementary information. 

The calculation of the bonded ligand coverage density was performed using the Berendsen equation[49]. 

Syntheses under microwave irradiation were successfully achieved, leading to 2.3 µmol/m² on the 

monofunctional porous material. The grafting rates were lower under conventional heating: 1.6 µmol/m² 

for the monofunctional version on porous material and 1.9 µmol/m² on the superficially porous material. 

A further discussion about the coverage density is provided in Supplementary information. 

The results were consistent with the thermogravimetric data as the weight loss observed between 200 

and 600°C was associated with the loss of the organic groups attached to the surface. In addition, the 

bonding of the ligand was confirmed by infrared spectroscopy with the appearance of the vibrational 

bands of the ligand groups. Additionally, solid-state NMR differentiated the mono- and trifunctional 

structure by unambiguous identification of specific chemical shifts as presented in Table 2. Discussions 

about the experimental results, as well as the thermogravimetric curves (Figure S1), and the IR (Figure 

S2) and NMR spectra (Figure S3) are available in Supplementary information. 

Column Silica 

type 

δ Q3 (ppm) δ Q4 

(ppm) 

δ M (ppm) δ T2 

(ppm) 

δ T3 

(ppm) 

 *mono-PEG-anthra  SPP -101.9 -110.4 11.5 - - 

 *mono-PEG-anthra (1) FPP -102.1 -110.6 11.7-6.5 - - 

 **mono-PEG-anthra (2) FPP -102.2 -110.7 11.8 - - 

**tri-PEG-anthra FPP -102.6 -111.0 11.4 -59.0 -66.0 

Table 2: 29Si NMR signal attribution for the mono- and trifunctional stationary phases 

 

3.2 RPLC studies- Homologous series of alkylbenzenes and PAHs 

 Regarding the chemical structure of the homemade stationary phases, multiple types of 

interaction (dipole-dipole, hydrogen-bond, π-π and hydrophobic interactions) have to be considered, 

which can expand the applicability.  

Considering previous works[11,14–16,31,50–54] on the characterization of aromatic bonded phases, the 

probes selected for this study were a homologous series of alkylbenzenes (1 ≤ nC ≤ 12), a mixture of 
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linear PAHs naphthalene, anthracene and naphthacene ; and with the nonlinear PAH triphenylene added 

and the aromatics isomers o-, m- and p-terphenyl. The retention and selectivity factors are reported in 

Table S1. In addition, a deep discussion about energetic aspects relative to the functionality and the 

selectivity towards the probes is provided in Supporting Information and in Table S2.  

The following discussion is based on the values recorded using acetonitrile as the organic modifier, but 

the same conclusions can be drawn from those obtained with methanol as the organic modifier, with an 

enhancement of the trends. Another feature of interest is that in terms of thermodynamics, there was no 

influence of the silica material type (SPP and FPP). 

The plots of log k versus log Po/w for HALOTM C18, HALOTM RP-amide, HALOTM Phenylhexyl, 

*mono-PEG-anthra (FPP) and **tri-PEG-anthra (FPP) are presented in Figure S4. The HALOTM C18 

and HALOTM RP-amide stationary phases did not present particular selectivity towards PAHs compared 

to alkylbenzenes (Figure S4a and b), and there was no significant difference between the plots of log k 

versus log Po/w for PAHs and alkylbenzenes.  

The same trend was found regardless of the organic modifier (ACN or MeOH). The slopes 

(Table 3) were in the range of 0.209-0.268 for methanol as the organic modifier and 0.235-0.286 for 

acetonitrile as the organic modifier. HALOTM Phenylhexyl (Figure S4c) presented the same selectivity 

for the two classes of solutes (similar slope), the latter being largely affected by the organic modifier 

type because the plots of log k versus log Po/w were not superimposable (0.342 and 0.351 for the 

alkylbenzenes and PAHs, respectively, with methanol; 0.242 and 0.233 for the alkylbenzenes and PAHs, 

respectively, in acetonitrile). Conversely, our stationary phases (*mono- and **tri-PEG-anthra (FPP)) 

showed higher selectivity for the PAH structures. For PAHs in acetonitrile, the slope of the plots of log 

k versus log Po/w was higher (0.176) than for alkylbenzenes (0.131), especially when using an organic 

modifier without π-electrons, such as methanol (0.171 and 0.284 for alkylbenzenes and PAHs, 

respectively) (Figure S4d and e).   

When using a π-selective stationary phase to separate the aromatic solutes, solvents that contain 

π-electrons, such as acetonitrile, may have a detrimental effect on the separation. These solvents 

interfere with the π-π interactions and decrease or potentially cancel the stationary phase aromatic 

selectivity [10,13,16,55,56]. The use of methanol may prevent the π-π interaction competition between 

the stationary phase and the solvent, favoring the establishment of π-π interactions between the 

stationary phase and the solutes. Tri-PEG-anthra presented the highest selectivity of 0.135 and 0.253 for 

alkylbenzenes and PAHs, respectively, in acetonitrile. The latter trend was enhanced when using 

methanol: 0.179 and 0.399 for the alkylbenzenes and PAHs, respectively. 
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Stationary 

phase 

MeOH ACN MeOH ACN 

Slope 

(alkylbenzen

es) 

Slope 

(PAHs) 

Slope 

(alkylbenzen

es) 

Slope 

(PAHs) 

|Δ| slope  

(PAHs-

alkylbenzene

s) 

|Δ| slope  

(PAHs-

alkylbenzene

s) 

HALOTM C18 0.258 0.268 0.286 0.243 0.010 0.042 

r² 0.997 0.982 0.997 0.987 
  

HALOTM RP-

amide 

0.209 0.250 0.240 0.235 0.041 0.005 

r² 0.996 0.981 0.996 0.987 
  

HALOTM 

Phenylhexyl 

0.342 0.351 0.242 0.233 0.009 0.009 

r² 0.995 0.994 0.997 0.992 
  

*Mono-PEG-

anthra (1) 

0.171 0.284 0.131 0.176 0.114 0.045 

r² 0.998 0.993 0.997 0.988 
  

**Tri-PEG-

anthra  

0.179 0.399 0.135 0.253 0.220 0.119 

r² 0.997 0.991 0.996 0.984 
  

Table 3: Slopes of the plots of log k and log Po/w for alkylbenzenes (from benzene to dodecylbenzene) 

and PAHs (from benzene to naphthacene).  

 

The hydrophobic selectivity, αpentylbenzene/butylbenzene, is the selectivity between pentylbenzene and 

butylbenzene; it reflects the ability of the phase to separate compounds that differ by only a single 

methylene group. For our stationary phases containing a short spacer alkyl chain (butyl), it was not 

surprising to obtain low αpentylbenzene/butylbenzene values. Nevertheless, they presented similar hydrophobic 

selectivities of approximately 1.20, regardless of the functionality (mono or tri) and the silica type (SPP 

or FPP). 

The aromatic selectivity describes the capacity of a stationary phase to undergo aromatic 

interactions with aromatic solutes. Lindner et al.[14,51] and Euerby et al.[52] suggested an evaluation 

of the selectivity factor between n-pentylbenzene and o-terphenyl. As shown in Table S1, αpentylbenzene/o-

terphenyl > 1 for “C18-type stationary phases” (HALOTM C18 and HALOTM RP-amide), meaning that o-

terphenyl is eluted before n-pentylbenzene. In contrast, for stationary phases containing aromatic groups 

(PH, mono-PEG-anthra and tri-PEG-anthra), o-terphenyl, which has a higher number of aromatic rings 

than pentylbenzene, is more retained, so αpentylbenzene/o-terphenyl < 1. Moreover, this parameter depends on 
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the functionality of the stationary phase: αpentylbenzene/o-terphenyl = 0.86 for mono-PEG-anthra and 

αpentylbenzene/o-terphenyl = 0.67 for tri-PEG-anthra. 

This is an interesting feature, which may be explained by the cumulative effect of the tri-

aromatic units. DFT showed that the more stable conformation between the ligand and the solutes was 

the T-shape conformation (see below). The higher is the number of aromatic units in the solute structure, 

the stronger are the interactions with the tri-aromatic units of the ligand.  

To evaluate the planarity recognition ability of the stationary phases, we selected the molecules proposed 

by Tanaka et al.[11] and Jinno et al.[57], who introduced o-terphenyl and triphenylene as probes. The 

selectivity of triphenylene and o-terphenyl is influenced by the spacer length and the functionality of 

the ligand. Both probes have comparable size (length-to-width ratio) and the same number of carbons 

and π-electrons but differ in the molecular planarity of their structures. Triphenylene is planar, whereas 

o-terphenyl is twisted out-of-plane, so their separation factor is a good indicator of the selectivity for 

molecular-planarity[31].  

Stationary phases with αtriphenylene/o-terphenyl > 3 have enhanced shape selectivity, whereas stationary phases 

with αtriphenylene/o-terphenyl < 2 have low shape recognition ability[53]. Although the two compositions of 

mobile phases used to compare the stationary phases are different: 90/10 MeOH/water (% v/v) for both 

HALOTM C18 and HALOTM RP-amide and 70/30 (% v/v) for all five aromatic phases, the following 

conclusions can be drawn. Considering that the retention of triphenylene is the same on HALOTM RP-

amide and mono-PEG-anthra (SPP), it could be observed that, in these isoeluotropic conditions, the 

selectivity for molecular planarity is slightly higher on mono-PEG-anthra (SPP) than on HALOTM RP-

amide (2.35 instead of 2.0). The molecular planarity selectivity values for mono-PEG-anthra (SPP) and 

tri-PEG-anthra (FPP) under the same mobile phase composition conditions shows that it is greatly 

enhanced on the tri-PEG-anthra stationary phase (3.16 instead of 2.35), which may be explained by the 

greater rigidity of the tri-PEG-anthra (FPP) phase. With acetonitrile as the organic modifier, although 

the two compositions of mobile phases used to compare stationary phases are different, the retentions 

of triphenylene are similar on HALOTM RP-amide and mono-PEG-anthra (SPP). The molecular 

planarity selectivity is higher on HALOTM RP-amide than on mono-PEG-anthra (SPP) (1.72 compared 

to 1.4). Comparison of the molecular planarity selectivity values for mono-PEG-anthra (SPP) and tri-

PEG-anthra (FPP) obtained under the same mobile phase composition conditions indicates that it is 

enhanced on the tri-PEG-anthra stationary phase (1.85 compared to 1.40). The final effect is much less 

important than when using methanol as the organic modifier due to competing π-π interactions between 

aromatic solutes, acetonitrile and the aromatic stationary phase[10,13,16,55,56]. The difference in 

mobility of the graft in acetonitrile with respect to methanol should also be taken into account. 

 

3.3 Theoretical modeling 

Because the use of quantum chemistry calculations is rare in the chromatography community and 

because this paper is also intended for a wide audience in analytical chemistry, we believe it is 
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informative to provide a brief review of their use to cast light on the physicochemical features that may 

drive the separation process. From a methodological aspect, a theoretical study can be divided into three 

successive steps: the selection of the computational protocol, the computation itself, and subsequent 

data processing. Details are provided in the Supplementary information and allow, through a 

comparative literature survey, for understanding the upgrade of the proposed protocol.  

Based on these points, our specifications are the following: a quantum description of the trifunctional 

phase and of its interactions with aromatic molecules, which includes solvent effects and which 

describes π-stacking in a reliable way. To this aim, we consider the gas phase, implicit solvent [through 

the polarizable continuum model (PCM)], and hybrid implicit-explicit [explicit microsolvation 

consisting of two solvent molecules immerged in PCM that can form hydrogen bonds with the phase, 

perturbing the internal H-bonds network] calculations on a system including a silica surface (Si3O7H5 

moiety) that will be allowed to relax during the geometric optimization performed with a modern 

exchange-correlation functional. However, the fact that the silica bulk could restrain some of these 

moves will not be considered. 

As this paper is not purely theoretical, we have chosen to restrain our discussion to the sole energetic 

features. Other quantities, such as structural and advanced electronic properties and vibrational data 

(although infrared spectra could for instance be generated by our approach), will be scrutinized in a 

forthcoming theoretical paper. However, some important concepts must be clarified. When dealing with 

the interaction between molecules M1 and M2, different energies can be evaluated: the first is the DFT 

“binding energy” defined by Eq 1: 

 EM1...M2

bind = EDFT M1...M2( ) − EDFT
M1...M2

(M1)− EDFT
M1...M2

(M2),    Eq 1 

where the DFT energies of molecules M1 and M2 are evaluated at the geometries that M1 and M2 adopt 

in the optimized M1…M2 complex. When these two energies are calculated on the optimized free A and 

B molecules, one evaluates the “complexation energy” in Eq 2 (the fragments might never adopt an 

arrangement close to their most stable conformation during the separation process, making in some cases 

this reference state irrelevant): 

 EM1...M2

compl = EDFT M1...M2( ) − EM1

DFT (M1)− EM2

DFT (M2).     Eq 2 

 The difference between EM1...M2

bind  and EM1...M2

compl  is the “deformation energy” of M 1 and M2, EM1...M2

deform , that 

is required to form the stable complex. Adding the vibrational zero-point energy (ZPE) to Eq 3 provides 

the “complexation Gibbs energy at 0 K”: 

 ∆GM1...M2

compl 0K = EDFT+ZPE M1...M2( ) − EM1

DFT+ZPE (M1)− EM2

DFT+ZPE(M2).   Eq 3 

Using standard formulas from statistical thermodynamics, one can evaluate the temperature and entropy 

contributions at 298.15 K under atmospheric pressure (standard conditions), affording the “standard 

Gibbs complexation energy” in Eq 4: 

 ∆GM1...M2

°compl = GM1...M2

° M1...M2( ) −GM1

° (M1)−GM2

° (M2).     Eq 4 
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We define the “thermal contribution to complexation”, ∆GM1...M2

therm , as the difference between ∆GM1...M2

°compl  

and ∆GM1...M2

compl 0K . It is an important quantity since temperature can have a significant impact on 

selectivity. Because our thermodynamic corrections are based on the quantum harmonic oscillator 

model, our static approach cannot define “binding Gibbs energies”. However, the binding energy in Eq 

1 can be further explored, as it can be exactly split into two physical counterparts (Eq 5) within the 

interaction quantum atoms (IQA) framework[58–60]:  

 .       Eq 5 

The first right-hand side term corresponds to the sum of the interaction energy between each atom in 

M1 with each atom in M2, while the second describes the energy reorganization inside each fragment 

(e.g., the energetic (de)stabilization of each atom within the fragment—a contribution that cannot be 

described by usual force fields—and the variation of the bond strengths inside each moiety upon 

complex formation; see refs[61] and[62] for a detailed discussion). These interactions are mainly 

noncovalent, so they can be divided into (“classical”) electrostatic,EM1...M2

elec , and “dispersion 

contribution”, EM1...M2

disp . At the smallest approximation order, EM1...M2

elec  is given by the “point-charge 

contribution”, while EM1...M2

disp  can be evaluated from Grimme’s D2 pair-potential scheme, according to 

the following equations (Eq 6) (in atomic units): 

 

EM1...M2

pc = qAqB

RABB∈M2

∑
A∈M1

∑

EM1...M2

disp ≈ − fAB
C6

AC6
B

R6

ABB∈M2

∑
A∈M1

∑













.         Eq 6 

Henceforth, the interaction process between two moieties will be described by six “imbricated” 

energetic descriptors: EM1...M2

pc , EM1...M2

disp , EM1...M2

bind , EM1...M2

deform , ∆GM1...M2

therm , ∆GM1...M2

°compl , which will be 

computed for three environment models (gas phase, PCM, hybrid). Both their magnitude (which enables 

us to determine the interaction nature) and their variation within a given compound family are of interest 

and are potentially not equivalent. For instance, one of these energy components could be of high 

magnitude but relatively constant in the dataset, so that it will account for coordination but not for 

discrimination. Conversely, if one small quantity varies significantly from one compound to the other, 

it will provide less insight into the interaction nature but may be valuable to explain selectivity. In this 

paper, we attempt to find the energy components that correlate the most to the experimental log(k) 

values. 

Figure 1 shows the largest systems under consideration (174 atoms), where one can identify two explicit 

methanol molecules (a) and two acetonitrile ones (b) in their optimized geometries.  
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Figure 1: (a). View of the optimized structure for the interaction between naphthacene and the 

trifunctional stationary phase with two explicit methanol molecules immerged in a methanol implicit 

continuum. Atoms circled in blue are described by the 6-311++G(d,p) basis set, those in green by STO-

3G, and the remaining by 6-31G(d). (b). View of the optimized structure for the interaction between 

naphthacene and the trifunctional phase with two explicit acetonitrile molecules immerged in an 

acetonitrile implicit continuum. Atoms shown as balls and sticks are treated at the MP2 level (high-level 

layer), while atoms in the wireframe format are described by DFT (low-level layer). Color code: H in 

white, C in grey, N in blue, O in red, and Si in turquoise. 

We first focus on the benzene interaction with the stationary phase. Table 4 shows the values for the 

energy components presented above.  

 

Entry Phase Solvent EM1...M2

pc
 EM1...M2

disp
 EM1...M2

bind
 EM1...M2

deform
 ∆GM1...M2

therm
 ∆GM1...M2

°compl
 

1 
tri-PEG-

anthra 
None -0.50 -14.39 -8.15 0.24 5.18 -1.73 

2 
tri-PEG-

anthra 

PCM 

MeOH 
-0.43 -14.70 -8.03 0.28 5.73 -1.16 

3 
tri-PEG-

anthra 
PCM ACN -0.43 -14.70 -8.03 0.28 5.75 -1.14 

4 

tri-PEG-

anthra 

PCM 

MeOH 

+ 2 MeOH 

0.50 -14.88 -8.01 0.28 5.34 -1.33 

5 
tri-PEG-

anthra 

PCM ACN 

+ 2 ACN 
-0.59 -15.00 -8.14 0.32 5.25 -1.34 

Table 4: Energy decomposition for the interaction between the selected functional phases and the 

benzene molecules at the B97-D DFT level of theory with various solvent models. All values in 

kcal/mol. 
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The comparison of entries 1 and 2 in Table 4 shows that the gas phase and solvent models produce 

significantly different results (particularly for ∆GM1...M2

therm  and ∆GM1...M2

°compl ). However, as shown by entries 

2 and 3, the implicit solvent calculations could not differentiate methanol from acetonitrile because the 

energies were almost identical. This is not surprising since the two solvents have very similar PCM 

parameters (εr = 35.7 for CH3CN and 32.6 for CH3OH) and since the C6 coefficients in Eq 6 are solvent-

independent. Accordingly, the difference in the absolute SCF energy of the optimized trifunctional 

phase in the two PCM solvents was 0.1 kcal/mol, which explains why the relative energies are almost 

the same. Therefore, explicit solvent molecules should be considered and are expected to produce 

slightly different results since the H…O hydrogen bonds in methanol and the H…N hydrogen bonds in 

acetonitrile were present. This was corroborated by entries 4 and 5, although the differences remained 

small. 

As expected, the highest energy contribution stems from dispersion (approximately -15.0 kcal/mol). Let 

us recall that there are several van der Waals geometries for adducts built on aromatic cycles. For 

instance, for the benzene dimer[63], the two main categories are parallel (the most stable being called 

“displaced”, where the two cycles are not exactly on top of each other) and T-shaped[64]. As shown in 

the top of Figure 2, benzene interacts in a T-shaped fashion with the trifunctional phase. This can be 

explained by the fact that the intramolecular hydrogen bonds inside the stationary phase preclude the 

intercalation of benzene between two anthracyl groups. This does not occur for the monofunctional 

phase (which is saturated with hydroxyl groups). As depicted in the lower part of Figure 2b, benzene 

“slipped” but was not fully parallel to the anthracyl group because one methanol solvent molecule 

hindered the corresponding face. 
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Figure 2: (a). View of the optimized structure of the interaction between benzene and the trifunctional 

stationary phase with two explicit methanol molecules immerged in a methanol implicit continuum. (b). 

View of the optimized structure for the interaction between benzene and the monofunctional phase with 

two explicit methanol molecules immerged in a methanol implicit continuum. Color code: H in white, 

C in grey, N in blue, O in red, and Si in turquoise. 

Having established the required level of theory, we focus on the C6H5-R alkylbenzene series with R=H, 

CH3, C2H5, C3H7, and C4H9; the results are presented in Table 5. The modeling is not realistic for longer 

alkyl chains because the C6H5-R molecule would be larger than the phase width, meaning that it could 

significantly interact with another trifunctional moiety. This effect can be modeled using a periodic 

approach that assumes homogeneous grafting (with high coverage) on the silica surface, an assumption 

that is arguable from the experimental point of view. On the other hand, the explicit quantum treatment 

of a second trifunctional fragment is precluded by the associated computational cost. We will consider 

polycyclic aromatic molecules, such as naphthalene, anthracene, and naphthacene. The results are 

presented in Table 5.  

 

 

System Solvent EM1...M2

pc
 EM1...M2

disp
 EM1...M2

bind
 EM1...M2

deform
 ∆GM1...M2

therm

 

∆GM1...M2

°compl

 

Log(k) 

C6H5-R (alkylbenzenes) 

R=CH3 
PCM CH3OH 

+ 2 CH3OH 
-0.58 -16.56 -8.69 0.37 6.34 -0.66 -0.15 

R=C2H5 
PCM CH3OH 

+ 2 CH3OH 
-0.72 -16.93 -8.70 0.34 5.77 -1.48 -0.07 

R=C3H7 
PCM CH3OH 

+ 2 CH3OH 
-0.76 -17.14 -8.60 0.31 3.34 -4.01 0.03 

R=C4H9 
PCM CH3OH 

+ 2 CH3OH 
-0.66 -17.19 -8.38 0.28 3.47 -3.80 0.13 

R=CH3 
PCM CH3CN 

+ 2 CH3CN 
-1.23 -16.26 -9.10 0.60 6.24 -1.16 0.06 

R=C2H5 
PCM CH3CN 

+ 2 CH3CN 
-1.36 -17.33 -9.23 0.50 4.37 -3.59 0.13 

R=C3H7 
PCM CH3CN 

+ 2 CH3CN 
-1.46 -17.88 -9.55 0.70 5.75 -2.19 0.21 

R=C4H9 
PCM CH3CN 

+ 2 CH3CN 
-1.52 -17.92 -9.37 0.69 6.29 -1.39 0.29 

Polycyclic (PAHs) 

Naphthalene 
PCM CH3OH 

+ 2 CH3OH 
-0.55 -18.81 -9.52 0.31 5.76 -2.34 0.15 

Anthracene 
PCM CH3OH 

+ 2 CH3OH 
-0.75 -20.62 -10.31 0.60 5.66 -2.92 0.62 

Naphthacene 
PCM CH3OH 

+ 2 CH3OH 
-0.58 -26.47 -12.54 2.01 4.73 -5.08 1.14 

Naphthalene 
PCM CH3CN 

+ 2 CH3CN 
-1.09 -17.20 -8.98 0.53 5.12 -2.42 0.23 
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Anthracene 
PCM CH3CN 

+ 2 CH3CN 
-1.57 -22.06 -11.49 0.80 6.12 -4.36 0.52 

Naphthacene 
PCM CH3CN 

+ 2 CH3CN 
-1.68 -25.60 -12.37 0.91 6.21 -4.12 0.89 

Table 5: Energy decomposition for the interaction between the trifunctional phase and C6H5-R and 

polycyclic aromatic molecules at the B97-D DFT level of theory. All values in kcal/mol 

We found that the electrostatic point-charge contribution was always stabilizing (all values are negative) 

but very low in absolute value in all cases, less than 0.8 kcal/mol for methanol and less than 1.6 kcal/mol 

for acetonitrile (with roughly EM1...M2

pc, CH3CN ≈ 2EM1...M2

pc, CH3OH ). The variation was not monotonic with respect 

to the alkyl chain length in the first case. As a consequence,
EM1...M2

bind

,
∆GM1...M2

therm

, and 
∆GM1...M2

°compl

were 

not monotonic in methanol, in contrast to the increasing log(k) values. Moreover, the deformation energy 

was almost constant and negligible (less than 0.4 kcal/mol), so only the dispersion contribution (always 

increasing due to the cumulative effect of the C6-pair potentials) followed the experimental trend for 

both solvents. The same conclusions (non-monotonic variations of several energy components, 

dispersion contribution of approximately -20 kcal/mol, binding energies of -10 kcal/mol) could be drawn 

for the polycyclic (naphthalene, anthracene, naphthacene) aromatic compounds. As expected, the 

increase of the dispersion contribution was enhanced with respect to the alkylbenzene cases since 6-

membered rings have stronger van der Waals interactions than alkyl chains. 

One can now consider whether this semi-quantitative analysis can be used for prediction. We considered 

all the 16 log(k) values reported in Table S1 a,b: 8 values in methanol solvent (the trifunctional phase 

interacting with benzene, methylbenzene, ethylbenzene, propylbenzene, butylbenzene, naphthalene, 

anthracene and naphthacene) and the corresponding 8 values with acetonitrile as the organic modifier. 

Linear regression between these values and the 6 energy components was investigated, providing the 

following coefficient of determination (R2) values: 0.18 (
EM1...M2

pc

), 0.91 (
EM1...M2

disp

), 0.89 (
EM1...M2

bind

), 0.73 

(
EM1...M2

deform

), 0.01 (
∆GM1...M2

therm

), 0.52 and (
∆GM1...M2

°compl

). The fact that dispersion showed the highest 

correlation follows from our previous statements. 

One may wonder whether better models can be built using more degrees of freedom. To this aim, we 

investigated bilinear regressions using 
EM1...M2

disp

 and one of the other components. The highest R2 value 

(0.93) was obtained with 
EM1...M2

deform

. Similarly, the best bilinear regression with 
EM1...M2

bind

 involved 

∆GM1...M2

therm , with R2 = 0.92. We also considered nonlinear fitting (polynomial, logarithmic, exponential) 

based on 
EM1...M2

disp

, but no significant improvement was obtained with only a few parameters. Therefore, 

we decided to use the best monolinear regression (with the energy in kcal/mol): 

 log(k) = −1.73− 0.11EM1...M2

disp ,        Eq 7 

which is represented in Figure 3a. 
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Figure 3: (a). Experimental log(k) values with respect to the theoretical EM1...M2

disp  values (in kcal/mol). 

(b). EM1...M2

dispMP2  values with respect to EM1...M2

disp  (in kcal/mol). The linear regression lines are shown in red. 

Thus, as 
EM1...M2

disp

 appeared to be the key to predicting the experimental results, we performed 

unprecedented post-Hartree-Fock calculations in a QM/QM’ fashion (see computational details) to 

assess the quality of our simple pair-potential model by comparing it to an ab initio approach based on 

the quantum wave function and not on empirical correction, providing EM1...M2

dispMP2  reference values. We 

found a strong linear correlation (R2 = 0.97) between 
EM1...M2

disp

 and EM1...M2

dispMP2  (see Figure 3b). This 

benchmark validated the chosen Grimme-type simple approach to the dispersion interaction energy 

contribution. It also proved that no significant improvement could be expected from higher (and much 

more time-consuming) levels of theory. In a way, the performance of our quite simple model is actually 

quite surprising. It was based on an optimized static structure. However, the retention time is 

intrinsically a dynamic (kinetic) parameter. The fact that it can be approached quite successfully by 

static DFT calculations was not a priori obvious. 

Two other remarks about this model are in order. The first is that it does not involve temperature 

dependence. This means that new regression parameters should be determined if log(k) is measured at 

a different temperature. The second is related to the solvent issue. While the differences between 

methanol and acetonitrile in the 
EM1...M2

disp

 values remained small within the alkylbenzene family, a 

significant difference was observed for the largest system: -26.47 kcal/mol for methanol compare to -

25.60 kcal/mol for acetonitrile, which could explain why the retention was more intense in the first case. 

Furthermore, the 
EM1...M2

disp

 gap between anthracene and naphthacene was larger in methanol (-5.9 

kcal/mol) than in acetonitrile (-3.54 kcal/mol), which is another clue to understand the enhanced 

selectivity for PAHs. However, one should remain cautious with such a simple analysis since it is not 

fully valid for the smallest molecules, for which the solvent effects are too subtle to be rationalized by 

such a simple model. 
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Finally, it is sometimes useful to have a graphical representation of the involved interactions. In the case 

of van der Waals complexes, this can be achieved using the popular noncovalent index (NCI)[65,66], 

as represented in Figure 4a. The green layers are characteristic of dispersion interactions and were found 

to be present inside the stationary phase between the anthracyl groups and in the interaction region 

between the mobile and the stationary phases, revealing the clear T-shape fashion. This figure also 

shows that the naphthacene moiety is slightly corrugated, accounting for the non-negligible deformation 

energy observed in this case. This energy loss is then compensated by a higher absolute dispersion 

interaction contribution. 

 

Figure 4: (a). NCI plot: selected reduced density gradient isosurface (s=0.5 a.u.) showing noncovalent 

interactions. (b). View of the molecular electrostatic potential mapped on the 0.001 isodensity surfaces. 

Atomic units and a color code (red: negative, blue: positive values) are used. 

If interested in charged analytes, it would be more relevant to analyze the molecular electrostatic 

potential. Because it is linked to the local polarity of the molecule, it has already been used to locate the 

lipophilic/lipophobic or hydrophilic/hydrophobic regions. For the trifunctional phase, it is represented 

in Figure 4b, which shows that it is anisotropic. Let us recall that zones with negative (positive) values 

are prone to bind cationic (anionic) species. Interestingly, the two faces of the trifunctional phase are 

not equivalent: the right upper part is negative (blue-orange color), while the right bottom part is positive 

(green-blue color). From this viewpoint, this system exhibits an interesting “Janus character”. 

4. Conclusion 
The present paper describes the synthesis and the complete characterization of polar embedded aromatic 

stationary phases. Solid-state NMR differentiated the mono- and trifunctional structure by unambiguous 

identification of specific chemical shifts. A modern functional/basis set combination was used to 

accurately describe the structure of the trifunctional phase. The overall structure (silanol and alkyl chain 

and PEG and aromatic units) was considered using the ONIOM formalism and by rigorously selecting 

the layers. With the structure elucidated, the impact of structural modifications inside the stationary 

phase skeleton on the separation behavior was investigated through a parallel evaluation of the 
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experimental data, such as the retention (k) and separation factors (α) for PAHs and alkylbenzenes. For 

the first time, the experimental data coupled with the DFT results indicated that the new polar embedded 

aromatic stationary phases presented a particular ability to recognize aromatic solutes.  

Additionally, the solvent effect was taken into account. Because of the similar constant permittivity of 

acetonitrile and methanol, the PCM approach could not explain the better selectivity for PAH 

homologues than alkylbenzenes and the enhancement of this trend when using methanol instead of 

acetonitrile as the organic modifier. The latter was partly solved for the largest molecules by an explicit 

solvation model for acetonitrile and methanol. 

From a chromatographic point of view, the combination of aromatic and polar embedded groups (mono-

PEG-anthra and tri-PEG-anthra) led to stationary phases with hydrophobic properties and aromatic 

selectivity that could be modulated by adjusting the organic modifier type. In contrast to the 

functionality of the ligand, which impacts the chromatographic behavior, the silica type has no influence 

on the thermodynamic properties. 

The DFT results match the chromatographic results, providing a better understanding of the interaction 

mechanisms and highlighting the importance of the multimodal character of the designed stationary 

phases: alkyl spacers for interactions with hydrophobic solutes, amide embedded groups for dipole-

dipole and hydrogen-bond interactions, and aromatic terminal groups for π-π interactions.  
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Supporting Information 
 
Synthesis of the stationary phases  

The synthesis steps (Scheme S1) were performed under microwave irradiation in our laboratory. 

The first step corresponded to the modification of bare silica to aminosilica by the addition of a spacer 

group (butyl) containing a terminal amino function. The second step was amidation between 9-

anthracenecarboxylic acid and aminosilica to afford the final stationary phase. Three grams of the silica 

and 2.8 g of ABDMS (or 4.3 g of ABTS) were added to 80 mL of anhydrous toluene in a 150 mL Pyrex 

vessel, and the mixture reacted for 60 min at reflux. The reactor was cooled to room temperature, and 

the excess reagent was removed by rinsing with toluene, tetrahydrofuran and acetonitrile. After 

filtration, the silica was dried at 110°C for 12 h under vacuum. Amidation was achieved by adding 0.51 

g of 9-anthracenecarboxylic acid, 1.43 g of PyBOP and 600 µL of DIPEA in 80 mL of anhydrous toluene 

in a 150 mL Pyrex vessel, and the mixture reacted for 60 min at reflux. The reactor was cooled to room 

temperature, and the excess reagent was removed by rinsing with toluene, tetrahydrofuran and 

acetonitrile. After filtration, the silica was dried at 110°C for 12 h under vacuum. The final stationary 

phases were end-capped with 1.2 mL of bis(dimethylamino)(trimethyl)silane following the same 

procedure.   

a  

b 

Scheme S1: Aminobutyldimethylmethoxysilane grafting onto the silica surface (a). Simplified 

representation of acid coupling onto aminosilica (b).  

In reality, PyBOP is used as a coupling reagent with DIPEA as the base. Finally, end-capping with 

DATS leads to the final stationary phase.  

The columns (250 mm × 3 µm × 4.6 mm), (50 mm × 2.6 µm × 4.6 mm) and (50 mm × 3 µm × 

4.6 mm) were packed by Interchim and were compared to various commercial columns with different 

chemistries: HALOTM C18 (50 mm × 2.7 µm × 4.6 mm), HALOTM Phenyl-Hexyl (100 mm × 2.7 µm × 

4.6 mm), and HALOTM RP-amide (100 mm × 2.7 µm × 4.6 mm) from Advanced Materials Technology 

(Wilmington, DE, USA). 
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Data analysis 

The calculation of the bonded ligand coverage density was performed using the Berendsen 

equation (Eq 1). 

Ù =  )�¢ ×h� 
[)%�� ³� � h�  ×(Ú�  �³Û )]× ÜÝÞß                                 Eq 1  

where Ù is the coverage density (μmol/m2), àp  is the percent of carbon (%),  áp  is the number of carbon 

atoms in the ligand, âã   is the molar mass of the ligand, áä is the number of functional groups in the 

reactive group of the silane, and åæçè is the specific surface area (m2/g).  

The efficiency (N) values were calculated by Chromeleon software using Eq 2:  

é =  5.54 × ( � 
ê!/")%             Eq 2 

where Ðë and ì)/% are the retention time and the width of the peak at half height, respectively.  

The retention factors (È) were calculated using Eq 3:   

È = �  � �
�               Eq 3

            

where Ð0 is the dead time. 

The selectivity factors (í) were calculated using Eq 4:  

í),%  =  î"
î!                Eq 4 

where È1 and È2 are the retention factors of the first and second eluted solutes, respectively. 

Characterization of the bonded silicas 

To investigate the influence of the support material, the monofunctional version was formed both on 

fully porous and on superficially porous supports. In addition, the influence of the tridimensional 

structure was studied by synthesizing bonded silica from mono- and trifunctional reagents on fully 

porous particles. 

A previous study comparing the impact of the grafting synthesis mode (microwave or conventional 

heating)[1] demonstrated that there is no influence on the grafting of the C18 reagent onto the silica 

surface. A significant grafting rate difference was found for the syntheses performed here, where a better 

loading was obtained when the syntheses were performed under microwave irradiation. This result may 

be explained by the higher polarity of the aminosilica compared to the bare silica. Additionally, the 

reagents involved in this synthesis reaction (9-anthracenecarboxylic acid and coupling reagents) were 

more polar than the C18 reagents, leading to a more efficient grafting under microwave irradiation. 
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Under microwave irradiation the grafting rate of the trifunctional synthesis process was similar to the 

monofunctional synthesis process (τ = 18% compared to τ = 17.6%, with a standard deviation of 0.5%). 

In the first step of the synthesis (from bare silica to aminosilica), %N was similar for the mono- 

and trifunctional processes. Consequently, there was an equivalent amount of amino functionality 

available for the following derivatization with 9-anthracenecarboxylic acid. However, for the 

trifunctional structures, it was necessary to consider the way the polymerization occurred. Depending 

on the water content and the chemical nature of the leaving groups, different structures can be obtained 

for the same functionalized silica as a result of vertical or horizontal polymerization. In contrast to the 

C18 structure, where hydrophobic repulsion affects the hydrophobic chain repartition, in our case, π-π 

interactions may occur between the aromatic units, favoring the high grafting level of the amino 

functions. This may be the case for the trifunctional structure, where a pre-association exists due to the 

proximity of each amino group previously linked onto the silica surface, as revealed by the DFT 

optimizations (see below). 

Moreover, compared to the more commonly used propyl spacer group, the choice of a butyl spacer group 

may offer a better accessibility of the terminal amino groups, leading to an enhanced grafting rate.   

 

Figure S1: Thermogravimetric curves obtained for unmodified silica, mono-PEG-anthra (FPP) and tri-

PEG-anthra (FPP). 

Thermogravimetry can be used to determine the surface coverage of the chemically modified 

silica[2] because the weight loss observed between 200 and 600°C is associated with the loss of the 

organic groups attached to the surface[3]. Figure S1 shows the thermogravimetric curves for the bare 

porous silica and the functionalized porous silica under conventional heating. For bare silica, the mass 

loss is due to the loss of adsorbed water and the condensation of the silanol groups at temperatures 

higher than 250°C[4]. Above 400°C, the mass loss was higher for the mono-PEG-anthra due to the loss 
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of organic moieties. For the two PEG anthracenyl-bonded fully porous silicas, although their % carbon 

is the same, their thermogravimetric mass loss curves are different. Bonded silica functionalized with 

the trifunctional silane remained more stable up to 400°C. The tri-PEG-anthra presented the highest 

mass loss (approximately 24% from 200 to 800°C, 21% for the mono-PEG-anthra), which indicates a 

different spatial arrangement for the two synthetized PEG anthracenyl-bonded fully porous silicas.  

 Diffuse reflectance infrared spectroscopy is a good tool for the characterization of the ligand 

ratio on mixed bonded stationary phases and for qualitative confirmation of the bonding of silica[5]. For 

bare silica (Figure S2a), Si-O asymmetric stretching can be observed as a strong peak at 1082 cm−1, Si-

O symmetric stretching from the SiO4 tetrahedral structure is observed at 801 cm-1, and the Si-O-Si 

stretching band is observed at 1874 cm-1. The bending vibration band at 1630 cm-1 corresponds to the 

OH bending vibration of physically adsorbed water. The broad absorption band in the region of 3600 to 

3300 cm−1 is due to the stretching of the hydroxyl group of physically adsorbed water and the hydrogen-

bonded Si-OH groups. 

The spectra of the new stationary phases presented additional bands compared to bare silica. In 

this work, the butyl-4-amino group was first introduced onto the silica surface. The (Si)-methyl and 

methylene bands (asymmetric and symmetric C-H stretching bands at 2956, 2923 and 2857 cm−1, 

bending vibration bands of the CH2 and CH3 groups at 1480 cm−1) corresponded to the butyl chain and 

confirmed the grafting onto the surface of the silica. Furthermore, the shoulders at 3370 cm−1 and 3300 

cm−1 on the broad band in the region of 3000-3600 cm−1 corresponded to the stretching band vibration 

of NH2, the bands at 1680 and 1600 cm−1 corresponded to NH2 group bending in the plane vibrational 

band (Figure S2b) and the shoulder at 850 cm−1 on the 792 cm−1 band corresponded to the bending out-

of-plane vibration band of the NH2 group. After coupling with 9-anthracenecarboxylic acid, the major 

feature of the spectrum of mono-PEG-anthra (Figure S2c) was the appearance of the band at 3100 cm−1 

(stretching vibration band of aromatic CH) and the doublet bands at 850 cm−1 and 740 cm−1 assigned to 

the out-of-plane bending of the anthracenic C-H at 1450 cm−1. The stretching of the C-C anthracenic 

ring band was observed, but the superimposition of the different bands in this spectral region led to poor 

resolution of different the absorption bands and made their precise attribution difficult. Thus, the two 

broad bands at 1660 cm−1 and 1550 cm−1 were attributed to the CO-NHR amide group, and the shoulder 

at 3300 cm−1 was attributed to the stretching band vibration of the secondary NH band.  
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Figure S2: DR-FT-IR spectra of (a) bare silica, (b) butyl-4-amino-silica, (c) butyl-4-amino-silica 

coupled with 9-anthracene carboxylic acid.  

The NMR spectra provided valuable information about the silica surface and chemical bonding. 

The species found on the surface, described as Qn and Tn species, are related to the number of oxygens 

(mono, di, tri or tetra-oxo) bound to the silicon atom[6]. The solid-state 29Si CP/MAS NMR spectra of 

the tri-PEG-anthra presented two signals (Figure S3a) at -101 ppm (Q3), and at -110 ppm (Q4), which 

corresponded to free hydroxyl groups and siloxane groups, respectively[7]. No evident signal 

corresponding to geminal silanol at -91 ppm (Q2) was observed. An additional chemical shift near +12 

ppm (M) was ascribed to the final end-capping ligand (O-Si-CH3)3 linkage. The 29Si CP-MAS NMR 

spectra confirmed that a ligand was bonded onto the silica surface. For tri-PEG-anthra, the resulting 

NMR spectrum presented another set of signals at -58 ppm (T2) and -65 ppm (T3), which corresponded 

to the trifunctional Si-O-Si linkage and the bifunctional Si-O-Si linkage, respectively[6]. The three 

mono-PEG-anthra did not present these T2 and T3 signals, which is consistent with their monomeric 

structure. Because the mono-PEG-anthra FPP and tri-PEG-anthra FPP stationary phases have the same 

carbon load, 29Si CP-MAS NMR was especially useful to differentiate the molecular structures of these 

two bonded phases. 

The 1H MAS NMR spectrum presented in Figure S3b deserves additional discussion. The 

(CH3)3 units of the end-capping ligand were detected at 0.2 ppm, the CH2 units of the alkyl chain 

(indicated as a, b, c, and d in Figure S3c) gave the following signals: b+c: 1.2 ppm, a: 1.8 ppm and d: 

3.5 ppm, with the anthracenic protons from 5.1 to 6.2 ppm and the amide proton at 2.3 ppm.  

The 13C MAS NMR spectrum provided further confirmation of the grafting. The peak at 0 ppm 

was ascribed to the methyl groups of the end-capping ligand, which were directly linked to the silicon 

atom. Another set of peaks (from 10 to 50 ppm) corresponded to the methylene of the alkyl chains 

(indicated as a, b, c, and d in Figure S3c). The aromatic carbons were between 120 and 150 ppm, and 

the carbonyl group was at 169 ppm. These attributions were performed based on those previously 

a 

 

c 
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reported for the structural characterization of a similar PEG alkyl bonded silica (i.e., 3-propyl-N-urea-

N’-octadecyl bonded silica)[8]. 

a 
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X: Additional cross-labeled peaks corresponded to the rotation bands of the peak at 126 ppm 

(separated by 10,000 Hz, which corresponds to the rotation speed of the sample).  

Figure S3: NMR spectra of 4-aminobutylsilica coupled with 9-anthracene carboxylic acid and end-

capped, (a) 29Si CP/MAS (in red, **mono-PEG-anthra and in dark, **tri-PEG-anthra), (b) 1H NMR, 

(c) 13C CP/MAS.  

For the 1H and 13C CP/MAS NMR, the spectra of all the synthesized stationary phases were similar.  

 

RPLC studies 

The quality of the column packing was evaluated by calculating the efficiency and the tailing 

factor on the naphthalene peak (CH3CN-H2O 70/30, v/v). For all homemade columns, the efficiencies 

were comparable (150,000 plates per meter) and the tailing factors were approximately 1.10. 

(a) ACN as organic 

modifier 

HALOTM 

C18 

HALOTM 

RP-amide 

HALOTM 

PH 

*mono-PEG-

anthra (SPP)  

*mono-PEG-

anthra (FPP) 

(1) 

**tri-PEG-

anthra (FPP) 

Log 

Po/w 

k(benzene) 0.31 0.27 1.07 0.43 0.69 0.95 2.10 

k(methylbenzene) 0.45 0.38 1.40 0.52 0.81 1.15 2.73 

k(ethylbenzene) 0.61 0.48 1.88 0.59 0.94 1.36 3.15 

k(propylbenzene) 0.88 0.65 2.56 0.71 1.12 1.62 3.69 

k(butylbenzene) 1.25 0.88 3.51 0.85 1.32 1.93 4.40 

k(pentylbenzene) 1.78 1.18 4.78 1.02 1.56 2.30 4.90 

k(hexylbenzene) 2.55 1.60 6.53 1.22 1.84 2.73 5.52 

k(heptylbenzene) 3.68 2.17 8.92 1.47 2.17 3.22 6.10 

k(octylbenzene) 5.30 2.96 12.10 1.76 2.56 3.84 6.30 

k(nonylbenzene) 7.65 4.03 16.38 2.13 3.01 4.59 7.10 

k(decylbenzene) 11.03 5.51 22.18 2.57 3.56 5.27 7.35 

k(undecylbenzene) 15.99 7.53 29.83 3.23 4.21 6.21 8.14 

k(dodecylbenzene) 23.10 10.34 40.11 3.95 4.94 7.20 8.80 
        

k(naphthalene) 0.54 0.48 1.94 0.66 1.06 1.70 3.55 

k(anthracene) 1.05 0.92 3.74 1.11 1.70 3.30 4.50 

k(naphthacene) 2.26 1.92 7.28 1.94 2.95 7.70 5.76 
        

k(o-terphenyl) 1.22 0.89 5.73 1.17 1.82 3.45 6.00 

k(m-terphenyl) 1.41 1.08 6.67 1.35 2.10 4.58 6.02 

k(p-terphenyl) 1.57 1.18 6.83 1.45 2.28 5.16 6.03 

k(triphenylene) 1.68 1.52 6.12 1.64 2.63 6.39 5.91 
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α(triphenylene/o-terphenyl) 1.38 1.72 1.07 1.40 1.45 1.85 
 

α(pentylbenzene/o-terphenyl) 1.46 1.33 0.83 0.87 0.86 0.67 
 

α(pentylbenzene/butylbenzene) 1.42 1.34 1.36 1.20 1.18 1.19 
 

 

(b) MeOH as organic 

modifier 

HALOTM 

C18 

HALOTM 

RP-amide 

HALOTM 

PH 

*mono-PEG-

anthra (SPP) 

*mono-PEG-

anthra (FPP) 

(1) 

**tri-PEG-

anthra (FPP) 

Log 

Po/w 

k(benzene) 0.32 0.31 0.93 0.15 0.28 0.53 2.10 

k(methylbenzene) 0.47 0.41 1.43 0.21 0.37 0.71 2.73 

k(ethylbenzene) 0.62 0.51 2.11 0.26 0.44 0.86 3.15 

k(propylbenzene) 0.85 0.65 3.21 0.33 0.54 1.06 3.69 

k(butylbenzene) 1.18 0.84 4.97 0.42 0.69 1.34 4.40 

k(pentylbenzene) 1.62 1.09 7.59 0.54 0.85 1.68 4.90 

k(hexylbenzene) 2.25 1.43 11.54 0.70 1.04 2.09 5.52 

k(heptylbenzene) 3.14 1.87 17.91 0.89 1.32 2.67 6.10 

k(octylbenzene) 4.37 2.44 27.32 1.19 1.61 3.32 6.30 

k(nonylbenzene) 6.03 3.20 42.37 1.43 2.01 4.20 7.10 

k(decylbenzene) 8.43 4.20 65.49 1.90 2.46 5.19 7.35 

k(undecylbenzene) 11.73 5.50 - 2.52 3.01 6.51 8.14 

k(dodecylbenzene) 16.42 7.29 - 3.43 3.88 8.02 8.80 

        

k(naphthalene) 0.58 0.53 2.37 0.37 0.59 1.40 3.55 

k(anthracene) 1.22 1.07 6.29 0.87 1.27 4.13 4.50 

k(naphthacene) 2.94 2.39 16.61 2.38 2.95 13.86 5.76 

        

k(o-terphenyl) 1.30 0.95 12.40 0.83 1.22 3.68 6.00 

k(m-terphenyl) 1.85 1.42 17.63 1.32 1.77 6.85 6.02 

k(p-terphenyl) 2.06 1.52 16.80 1.36 1.88 7.56 6.03 

k(triphenylene) 2.09 1.91 13.22 1.94 2.60 11.64 5.91 

        

α(triphenylene/o-terphenyl) 1.61 2.00 1.07 2.35 2.14 3.16  

α(pentylbenzene/o-terphenyl) 1.25 1.15 0.61 0.66 0.70 0.46  

α(pentylbenzene/butylbenzene) 1.38 1.29 1.53 1.28 1.22 1.25  

Table S1: Retention and selectivity factors of alkylbenzenes, PAHs, and terphenyl isomers for the 

commercial and the homemade stationary phases for a mobile phase composed of (a) ACN/H2O or (b) 

MeOH/H2O. Mobile phase with ACN: 85% in water for HALOTM C18 and HALOTM RP-amide, 60% 

in water for the HALOTM PH, *mono-PEG-anthra (SPP as well as FPP (1)) and **tri-PEG-anthra (FPP). 

Mobile phase with MeOH: 90% in water for HALOTM C18 and HALOTM RP-amide and 70% in water 
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a 

b 

c 

for the HALOTM PH, *mono-PEG-anthra (SPP as well as FPP (1)) and **tri-PEG-anthra (FPP). UV: 

254 nm, T = 30°C, F = 1 mL/min. 
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d 

e 

 

Figure S4: Plots of log k and log Po/w for HALOTM C18 (a), HALOTM RP-amide (b), HALOTM PH (c), 

*mono-PEG-antra (FPP) (1) (d), and **tri-PEG-anthra (FPP) (e). Solutes: alkylbenzenes from benzene 

to dodecylbenzene and PAHs from benzene to naphthacene. Mobile phase with ACN: 85% in water (a 

and b) and 60% (v/v) in water (c, d, e). Mobile phase with MeOH: 90% (v/v) in water (a and b) and 70% 

(v/v) in water (c, d, e). UV: 254 nm, T = 30°C, F = 1 mL/min. These conditions were selected to allow 

suitable retention of the probe solutes on all stationary phases.  
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Energetic aspects 

To compare the energetics of the chromatographic phenomenon, either by using the same stationary 

phase with two different mobile phase compositions or two different stationary phases with the same 

mobile phase, it is convenient to plot the logarithms of the retention factors of a set of solutes under 

condition A versus the logarithms of the retention factors of the same set of solutes under condition 

B[9]. When the set of solutes includes a homologous series in the plots, the homologues should fall on 

a straight line, which is the ratio of the methylene selectivity under each condition[10]. As previously 

reported, a linear correlation of ln kA vs ln kB with unit slope indicates a homo-energetic process that is 

characteristic of an identical retention mechanism under the conditions A and B. This was observed for 

two C18 bonded silicas with the same mobile phase composition.  

A linear correlation with a slope different from unity indicates a similar but not identical retention 

mechanism and is termed homeo-energetic. This was reported for two different bonded silicas with the 

same mobile phase composition or for the same stationary phase and two different mobile phase 

compositions (differing either by the nature of the organic modifier or the % content of water). The 

absence of a correlation indicates a hetero-energetic process and a mixed or different retention 

mechanism[10]. This was typically the case when comparing mono-PEG-anthra to tri-PEG-anthra. The 

results of this study are reported on Table S2. 

The behavior of alkylbenzenes on all the PEG-anthra stationary phases was perfectly linear (r2 > 0.9984, 

with all the experimental plots are randomly distributed along the regression line). No break was 

observed in the range 1 ≤ nC ≤ 12, independent of the nature of the organic modifier (ACN or MeOH), 

as was previously reported on C18 bonded silicas with a more extended range of solute (1 ≤ nC ≤ 18). 

For the phenyl-3-propyl bonded silica[11], the ratio of the slopes of the curves ln k vs nC with methanol 

and acetonitrile on the same stationary phase was always greater than 1 for the four aromatic bonded 

phases (from top to bottom in Table S2: 1.39, 1.38, 1.31, 1.33). The thermodynamic process is homeo-

energetic, and the molecular structure of the stationary phase is similar for each of these phases, 

independent of the nature of the organic modifier (ACN or MeOH). If we compare mono-PEG-anthra 

to tri-PEG-anthra, ratios of 1.05 with methanol and 1.03 with acetonitrile are obtained. The energetic 

process is homo-energetic, and there is no difference in the chromatographic process on these two phases 

with solutes that are able to adopt different conformations.  

HP = 
ï�)
ï × î"

)Eî"
             Eq 5 

where È2 is the retention factor of the second eluted solute, and í is the selectivity factor.  

However, the hydrophobic potential (HP) (Eq 5) calculated for the pair pentylbenzene/butylbenzene, 

which characterizes the resolution between two homologues on a stationary phase[12], is the same for 

the two mono-PEG-anthra but is comparatively increased when tri-PEG-anthra is used, independent of 
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the nature of the organic modifier. An increase in the separation power of the tri-PEG-anthra was also 

observed with linear aromatic PAHs, although the behavior of linear aromatic rings is not linear but 

quadratic. Finally, the selectivity for m-terphenyl/o-terphenyl is also enhanced on the tri-PEG-anthra 

compared to the two mono-PEG-anthra, which suggests a small difference in the molecular structure of 

these two types of phases. 

Stationary phase MeOH ACN MeOH ACN 

Slope 

(alkylbenzenes) 

Slope 

(alkylbenzenes) 

Quadratic equation (linPAH) 

a                     b                 c 

Quadratic equation (linPAH) 

a                     b                    c 

HALOTM C18 0.3259 0.3593 0.0045 0.08 -1.769 
 

0.0033 0.0863 -1.8083 
 

r² 0.9998 0.9998 1 1 

HALOTM 

RP-amide 

0.2627 0.2627 
0.0042 0.07 -1.7478 

 

0.0025 0.1033 -2.0186 
 

r² 0.9995 0.9995 0.9999 1 

HALOTM 

Phenylhexyl 

0.4254 0.3054 
0.0006 0.23 -1.4584 

 

0.0011 0.1336 -0.7764 
 

r² 0.9999 0.9999 1 0.9999 

*mono-PEG-

anthra (SPP) 

0.2535 0.1837 
0.0016 0.19 -3.0847 

 

0.002 0.0773 -1.3834 
 

r² 0.9989 0.9984 0.9995 0.9999 

*mono-PEG-

anthra (FPP) (1) 

 

0.2155 

 

0.1648 0.0015 0.16 -2.2804 
 

0.0019 0.0751 -0.8883 
 

r² 0.9996 
 

0.9999 
 

1 0.9999 

**tri-PEG-anthra 

(FPP) 

0.2252 0.1694 
0.0037 0.18 -1.861 

 

0.0041 0.0740 -0.6395 
 

r² 0.9997 0.9994 1 0.9998 

Table S2: Slopes of the plots of ln k vs nC for alkylbenzenes (from benzene to dodecylbenzene) and 

coefficients of the quadratic regression of ln k vs nC for linear PAHs (from benzene to naphthacene).  

 

Theoretical modeling 

From a methodological aspect, a theoretical study can be divided into three successive steps: the 

selection of the computational protocol, the computation itself, and subsequent data processing. The 

first step involves the choice of the model system (which atoms are included) and its components 

(possible counterions or solvent molecules). The second step requires prior determination of the optimal 

method with respect to the available computer resources; in practice, it consists of defining the formulas 

for calculating the relevant energy (e.g., electronic energy, enthalpy, free energy). The third step is 

related to the extraction of a few pertinent numbers (among the thousands generated by the 
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computation), called descriptors, which can explain the experimental results and provide guidelines for 

further experimental improvement. 

The size of the model system is not chosen independently of the energy calculation method. Roughly 

speaking, one can rely on either classical mechanics (the realm of force fields) or quantum chemistry. 

While full systems can be handled by the first methods, only limited ones (typically hundreds of atoms) 

can be routinely treated by the latter. However, force fields are generally specialized (for instance, 

designed for a protein, sugar, or water) and often need to be reparametrized for special cases. The 

systems we focused on are challenging for force fields since they mix inorganic (silica) and organic 

fragments. This combination makes quantum chemistry more reliable, to the obvious detriment of 

computational time.  

For this reason, only the end arm of the chromatographic system is generally modeled at the quantum 

level in the literature[13–19]. Two notable but isolated exceptions are found in a recent work,[20] where 

the full system was studied, taking advantage of GPU architecture, which requires non-standard 

technology, and another study[21] where geometries were optimized at the MM3 semi-empirical level 

of theory, a level that cannot correctly describe the crucial noncovalent interactions of the dispersion 

type. Therefore, MM3 may produce satisfying results for the silica phase but will not be suitable to 

investigate its interactions with aromatic compounds. 

Neglecting the surface is certainly erroneous in the case of trifunctional phases, where the interactions 

between the three arms should be geometrically accommodated by the silica and are thus constrained. 

Moreover, solvent effects are generally not considered (the phase-solute adduct is viewed as a free 

molecule). Many of the referenced studies reported calculations in the gas phase. Solvent effects are 

important for practical applications, an issue that we also want to address from a theoretical perspective. 

The only exceptions we are aware of[15,20] have used an implicit solvation approach. Let us recall that 

solvent effects can be introduced through an explicit (solvent molecules are described at the atomic 

level) or implicit (a continuum model[22] mainly accounts for the average electrostatic interaction with 

the solute) approach. The descriptions can be mixed in a hybrid approach, which is sometimes 

compulsory to explain subtle conformational differences[23]. 

For the energy calculation procedure, almost all past studies[13–19,24–26] employed the still popular 

global hybrid B3LYP exchange-correlation functional. This twenty-three-year-old venerable functional 

is known to be inaccurate for noncovalent interactions, particularly those stemming from van der Waals 

dispersion forces[27]. For instance, B3LYP is unable to predict a stable structure for helium, methane, 

and benzene dimers. This failure, which is now well documented[28], makes it unsuitable when π-

stacking is at stake. In addition to the functional issue, a basis set should be cautiously chosen. Quite 

unexpectedly, the minimal STO-3G basis set is still in use in the chromatography community for 

describing noncovalent interactions[24–26], but it is too small to produce converged results. 

Finally, in the literature, the results are usually rationalized in terms of atomic charges (the use[18] of 

the Mulliken scheme, while fast, is strongly discouraged since it is not physically motivated and shows 

spurious basis set convergence) and molecular electrostatic potentials (MEPs). This last tool, which is 



Chapter III. Non-conventional multimodal stationary phases 

194 

meaningful to account for charge-controlled interactions (whereas Fukui functions and their extensions 

should be used in the case of orbital control)[29] or for noncovalent interactions involving the so-called 

σ-hole paradigm[30–32], cannot reveal dispersion-controlled interactions because dispersion is a 

(correlation) non-electrostatic effect. Complementary tools should thus be considered when π-stacking 

occurs.  

 

Computational details 

All calculations were performed using the Gaussian 09 package[33]. The calculations based on density 

functional theory were performed with the dispersion-corrected B97D exchange-correlation 

functional,[34] which has two main advantages: it is fast since it does not require the evaluation of non-

local exact exchange, and it is designed to correctly account for van der Waals interactions. It was used 

in conjunction with the following basis set combination, depicted in the left part of Figure 1: atoms 

involved in hydrogen bonds (these are the two intramolecular bonds involving the amide groups within 

the trifunctional fragment and the two intermolecular bonds with the solvent) are described by 6-

311++G(d,p), while, to save time, the butyl linkers (that have mainly structural and steric effects) are 

treated by STO-3G. The 6-31G(d) basis set is used for the remaining atoms (a maximum of 2973 

primitive Gaussian functions are used to solve the Kohn-Sham equations).  

Implicit solvation is described by the conductor polarizable continuum model (CPCM[35], with default 

parameters), which provides values that are as accurate as more recent implementations (like Gaussian 

09’s default IEFPCM) for common solvents but is computationally less time-consuming. All structures 

were fully optimized without symmetry constraints, and the nature of the obtained stationary points was 

further confirmed by vibrational analyses (only real harmonic frequencies for minima). Standard 

formulas from statistical mechanics were used to compute the thermodynamic corrections. Because they 

are based on the ideal gas model, they lead to overestimation of the entropic effects for molecules in 

solution. To circumvent this drawback, several groups have proposed scaling the obtained values for the 

rotational and the translational entropies (that are reduced in the condensed phase). In accordance with 

previous papers and our own experience, we set this scaling factor to 0.65[36–38]. When taken equal to 

1.0, the calculated complexation Gibbs energies are positive, indicating that the coordination is 

endothermic. This is no longer the case when 0.65 is chosen, in agreement with the experimental results. 

Finally, the binding energies are not corrected from the basis set superposition errors because Boys-

Bernardi’s counterpoise protocol is not available within PCM. 

Point-charge contributions to the electrostatic interaction were evaluated using atomic charges fitted on 

the electrostatic potential by the ChelpG formalism[39]. Noncovalent index (NCI) analysis was 

performed using the NCIplot software[40] on the self-consistent field electron density (for a simplified 

system) using default parameters. 

Finally, ONIOM-type calculations were conducted within a two-layer QM/QM’ approach (see Figure 

1b) to estimate the dispersion contribution to the binding energy in a full ab initio way. We defined the 

high-level layer as the one including the mobile phase and the three anthracyl groups of the stationary 
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phase, which was described at the second-order Møller-Plesset (MP2) post-HF level of theory with the 

6-31G(d) basis set (note that frozen cores were used; despite the small basis set, such calculations 

required large memory and hard disk space), while the remaining system was treated at the B97D/6-

311++G(d,p) DFT level. These QM/QM’ calculations were performed in a single-point manner on the 

geometries optimized at the previous DFT level. As a first approximation, one can assume that the 

dispersion energy is equal to the second-order perturbation energy. Let us call EM1...M2

bindMP2 the binding 

energy between the two fragments obtained using the QM/QM’ extrapolation, and EM1...M2

bindHF  the energy 

obtained by replacing the MP2 step with an HF step in the QM/QM’ procedure. We then define 

EM1...M2

dispMP2  as EM1...M2

bindMP2 − EM1...M2

bindHF , a strategy we used in ref[41] 
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Additionally to C18 SPs, polar embedded aromatic stationary phases have been synthesized 

onto FPP and SPP (Figure 1). The modified particles have been fully characterized through 

various and complementary physico-chemical techniques. Especially, Solid-state NMR 

differentiated the mono- and trifunctional structure by unambiguous identification of specific 

chemical shifts. 

 

 

Figure 1: Schematic representation of the synthesis, characterization, and modeling of new 
polar embedded stationary phases 

 

An important part of this work is dedicated to the potential of DFT to better understand the 

chromatographic properties of those multimodal stationary phases. A modern functional/basis 

set combination was used to accurately describe the structure of the trifunctional phase. The 

overall structure (silanol and alkyl chain and PEG and aromatic units) was considered using the 

ONIOM formalism and by rigorously selecting the layers. With the structure elucidated, the 

impact of structural modifications inside the stationary phase skeleton on the separation 

behavior was investigated through a parallel evaluation of the experimental data, such as the 

retention (k) and separation factors (α) for PAHs and alkylbenzenes. For the first time, the 
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experimental data coupled with the DFT results indicated that the new polar embedded 

aromatic stationary phases presented a particular ability to recognize aromatic solutes.  

 

Additionally, the solvent effect was taken into account. Because of the similar constant 

permittivity of acetonitrile and methanol, the PCM approach could not explain the better 

selectivity for PAH homologues than alkylbenzenes and the enhancement of this trend when 

using methanol instead of acetonitrile as the organic modifier. The latter was partly solved for 

the largest molecules by an explicit solvation model for acetonitrile and methanol. 

 

From a chromatographic point of view, the combination of aromatic and polar embedded 

groups (mono-PEG-anthra and tri-PEG-anthra) led to stationary phases with hydrophobic 

properties and aromatic selectivity that could be modulated by adjusting the organic modifier 

type. In contrast to the functionality of the ligand, which impacts the chromatographic 

behavior, the silica type has no influence on the thermodynamic properties. 

 

The DFT results match the chromatographic results, providing a better understanding of the 

interaction mechanisms and highlighting the importance of the multimodal character of the 

designed stationary phases: alkyl spacers for interactions with hydrophobic solutes, amide 

embedded groups for dipole-dipole and hydrogen-bond interactions, and aromatic terminal 

groups for π-π interactions.  
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III-2. Calix[6]arene derivative synthesis  

 

In a view to elaborate original stationary phases containing a cavity capable of inclusion of 

some solutes and/or presenting shape selectivity, we selected calix[6]arene as basic structure. 

The second part of my internship was achieved in the LCO laboratory, University of Brussels, 

under the supervision of Prof. I. Jabin for 2 months. This team is mainly focused on the synthesis 

and the study of new molecular receptors derived from calix[6]arenes, capable of including 

guest organic molecules. They worked on the rigidification of those host macrocycles to force 

them adopting a cone conformation that is more favorable for inclusion. Some ways have been 

developed, such as the formation of covalent bridges1–9, the coordination with metals10 or by 

self-assembling11–15. I had to synthesize, purify, and characterize three calix[6]arene derivatives, 

whose choice is explained in the following part. Firstly, a brief overview and generalities about 

calixarene are proposed (III.2.1). Then, the synthesis of the calix[6]arene derivatives is presented 

(III.2.2) with the experimental part in appendices. Then, the functionalization of SPP with two 

calix[6]arene derivatives and the characterization is given (III.2.3). The last part (III.2.4) gathers 

the results of the preliminary studies about the evaluation of the stationary phases based on 

those calix[6]arene derivatives.  

 

III-2-1. Calix[n]arene derivative overview 

 

The following section is dedicated to a brief review of the calixarene derivatives used in HPLC, 

with a particular focus on calix[6]arene derivatives containing a terminal carboxylic acid 

function. More information can be found on the recent reviews16,17. 

General calix[6]arene synthesis and structures are presented in Figure 218,19. Those macrocycles 

present a lower rim containing hydroxyl groups that can be functionalized, and an upper rim 

typically substituted by tert-butyl groups. 
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Calix[6]arene derivatives have gained interest in HPLC as selectors to separate neutral and ionic 

solutes. The derivatives could be grafted onto the silica surface, or can be added in the mobile 

phase. However, as calixarenes contained many chromophore groups that interfere the solute 

detection under UV, they were mainly used as immobilized in the SP16,17. 

 

III-2-1-1. Cavity size effect  

 

The cavity size effect has been studied in 1993 by Glennon et al.20 The A compound (Figure 3) 

was particularly used to separate alkaline chloride salts and alkaline earth metals. Additionally, 

a p-tBu-calix[4]arene B derivative was used for the separation of nitroaniline regioisomers, 

nucleic bases, nucleosides and cis/trans proline isomers. Some similar derivatives containing 

carboxylic acid functions that have been attached with a spacer group (C-F, Figure 3), were 

studied for the methyluracil and oestradiol isomer separation. Those new SPs presented a 

reversed-phase behavior, with a selectivity dependent of the cavity size21,22. 

Figure 2: Synthesis of calix[n]arenes (A) and representation of their conformations (B) 

A 

B 
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Figure 3: Representation of calixarenes A-F 

III-2-1-2. Size effect  

 

Another interesting feature is the impact of the structure flexibility on the recognition 

mechanism. In 2004, Li et al.23 published the preparation and the characterization of a p-tBu-

calix[6]arene derivative, G (Figure 4) grafted onto the silica surface via an epoxide terminal 

function. The use of crown ether allowed to decrease the flexibility of the calix[6]arene and to 

improve the PAHs and azo-PAHs recognition. However, the fixed conformation seemed to be 

unfavorable to the alkylbenzene recognition: the introduction of an ether bridge partially 

modified the hydrophobicity and the calixarene selectivity. In 2007, Ding et al.24 grafted 3 

derivatives of calix[n]arene H-J (n=4, 6, 8) and 3 derivatives of p-tBu-calix[n]arene K-M (n=4, 

6, 8) onto a silica modified by an epoxide group (Figure 4). The behavior of those SPs was 

evaluated by the PAHs analysis, and aromatic isomers and acrylate of E- and Z-ethyl 3-(4-

acetylphenyl) isomers. The mechanisms of retention were mainly π-π interactions, H-bonds 

and the formation of inclusion complexes.  

 
 

Figure 4: Representation of calix[6]arenes G-M 

A B 

 C (n=4) 

 D (n=5) 

E (n=6) 

F (n=8) 

 G 

 H (n=4) 

  I (n=6) 

  J (n=8) 

 K (n=4) 

 L  (n=6) 

 M (n=8) 
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III-2-1-3. p-tButyl- and carboxylic acid substituted calix[6]arene derivatives 

 

A p-tButyl-calix[6]arene (N, Figure 5) derivative grafted onto the silica surface with a spacer 

was achieved by Xu et al.25 in 1998. This SP allowed for improving the separation of substituted 

benzene regioisomers, of PAHs, and some nucleosides.  

The SPs based on p-tButyl-calix[6]arene containing carboxylic acid functions (O, Figure 5) 

presented a reversed-phase behavior. The selectivity was higher than that obtained on a C18 

column, and the mechanisms include hydrophobic interactions, dipolar interactions and 

inclusion complex formation26.  

 
Figure 5: Representation of calixarenes N and O 

 

III-2-1-4. Evaluation of commercial calix[n]arene derivatives  

 

In order to elaborate a prediction model, Schneider and Jira27 analyzed 31 solutes of various 

molecular structures using different mobile phase compositions. Seven commercial Caltrex® 

SPs were studied: 6 based on calixarenes P-U and the last one a non-polar C18 (Figure 6). The 

authors demonstrated that the retention, especially for polar compounds, depended on the 

organic modifier and its amount in the MP.  

 

Figure 6: Representation of the Caltrex® phases 

 N  O 
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III-2-2. Calix[6]arene derivative synthesis 

 

During the second part of my internship in the LCO laboratory, University of Brussels, under 

the supervision of Prof. I. Jabin, three calix[6]arene derivatives have been synthesized.  

In order to better control the calixarene grafting onto silica particles, the monofunctionalization 

was chosen. To bring some rigidity, the starting calix[6]arene derivative contained p-tBu 

functions at the upper rim. Moreover, the grafting procedure of silica particles through an 

amide linkage having already been developed for the synthesis of new polar embedded 

aromatic SPs (III.1), the same strategy was applied here. Consequently, the requirement was to 

have only one carboxylic acid function for the coupling with amino silica functions. Starting 

from the p-tBu-calix[6]arene-tri-methyl (X6Me3H3), three new calix[6]arene derivatives have 

been synthesized during this work, following the synthesis route described in Figure 7. 

 

 
Figure 7: Synthesis route for the calix[6]arene derivatives developed during this work 

The bacation procedure developed by Lavendomme et al.28 was used to selectively 

functionalize the calix[6]arene in 4 steps. First, two hydroxyl groups were protected for a 

selective alkylation of the third one. After deprotection and hydrolysis of the ester group, three 

different derivatives could be obtained.  The p-tBu-calix[6]arene-mono-acid was obtained 

when the hydroxyl groups are non-further functionalized.  
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Also, two other calix[6]arene derivatives were obtained by alkylation of the two hydroxyl 

groups. First, the aim was to enhance the hydrophobic character without adding sterically 

hindered groups, so fluorinated groups was selected and led to the calix[6]arene derivative 

(X6Me3CH2CO2H((CH2)3CF3)2). Additionally, alkylation of the two hydroxyl groups with a chiral 

reagent containing a bromine as leaving group led to the chiral calix[6]arene derivative 

(X6Me3CH2CO2H(CH2C(O)NHCH(CH3)Ph)2). 

The characterization of the final products was achieved by NMR, HR-MS, IR and melting point 

measurements. The reactions were followed by NMR and MS.  

 

The NMR spectra of such macrocycles-especially when non-symmetric structures are obtained 

after functionalization- can be extremely complicated. Such precise determination is out of the 

scope of this work, but 1D and 2D NMR (Figure 8) were used to ensure a “just enough” 

precision level to confirm the structure of the required final calix[6]arene derivative.  

 
Figure 8: Scheme of the NMR strategy for the calix[6]arene derivatives structure determination 

The experimental part of the syntheses is presented in Appendices.  

Due to time restriction, the grafting of those derivatives onto silica particles has not yet been 

achieved, but the bonding of 2 calix[6]arene derivatives provided by the I. Jabin’s team and 

possessing 6 carboxylic acid functions was achieved with Adeline Clergé during her Master 2 

internship. Such study is reported on the following part. 
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III-2-3. Grafting rates of the calix[6]arene derivatives 

 

The structures of the two calix[6]arene-hexa-acid derivatives grafted onto silica particles are 

presented in Figure 9. The calix[6]arene derivative C was the “flexible version” of the A 

calix[6]arene derivative. Indeed, p-tButyl groups generate steric hindrance that limit the 

number of conformations.  Also, B was taken as the “precursor” of those p-tBu-calix[6]arene 

derivatives to study the cavity effect. 

 
Figure 9: Structures of the tert-butylphenoxyacid (B) and of the calix[6]arene-hexa-acid 

derivatives (A, C) 

The bonding of silica particles was achieved in 3 steps:  

- Functionalization of bare silica into aminosilica with a butyl spacer group 
- Coupling of the amino moieties with the acid functions of the calix[6]arene 
- End-capping 
-  

To compare those new SPs, a C18 SP was prepared on the same silica batch, as well as a tert-

butylphenoxyamide SP that corresponds to the basic unit of the calix[6]arenes studied (B, 

Figure 9). 

 

The graftings were done on FPP and on SPP, excepted for the calix[6]arene derivatives due to 

the restricted amount of such costly final molecules. The grafting rates are presented in Table 

1. 
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Columns Structure 
Grafting rate on FPP  

(µmol.m-²) 

Grafting rate on SPP  

(µmol.m-²) 

C18 
       

3.8 3.3 

Amino 
 

2.6 2.9 

t-butylphenoxyamide         

+ End-capping 

 

 

2.4 2.1 

    

Calix[6]arene hexa-

acid 
 

 - 0.7 

Calix[6]arene hexa-

acid   t-Bu 

 

 - 0.5 

Table 1: Grafting rates for the functionalizations achieved on FPP and SPP 

It has to be noticed that the grafting rates were similar whatever the silica support (FPP or SPP) 

used. The grafting rates for the calixarene derivative were lower as such macromolecules can 

generate steric hindrance limiting the access to the amino moieties onto the silica surface. 

However, the grafting rates obtained were comparable to those reported in literature. For 

instance, in 2016 Hu et al.29 obtained 0.56 µmol.m-² for the grafting of a calix[4]arene ionic 

liquid derivative. Also, the grafting rate was lower for the derivative containing t-Butyl functions 

due to the steric hindrance of the t-Butyl groups.  

 

III-2-4. Evaluation of stationary phases based on calix[6]arene derivatives 

 

III-2-4-1. LSER model 

 

To evaluate the chromatographic properties of the SPs, the Linear Solvation Energy 

Relationship (LSER) model was used, as presented in section (I.6.1.6). This model allowed for 

obtaining the contribution of the different types of interaction involved in the retention 

mechanisms according to Equation 1: 

log È � c � eE + sS + aA + bB + vV                      Equation 1  
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E is the excess molar refraction (calculated from the refractive index of the molecule) and 

expresses polarizability contributions from n and p electrons; S is the solute 

dipolarity/polarizability; A and B are the solute overall hydrogen-bond acidity (donating ability) 

and basicity (accepting ability); and V is the McGowan characteristic volume. Model coefficient 

c is a system constant or the model intercept term.  

 

The terms E, S, A, B, and V are solute-dependent molecular descriptors. Each descriptor is 

deliberately included in the LSER equation to account for a specific intermolecular interaction. 

Lower case letters represent the coefficients of the model or system constants, related to the 

complementary effect of the phases (solute, SP, MP) on these interactions. 

 

Such analysis requires the selection of a solute range possessing various physico-chemical 

properties that can describe adequately the diversity of the possible interactions during the 

chromatographic process. It has to be noticed that the relevance of the description depends 

on the quality of the set probes selected to take into account all types -as possible- of 

interactions that can occur. Table 2 presents the LSER molecular descriptors for the 80 probes 

selected. 

Solutes Formula E S A B V 

Benzene  C6H6 0.61 0.52 0.00 0.14 0.72 

Toluene C7H8 0.60 0.52 0.00 0.14 0.86 

Ethylbenzene C8H10 0.61 0.51 0.00 0.15 1.00 

Propylbenzene C9H12 0.60 0.50 0.00 0.15 1.14 

Butylbenzene C10H14 0.60 0.51 0.00 0.15 1.28 

Pentylbenzene C11H16 0.60 0.51 0.00 0.15 1.42 

Hexylbenzene C12H18 0.59 0.50 0.00 0.15 1.56 

Heptylbenzene C13H20 0.58 0.48 0.00 0.15 1.70 

Octylbenzene C14H22 0.58 0.48 0.00 0.15 1.84 

Nonylbenzene C15H24 0.58 0.48 0.00 0.15 1.98 

Decylbenzene C16H26 0.58 0.47 0.00 0.15 2.13 

Undecylbenzene C17H28 0.58 0.47 0.00 0.15 2.27 

Dodecylbenzene C18H30 0.57 0.47 0.00 0.15 2.41 

Cumene C9H12 0.60 0.49 0.00 0.16 1.14 

Naphthalene C10H8 1.34 0.92 0.00 0.20 1.09 

Aniline C6H7N 0.96 0.96 0.26 0.41 0.82 

N-methylaniline C7H9N 0.95 0.90 0.17 0.43 0.96 
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N.N-dimethylaniline  C8H11N 0.96 0.81 0.00 0.41 1.10 

Benzylamine C7H9N 0.83 0.77 0.15 0.72 0.96 

Pyridine C5H5N 0.63 0.84 0.00 0.52 0.68 

Benzamide C7H7NO 0.99 1.50 0.49 0.67 0.98 

p-toluenesulfonamide C7H9NO2S 1.10 1.55 0.55 0.87 1.24 

Caffeine C8H10N4O2 1.50 1.72 0.00 1.28 1.36 

Theophylline  C7H8N4O2 1.50 1.60 0.54 1.34 1.22 

Nicotinamide C6H6N2O 1.01 1.09 0.63 1.00 0.93 

Carbazole C12H9N 1.79 2.01 0.18 0.08 1.32 

Quinoline C9H7N 1.27 0.97 0.00 0.54 1.04 

1-naphtylamine C10H9N 1.67 1.26 0.20 0.57 1.19 

o-toluidine C7H9N 0.97 0.92 0.23 0.45 0.96 

p-toluidine C7H9N 0.92 0.95 0.23 0.45 0.96 

m-toluidine C7H9N 0.95 0.95 0.23 0.45 0.96 

 Benzoic acid C7H6O2 0.73 0.90 0.59 0.40 0.93 

Benzylic alcool C7H8O 0.80 0.87 0.39 0.56 0.92 

Acetophenone C8H8O 0.82 1.01 0.00 0.48 1.01 

Nitrobenzene C6H5NO2 0.87 1.11 0.00 0.28 0.89 

Chlorobenzene C6H5Cl 0.72 0.65 0.00 0.07 0.84 

Benzophenone C13H10O 1.45 1.50 0.00 0.50 1.48 

Phenol C6H6O 0.81 0.89 0.60 0.30 0.78 

Resorcinol C6H6O2 0.98 1.00 1.09 0.52 0.83 

Hydroquinone C6H6O2 1.06 1.27 1.06 0.57 0.83 

Pyrogallol C6H6O3 1.17 1.35 1.35 0.62 0.89 

B-naphtol C10H8O 1.52 1.08 0.61 0.40 1.14 

o-xylene C8H10 0.66 0.56 0.00 0.16 1.00 

p-xylene C8H10 0.61 0.52 0.00 0.16 1.00 

m-xylene C8H10 0.62 0.52 0.00 0.16 1.00 

o-cresol C7H8O 0.84 0.86 0.52 0.30 0.92 

m-cresol C7H8O 0.82 0.88 0.57 0.34 0.92 

p-cresol C7H8O 0.82 0.87 0.57 0.31 0.92 

2.4-dimethylphenol C8H10O 0.84 0.80 0.53 0.39 1.06 

2.6-dimethylphenol C8H10O 0.86 0.79 0.39 0.39 1.06 

p-isopropylphenol  C9H12O 0.79 0.89 0.55 0.38 1.20 

o-chlorophenol C6H5ClO 0.85 0.88 0.32 0.31 0.90 
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m-chlorophenol C6H5ClO 0.91 1.06 0.69 0.15 0.90 

p-chlorophenol C6H5ClO 0.92 1.08 0.67 0.20 0.90 

o-nitrophenol C6H5NO3 1.02 1.05 0.05 0.37 0.95 

m-nitrophenol C6H5NO3 1.05 1.57 0.79 0.23 0.95 

p-nitrophenol C6H5NO3 1.07 1.72 0.82 0.26 0.95 

Methyl benzoate C8H8O2 0.73 0.85 0.00 0.46 1.07 

Ethyl benzoate C9H10O2 0.69 0.85 0.00 0.46 1.21 

Propyl benzoate C10H12O2 0.68 0.80 0.00 0.46 1.35 

  Butyl benzoate C11H14O2 0.67 0.80 0.00 0.46 1.50 

Methylparabene C8H8O3 0.90 1.37 0.69 0.45 1.13 

Propylparabene C10H12O3 0.86 1.35 0.69 0.45 1.41 

Biphenyle C12H10 1.36 0.99 0.00 0.26 1.32 

Fluorene C13H10 1.59 1.06 0.00 0.25 1.36 

Phenanthrene C14H10 2.06 1.29 0.00 0.29 1.45 

Anthracene C14H10 2.29 1.34 0.00 0.28 1.45 

9-methylanthracene C15H12 2.02 1.28 0.00 0.23 1.60 

Fluoranthene C16H10 2.60 1.52 0.00 0.25 1.58 

Triphenylene C18H12 2.71 1.66 0.00 0.29 1.82 

o-terphenyl C18H14 2.00 1.18 0.00 0.30 1.93 

p-terphenyl C18H14 2.04 1.48 0.00 0.30 1.93 

Salicylic acid  C7H6O3 0.89 0.84 0.71 0.38 0.99 

Paracetamol C8H9NO2 1.06 1.63 1.04 0.86 1.17 

Quinine C20H24N2O2 2.47 1.23 0.37 1.97 2.55 

2-pentanone C5H10O 0.14 0.68 0.00 0.51 0.83 

3-pentanone C5H10O 0.15 0.66 0.00 0.51 0.83 

Citral C10H16O 0.49 0.84 0.00 0.50 1.45 

B-ionone C13H20O 0.88 0.90 0.00 0.50 1.76 

Geraniol C10H18O 0.51 0.63 0.39 0.66 1.49 

Table 2: LSER molecular descriptors for the 80 probes30  

Few studies used LSER to investigate the chromatographic properties of calixarene based SP 

used in HPLC. An exception is the study published in 200631, in which the retention 

characteristics of p-tert-butylcalix[4]arene-bonded and three other silica-based phases have 

been elucidated using LSER. The retention of solutes on all the silica-based phases were 

dominated by two factors: the solute size and hydrogen bond acceptor basicity. But, for p-tert-

butylcalix[4]arene-bonded phase, the main factor governing retention was the solute size. 
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Contrary to the common RP-SPs, the s coefficient was small but positive, as the r coefficient 

that traduced greater π-π interactions. In general, the LSER results and interpretations 

suggested that, on the for p-tert-butylcalix[4]arene-bonded phase, the retention mechanism 

was mainly partitioning. 

 

To compare our SPs, the logarithm of the retention factors were represented according to the 

logarithm of retention factors of the C18 SP. Values grouped along the linear regression line 

(R² close to 1), indicate that the retention factors are similar on the two SPs, so that the 

interactions involved were of similar nature. Additionally, the slopes gave information on the 

interaction mechanisms involved (homogeneous vs different). 

As illustrated in Figure 10, R²=0.8893 and the slope is 0.4175 for the logarithms of the retention 

factors for the t-butylphenoxyamide and C18 SP, respectively. 

 
Figure 10: Representation of the correlation between the logarithms of the retention factors for 
the t-butylphenoxyamide and C18 columns respectively. Analytical conditions: 150 × 2.1 mm × 

3.0 µm (FPP),  ACN/H2O 80/20 (v/v) 0.20 mL/min, 30°C, λ = 254 nm or 210 nm for non-
aromatic solutes. 

 
For the calix[6]arene hexa-acid SP that did not possess t-butyl groups exhibiting 

hydrophobicity, the slope was lower (0.3746). Additionally, the correlation coefficient was the 

lowest and points were more scattered (Figure 11, A). On the contrary, the calix[6]arene hexa-

acid t-Bu presented a behavior closer to that of the C18 SP (R ² = 0.8727 and a slope of 0.4162 

in Figure 11, B). Furthermore, the t-butyl groups generate steric hindrance that limit the 

number of conformations, and so modify the establishment of interactions such as the 

formation of inclusion complexes17 (host-guest). 
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Figure 11: (A) Representation of the correlation between the logarithms of the retention factors 
for the Calix hexa-acid and C18 SP, respectively and (B) for the Calix hexa-acid t-Bu and C18 

SP, respectively. Analytical conditions: 50 × 2.1 mm × 2.6 µm (SPP), ACN/H2O 60/40 (v/v), 0.08 
mL/min for the Calix hexa-acid and Calix hexa-acid t-Bu columns. 50 × 2.1 mm × 2.6 µm 

(SPP), ACN/H2O 80/20 (v/v), 0.08 mL/min  for C18 column, 30°C, λ =254 nm or 210 nm for 
non-aromatic solutes. 

 

Additionally, West et al.30 identified flexibility and globularity as two important properties for 

enantioselective chromatography, which were not included in the Abraham descriptors E, S, A, 

B and V. Flexibility is important for chiral resolution because flexible molecules have more 

conformers, thus more ways for intermolecular interactions. Globularity can be related to steric 

constraints to insertion into the SP. For that purpose, they added two terms, f and g, to take 

into account flexibility and globularity.  

As calixarenes are macrocycles possessing a cavity, we also used the extensive model 

proposed30 without significant improvements of the retention description. Consequently, only 

the Abraham terms are presented in Table 3.  

Stationary Phase c e s a b v n R²adj F Pr ˃ F 

C18 -0.552 
0.119 

0.285 
0.088 

-0.687 
0.129 

-0.406 
0.104 

-0.672 
0.100 

0.861 
0.078 

77 0.864 97.25 < 0.0001 

t-butylphenoxyamide -0.684 
0.047 

0.114 
0.036 

-0.136 
0.055 

0.035 
0.039 

-0.656 
0.050 

0.451 
0.031 

76 0.901 138.21 < 0.0001 

Calix hexa-acid -1.063 
0.051 

0.201 
0.039 

-0.020 
0.059 

0.096 
0.043 

-0.953 
0.054 

0.559 
0.033 

74 0.931 196.86 < 0.0001 

Calix hexa-acid t-Bu -0.658 
0.051 

0.076 
0.038 

-0.129 
0.058 

0.029 
0.043 

-0.796 
0.053 

0.719 
0.033 

73 0.943 240.45 < 0.0001 

Table 3: Coefficients values obtained for the LSER model of each stationary phase, with n the 
number of solutes, R²adj the adjusted correlation coefficients, F the statistics of the Fisher test, 

Pr>F the probability for the Fisher test and the italic values the confidence limits at 95%. 
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An adjusted coefficient value R²adj close to 1 showed that the different coefficients bring a 

significant contribution to the model. In this study, the values ranged from 0.864 to 0.943, 

validating the choice of solutes. This was also confirmed by the Fisher test, as the probabilities 

associated to each F were lower than 0.0001, meaning that the probability to be wrong was 

inferior to 0.01%.  

 
Figure 12: Representation of the system constants from the multiple linear regression of 

Equation 1. Analytical conditions: 50 × 2.1 mm × 2.6 µm (SPP), ACN/H2O 60/40 (v/v) for the 
Calix hexa-acid and Calix hexa-acid t-Bu columns, 0.08 mL/min, 30°C, 254 nm or 210 nm for 

non aromatic solutes. 150 × 2.1 mm × 3.0 µm (FPP) ACN/H2O 80/20 (v/v) for C18 column and 
the t-butylphenoxyamide column, 0.20 mL/min, 30°C, 254 nm or 210 nm for non-aromatic 

solutes. 

Each coefficient represents the difference, for a specific type of interaction, between the solute-

SP interactions and solute-MP interactions. A coefficient close to 0 signifies that the interaction 

with the solute is of the same order as the SP-MP interactions.  

In general, b and v were the most important coefficients, which is consistent with the chemical 

nature of the SPs. Also, in RPLC the mobile phase is more polar than the stationary phase. The 

b coefficient was negative for all the SPs suggesting a better ability of the MP to elaborate 

hydrogen bonds than the SP (Figure 12). 

Conversely, the v coefficient relating the hydrophobic selectivity was positive for all the SPs, 

meaning that the interactions solute-SP were stronger than those SP-MP. So, the higher v value 

was obtained for the C18 SP. Also, the calix hexa-acid t-Bu containing t-butyl groups that 

reinforces its hydrophobic character, the v coefficient was higher than for the calix hexa-acid. 
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However, this value was lower for the SPs containing an amide group because it favored the 

incorporation of solvent molecules and decreased the hydrophobicity of the SPs. Therefore, 

the formation of cavity became more complicated and lead to a decrease of the v term32. The 

a coefficient was important only for the C18 SP. This negative value indicates that the SP does 

not interact via hydrogen-bonds for acidic solutes, which is consistent with the nature of the 

SP. The negative sign signifies that the polar solutes interact preferentially with the MP that is 

more polarizable than the SP. Also, the C18 SP is the less polarizable than the 3 others.  

Finally, the e coefficient was positive but less significant for all the SPs. However, this value was 

lower for the SPs that contained aromatic cycles, which can be due to acetonitrile adsorption 

that decreased the specific π-π interactions.  

 

III-2-4-2. Symmetry evaluation  

 

To evaluate the ability of the different SPs to provide thin and gaussian peaks, the symmetry 

factors were calculated according to Equation 233 and are gathered in Table 4 and represented 

in Figure 13. 

 

Î�èÔ ; 1) =  ñò²óô + (èÔõõõõ − 1)²            Equation 2 

With èÔõõõõ, the average symmetry factors and σTF, the standard deviation of the symmetry factors 

average. 

The parameter d(TF;1) takes into account the gap existing between the tailing factor of each 

compound from the studied set and the perfect symmetry (value 1). The lower this value, the 

more satisfying the stationary phase is. With this parameter, a classification of stationary phases 

according to their symmetry factor can be made. 
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Figure 13: Scattergrams of the different SPs 

 

Stationary phase èÔõõõõ σTF d(TF;1) 

C18 1.221 0.186 0.289 
t-butylphenoxyamide 1.261 0.177 0.316 

Calix hexa-acid 1.429 0.327 0.540 
Calix hexa-acid t-Bu 1.370 0.244 0.441 

Table 4: Symmetry parameters of the studied columns. Analytical conditions: 50 × 2.1 mm × 

2.6 µm (SPP), ACN/H2O 60/40 (v/v) the Calix hexa-acid and Calix hexa-acid t-Bu columns, 0.08 

mL/min, 30°C, 254 nm or 210 nm for non-aromatic solutes. 150 × 2.1 mm × 3.0 µm (FPP) 

ACN/H2O 80/20 (v/v) for C18 column and the t-butylphenoxyamide column, 0.20 mL/min, 

30°C, 254 nm or 210 nm for non-aromatic solutes. 

 

The C18 and t-butylphenoxyamide SPs presented the best average symmetry factors. Higher 

values (around 1.4) were obtained for the calixarene based SPs, due to adsorption phenomena 

causing peak tailing. The latter being attributed to hydrogen bond interactions between the 

polar solutes and residual silanols and /or acid functions of the selector and/or ion interactions 

depending the pH with amino functions. Especially, the most important distortions (tailing 

peaks) were noticed for bases such as aniline derivatives, or solutes such as pyrogallol that 

contain hydroxyl groups. 

 

It has to be noticed that the calix[6]arene derivatives grafted here onto aminosilica particles 

contained six carboxylic acid functions. No univocal analysis allowed for a precise 
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determination of the number of linkage point to aminosilica per calixarene unit. Consequently, 

several carboxylic acid units must be free and depending on the pH, ion exchange with the 

basic solutes can occur. The pH effect has not been studied yet, but is one of the prospects of 

this study.  
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The final purpose of this thesis was to develop a wide range of SPs covering a wide panel of 

selectivity. These various SPs are presently used with promising results and original selectivity 

in the analysis of various matrices in the field of healthcare (doping issue, Hospital of Geneva), 

of environment (analysis of polycyclic aromatic hydrocarbons) and of heritage (Collaboration 

with the Centre de Recherche et de Restauration des Musées de France on the anthraquinone 

derivatives analysis). 

This research work was articulated around three main topics summarized in the representation 

below: the pretreatment and the functionalization of the superficially porous particles, the 

complete characterization of the modified silicas by a complementary set of techniques, and 

finally the performance evaluation of the packed columns. Especially, the kinetic performances 

were evaluated by use of the kinetic plots and various tests were used to study the retention 

mechanisms and the interactions involved during the chromatographic process, depending on 

the type of Stationary Phase (SP). 

 

 Summary of the development and the evaluation of the stationary phases 

The first part of this work was devoted to the development of a fast, robust, and efficient 

grafting method on superficially porous particles. Organosilanization under microwave 

irradiations allowed to obtain stationary phases exhibiting as good chromatographic 

performances as those prepared under the conventional synthetic process, but ten times faster 

(Article 1 (II.1.1)).  
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After having adjusted the experimental protocol of C18 grafting, we demonstrated that 

different C18 stationary phases can be obtained from the same silica batch, functionalized with 

the same grafting procedure, by adjusting the pretreatment temperature (Article 2 (II.2.1)). 

Chemometric approaches such as HCA were considered to group the columns by family and 

to make a comparison between the home-made SPs and the commercial ones. In particular, 

the specific behavior of the C18-900°C pretreated phase was highlighted in Article 3 (II.2.2) for 

the resolution of PAHs isomers.  

Another set of columns for HILIC mode was obtained only by adjusting the pretreatment 

temperature of silica (400, 525, and 900°C). The kinetic performances by means of kinetic plots, 

and the thermodynamic properties of the three novel columns were evaluated during an 

internship with Prof. Jean-Luc Veuthey and Dr. Davy Guillarme, LCAP, Université de Genève, 

and led to Article 4 (II.2.3).  

In addition to C18 and HILIC SPs, two new polar embedded stationary phases were synthesized 

and solid state NMR allowed to differentiate the mono- from the trifunctional structures by 

unambiguous identification of the specific chemical shifts (Article 5 (III.1)). The collaboration 

with the quantum chemist Dr. V. Tognetti allowed for modeling the overall structure (silanol + 

alkyl chain + PEG + aromatic units) with a modern functional/basis set combination and 

considering the solvent effect.   

In view of obtaining shape selectivity SPs, original ligands based on calix[6]arene derivatives 

have been synthesized during the second part of the internship with Prof. Ivan Jabin, LCO, 

Université Libre de Bruxelles (III.2). Each one was fully characterized by NMR, mass 

spectrometry, and infrared spectroscopy. Those macrocycles contain one carboxylic acid 

function that allows for grafting onto SPPs.  

 

As a perspective, the complete study of the chromatographic properties of the SPs based on 

calix[6]arene derivatives possessing only one acidic function has to be performed. As the three 

derivatives synthesized during my internship (p-tBu-calix[6]arene-tri-methyl-mono-acid, p-

tBu-calix[6]arene-di(propyltrifluoromethyl)tri-methyl-mono-acid and p-tBu-calix[6]arene-

di(chiral substituent)-tri-methyl-mono-acid) are available at the hundred milligram scale, it is 

necessary to develop capillary column (150 × 0.3 mm) packing.  

Having a comprehensive view of the functionalization of SPP, we could now envisage to graft 

simultaneously two ligands to obtain mixed-mode phases. Those SPs and the original ones 
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developed during my thesis could improve the separation of biomolecules, or be used in a 

second dimension for comprehensive 2D-LC.  

 

Last but not least, it seemed important for me to add my personal conclusion as a part of the 

final conclusion, because work is not only theoretical and fundamental research, but also social 

and personal meetings around it. I’ve been largely involved in the various aspects of my project 

because my supervisors let me solve scientific issues, tune it in new ways, and present the 

results in different congresses. I finally consider my thesis as a multimodal challenge: doing a 

phD is managing a project, dealing with the unknown and the complexity, and adapting itself. 

It is also supervising trainees, setting up collaborations, and developing complicity with 

colleagues, which finally make days at lab’ good days.  

But my phD also upset a part of my personal life, and maybe the first knowledge was about 

myself.  

Because long walks start with one step.  
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1. Collaborations 

1.1 Interchim R&D 

 

One part of this thesis was achieved in collaboration with Interchim R&D.  

They developed a wide range of stationary phases that allow for working in different HPLC 

modes: RP, HILIC, and Aqueous Normal Phase (Figure 1).  

 

Figure 1: Page of the Interchim commercial book
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1.2. Application note for PerkinElmer 

The application note is presented as submitted to PerkinElmer. The aim was here to help the 
consumer in choosing a column adapted to its need.  

Insights in column selection and characterization 

The main goal of this paper is to guide the scientists through the development of their 
methods, whether when changing a column for a similar one from another supplier or when 
looking for a column with another selectivity.  

The first part reports the fundamentals of chromatography, explaining why selectivity is a key 
parameter. Followed by the physical properties of the columns (dimensions, pore/particle 
sizes…) and the chemistries available, with a focus on the C18 stationary phases. Finally, as 
there is no universal test to deal with the chromatographic properties, an overview of the most 
common tests is furnished. Indeed, the same denomination can hide non-equivalent stationary 
phases as different pre- or/and post-treatments may have been done, affecting the 
chromatographic properties of the stationary phases. 

Chromatography fundamentals 

- Retention factor 

The retention factor �È� described in Equation 1 is a thermodynamic parameter, independent 
of some key variable factors including flow rate variations and column dimensions. Because of 
this, it is a useful parameter when comparing the retention of various solutes obtained using 
different HPLC systems in isocratic mode.  

Èö �
�÷ø  ��

�               Equation 1  

 

With Ðùøthe retention time of the analyte A, and Ð� the dead time. 

Chromatographers like keeping retention factor values between 2 and 10 for optimized 
separations. The most effective and convenient way to alter the retention factor is to adjust the 
solvent strength of the mobile phase, typically modifying the amount of organic solvent in the 
mobile phase mixture.  
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- Selectivity factor 

The selectivity factor (í� described in Equation 2 is another thermodynamic parameter, and 
corresponds to the ability of the chromatographic system to distinguish two successive eluted 
components.  

   íö,ú = îÝ
îø                Equation 2  

The selectivity starts at one for co-eluted compounds, and then high values indicate good 
separating power. This factor depends on the system analyte- mobile phase- stationary phase 
for a given analysis temperature; and all these parameters may be altered to optimize or 
change the HPLC separation. Altering the system selectivity is a good strategy to optimize the 
resolution since small changes in selectivity can lead to large changes in resolution. 

For a specific application with a specific column, various changes in the mobile phase can be 
envisaged to change the selectivity:  

� Water content to change the solvent strength 
� Organic modifiers to change the type of interactions 
� pH value, which alters the degree of ionization of some analytes effecting their 

hydrophobicity 
� Solvent additives  

The temperature has also to be considered as it alters drastically the selectivity for some pairs 
of analytes.  

Finally, last but not least: one of the most efficient way to change the selectivity is to change 
the stationary phase for another chemistry or material “molecular” structure. 

- Efficiency 

The efficiency of a peak is a kinetic parameter measuring the dispersion of the analyte band 
during the path through the HPLC system and column. This dispersion depends on the system 
analyte- mobile phase- stationary phase for a given analysis temperature. The 
chromatographic parameter reflecting the column performance is the number of plates (é) 
and is described on the following equation:  

é = 5.54 × � �÷ 
û! "⁄  $

% =  ü
f             Equation 3 

With ý) %⁄  the half-height peak width, H the height equivalent to a theoretical plate, and L the 

column length.  

The model proposed by Martin and Synge relies on the separation of the column into plates. 
Each plate represents the distance over which the analyte achieves one equilibration between 
the stationary phase and the mobile phase. Consequently, the more plates available, the more 
possible equilibria, and so the better the quality of the separation.  
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Many factors contribute to the peak broadening, but considering an optimized system with 
negligible extra-column volume; the biggest contribution comes from the column itself. The 
quality of the column packing, as well as the length of the column but also both the particle 
size dispersion and dimension, play an important role in the overall efficiency. 

The diffusion of analytes through the column is represented by the Van Deemter curve. The 

effect of the mobile phase velocity on the height equivalent to a theoretical plate (H) is linked 

to the efficiency and the column length by the equation:  

. 

þ � Ñ + ú
�  + � × μ                    Equation 4

       

A-factor is the convective dispersion or 

streamline-splitting (eddy-diffusion) 

parameter, related to channeling through a 

non-ideal packing. It can be minimized by 

packing columns homogeneously with silica 

particles of controlled particle size. The nature and the size of the particles also impacts the 

efficiency: superficially porous particles instead of totally porous particles but also the smaller 

the particles, the higher the efficiency.  

B-factor is the longitudinal molecular diffusion coefficient of the eluting analytes in the 

longitudinal direction. It can be minimized by working at higher flow rates, by using lower 

inner-diameter tubing and connections and using organic modifier of lower viscosity. 

C-factor is the resistance to the mass transfer of the analyte in the immobilized mobile phase 

and in the stationary phase. It can be minimized by using particles of a smaller diameter, 

superficially porous instead of totally porous particles, working with a lower flow rate and finally 

at a higher temperature. 

- Resolution  

Obtaining an optimum resolution in a minimum of time is a challenge for chromatographers. 
Indeed, a value of 1.5 or more between two peaks of approximately same magnitude ensures 
a convenient baseline separation. As demonstrated by the fundamental Equation 5, the 
resolution (��) is affected by three important parameters: selectivity, efficiency, and retention.  

��ø,Ý =  A�Ý 
C  × ïø,Ý � )

ïø,Ý  × îÝ
îÝ E)            Equation 5  

- Peak asymmetry 

Ideally, all chromatographic peaks would be symmetrical (Gaussian). However, due to the 

effects of instrument extra-volumes, adsorptive effects of the stationary phase and the quality 
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of the column packing, peaks are often distorted. Asymmetrical peaks lead to a loss of 

resolution making the quantification tricky. The asymmetry factor is estimated at 10% of the 

peak height. The tailing factor is estimated at 5% of the peak height. These two parameters are 

calculated according to the Equation 6.   

Ñ� � 	ú�ö� 	káÎ	èÔ � 	
öú
%ö�             Equation 6 

   

Standard limits are set for peak asymmetry. A AsF value between 1-1.05 (1<TF<1.033) is 
considered as excellent, and up to 1.5 (corresponding to TF= 1.33) the chromatography is 
deemed acceptable. 

Columns/mobile phases...When chemistry meets silica 

- Pore Size Dimensions 

The choice of pore size is of crucial interest when developing a method for a class of 
compounds. Selecting a column based on silica particles with small or standard pore sizes 
(around 60 to 120 Å) to analyze large molecules (over 3000 g.mol-1) will result in size exclusion. 
So far, columns packed with 300 Å pore size particles are recommended for biomolecule 
analysis. 

- Particle Size Dimensions 

The typical particle size for HPLC columns is 5 µm or 3 µm, but smaller diameter is now common 
in method development. If high-speed or higher resolution analyses are required, columns 
containing 1.8 µm and 2-3 µm particles can be used. Shorter columns with these particles can 
produce faster separations. But longer columns are required for higher efficiency. Longer 
columns packed with smaller particles highly improve the global efficiency, but also 
dramatically increase back-pressure, making this procedure only possible on UHPLC 
instrumentation. 

- Column Dimensions 

Choosing the dimensions of the columns is also essential and has extremely changed in the 
past few years. While 4.6 mm id was largely used in method development, smaller 3.0 mm id 
or 2.1 mm id columns tend to be more and more common, due to the lower solvent use and 
the better MS detectors compatibility.  
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The choice of the length of the columns depends on the need of resolution, and so, on the 
efficiency: shorter 50, 75 or 100 mm long columns ensure fast analyses with a low solvent 
consumption. Longer columns (150 or 250 mm) are used when more resolution is needed or 
when 3 and 5 µm particles are used. We have to find a balance between the efficiency we want 
and what the system can handle. The columns packed with smaller particles are much more 
efficient, but cause important back-pressure. The following table allows us to find which 
combination of parameters can be used to obtain an equivalent efficiency.   

Length (mm) 

Efficiency for columns packed 
with particles of  (µm) 

Analysis time 
saving 

5.0 3.5 1.8  

150 12,500 21,000 35,000 - 

100 8,500 14,000 23,250 33 % 

75 6,000 10,500 17,500 50 % 

50 4,200 7,000 12,000 67 % 

Table 1: Effect of the dimensions of the columns and of the totally porous particles on the 
efficiency 

- pH and Mobile Phase: Solvent-strength selectivity and solvent-type selectivity 

Once the column has been selected, the mobile phase choice conditions the separation, it is 
therefore important to control the nature and the amount of the organic modifier. 

Acetonitrile and methanol are the most commonly used organic modifiers. However, selectivity 
differences and sample retention will vary significantly among mobile phases containing 
acetonitrile, methanol, and tetrahydrofuran. The choice is determined also by the solubility of 
the sample and the need of a UV detection at certain wavelengths (e.g., methanol not suitable 
at 200 nm). 

The pH and ionic strength of the aqueous portion of the mobile phase are important 
parameters to control in order to develop robust methods that are not sensitive to small 
variations in conditions. This is particularly the case with ionic compounds for which the 
retention is highly affected by pH. A pH between 2 and 4 is generally a great starting choice to 
stabilize the retention and the resolution of typical weak acids. For basic solutes a pH value 
between 7 and 8 is often chosen, but implicates to use inevitably buffered aqueous solution.  
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Stationary phase chemistries 

Most of the time, the base material is high purity silica (Type B) with totally porous particles. 
The content of the metal impurities has to be as low as possible to avoid strong interactions 
caused by coordinated metal in the silica matrix or metals adjacent to the surface. From a 
chromatographic point of view the strongly interacting sites considerably broaden the 
chromatographic band since they interact much more than "normal" adsorption centers2.  

Different silica qualities are available. One of the main contaminants is metal ions and these 
ionic groups form great ion-exchange sites for ionized acids, giving badly tailing peaks for 
acidic solutes. Moreover, if the metals are adjacent to silanol groups, they withdrew electrons 
from the adjacent silanol and enhance its ionization, especially at high pH. These activated 
silanols act as cation-exchange sites for ionized bases, leading to strong retention and badly 
tailing peaks for basic solutes. These low-purity silicas correspond to Type-A, also named acidic 
silicas today. 
Many efforts have been done to enhance the purity of the silica material and the homogeneity 
of the particles. Today, the most commonly used is the Type-B silica, based on high purity-low 
metal content, spherical shape with narrow pore size distribution and high mechanical 
strength. As for the Type-A silica, the silanol groups can be functionalized, providing a wide 
range of column chemistries (e.g. C18, C8, CN…). 
The Type-C silica support is structurally different as the surface is populated with silicon-
hydride groups (-Si-H groups) which are very stable and relatively non-polar. It still has all the 
advantages of Type-B silica but also other advantages. It can be used for 3 different modes of 
HPLC and sometimes two at the same time, improving the selectivity power. In Type-C columns 
with a right choice of mobile phase, polar and non-polar compounds can be separated in the 
same isocratic run. 

- Reversed-phase chemistries  

The presence of silanol groups onto the silica surface allows for the functionalization, and 
various chemistries have been developed offering a wide range of columns. 

Polymer materials present a wide range of pH stability and unique separation performances; 
but monomeric phases are more extensively used as it ensures a better reproducibility of the 
functionalized silica batch products.  

A great part of method development begins with octyl (C8) or more frequently octadecyl (C18) 
stationary phases and the recommended starting column choice is C18 RP, as it presents high 
hydrophobic properties and low amount of residual silanols thanks to an effective end-capping 
step. Therefore, it provides excellent peak shape and can be used over the pH range 2-9, 
accommodating most typical LC and LC/MS mobile phases.  

If the solutes are more polar or need to be analyzed with water as mobile phase, the C18 AQ 
is a good alternative as the polar groups incorporated in the stationary phase structure allow 
the analysis in 100% water without the collapse of the bonded chains. 

                                                 

2 J. Nawrocki, Debbie L. Moir, W. Szczepaniak, Chromatographia, 28, (1989) 147  
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If the separation is not optimal on these columns, CN and Phenyl columns may offer significant 
differences in selectivity from straight-chain alkyl phases to effect the separation. 

Generally, the separation of larger solutes such as proteins is more efficient on short-chain 
reversed-phase columns (C3, C4, CN, C8); while peptides and small molecules are better 
separated on longer-chain columns (C18). However, there are many cases in which this 
conventional method does not apply. It is better to begin with a phase of median 
hydrophobicity (e.g., C8), and change to a more hydrophobic phase or a more hydrophilic 
phase depending on the results obtained, and the solubility of the sample. 

 

 

Figure 1: Structural representation of some stationary phase chemistries3 

 

Characterization of C18 phases-Chromatographic tests  

All manufacturers are willing to divulge the functionality, the bonding technology, or the 

composition of their column chemistries. For these reasons, columns similarly called, for 

example C18, possess different chromatographic properties justifying the need for 

classification.  

Replacing a column with an identical or with a totally different one can be challenging. Some 

basic data as the specific surface area (in m2.g−1), the particle diameter (in µm), the content of 

metal impurities and the carbon load (in %) may be specified. From these data, the bonding 

density can be calculated (in mol.m−2) with the Equation 7:  

Ù	�μ�	
.��%� � 	 )�¢	×h�	
�)�"	×	Ú�	×	³�	�	h�		×�Ú�		�)��×	ÜÝÞß

                            Equation 7 

                                                 

3 http://www.ochemonline.com/Running_a_flash_column 
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Where à� is the carbon percentage per weight of the bonded material, â�  the atomic weight 

of carbon, â�  the molecular weight of the grafted molecule, á� the total number of carbon 

atoms in the bonded organic group, and åú�ó the specific surface area (m².g-1 of silica). But as 

the carbon percentage includes both the bonded chains and the silanol end-capping groups, 

this value is more or less indicative.  

Chromatographic measurements can be achieved to complete these data, and various tests 

have been developed with some similarities in between.  Generally, the evaluation relies on the 

determination of the hydrophobicity (also called hydrophobic selectivity), the shape selectivity 

(also called steric selectivity), the hydrogen bond capacity (also called silanol activity), the ion 

exchange capacity, and finally the metal content impurities. Chromatographic data based on 

the chromatographic peaks are also obtained considering the asymmetry and the number of 

theoretical plates. To summarize, standard chromatographic values of interest are mainly the 

retention factor (k), the selectivity factor between appropriate solutes, and the peak asymmetry 

factor (AsF).  

Even if different chromatographic tests have been developed to characterize LC stationary 

phases, none of these tests provides an exhaustive view of the potential power of separation 

of a stationary phase relatively to all compound families to analyze. Multiple goals are involved 

in the characterization of columns. First, obtaining a quantitative understanding of the specific 

characteristics of a column that impacts the selectivity of a separation. This is helpful to 

rationalize the selection of a suitable stationary phase for a particular analysis, or for the 

selection of an alternative column when the first one did not result in a successful separation. 

Moreover, having a better knowledge of what differentiates one stationary phase from another 

is useful for the screening in method development; when it is beneficial to maximize the 

differences between the columns and the mobile phases. Finally, one can be interested in 

understanding the interactions between the solutes, the mobile phase and the stationary phase 

driving the separation.  

Several reviews as the one proposed by Neue 4  are interested in the stationary phase 

characterization. A significant work was achieved by Snyder et al., who characterized a huge 

number of columns and demonstrated the usefulness of a ranking scale Tanaka test is a widely 

used test for the characterization in reversed-phase liquid chromatography, especially C18. 

Analytes are easily commercially available, and not costly. Even if it does not assess properly 

all the properties of stationary phases, it has the advantage of being the most generally used 

to compare them. It allows for a minimal evaluation of separation of ionisable compounds. 

Tchapla test based on the analysis of polymethylphenols partially evaluates the hydrophobic 

selectivity. Sander and Wise test furnishes a partial and complementary evaluation of the steric 

selectivity. Engelhardt et al. test partially evaluates the polar selectivity, while Lesellier and 

Tchapla classification are interested in polar and steric selectivity. Finally, a more specific test 

                                                 

4 U. D. Neue, J. Sep. Sci. 30, 2007, 1611 
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for evaluating stationary phases for analysis of basic compound has been proposed by Stella, 

Rudaz and Veuthey. 

In 2002, Visky et al. reported 36 different tests evaluating these properties, but other tests have 

been elaborated by Neue and Layne.  

Silica bonded with hydrophobic chains as C18 or C8 can establish dispersion interactions with 

analytes. The hydrophobicity depends on the chain length, the bonding density and the 

specific surface area of silica. For high-density bonded silica, the pore diameter may be an 

additional parameter.  

The hydrophobic selectivity consists in determining the retention variation caused by the 

addition of a methylene group in the analyte structure.  

The shape selectivity evaluates the ability of the stationary phase to differentiate analytes 

having a same elemental composition but a different three-dimensional structure or 

configuration, as it is the case for isomers. When the planarity or the stretched configuration 

of the molecule is affected, the penetration in the stationary phase may differ. The true 

structure of the bonded chain impacts the steric selectivity, especially the nature of stationary 

phase (monomeric or polymeric), the length of the alkyl chain (C8 to C30), and the nature of 

the organic modifier and the temperature. Also, the higher the bonding density, the more 

probable to have size exclusion.  

The silanol activity includes the hydrogen bonding between acidic and basic solutes and 

neutral silanol groups, and ionic interactions between ionized basic solutes and ionized silanol 

groups. This parameter is directly linked to the amount and to the nature of available silanols, 

especially their acidic character, which is determining for the pH range of ionization. Indeed, 

different types of silanol exist onto the silica surface (single, geminal, and vicinal), showing 

different activities. It has to be noticed that the purity of silica is also of interest, as the presence 

of metallic impurities tends to increase the silanol acidity, and consequently, the secondary 

interactions not suitable for the peak symmetry.  

Finally, to compare the stationary phases, different parameters can be used, and different 

representations are proposed. If one property is taken into account, an histogram is enough; if 

two properties are considered, a two-dimensional plot is used; and finally five or six properties 

can be displayed in an histogram or a radar plot as presented above. 
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Figure 2: Radar plots of 4 C18-core-shell columns for the Tanaka test 

The values of each parameter for each column are displaced along a graduated axis in order 

to make the comparison easier.   

Chemometrics 

Chemometric tools can be used to meet the need of classification and produce comparisons 

between the columns. Among the different approaches, Principal Component Analysis (PCA) is 

used to assess the chromatographic similarity/dissimilarity of a range of columns. The 

stationary phases initially spreading in a multi-dimensional space (due to the number of 

parameters used for the comparison) are displayed in a two-or three-dimensional space and 

often different groups can be differentiated.  

Such method may introduce a loss of information when reducing the data from a 

multidimensional space to a limited number of significant axes. Moreover, the selection of 

relevant criteria, those without correlation, is not so simple. More complex models involving 

thermodynamic approaches are also useful such as the linear solvation energy relationship 

(LSER), the Abraham solvation descriptors Poole and Poole, and the model of Snyder et al. 

These models can produce more precise information to understand the types and the relative 

strength of the chemical interactions that control retention and selectivity. However, the results 

of such models are sometimes difficult to interpret, especially when the analytes and the 

analytical conditions used are different. 

For these reasons, the following part is focused on PCA. 

Principal component analysis  
 

With this new representation, columns close to each other (in the score plots) present similar 

chromatographic characteristics regarding the parameters considered (here retention and 
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asymmetry factors) to define the PCA. On the contrary, the one located in another portion of 

the scores plot exhibit different properties.  

 

A concrete example is presented on the following part. The variables taken into account are 

the retention factor (k) and the asymmetry factor (As) for solutes numbered from 1 to 7. The 

conditions of analysis, as well as the solutes chosen correspond to those of the Veuthey test, 

particularly useful to characterize the chromatographic properties of a stationary phase toward 

basic solutes. 

 
Figure 3: Score plots of some core-shell columns for the Veuthey test at pH 7. The solutes are 

numbered from 1 to 7. In blue the vectors corresponding to the parameters taken into account 

for the PCA (retention factor k, asymmetry factor As). 

 

The calculation of the principal components which are linear combination of the initial values 

preserves 77% of the total information, ensuring an amenable interpretation.  

 

Here, the C18 are clustered together except the ACE C18 (Figure 3). They are located at the 

opposite direction of the vectors of retention factors (Figure 3), meaning that the solutes 

analyzed in these conditions do not develop important interactions with the stationary phases 

as they do not present high k values. 

 

The Thermo AQ is particularly suitable for the analysis of basic solutes as those used for the 

Veuthey test. Indeed, it is located in the direction of the retention factor vectors, and far from 

the asymmetry vectors (Figure 3). It means that this column present interesting retention 

properties, without a too strong distortion of the peak symmetry.  
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The Thermo C30 is also isolated and located in the vector direction of the asymmetry factor. 

The column is not suitable for the analysis of these types of solute as it does not present 

interesting retention and high peak asymmetry.  

 

About the database 

If you are used to perform your analyses with a given column, have developed all your 

analytical method on it, and are satisfied with this one… Of course you will not want to change! 

That’s why PerkinElmer developed a user friendly interface called One Source® HPLC Column, 

available directly from the internet, and which allow you to find the equivalent column to the 

one you are familiar with. By completing the brand, the bonding, the particle size, the column 

dimensions and the supplier you are used with, you will get the equivalent in our database. 

And it can be even faster if you have the column part number, just enter it and it is enough to 

find in our system the corresponding column. 

 

Conclusion 
Depending on the application (molecular weight and solubility of the analytes), the separation 

mode differs and the corresponding columns also.  

If it is important to minimize the extra-column volumes of any HPLC instrument, the column 

itself remains the most important part of any HPLC system as it is where the separation takes 

place.   

Among all the columns available on the market, it can be quite difficult to define the one that 

will be the most adapted to your needs. This user guide gave some basic notions to help doing 

the right choice, and after the column has been selected, finding the PerkinElmer’s equivalent 

with our user friendly interface One Source® HPLC Column.  
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1.3. Article 6: DFT in pharmaceutical products 

 

I was associated to this last article that presents the study of Schammé et al., in collaboration 

with Dr. Vincent Tognetti. It is entitled “Molecular relaxations in supercooled liquid and glassy 

states of amorphous quinidine: dielectric spectroscopy and density functional theory 

approaches”, and was published in Journal of Physical Chemistry in 2016. 
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2. Experimental section 
 

2.1. Calix[6]arene derivative synthesis 
 

For all spectra, w refers to water and s to solvent.  
 

Starting product: p-tBu-calix[6]arene-tri-methyl 
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p-tBu-calix[6]arene-tri-methyl-di-Bac 

 
To 1 equivalent of p-tBu-calix[6]arene (X6Me3H3) in solution in DCM, 2 equivalents of 

Ba(OH)2.8H2O and then, 9 equivalents of tert-butylisocyanate (tBuNCO) were added and let 

under stirring for 24 hours. Then, a solution of HCl 0.1 M was added and the compound was 

extracted with DCM, and concentrated under vacuum. After purification under silica gel 

(DCM/Acetone 98/2 (v/v)), X6Me3HBac2 was obtained quantitatively as a white solid.  

MS: m/z 1287.73 [X6Me3HBac2+tBuNH3]+ 

NMR: See the following spectra for attribution  
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p-tBu-calix[6]arene-tri-methyl-mono-acid 

 
To 1 equivalent of X

6
Me

3
HBac

2
in solution in anhydrous DMF, 1.5 equivalent of anhydrous 

Cs
2
CO

3
 were added, with 5 equivalents of BrCH

2
CO

2
tBu. The mixture reacted under agitation 

for 4 hours. To quench the reaction, a solution of HCl 0.1 M was added and precipitation of the 

product was obtained by addition of water. After filtration, successive dissolution in acetone 

and precipitation by water addition removed the excess of reagent. To the solid previously 

obtained, 20 equivalents of CH3SO3H was added in DCM for 24 hours. The organic phase was 

washed with water until neutralization. After concentration under vacuum, the product was 

purified under silica gel (DCM/Acetone from 10% (v/v) to 30%). 

MP: 171-172°C (dec.)  
IR: 2956, 1684 cm-1 
HR-MS (ESI-TOF): m/z 1073.6931 [M+H]+ 
NMR: See the following spectra for attribution  
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p-tBu-calix[6]arene-di(propyltrifluoromethyl)tri-methyl-mono-acid  
 

 
To 1 equivalent of the p-tBu-calix[6]arene-mono-acid (X

6
Me

3
H

2
CH

2
CO

2
H), 5 equivalents of NaH 

were added with 5 equivalents of  Br(CH
2
)
3
CF

3
 in anhydrous DMF for 4 hours under agitation.   

A solution of HCl 0.1 M was added and precipitation of the product was obtained by addition 

of water. After filtration, the final product was obtained quantitatively. 

 
MP: 156-159°C 
IR: 2951, 1736, 1478, 1245, 1015, 872 cm-1 
MS: calcd for C79H106F6NO8 [M + NH4]+ m/z 1293.7552, found m/z 1293.7528 
NMR: See the following spectrum for attribution  
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13C, 19F NMR 

 

 
 

2D-NMR 
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p-tBu-calix[6]arene-di(chiral substituant)-tri-methyl-mono-acid 
 

 
To 1 equivalent of the p-tBu-calix[6]arene-mono-acid (X

6
Me

3
H

2
CH

2
CO

2
H), 10 equivalents of  

Cs
2
CO

3
 with 10 equivalents of BrCH

2
C(O)NHCH(CH

3
)Ph were added in anhydrous DMF. After 

2 days under agitation at 100°C, the mixture was treated with a solution of HCl 0.1 M, and 

precipitation with water led quantitatively, after filtration, to the final product.  

 
MP: 121-124°C 
IR: 3412, 2961, 1668, 1478, 1201, 1116, 872, 696 cm-1 
MS: calc for C91H115N2O10 [M + H]+ m/z 1395.8546, found m/z 1395.8557 
NMR: See the following spectrum for attribution 
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2.2. Calix[6]arene derivative grafting 
 

To compare the new calix[6]arene based SPs, a C18 SP was done on the same silica batch, as 

well as a tert-butylphenoxyamide SP that corresponds to the basic pattern of the calix[6]arenes 

studied.  

 

Octadecyldimethyl(dimethylamino)silane grafting  

 
 
A mass of 2.0 g of FPP silica (SPP: 1.0 g) with 20 mL of toluene (SPP: 10 mL) were placed into a 

100 mL round-bottom flask. After addition of 5.21 g of octadecyldimethyl-

(dimethylamino)silane (SPP: 2.09 g), the mixture was purged with argon and reacted for 30 min 

at 110°C. The reactor was cooled to room temperature, and 0.96 mL (SPP: 0.48 mL) of N-

(trimethylsilyl)dimethylamine was added and reacted at 110°C for 30 min. The reactor was 

cooled to room temperature and the excess reagent was subsequently removed by rinsing with 

10 mL of toluene, 10 mL of tetrahydrofuran and 10 mL of acetonitrile. After filtration, the silica 

was dried at 110°C for 12 h under vacuum. 

 IR: σO-H = 3653 cm-1, σCH3 = 2956 cm-1, σCH2 = 2923 cm-1 and 2851 cm-1, σSi-O-Si = 1871 cm-1, 

δCH2 = 1465 cm-1, δCH3 = 1410 cm-1, σ(Si-O)as = 1064 cm-1, σ(Si-O)sym = 795 cm-1 
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4-aminobutyldimethylmethoxysilane grafting 

 
 
 

 

A mass of 3.0 g of FPP silica (SPP: 1.5 g) with 30 mL of toluene (SPP: 15 mL) were placed into a 

100 mL round-bottom flask. After addition of 3.0 g of 4-aminobutyldimethyl-methoxysilane 

(SPP: 460 mg), the mixture was purged with argon and reacted for 60 min at 110°C. The reactor 

was cooled to room temperature and the excess reagent was subsequently removed by rinsing 

with 10 mL of toluene, 10 mL of tetrahydrofuran and 10 mL of acetonitrile. After filtration, the 

silica was dried at 110°C for 12 h under vacuum. 

IR: σO-H = 3641 cm-1, σamine = 3361 cm-1 and 3305 cm-1, σCH3 = 2952 cm-1, σCH2 = 2929 cm-1 and 

2862 cm-1, σSi-O-Si = 1868 cm-1, δamine = 1600 cm-1, δCH2 = 1454 cm-1, δCH3 = 1406 cm-1 and 1393 

cm-1, σ(Si-O)as = 1076 cm-1, σ(Si-O)sym = 805 cm-1 
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t-butylphenoxyamide calix[6]arene  derivative grafting  

 

 

 

 

A mass of 3.28 g of FPP aminiosilica (SPP: 0.5 g) with 20 mL of toluene (SPP: 10 mL) were placed 

into a 100 mL round-bottom flask (solution 1). In an other round-bottom flask (solution 2), 5.77 

g of (benzotriazol-1-yloxy)tripyrrolidinophosphonium hexafluorophosphate (SPP: 0.89 g), 1.92 

g of t-butylphenoxyamide (SPP: 0.29 g) and 2.42 mL of N,N-Diisopropylethylamine (SPP: 

0.37 mL) were mixed with 35 mL of toluene (SPP: 15 mL). After mixing of the 2 solutions, the 

mixture was purged with argon and reacted for 60 min at 110°C. The reactor was cooled to 

room temperature and the excess reagent was subsequently removed by rinsing with 10 mL of 

toluene, 10 mL of tetrahydrofuran and 10 mL of acetonitrile. After filtration, the silica was dried 

at 110°C for 12 h under vacuum. 

IR: σO-H = 3635 cm-1, σamide = 3428 cm-1 and 3310 cm-1, σCH3 = 2957 cm-1, σCH2 = 2868 cm-1, σSi-

O-Si = 1871 cm-1, σC=O amide = 1661 cm-1, σaromatic cycle = 1608 cm-1, σNH-amide = 1535 cm-1, δCH2+σAr-

H = 1443 cm-1, σAr-H = 1412 cm-1, δCH3 = 1395 cm-1, σ(Si-O)as = 1146 cm-1, σSiOSi= 827 cm-1,   δAr-H 

para disubstituted aromatic cycle= 794 cm-1 

 

t-butylphenoxyamide end-capping  

A mass of 1.5 g of FPP t-butylphenoxyamide silica (SPP: 0.44 g) with 15 mL of toluene (SPP: 10 

mL) were placed into a 100 mL round-bottom flask. Then, 0.72 mL of N-

(trimethylsilyl)dimethylamine (SPP: 0.24 mL) were added and the solution was purged under 

argon.  After reaction for 30 min at 110°C, the reactor was cooled to room temperature and 

the excess reagent was subsequently removed by rinsing with 10 mL of toluene, 10 mL of 

tetrahydrofuran and 10 mL of acetonitrile. After filtration, the silica was dried at 110°C for 12 h 

under vacuum. 
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hexa-acid calix[6]arene  

 

 

 

 

In a 50 mL round-bottom flask (solution 1), 0.45 g of aminosilica (already end-capped) was 

placed in 5 ml of toluene.  In another 50 mL round-bottom flask (solution 2), 0.89 g of 

(benzotriazol-1-yloxy)tripyrrolidinophosphonium hexafluorophosphate, 75 mg of  hexa-

acid  calix[6]arene and 0.37 mL of N,N-Diisopropylethylamine were added with 12 mL of 

toluene. After stirring, solution 2 was mixed to solution 1, and the mixture was purged with 

argon and reacted at 110°C for 60 min under microwave irradiations. The reactor was cooled 

to room temperature and the excess reagent was subsequently removed by rinsing with 10 mL 

of toluene, 10 mL of tetrahydrofuran and 10 mL of acetonitrile. After filtration, the silica was 

dried at 110°C for 12 h under vacuum. 

IR: σO-H = 3659 cm-1, σamide = 3417 cm-1, σCH3 = 2961 cm-1, σCH2 = 2934 cm-1 and 2873 cm-1, σSi-

O-Si = 1871 cm-1, σC=O amide = 1659 cm-1, σNH-amide = 1533 cm-1, σ(Si-O)as = 1100 cm-1, σ(Si-O)sym = 806 

cm-1, δAr-H 1,2,3 trisubstituted aromatic cycle= 700 cm-1 
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t-Bu hexa-acid calix[6]arene  

 

 

 

 

In a 50 mL round-bottom flask (solution 1), 0.42 g of aminosilica (already end-capped) was 

placed in 5 mL of toluene.  In another 50 mL round-bottom flask (solution 2), 0.89 g of 

(benzotriazol-1-yloxy)tripyrrolidinophosphonium hexafluorophosphate, 95 mg of t-Bu-hexa-

acid  calix[6]arene and 0.37 mL of N,N-Diisopropylethylamine were added with 10 mL of 

toluene. After stirring, solution 2 was mixed to solution 1, and the mixture was purged with 

argon and reacted at 110°C for 60 min under microwave irradiations. The reactor was cooled 

to room temperature and the excess reagent was subsequently removed by rinsing with 10 mL 

of toluene, 10 mL of tetrahydrofuran and 10 mL of acetonitrile. After filtration, the silica was 

dried at 110°C for 12 h under vacuum. 

IR: σO-H = 3653 cm-1, σamide = 3302 cm-1, σCH3 = 2956 cm-1, σCH2 = 2906 cm-1 and 2873 cm-1, σSi-

O-Si = 1873 cm-1, σC=O amide = 1668 cm-1, σNH-amide = 1533 cm-1, δCH2 = 1445 cm-1, δCH2 =1390 cm-

1, σ (Si-O)as = 1059 cm-1, δAr-H 1,2,3,5 tetrasubstituted aromatic cycle = 803 cm-1 
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Infrared spectra 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

Figure A: IR spectra of the C18 silicas (SPP C18, FPP C18) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

 

 

Figure B: IR spectra of SPP amino and SPP t-butylphenoxyamide (SPP Aminosilica, FPP t-
butylphenoxyamide, SPP t-butylphenoxyamide) 
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Figure C: IR spectra of SPP SPP hexa-acid Calix[6]arene amino and SPP hexa-acid  
Calix[6]arene (SPP t-Bu-hexa-acid  Calix[6]arene, SPP hexa-acid  Calix[6]arene) 

 


