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Laboratoire de Géologie de Lyon

Double-diffusive thermochemical convection in the liquid layers of planetary interiors: a first
numerical exploration with a particle-in-cell method

by Mathieu BOUFFARD

Numerous planetary bodies contain internal liquid layers in which convective currents are gener-
ated by the combination of buoyancy sources of thermal and compositional origin. The strong dif-
ference between the thermal and chemical molecular diffusivities and the possibility of thermo-
chemical coupling at melting or freezing boundaries create a convective regime that is much more
complex than pure thermal convection, partly due to the potential occurrence of double-diffusive
instabilities. Traditionally, numerical simulations have modeled the dynamics of the liquid part
of planetary cores in a more simplistic way by neglecting the diffusivity difference and combining
both fields into one single variable, an approximation that is convenient but maybe not relevant.
However, distinguishing both fields and dealing with a large or infinite diffusivity ratio makes it
compulsory to use numerical methods that minimize numerical diffusion as much as possible. In
this thesis, I adapted a semi-Lagrangian particle-in-cell method into a pre-existing dynamo code
to describe the weakly diffusive compositional field. I optimized the code for massively parallel
computing and validated it on two different benchmarks. I compared the particle-in-cell method
to Eulerian schemes and showed that its advantages extend beyond its lower numerical dissipa-
tion. Using this new tool, I performed first numerical simulations of rotating pure compositional
and thermochemical convection in the limit of null chemical diffusivity. I explored the physics of
pure compositional convection and addressed questions related to the existence and the dynam-
ics of a stratified layer below the Earth’s core mantle boundary. In particular, I showed that the
stratification could potentially be of chemical origin and proposed some mechanisms to explain
its formation. In the case of a thermally stratified layer, I performed a scaling analysis of fingering
instabilities, wrote the first steps of a linear stability analysis and ran a few simulations of finger-
ing instabilities in the rotating case. The potential effects of the magnetic field and the coupling
of thermochemical boundary conditions in planetary cores are finally discussed in this thesis.
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Résumé :

De nombreux corps du système solaire possèdent des enveloppes liquides internes, comme
par exemple les noyaux métalliques des planètes telluriques et les océans profonds des satel-
lites de glace de Jupiter et Saturne, dans lesquelles se produisent des courants de convection. La
modélisation de la dynamique de ces enveloppes est cruciale pour comprendre la génération des
champs magnétiques planétaires (pour les noyaux) et pour mieux déterminer l’habitabilité po-
tentielle des satellites joviens. La convection dans ces enveloppes est généralement produite par
la combinaison d’au moins deux sources de flottabilité : une source thermique et une source so-
lutale. Une telle situation est plus complexe qu’un régime de convection purement thermique ou
purement solutale, d’une part en raison de l’existence d’un couplage thermochimique lorsqu’un
processus de fusion ou de cristallisation se produit à l’une des frontières de l’enveloppe, et d’autre
part à cause de la forte différence de diffusivité moléculaire entre les champs thermique et compo-
sitionnel qui permet potentiellement le développement d’instabilité double-diffusives. Classique-
ment, ces complexités ont été ignorées dans les simulations numériques de la dynamo terrestre ;
les champs thermique et compositionnel ayant été combinés en une seule variable nommée "co-
densité". Cette approche est sans doute simpliste mais permet d’esquiver une difficulté technique
liée à la description du champ compositionnel dont la très faible diffusivité nécessite de recourir à
des méthodes numériques adaptées. Cette thèse présente d’abord l’implémentation d’une méth-
ode semi-Lagrangienne du type "particle-in-cell" dans un code de dynamo pré-existant, permet-
tant ainsi de traiter de manière plus réaliste le champ de composition dans les enveloppes liquides
internes des planètes. Les optimisations réalisées sont détaillées ainsi que les résultats de tests sur
des cas de benchmarks qui valident cet outil. Une comparaison avec des méthodes Eulériennes
est également présentée. Une première exploration de la physique de la convection composi-
tionnelle et thermochimique en rotation dans la limite d’un nombre de Prandtl compositionnel
infini est ensuite conduite dans le contexte du noyau liquide terrestre. Il est montré que la dy-
namique convective est très différente de celle de la convection thermique pure. Notamment,
les matériaux légers injectés à la frontière graine/noyau liquide sont capables d’atteindre la fron-
tière noyau/manteau et de s’y accumuler pour former une couche chimiquement stratifiée, dont
l’existence a été évoquée théoriquement mais qui n’a jamais pu être produite dans de précédentes
simulations. Enfin, la dynamique double-diffusive des couches stratifiées est également discutée
et de premières simulations de "salt fingers" sont présentées dans le cas rotatif.
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Chapter 1

Introduction

Far from being inert and motionless objects, most planetary bodies are animated by various
movements. One may of course immediately think about the rotation of a planet around its star
or that of a satellite around its planet, but large-scale motion can also occur within the planetary
body itself. Some movements can consist solely in a deformation, like those triggered by tidal
effects. On the contrary, other movements are associated to a real transport of matter across the
entire body or within a smaller portion of the latter, a phenomenon called "convection". Evidence
for the existence of convective currents in the most superficial layers of planets sometimes relies
on simple direct observations of their surface: the effect of winds in the atmosphere of the Earth is
felt by everyone and proving their existence on other planets such as Jupiter sometimes requires
no more than a basic telescope. Convection in terrestrial seas and oceans is somewhat harder
to evidence. If winds-driven surface movements leap to the eye, the deep ocean was assumed
to be perfectly static by early oceanographers. The discovery of the global thermohaline circula-
tion dates back 1908 (Sandström, 1908) and more quantitative measurements of oceanic currents
since 2004 have improved our understanding of the internal motions of oceans (Baehr et al., 2004).

Acknowledging the existence of deeper movements below the surface of the Earth and other
planets took even more time as definitive proofs could only be obtained by collecting indirect
evidence of these movements based, for instance, on geological observations. A major example
is plate tectonics, which has been directly related to solid-state convection in the Earth’s man-
tle on geological time-scales by Pekeris (1935) then Holmes (1945), though the theory of mantle
convection became generally accepted only in the 1960s. The later development of numerical
simulations and imaging methods such as seismic tomography that permit a direct visualization
of convective structures then confirmed the theory of a convecting mantle. On other telluric plan-
ets such as Mars and Venus, the presence of geological structures like volcanoes is sometimes
interpreted as the consequence of a convective upwelling in the underneath mantle (Harder and
Christensen, 1996; Nimmo and McKenzie, 1998). In icy satellites like Europa, several geological
observations of the surface also suggest the present or past existence of some type of convection
in the outer ice shell (Miyamoto et al., 2005). Among other observations, the discovery of a mag-
netic field at the planetary scale sets particularly interesting constraints on the internal dynamics
of a planet. In our Solar system, space missions such as Mariner 10 and Galileo have confirmed
the presence of magnetic fields around Ganymede (Kivelson et al., 1996), Mercury (Ness, 1979),
Jupiter, Saturn, Uranus and Neptune. Magnetic fields probably also existed in the past around
Mars and the Moon (Stevenson, 2003). Once attributed to a deeply buried giant magnet (Gilbert,
1958), it is nowadays consensual that the presence of a magnetic field around the Earth and other
planetary bodies is most likely produced by dynamo action associated to convective motions in
an electrically conducting fluid, i.e. the liquid portions of metallic cores for telluric planets and
the layer of metallic H/He in giant planets (Braginsky and Roberts, 1995; Roberts and King, 2013;
Stevenson, 2003). In addition, measures of magnetic induction by Galileo indicate the presence
of liquid water oceans below the surface ice layer of Europa (Khurana et al., 1998; Kivelson et al.,
2000) and Ganymede (Kivelson et al., 2002) that are probably convecting.
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Initiating and sustaining convective currents requires a source of energy. Even though the
mechanical forcing triggered by celestial movements (such as precession and nutation) can excite
internal motions in some cases, convective movements within planets are usually caused by the
presence of density inhomogeneities. In the self-gravitational field created by the planet, the lat-
ter induce an Archimedean buoyancy force able to initiate and maintain large-scale motions. In
planetary interiors, density anomalies are most often the consequence of a combination of ther-
mal and compositional effects.

Thermal fluctuations are almost always present in planets and can be due to energy received
at the surface (for instance, the radiative heat emitted by the Sun that drives atmospheric and
oceanic currents on Earth), or be a consequence of the release, over geological times, of the heat
accumulated by the planet during its initial formation. For large enough planetary bodies, con-
vection is usually a more efficient way to transport heat than thermal conduction through a mo-
tionless body. Secular cooling can also cause indirect thermal fluctuations within the planet, for
instance via the release of latent heat if it triggers the gradual crystallization of some initially
molten material. Other important sources of heat release include the decay of incorporated ra-
dioactive elements such as potassium, uranium and thorium. In planets, the dynamics of some
layers is essentially driven by thermal convection. This is the case for the Earth’s mantle in which
the combination of secular cooling and radioactive heat production is sufficient to generate large-
scale motion. Chemical effects are generally assumed to play a secondary role in mantle convec-
tion although they might be locally important, for example for the dynamics of plumes (Samuel
and Farnetani, 2003) or that of possible thermochemical piles at the bottom of the mantle (Hern-
lund et al., 2015). It should also be noted that mantle convection may be indirectly influenced
by the presence of chemicals such as water and CO2 (Sandu et al., 2011), even if the role of the
latter on buoyancy is neglected. Such chemicals indeed have a potentially strong effect on vis-
cosity (Kohlstedt, 1992) and solidus temperature (Hirth and Kohlstedt, 1996; Eggler, 1976) and
could favor some specific convective regimes (Mian and Tozer, 1990). The terrestrial dynamo
may also have been driven exclusively by thermal convection in the metallic core of the Earth
for the first billion years of its existence before the solid inner core nucleated, although recent
re-estimations of the thermal conductivity (Pozzo et al., 2012; Gomi et al., 2013) and the possibil-
ity of crystallization of MgO or SiO2 at the core mantle boundary have put this hypothesis into
question (O’Rourke and Stevenson, 2016; Hirose et al., 2017).

Density anomalies can also be caused by local variations of the chemical composition. Planets
are indeed not made of pure materials and incorporate numerous chemical elements in vari-
ous concentrations and relative abundances (Allègre et al., 1995). During some thermodynam-
ical reactions such as, for example, a crystallization or fusion, some elements partition pref-
erentially in one phase for which they have more affinity, causing an enrichment near the fu-
sion/crystallization front of either the solid or liquid phase in the corresponding element. An ex-
ample of such a phenomenon that is of great importance for this thesis can be found in the metallic
core of the Earth. Mainly formed of iron and nickel, the latter also incorporates a small amount
(about 10 weight percents) of lighter elements whose precise nature is still debated (Poirier, 1994;
Hirose et al., 2013). As the Earth’s core cools down through geological times, its average temper-
ature decreases. For reasons related to the thermodynamics of this system, it eventually started
to crystallize at its center to form a solid inner core around 1 Ga ago, although the age of the
inner core still varies among core evolution models (Labrosse, 2015). Some of the candidate light
elements incorporated to the fluid core (especially oxygen) preferentially migrate into the liquid
phase during the crystallization process, causing a local enrichment in light elements in the liquid
outer core upon the inner core boundary (denoted ICB in the following). Immediately above the
ICB, the liquid is lighter than the bulk outer core, resulting in a gravitational instability that can
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drive convective currents. Crystallization and fusion may not be restricted to freezing/melting
boundaries only and could also occur within a larger volume in a regime of iron snow, as pro-
posed for Mercury (Vilim et al., 2010; Dumberry and Rivoldini, 2015) and Ganymede (Hauck
et al., 2006; Zhan and Schubert, 2012; Christensen, 2015).

The case of convection driven both by thermal and compositional effects is referred to as "ther-
mochemical convection" and is common among most liquid layers of planets on which we now con-
centrate, with various relative contributions of thermal and chemical effects. A first example is the
thermohaline circulation in terrestrial oceans which is driven both by variations of temperature
and salinity, the latter being usually the consequence of evaporation and melting (resp. freezing)
of ice (resp. sea water). In the deep Earth, as mentioned above, the outer core of the Earth also
falls in this category with compositional convection contributing to the dynamo power by up to
80% (Lister and Buffett, 1995a). Thermochemical convection is also likely present in the buried
water oceans of many icy satellites such as Ganymede, Europa, Titan and Enceladus. These liquid
layers have estimated thicknesses ranging from a a few tens of kilometers for Enceladus (Čadek
et al., 2016; Beuthe et al., 2016) up to several hundreds for Ganymede (Vance et al., 2014) and
would be in contact with an icy layer, at least at their top. In these layers, compositional effects
originate from variations of salt concentration caused by melting or freezing of the ice layer(s)
in contact with the liquid ocean (Zolotov and Shock, 2000). Another interesting example is the
primitive magma ocean which is thought to have existed just after the initial formation of the
Earth (Labrosse et al., 2007). The rapid cooling of this layer (due to the enormous radiative heat
flow at its surface) caused the crystallization of its bottom with a subsequent local enrichment in
heavy elements (Boukaré et al., 2015).

In these systems, a major difference between the temperature and compositional fields has to
do with their molecular diffusion rates which can differ by several orders of magnitude. Their
ratio is called the Lewis number:

Le =
κT
κC

, (1.1)

where κT and κC are the thermal and chemical molecular diffusivities, respectively. In oceans
and giant planets it is estimated to be close to 100 (Stern, 1960; Stevenson and Salpeter, 1977) and
would reach 1000 in the case of planetary metallic cores (Braginsky and Roberts, 1995).

The situation of a convecting system driven by two buoyancy sources with different diffusiv-
ities is potentially much more complex than a system driven by pure thermal or pure chemical
convection, for at least two reasons. First, when melting/freezing occurs, the thermal and chem-
ical fields at the crystallizing/melting front are usually not independent; the amount of solute
released being proportional to the melting/freezing rate and therefore to the local heat flux. This
creates a potentially complex thermochemical coupling. Second, since both fields contribute to the
overall density gradient, two main cases may be distinguished:

1. The global contribution of both fields is unstable to overturning convection. In astrophysics,
this is usually more precisely defined using the Ledoux criterion (Ledoux, 1947) which
states the following condition for instability:(

∂ lnT

∂ ln p

)
−
(
∂ lnT

∂ ln p

)
ad

>

(
∂ lnµ

∂ ln p

)
, (1.2)

where T is the temperature, µ the mean molecular weight, p is the pressure and the sub-
script "ad" denotes an adiabatic gradient. In this case the convective regime may consist
of some kind of mix between pure thermal and pure chemical convection, which, due to
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their different diffusivities, show very contrasting respective features (cf. the experiments
by Cardin and Olson (1992)).

2. The global contribution of the two fields produces a stable density gradient i.e. the region
is stable according to the Ledoux criterion. If both fields have a stabilizing effect, then no
vertical movements are allowed (unless the above/underneath convection can penetrate the
layer to some extent). However, the situation is much more complex if one of the fields has
a destabilizing effect on the density gradient. In this case, even though the net contribution
of both fields produces a stable density gradient, vertical movements can develop due to
the difference of diffusivities and are qualified of "double-diffusive convection" (Turner, 1979).

FIGURE 1.1: Visualization of salt fingers in a laboratory experiment. A salty solution is poured at
the top of a liquid with stable temperature gradient. The downward-moving fingers are made vis-
ible by adding fluorescein to the salt and lighting through a slit from below. Taken from Huppert

and Turner (1981a).

The existence of double-diffusive instabilities may seem counter-intuitive at first, and this
is the reason why many famous scientists such as Jevons and Rayleigh failed in discovering it,
even when they observed it in experiments (Schmitt, 1995, 1996). Melvin Stern was the first to
understand that the observed features were more than just an anecdotic property of thermal con-
vection (Stern, 1960). Double-diffusive convection is known to exist in two different sub-types. If
the slow diffuser is unstable, instabilities resembling elongated fingers can grow (see figure 1.1)
and this case is therefore referred to as fingering convection. If the slow diffuser is stabilizing,
vertical oscillations can be excited and typically evolve to a thermochemical layering as visible
on figure 1.2. This second type of double-diffusive instability is called diffusive convection. The
mechanisms by which each instability can grow are illustrated for a heat/salt system on fig-
ure 1.3. In the finger configuration, when a parcel of hot and salty fluid is displaced downward
by random fluctuations, it is surrounded by colder and fresher water. Because thermal diffusion
operates quickly, the parcel rapidly loses its heat and equilibrates thermally with its surrounding.
However, during this process, it retains part of its salinity since salt is a slower diffusor than heat.
Once it has equilibrated thermally, the portion of fluid is saltier thus denser than its surrounding
and can therefore continue to sink. The reverse reasoning applies for the diffusive case. If a parcel
of fluid is displaced downward, it rapidly adjusts its temperature and retains salinity. However,
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FIGURE 1.2: A series of layers formed by the melting of an ice block into a salinity gradient.
Fluorescein dye, originally frozen into the ice, has been illuminated from the side to show the

final distribution of the fresh water. Taken from Huppert and Turner (1980).

since the background salinity now increases with depth, the parcel becomes lighter than the ambi-
ent fluid at the same level and the buoyancy force drives it upward. But when back to its original
position, the parcel is lighter than it was originally because of the heat gained. As a result, the
parcel gains some energy and overshoots its original equilibrium position. This oscillatory pro-
cess then repeats over and over. A summary of the various regimes of convective instability can
be visualized on figure 1.4. It is interesting to understand that, contrary to the classic Rayleigh-
Bénard convection in which it has a stabilizing effect, thermal diffusion drives double-diffusive
convection by allowing the gravitational energy stored in the unstable component to be released,
lowering the center of mass of the system.

The theory of double-diffusive convection has been essentially developed in the contexts of
oceanography and astrophysics. Double-diffusive instabilities have been frequently observed
in terrestrial oceans (Kunze, 2003), predicted in stars (Rosenblum et al., 2011), and extensively
studied in non-rotating systems both theoretically (Huppert, 1976; Huppert and Turner, 1981b;
Wood et al., 2013), experimentally (Turner, 1968; Huppert and Linden, 1979; Huppert and Turner,
1980; Beckermann and Viskanta, 1988) and numerically (Rosenblum et al., 2011; Traxler et al.,
2011a,b), to give only a few references. Although several aspects still remain obscure, the physics
of double-diffusive convection is relatively well understood. The linear stability analysis has been
successful in accounting for the growth and size of instabilities, while weakly non-linear studies
have permitted to discover various secondary instabilities explaining the planform selection of
salt fingers, the saturation of fingering and diffusive instabilities as well as the transitions to ther-
mochemical staircase regimes which are typical of double-diffusive convection (Radko, 2013).

The role played by double-diffusive instabilities is however not always consensual (see chap-
ter 11 of the book by Radko (2013) for a review in different contexts). It is commonly admitted
that double diffusive convection plays a role in various oceanic phenomena, though how exactly
it does so still remains a controversial issue. Fingering convection is thought to be an impor-
tant contributor to mixing processes in terrestrial oceans (Lee et al., 2014) and various examples
corroborate this affirmation. For instance, measurements from the C-SALT program (Schmitt
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FINGERING

DIFFUSIVE

FIGURE 1.3: Schematic illustration of fingering (top) and diffusive (bottom) instabilities. The
temperature field is represented with colors from red (hot) to blue (cold). The concentration in

heavy salts is proportional to the density of white particles. Taken from Garaud (2013).

et al., 1987) showed that the transport of salt by the Caribbean staircase is more efficient than that
of the North Atlantic turbulent subtropical gyre and acts to inject salt into the Antarctic Inter-
mediate Water which affects thermohaline circulation. Similarly, Zodiatis and Gasparini (1996)
showed that vertical transport of heat and salt by the Tyrrhenian thermohaline staircase could
play a major role in controlling the Mediterranean climate. At a larger scale, fingering convection
may also attenuate the oceanic signatures of climate changes (Johnson and Kearney, 2009) and
would enhance the mixing and supply of nutrients in different regions, with biological implica-
tions (McGillicuddy et al., 1998). The role played by diffusive mixing is less clear but could be
important at high latitudes (Radko, 2013).

In astrophysics, diffusive convection is referred to as "semi-convection" and is most commonly
found outside the convective core of stars where it would play a role in mixing processes (Merry-
field, 1995). Semi-convection could also have an important effect on the structure and evolution
of giant gas planets (Gierasch and Conrath, 1987; Guillot et al., 2004) and could regulate both ther-
mal and compositional mixing processes (Salpeter and Stevenson, 1976). More recently, Leconte
and Chabrier (2012) showed that considering diffusive convection in gas giants changes a lot the
vision brought by conventional models in terms of heat transfer, structure and composition, with
potential impact on models of planetary formation.

In geophysical contexts other than oceanography, double-diffusive phenomena have been
studied for almost 40 years essentially in magma chambers (Chen and Turner, 1980; Huppert and
Sparks, 1984). They have also been evoked at the core mantle boundary (Kellogg, 1991; Hansen
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FIGURE 1.4: Summary of the various regimes of convective instability in the non-rotating case.
T0z and µ0z denote the mean thermal and chemical background gradients. τ is the inverse of the
Lewis number and Pr the thermal Prandtl number equal to ν/κT , where ν is the viscosity of the
fluid. R0 = βµ0z/αT0z is the density ratio, with α and β the thermal and chemical expansivities,

respectively. Taken from Rosenblum et al. (2011).

and Yuen, 1994) and, more recently, in the solid inner core (Deguen and Cardin, 2011). The ex-
istence and potential implications of double-diffusive convection have however received much
less attention in the liquid layers of planetary interiors and are discussed below in this context.

As stated above, thermal and compositional effects are present in most of the internal liquid
layers of planets, with different molecular diffusivities. In these layers, the presence of stratified
regions has often been evoked which indicates that double-diffusive convection is theoretically
possible. A graphic summary of the regions prone to double-diffusive instabilities and thermo-
chemical convection in various planetary contexts can be visualized on figure 1.5. Examples of
such regions include the liquid part of the metallic cores of many telluric planets (such as Mer-
cury, the Earth and Ganymede) where the existence of stratified layers is very plausible. Strati-
fication has been evoked for the Earth’s core below the CMB (Gomi et al., 2013) and in a region
above the ICB called the "F-layer" (Gubbins et al., 2008; Alboussière et al., 2010), but also for
Ganymede (Christensen and Wicht, 2008) and Mercury (Christensen, 2006). As soon as either the
thermal or compositional field has a destabilizing effect, these stratified layers become potential
candidates for double-diffusive convection. The fingering case could be expected for a thermally
stratified layer with a destabilizing effect of composition, whereas the reverse situation is prone
to diffusive instabilities. The consequence of the presence of stratified layers in metallic cores
may therefore not be limited to a pure filtering effect of the magnetic field, as is often assumed,
since the vertical motions permitted by double-diffusive processes forbid to rule out that some
dynamo action takes place in the stratified layer. Also, similarly to oceanic and astrophysical con-
texts, double-diffusive processes could play a role in the mixing and transport of chemicals across
a stratified layer which may have some implications for dynamical and evolution models.
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Like in terrestrial oceans and planetary cores, some regions of the internal water oceans of
several icy satellites of the Solar system could also be stratified and prone to double-diffusive in-
stabilities as was evoked for Europa (Thomson and Delaney, 2001; Vance and Brown, 2005) with
several potential implications. Icy satellites receive a marked interest for being potential habitats
for extraterrestrial life (Sotin and Tobie, 2004; Solomonidou et al., 2011). Habitability may depend
on chemical exchanges between the surface and the underneath liquid ocean and on aqueous
alteration of mantle rock with the ocean as observed on the Earth’s seafloor, processes that are
thought to be partly controlled by the dynamics of the liquid ocean. For example, the observation
of nano-silica particles (Hsu et al., 2015) and the detection of molecular hydrogen (Waite et al.,
2017) both probably emanating from the interior of Enceladus is considered to result from deep
hydrothermal reactions. Some authors also explain the formation of "chaos terrains" at the surface
of Europa by the presence of oceanic plumes produced by magmatic phenomena in the mantle
or by a sufficiently turbulent convection (Thomson and Delaney, 2001; Soderlund et al., 2014).
The same type of argument is invoked to explain part of the tectonic phenomena of the surface
of Ganymede (Solomonidou et al., 2011). Taking into account the effects of both double-diffusive
processes and thermochemical coupling at the ocean/ice boundary(ies) could complicate this pic-
ture. In addition, the role played by double-diffusive processes in terms of transport and mixing
of chemicals could be important to better assess the dynamics and potential habitability of these
oceans.

Double-diffusive thermochemical processes may also have occurred in the primitive magma
ocean of the Earth. Since heavy elements are released by crystallization at the base of the ocean,
a chemically stratified layer could form at the bottom. With a destabilizing effect of temperature
throughout the magma ocean, the stratified layer could be prone to diffusive instabilities. The
presence of a stratified layer with diffusive convection could have several implications on the
dynamics and evolution of the primitive magma ocean.

Despite being potentially of great importance in cores and other internal liquid layers of plan-
ets, thermochemical convection and double-diffusive phenomena have surprisingly received rel-
atively little attention so far in these contexts. Although thermochemical convection has been
well studied theoretically, it seems that, contrary to the context of gas giants, none has so far
really investigated in details the dynamics and potential implications of double-diffusive con-
vection in planetary cores. Double-diffusive processes have been theoretically evoked at several
occasions but usually in a relatively vague manner. Though some laboratory experiments of ro-
tating thermochemical convection have been conducted (Cardin and Olson, 1992), no experiment
has seemingly been designed specifically for the study of double-diffusive convection in the con-
text of planetary cores. On the side of numerical modeling, almost all the simulations that have
been conducted since the 1990s to explain the generation of planetary magnetic fields by dynamo
action have considered exclusively thermal convection or rather, a combination of thermal and
chemical effects into a single variable, neglecting the diffusivity difference. There may be several
explanations to this fact. It should first be said that the modeling of the Earth’s dynamo poses
an immense challenge to numerical simulations as it operates in a regime that it presently com-
pletely out of reach in terms of computational demand. The present aim of numerical simulations
is to derive scaling laws in a remote region of the parameter space, hoping extrapolation to the
Earth’s case is relevant. Even with thermal convection only, already 4 non-dimensional num-
bers control the convective regime. Accounting for compositional effects would add at least 2
non-dimensional numbers making the exploration of the parameter space even more fastidious.
Furthermore, considering the compositional field in simulations also raises some technical dif-
ficulties (that will be clarified later) tied to its small diffusivity (Le ∼ 1000). This is the reason
why the few authors who have distinguished temperature and composition so far in planetary
cores (Breuer et al., 2010; Manglik et al., 2010; Trümper et al., 2012; Takahashi, 2014) considered



10 Chapter 1. Introduction

very moderate values of the Lewis number (Le ≤ 10).

It should however be emphasized that, despite neglecting compositional effects and running
with control parameters that are very remote from realistic ones, dynamo simulations have been
successful at reproducing many aspects of the Earth’s magnetic field including its global mor-
phology (Glatzmaier and Roberts, 1996; Kutzner and Christensen, 2002; Christensen et al., 2010),
inversions (Glatzmaiers and Roberts, 1995) and even finer features such as a secular variation
under the Atlantic ocean (Aubert et al., 2013). Furthermore, a recent study by Aubert et al. (2016)
tends to validate the asymptotic relevance of classical numerical dynamo mechanisms. These
successes are probably also part of the reasons why only recently have a few authors started to
investigate the topic of thermochemical and double-diffusive convection in planetary cores. Con-
sidering the achievements of the present models, one may wonder whether making things more
complex is really necessary. Several elements may yet justify the distinction of the thermal and
compositional fields in numerical simulations and will be mentioned later in this thesis.

To summarize, it seems that the dynamics and the potential role played by thermochemical
and double-diffusive convection in planetary cores remain largely to be investigated theoretically,
experimentally and numerically. This assessment also applies to the oceans of icy satellites and
to the primitive magma ocean of the Earth, which have been the objects of even fewer studies.
Distinguishing both fields and dealing with a very weak chemical diffusivity however requires
a dedicated numerical tool. One can wonder which numerical method is the most adapted to
the description of thermochemical convection in the context of planetary dynamo simulations. In
his book, Glatzmaier (2013) suggests that the modeling of chemical convection in the outer core
can be performed via the use of Eulerian-Lagrangian approaches such as a Particle-In-Cell (PIC)
method, an idea that Stéphane Labrosse also proposed and which largely guided my PhD. The
initial goal of this work was first to implement a PIC method into a pre-existing dynamo code
(PARODY, developed by E. Dormy and J. Aubert) to treat the weakly diffusive compositional field
and, in a second phase, to perform first applications of this new tool to problems related to ther-
mochemical convection, essentially in planetary cores.

This thesis is organized as follows. The physical and mathematical modeling of thermochem-
ical convection are first presented in chapter 2 in the context of the Earth’s outer core. The prin-
ciples of the PIC method used to solve the chemical transport equation and the details of its im-
plementation into PARODY are described in chapter 3. The necessity of improving the efficiency
of this method is then pointed out in chapter 4 and followed by an enumeration of the principal
optimizations brought to the code. Chapter 5 contains the results of two benchmark tests which
validate the method plus a justification of the use of the PIC method based on comparison tests
with state-of-the art Eulerian schemes developed for the hyperbolic equation. Other interesting
applications of the PIC method are also underlined. In chapter 6, the results of a first series of sim-
ulations of pure compositional convection performed using this new tool are presented. Several
aspects of the physics of rotating pure chemical convection are tackled, including the formation
of a chemically stratified layer below the top boundary. Chapter 7 then focuses more specifically
on problems related to stratification below the Earth’s core mantle boundary. The formation of
a chemically stratified layer is studied again with simulations of thermochemical convection in
which the stirring effect of thermal convection is taken into account. The double-diffusive dynam-
ics of a thermally stratified layer is then explored. A scale analysis is performed for the size of salt
fingers in this context. The first steps of a linear stability analysis are then outlined and the results
of first simulations of rotating fingering convection in a simple configuration are presented. A
general conclusion finally summarizes the main contributions of this thesis and discusses briefly
the effects of thermochemical coupling and magnetic field based on the preliminary results of
two exploratory simulations (detailed in appendix) of the Earth’s primitive magma ocean and
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outer core. Future directions are then envisioned. The details of some calculations and a paper
published during this PhD are also given in appendix.
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Chapter 2

Modeling

In this chapter, the main equations governing the dynamics of double-diffusive thermochem-
ical convection in a rotating spherical shell filled with an electrically conducting fluid are pre-
sented together with their non-dimensional equivalents. The full derivation of these equations is
not recalled but the hypotheses they rely on are discussed, in particular the codensity and infinite
Lewis number approximations. A mathematical formulation of the coupling of thermochemical
boundary conditions is also proposed at the inner core boundary. Table 2.1 gathers the main
variables, constants and dimensionless numbers that appear throughout this chapter and, when
relevant, gives estimations of their realistic values in core conditions.

Although more focused on the Earth’s outer core, the formalism developed through this chap-
ter is relatively generic and can be applied with only minor modifications to different contexts, in
particular that of other planetary cores. The modeling of water oceans in icy satellites or that of a
primitive magma ocean can also be made in a very similar way by neglecting any magnetic effect
and modifying accordingly the boundary conditions. If crystallization occurs at one boundary, a
treatment similar to the Earth’s inner core boundary (ICB) is needed.
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2.1 General approximations

2.1.1 Geometry

A first approximation is made on the geometry of the system which is assumed to consist
of a purely spherical shell comprised between inner and outer radii ri and ro, respectively, with
aspect ratio a = ri/ro. Any topography and flattening at the boundaries is neglected. Spherical
coordinates are used to locate any point of the spherical shell according to its radius r, colatitude θ
and azimuth (longitude) φ as illustrated on figure 2.1, with corresponding unit vectors (~er,~eθ,~eφ).
Alternatively, Cartesian coordinates (x, y, z) with element vectors (~ex,~ey,~ez) can also be used in
some mathematical expressions.

FIGURE 2.1: Illustration of a spherical system of representation. A point M can be located either
by its Cartesian coordinates (x, y, z) or by its radius r, colatitude θ and azimuth φ.

2.1.2 The Boussinesq approximation

Although mechanical forcings such as precession and nutation cannot be excluded for driving
dynamos (Tilgner, 2005; Cébron and Hollerbach, 2014; Le Bars, 2016), they are neglected in the
frame of this work. The convective currents are assumed to originate from Archimedean forces
due to thermal and compositional variations. Thermal effects may be a consequence of secu-
lar cooling, the heat extracted by the mantle at the top of the core and the release of latent heat
caused by the inner core crystallization. The presence of radioactive elements cannot be excluded
but is probably negligible (McDonough, 2003). Compositional effects may also have several ori-
gins. First, the inner core crystallization enriches the liquid locally in light elements at the bottom,
potentially creating a gravitational instability. Also, the possibility of chemical exchange at the
core mantle boundary (CMB) has been evoked. Release of light elements in the outer core would
have resulted in a chemical stratification below the CMB (Buffett and Seagle, 2010) whereas mag-
nesium exsolution or crystallization of SiO2 could have been a possible mechanism to drive the
geodynamo prior to the inner core crystallization (O’Rourke and Stevenson, 2016; Hirose et al.,
2017).

Transport of heat and chemical elements can be performed by conduction and convection.
Convection is studied within the Boussinesq approximation which consists in considering the
fluid as incompressible except in the buoyancy terms. This hypothesis is questionable for the
Earth’s core across which the density varies by approximately 20% (Dziewonski and Anderson,
1981; Anufriev et al., 2005), but has worked relatively well for dynamo models so far.
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2.1.3 Framework for the study of thermochemical convection

As stated in the introduction, 3 general cases may be encountered in convecting systems
driven by two buoyancy sources with different diffusivities:

1. Both fields have a destabilizing effect according to the Ledoux criterion (1.2). This results in
the creation of large-scale convective currents whose features are sensitive to the size of the
domain and to the conditions imposed at its boundaries.

2. The global contribution of both fields to the density gradient is stable according to the
Ledoux criterion, but one field has a destabilizing effect. Depending on whether this field
is the fast or slow diffusor, this situation is prone to fingering or diffusive instabilities. The
latter create their own spatial scale that is independent of the size of the global domain and
is typically controlled by viscosity and by the diffusivity and background gradient of the
fast diffusor (Radko, 2013). As will be shown in chapter 7, the expected size of salt fingers
in core conditions is close to 20 cm which is orders of magnitude smaller than the thickness
of the core or even that of a hypothetical stratified layer below the CMB.

3. Both fields have a stabilizing effect on the density gradient creating a strongly stable region.

In the Earth’s core, these situations are not mutually exclusive: vigorous convection can well
extend to the majority of the spherical shell with some regions or layers being stratified and prone
to double-diffusive instabilities, the latter creating their own dynamics on a scale much smaller
than the size of their host region. However, as will be later emphasized, numerical simulations
currently operate in ranges of parameters which are very remote from the realistic values, owing
to technical limitations. In particular, the viscosity of the fluid is several orders of magnitude
too high. The expected length scale of double-diffusive instabilities in numerical simulations is
consequently much larger than in core conditions and is comparable to the width of the layer
in which these instabilities develop. The double-diffusive dynamics in these regions is therefore
likely to be different from that in core conditions since the growing instabilities will quickly reach
the boundaries of the layer before being affected by other secondary instabilities resulting for
example in the formation of thermohaline staircases. Going in the direction of more realistic pa-
rameters will progressively decrease the spatial scale of the instabilities up to a point where their
size will be small compared to that of their host region, allowing double-diffusive convection to
develop its own internal dynamics far from the boundaries of the stratified layer. Unfortunately,
as is shown in chapter 7, this point may not be presently attainable in direct numerical simula-
tions.

Despite this limitation in full core modeling, it is still possible to study double-diffusive in-
stabilities far from the boundaries of the stratified layer in numerically tractable simulations by
"zooming" on a stratified environment to focus only on a few fingers/layers. In such a local study,
equations are scaled differently using the typical size of the instabilities (rather than the size of the
box) and tri-periodic boundary conditions are enforced allowing double-diffusive convection to
fully develop, saturate under the effect of secondary instabilities and reach a statistically steady
state the properties of which can be studied. It is in this framework that a large proportion of
the numerical simulations of double-diffusive phenomena have been conducted (Radko, 2003;
Prikasky, 2007; Traxler et al., 2011a,b; Rosenblum et al., 2011; Radko and Smith, 2012).

For the Earth’s core, both approaches (global and local) are probably complementary. In this
chapter, I concentrate on the modeling of thermochemical convection in the entire spherical shell
the thickness of which is taken as the typical length scale. The second approach is tackled in
chapter 7 in the context of salt fingers inside a thermally stratified layer.
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2.2 General equations

2.2.1 Momentum conservation

The fluid considered is a mixture of a dominant component (iron in a metallic core) and a
light constituent (or heavy one in the case of salt in water), whose compositional mass fraction
is denoted by C and varies between C = 0 (pure iron) and C = 1 (pure light elements). In this
context, the density can be modeled as a function of both temperature, T , and compositional mass
fraction, C:

ρ = ρ0 [1− α(T − T0)− β(C − C0)] , (2.1)

where T0, C0 and ρ0 are the reference temperature, composition and density, respectively. α is the
coefficient of thermal expansivity and β its analogous compositional coefficient. The momentum
conservation is expressed in the form of the well-known Navier-Stokes equation, for an electri-
cally conducting Newtonian rotating fluid in the Boussinesq approximation. The corresponding
equation involves the Coriolis, Lorentz, pressure, inertia and viscous forces:

∂~u

∂t
+ ~u · ¯̄∇~u + 2Ω(~ez × ~u) = − 1

ρ0

~∇Π + ν ~∇2~u

+ (αΘg0 + βξg0)~er +
1

µ0ρ0

(
~∇× ~B

)
× ~B,

(2.2)

where Θ = T − T0, ξ = C − C0, ~u is the fluid velocity, t the time, Ω the rotation rate of the planet
around ~ez, Π the dynamical pressure, ν the kinematic viscosity and g0 the gravitational accelera-
tion. µ0 denotes the magnetic permeability and ~B the magnetic field.

The rotation period 1/Ω is a possible choice of time scale and is often adopted to write the
equations of geodynamo, as it is more relevant when deriving scaling laws in the diffusivity-
free limit (Aubert et al., 2009). However, for historical reasons tied to the study of the onset of
convection, most codes are formulated using the viscous time scale D2/ν, with D = ro − ri the
thickness of the shell taken as the typical length scale and ν the kinematic viscosity. The Elsasser
scale (ρ0µηΩ)1/2 is used for the magnetic induction ~B, where η is the magnetic diffusivity. Finally,
using (ρ0νΩ) as a scaling for pressure, one can write the dimensionless momentum equation:

E

(
∂~u

∂t
+ ~u · ¯̄∇~u− ~∇2~u

)
+ 2~ez × ~u + ~∇Π =

(RaTΘ +Raξξ)
1

ro
~er +

1

Pm

(
~∇× ~B

)
× ~B,

(2.3)

in which E is the Ekman number, defined by:

E =
ν

ΩD2
, (2.4)

with a typical value 10−15 in core conditions. Pm is the magnetic Prandtl number:

Pm =
ν

η
, (2.5)

which is close to 10−6 in the Earth’s core. RaT and Raξ are the thermal and compositional
Rayleigh numbers, respectively:

RaT =
g0αT

∗D

νΩ
, Raξ =

g0βC
∗D

νΩ
, (2.6)
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T ∗ and C∗ being the scalings for temperature and composition. The latter depend on the pre-
scribed boundary conditions which are discussed in the next section.

In the context of rotating planetary cores generating magnetic fields, a complex balance can
be established involving the Coriolis, inertia, buoyancy, viscosity, pressure and Lorentz forces.
The Coriolis force is usually assumed to be dominant in the Earth’s core, at least at large scales.
The Lorentz, buoyancy, pressure and inertia forces generally play a secondary role and their rel-
ative importances depend on the length scale and flow regime. The kinematic viscosity is very
small (ν = 10−6 m2 s−1) which implies that the Reynolds number of the core is probably very
large (Nataf and Schaeffer, 2015):

Re =
UD

ν
∼ 108, (2.7)

where U ∼ 10−4 m s−1 is the typical velocity in the core. Such a high value indicates that the
core is probably in a turbulent state involving a wide range of length scales; the viscous force
entering the force balance only at small scales. Close to the boundaries, the viscous force balances
the Coriolis force within an Ekman boundary layer of thickness DE1/2 ∼ 1 m in core conditions.
Resolving all the relevant scales in the Earth’s core in numerical simulations therefore constitutes
a formidable challenge and is presently out of reach. So far, all numerical simulations and labo-
ratory experiments performed on core convection have operated with dimensionless parameters
which differ from the realistic conditions by several orders of magnitude with typical Ekman
numbers in the range 10−3 − 10−8, Reynolds numbers Re . 103 and magnetic Prandtl close to
unity.

2.2.2 Energy conservation

In an incompressible, homogeneous and isotropic fluid, the energy conservation can be ex-
pressed by the following transport equation:

∂Θ

∂t
= −~u · ~∇Θ + κT∇2Θ + σT , (2.8)

where κT is the thermal diffusivity and σT a possible source/sink term with diverse possible
origins such as the heat produced by radioactive elements. Technically, this last term is usually
not directly computed. In practice, the temperature is split into a variable part Θv and a stationary
conductive reference profile Θs such that:

∂Θs

∂t
= 0 ; κT∇2Θs = −σT , (2.9)

where Cp is the heat capacity. Using this decomposition for the temperature, equation (2.8) be-
comes, for the variable part:

∂Θv

∂t
= −~u · ~∇Θv − ~u · ~∇Θs + κT∇2Θv. (2.10)

In this equation, the sink term is compensated by the diffusive term of the conductive reference
state.

Adopting the same scalings as for the momentum equation, one can write the dimensionless
form of equation (2.8):

∂Θ

∂t
+ ~u · ~∇Θ =

1

PT
∇2Θ + σT , (2.11)
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where PT is the thermal Prandtl number:

PT =
ν

κT
. (2.12)

In core conditions, PT is close to 0.1 but is often fixed to 1 in numerical simulations.

2.2.3 Chemical transport equation

In the Earth’s fluid core, chemicals can be transported either by advection or diffusion. A
transport equation similar to (2.8) can be written for the transport of light elements through the
fluid shell:

∂ξ

∂t
+ ~u · ~∇ξ = κξ∇2ξ + σξ, (2.13)

in which κξ is the chemical diffusivity and σξ a sink/source term analogous to σT . Its equivalent
dimensionless expression reads:

∂ξ

∂t
+ ~u · ~∇ξ =

1

Pξ
∇2ξ + σξ, (2.14)

where Pξ is a chemical Prandtl number defined by:

Pξ =
ν

κξ
. (2.15)

Equation (2.14) is also equivalent to:

∂ξ

∂t
+ ~u · ~∇ξ =

1

LePT
∇2ξ + σξ, (2.16)

where Le is the Lewis number defined by the diffusivities ratio:

Le =
κT

κξ
=
Pξ
PT

. (2.17)

In planetary cores, the chemical diffusivity is much smaller than its thermal counterpart. Val-
ues of κT and κξ vary across the literature (see table 2.1 for estimations of the diffusivities val-
ues) so that the Lewis number falls in the range 800 − 104 and the chemical Prandtl number
is comprised between 100 and 1000. Such high values are the source of several mathematical
and numerical complications inherent to the weak chemical diffusivity. Equation (2.13) may be
left unchanged or solved within two opposite approximations. The codensity approximation is
equivalent to settingLe = 1 and combining equations (2.8) and (2.13) into one single equation. On
the contrary, motivated by the strong difference in the diffusivities, one might choose to explore
the infinite Lewis number limit. Both approximations are discussed below.

The codensity hypothesis

First proposed by Braginsky and Roberts (1995) and simultaneously by Lister and Buffett
(1995b), this approach has been widely adopted since in almost all geodynamo simulations (see
the works of Lister and Buffett (1995a); Kutzner and Christensen (2002); Christensen and Wicht
(2008); Aubert et al. (2009); Sreenivasan and Jellinek (2012); Christensen (2015); Amit and Olson
(2015); Monteux et al. (2015), to mention only a few authors) and relies on the assumption that
the mixing action of the unresolved sub-grid-scale turbulence would lead to comparable effective
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diffusivities for temperature and composition:

κT = κξ = κturb, (2.18)

where κturb is a homogeneous and isotropic "turbulent" or "eddy" diffusivity. Assuming the ther-
mal and chemical boundary conditions are independent and of the same type (fixed value or fixed
flux), this approximation allows to combine both sources of buoyancy into a single component
named codensity, noted χ and defined by:

χ = αΘ + βξ, (2.19)

and to solve only one transport equation for this new variable:

∂χ

∂t
= −~u · ~∇χ+ κturb∇2χ+ σχ. (2.20)

Like the hyperdiffusivity approach introduced in geodynamo simulations by Glatzmaiers and
Roberts (1995), the codensity formulation can be viewed as an attempt to parametrize core tur-
bulence, but it is essentially a convenient approach. Although it is easy to implement in codes of
geodynamo and does not increase the computational demand, it remains very simplistic for a se-
ries of reasons. First, it seems important to state that the turbulent regime of the core is not known,
though under the effect of rotation it is probably anisotropic (Braginsky and Roberts, 1995; Mat-
sushima, 2004), as suggested by the low value of the Rossby number Ro = ERe ∼ 10−6. Rotating
MHD turbulence is extremely complex and some of the results of the classic theory of turbulence
(established for non-rotating and non-magnetic cases) may not apply in this context (Nataf and
Gagniere, 2008; Nataf and Schaeffer, 2015). Turbulence may also be studied through different
prisms: while some models favor a spectral description, other authors (Loper, 2007) consider
buoyant plumes as the elementary structure at the origin of turbulent motions in the core. It
seems therefore very unlikely that such a rough parametrization can account for all these com-
plexities and be relevant at all, even though it could be appropriate in some specific turbulent
regimes. The use of codensity may be even more problematic inside stratified layers, the exis-
tence of which has been evoked for some planetary cores (Manglik et al., 2010; Christensen, 2015)
including that of the Earth (Gomi et al., 2013). In such a context, it is likely that turbulence will
be much less efficient if not absent and that the mixing of properties will rather be performed by
molecular diffusion (Braginsky and Roberts, 1995). To finish, the thermal and chemical bound-
ary conditions usually differ in liquid cores and should be included as distinct conditions for the
two fields. In addition, these are coupled through the melting/freezing process at the interface, a
phenomenon that cannot be properly described by the codensity approach and requires the fields
to be treated separately.

Consequently, rather than betting on uncertain parameterizations of turbulence, one can in-
stead solve the laminar flow considering two distinct transport equations for temperature and
composition and try to derive scaling laws, hoping the latter can be safely extrapolated to core
conditions. When keeping distinct transport equations, one is faced with a choice: solving a very
small (but finite) chemical diffusivity, or exploring the infinite Lewis number, an approximation
discussed in the next paragraph.

The infinite Lewis number approximation

As previously stated, the chemical and thermal diffusivities differ by several orders of magni-
tude in planetary cores. The large estimation of the Lewis number can motivate the exploration
of the limit Le = +∞, which is equivalent to κξ = 0 and thus Pξ = +∞. However, switching to
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the limit has profound consequences. Mathematically speaking, the second-order equation (2.13)
becomes hyperbolic:

∂ξ

∂t
= −~u · ~∇ξ + σξ, (2.21)

which has implications for the type of boundary conditions one is mathematically allowed to
prescribe. In addition, with κξ = 0, it is no longer possible to define a conductive reference state
for the composition similarly to equation (2.9) which, as is shown in section 2.3, leads to several
complications.

If one succeeds in getting around these mathematical difficulties, then a second point remains
delicate. One may indeed wonder whether completely neglecting diffusive transport of chemicals
would lead to miss part of the physics, particularly that of double-diffusive phenomena. Intrin-
sically, double-diffusive processes are essentially driven by the thermal diffusivity and damped
by viscous forces and chemical diffusion. When κξ � ν (which is true for the Earth’s core), the
chemical diffusivity is therefore expected to play a minor role. One can also argue that, for large
Lewis numbers, the chemical diffusion is negligible on the time scale of a simulation and that
studying this asymptotic limit is interesting on a theoretical point of view.

To finish, it would not be honest to omit to mention that the infinite Lewis number limit is
also motivated by a choice of convenience. Indeed, solving a very small (but non-zero) chemical
diffusivity requires to resolve the chemical diffusive scale which, for high Lewis numbers, can
only be achieved at the price of unattainable resolutions. Mathematically, this is expressed by a
criterion on the grid Peclet number which measures the ratio of advection and diffusion in the
grid. This number should be less than a value close to unity to avoid spurious oscillations:

Pe =
max(U∆x)

κξ
< ∼ 1, (2.22)

where U is the fluid velocity at a given position in the grid and ∆x the grid spacing at this po-
sition. This requirement disappears when the diffusivity is neglected, although a diffusion-free
numerical method becomes necessary in this case. For these reasons, the infinite Lewis number
approximation is adopted in the rest of this work, with a few exceptions.

2.2.4 Induction equation

For the simulation of non-magnetic convection (for example in the oceans of icy satellites),
the previous equations are sufficient. In metallic cores however, electric currents can be gener-
ated. For a homogeneous and isotropic conducting fluid well above its Curie temperature, the
following induction equation can be derived from Maxwell’s equations:

∂~B

∂t
= ~∇×

(
~u× ~B

)
+ η~∇2~B, (2.23)

to which we should add the condition:
~∇ · ~B = 0, (2.24)

where ~B is the magnetic field vector and η the magnetic diffusivity. The dimensionless induction
equation then yields:

∂~B

∂t
= ~∇×

(
~u× ~B

)
+

1

Pm
~∇2~B, (2.25)

where Pm is the magnetic Prandtl number defined above.
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2.2.5 Full set of equations

The complete problem is therefore governed by a total of 6 equations involving 6 independent
dimensionless numbers (E,RaT , Raξ, Pm, PT , Le):



E

(
∂~u

∂t
+ ~u · ¯̄∇~u− ~∇2~u

)
+ 2~ez × ~u + ~∇Π =

(RaTΘ +Raξξ)
1

ro
~er +

1

Pm

(
~∇× ~B

)
× ~B,

∂Θ

∂t
+ ~u · ~∇Θ =

1

PT
∇2Θ + σT ,

∂ξ

∂t
+ ~u · ~∇ξ =

1

LePT
∇2ξ + σξ,

∂ ~B

∂t
= ~∇×

(
~u× ~B

)
+

1

Pm
~∇2~B,

~∇ · ~u = 0,

~∇ · ~B = 0.

(2.26)

Mathematically, prescribing boundary conditions is necessary to solve this system and this is
the goal of the next section.

2.3 Boundary conditions

2.3.1 Kinematic conditions

The natural conditions for the velocity are non-penetration and no-slip at the boundaries:{
~u(ri, θ, φ) = ~0, ∀(θ, φ),

~u(ro, θ, φ) = ~0, ∀(θ, φ).
(2.27)

Free-slip conditions have also been adopted by some authors such as Kuang and Bloxham (1997)
and result in the suppression of the Ekman boundary layers. For this reason, they are some-
times considered less physical so that no-slip conditions are usually preferred in most numerical
simulations.

2.3.2 Magnetic conditions

It is classically assumed that the whole metallic core is electrically conducting while the mantle
is a perfect insulator. This implies that the magnetic field outside the core derives from a scalar
potential: {

~B = −~∇Φ,

∇2Φ = 0.
(2.28)

2.3.3 Thermochemical boundary conditions

Several authors (Kutzner and Christensen, 2002; Hori et al., 2012; Aubert et al., 2008a) have
emphasized the role played by the distribution of buoyancy sources in the shell and at the bound-
aries on the morphology of the flow as well as on the characteristics of the magnetic fields such
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Dimensionless numbers
Symbol Name of number Definition Core

RaT Thermal Rayleigh g0αT
∗D/νΩ –

Raξ Chemical Rayleigh g0βC
∗D/νΩ –

Ra Total Rayleigh RaT +Raξ –
E Ekman ν/2ΩD 10−15

Pm Magnetic Prandtl ν/η 1.7× 10−6

PT Thermal Prandtl ν/κT 0.1
Pξ Chemical Prandtl ν/κξ 100− 1000

Le Lewis κT /κξ 800− 104

R Buoyancy ratio fT /fξ 0.3
S Coupling number C0βCp/αLζ 10

Dimensional variables
Symbol Name Scaled by Unit

Π dynamics pressure ρ0νΩ Pa
Θ Temperature 2f

T

i /4πDαρ0gν K
ξ Mass fraction of light elements f

ξ

i /4πDβρ0gν –
~u Fluid velocity ν/D m s−1

~B Magnetic field (ρ0µηΩ)1/2 T

Dimensional constants
Symbol Name Value Unit

ri Present inner core radius 1221 km
ro Total core radius 3480 km
a Aspect ratio (= ri/ro) 0.35 –
D Depth of fluid core (ro − ri) 2259 km
g0 Gravitational acceleration at the CMB 10.68 m s−2

ρ0 Reference density density 1.1× 104 kg m−3

Ω Angular velocity of Earth 7.29× 10−5 s−1

ν Kinematic viscosity 5× 10−7 m2 s−1

κT Thermal diffusivity 5× 10−6 − 10−5 m2 s−1

κξ Chemical diffusivity 10−9 − 6× 10−9 m2 s−1

η Magnetic diffusivity 0.7 m2 s−1

µ0 Magnetic permeability 4π × 10−7 H m−1

Cp Heat capacity 750 J kg−1 K−1

α Coefficient of thermal expansion 10−5 K−1

β Coefficient of chemical expansion 0.83 –
K Partition coefficient (of O/Si/S) 0 / 1 / ∼ 1 –
L Latent heat of crystallization 5× 106 J kg−1

T0 Reference temperature – K
C0 Reference mass fraction of light elements 0.1 –
Qi Total heat flux at the ICB ? TW
Qo Total heat flux at the CMB ∼ 13 TW
Ii Total light elements mass flux at the ICB 105 kg s−1

Io Total light elements mass flux at the CMB ? kg s−1

fTi/o Inner/outer thermal buoyancy flux αgQi/o/Cp kg m s−3

fξi/o Inner/outer chemical buoyancy flux βgIi/o kg m s−3

TABLE 2.1: Summary of the main variables, constants and dimensionless numbers with a few
suggested values for the Earth’s outer core taken from (Poirier, 1988; de Wijs et al., 1998; Roberts

and King, 2013; Labrosse, 2015).
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as its dipolarity and the presence of inversions, hence the necessity to choose carefully the ther-
mochemical boundary conditions. In most dynamo simulations, temperature and composition
are combined via the codensity approach and uniform boundary conditions of the Dirichlet or
Neumann type are imposed for the codensity. T ∗ = ∆T is a natural choice when a fixed temper-
ature (codensity) condition is involved, ∆T being the codensity drop between both boundaries.
Neumann conditions would typically involve fixed and homogeneous heat (codensity) flow at
each boundary which can be used to construct the temperature scale:

T ∗ =
Q

4πρCpνD
, (2.29)

where Q is the integrated homogeneous heat flow imposed at both boundaries.

Such boundary conditions are convenient to implement and are able to produce dynamo ac-
tion in spherical shells with Earth-like features of the magnetic fields in the sense of Christensen
et al. (2010). Although they can bring an interesting insight into the general mechanisms of mag-
netic field generation, such conditions are however not very realistic and may not capture finer
details of the dynamics of the core for at least two reasons. First because the heat and solute
flows are usually laterally variable on the boundaries. Some structures like a hemispherical dif-
ferential growth rate of the inner core are very difficult to retrieve with homogeneous conditions
but emerge more naturally when adding a laterally variable codensity flow perturbation at the
CMB (Aubert et al., 2008a). Another example is the hemispheric magnetic dichotomy of the Mar-
tian surface which can be obtained in numerical simulations by imposing an impact-induced co-
density flux perturbation at the CMB (Monteux et al., 2015), though other mechanisms have been
proposed (Stanley et al., 2008). Second, the situation is further complicated by the fact that the
thermochemical boundary conditions are not independent and should be distinguished as soon
as crystallization or melting occurs at one boundary, which is the case at the ICB. Because some
light elements partition into the remaining liquid during the crystallization process, the chemical
flux is locally proportional to the growth rate of the inner core which itself depends on the local
heat flow. This introduces a thermochemical coupling at the inner core boundary and therefore a
potentially complex retroaction between both fields which is likely to affect the flow in the entire
shell. However, the few authors who have distinguished thermal and chemical effects have so far
prescribed independent and uniform thermochemical boundary conditions for simplicity (Man-
glik et al., 2010; Breuer et al., 2010; Trümper et al., 2012; Takahashi, 2014). The mathematical
formulation of the thermochemical coupling, its implementation in numerical models and its ef-
fect on core flow and dynamo action therefore still remain to be investigated.

In this work, two types of boundary conditions are considered. Independent Neumann ther-
mochemical conditions are used to study generic properties in rotating spherical shells whereas
coupled conditions are preferred when focusing more on the terrestrial case. In the next two para-
graphs, a mathematical formulation is presented for each approach. Extra difficulties associated
with the implementation of boundary conditions in the infinite Lewis number limit are pointed
out and a solution is proposed.

Independent thermal and compositional Neumann boundary conditions

For simplicity, let us first consider the following uncoupled Neumann thermochemical bound-
ary conditions:

• The same total heat flow Qi = Qo is imposed homogeneously at the bottom and top bound-
aries. In this case, σT = 0 since we are aiming at a steady-state situation.
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• At the top boundary, the compositional flux equals zero. At the bottom boundary, a total
flux of light elements Iξi is homogeneously imposed and can be adjusted independently
from the heat flow. A volumetric sink term σξ must then be introduced in the entire shell
to compensate for the injected bottom flux, so that a statistically stationary state can be
reached.

The thermal and compositional buoyancy flows injected at the inner boundary write:

fTi =
αg

Cp
Qi ; f ξi = βgIξi , (2.30)

where Cp is the heat capacity, Qi the total heat flow imposed at the inner core boundary and core
mantle boundary, Iξi the mass flux of light elements integrated on the inner core boundary. At the
top boundary, the buoyancy flows are equal to:

fTo = fTi ; f ξo = 0. (2.31)

One can then derive corresponding scalings for the temperature and composition based on the
total buoyancy flows injected in the shell:

T ∗ =
2fTi

4πDαρ0gν
; C∗ =

f ξi
4πDβρ0gν

. (2.32)

The expressions of the Rayleigh numbers become:

RaT =
2fTi

4πρ0ν2Ω
; Raξ =

f ξi
4πρ0ν2Ω

, (2.33)

and their ratio is equal to the buoyancy ratio:

R = RaT /Raξ = 2fTi /f
ξ
i . (2.34)

The transport equation (2.11) for temperature is mathematically a second-order differential
equation. Technically, this allows to enforce one condition at each boundary. As explained in
section 2.2.2, the temperature Θ is classically split into a conductive reference state Θs and a
variable part Θv to get rid of the source term in the transport equation. The thermal boundary
condition is then enforced when solving for the temperature diffusion by accommodating the
following condition on the variable part Θv:

∂Θv

∂r

∣∣∣∣
r=ri/o

= 0, (2.35)

so that the heat flow is injected into the shell at the boundaries via the action of diffusion along
the gradient of the static conductive reference temperature profile Θs:

Qi/o = −ρ0Cpκ
T ∂Θs

∂r

∣∣∣∣
r=ri/o

. (2.36)

For finite Lewis numbers, a similar strategy can be used for the chemical transport equation
by constructing an equivalent conducting reference profile. But doing so becomes problematic in
the infinite Lewis number limit (and even for large but finite Lewis numbers) since when κξ tends
to 0, the conductive reference chemical profile must have an infinite gradient. Mathematically, the
limit of infinite Lewis number is in fact more subtle because neglecting the chemical diffusivity
causes equation (2.14) to become hyperbolic, thus first order. Since non-penetrative boundary
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FIGURE 2.2: Illustration of the shape of the source term σξi applied above the inner core boundary.

conditions are imposed for the flow, the radial velocity equals zero at each boundary. When
solving the hyperbolic equation, this implies that no chemical "signal" imposed at a boundary
can propagate inside the shell. The value of the composition at the boundary has therefore no
effect on the solution and will in turn not be affected by the latter. Consequently, once the initial
condition has been specified (for instance C = 0 everywhere), there is mathematically no need to
impose any boundary condition. Despite that, in the terrestrial case, one may want to model the
physical effect of the crystallization of the inner core by injecting light elements at the bottom of
the outer core. A possible strategy is to inject light elements directly into the shell by introducing
a source term σξi within a thin layer of thickness h above the ICB, so that the integrated added
mass fraction matches the ICB chemical flux:

4π

∫ ri+h

r=ri

r2σξi (r)dr = Iξi . (2.37)

The choice of an adequate function for σξi (r) requires some care. Indeed, since the velocity van-
ishes in the Ekman layer to accommodate the boundary conditions, any buoyant fluid injected
at the bottom of this layer tends to remain "frozen" in the absence of chemical diffusion, hardly
moves upward and does not participate in the convective dynamics. Adding the light elements
slightly above in a region that roughly corresponds to the top part of the Ekman layer allows
some destabilization and avoids accumulation of light elements in the layer over time. This can
be performed smoothly using a Gaussian-like function:

σξi (r) =
σ0

r2
exp

{
−
[
r −

(
ri +

h

2

)]2

/σ2

}
, (2.38)

in which the constants are empirically set to σ = h/5 and h = 4
3E

1/2, which is slightly larger than
the thickness of the Ekman layer (E1/2). The factor σ0 must be computed using the value of the
compositional flux. The shape of σξi (r) is schematically illustrated on figure 2.2.

Mathematically, this formulation is equivalent to solving the following transport equation:

∂ξ

∂t
+ ~u · ~∇ξ =

1

LePT
∇2ξ + σξ + σξiH [(ri + h)− r)] , (2.39)

and imposing no boundary conditions for the composition (at least, mathematically speaking).
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The injection of light elements occurring in the ICB region is accounted for by the local source
term σξiH [(ri + h)− r)], where H is a Heaviside function, and is balanced by a global sink term
σξ in the entire shell in order to allow the simulation to reach a statistically steady state. If a non-
null compositional flux is imposed at the top boundary, a similar local source term can be applied
by the same process. An alternative option would be to keep a diffusivity within a short distance
from the boundary, but the connection with the non-diffusive portion of the shell is not evident.
It should nevertheless be explored in the future.

In the next section, I show that the approach presented above, which is originally motivated
by the infinite Lewis number limit and may look at first like a pure numerical "trick", can in fact
be more physically justified by considering more closely the mechanisms of light elements release
at the inner core boundary.

Thermochemical coupling

Although the uncoupled Neumann thermochemical conditions described in the last para-
graph can be used to investigate generic questions in a rotating spherical shell, they are certainly
not an adequate formulation of the realistic conditions at the Earth’s inner core boundary (ICB).
This region indeed bears several complexities, a quick overview of which is given below.

Because the Earth has been slowly cooling down since its initial formation, its liquid metallic
core started to crystallize to form a solid inner core, probably around 1 Gy ago (Labrosse, 2015).
For reasons tied to thermodynamics, the inner core started to crystallize at the center of the Earth
and has been gradually growing since. In metallurgy, it is well known that an interface between
liquid alloy metal and its corresponding solid is prone to morphological instabilities if the cooling
rate exceeds a critical value creating a region formed of a mix between a liquid and a dendritic
solid called a "mushy zone". The conditions are likely to be satisfied at the ICB (Copley et al.,
1970; Loper and Roberts, 1981; Loper, 1983; Chen and Chen, 1991; Deguen et al., 2007) so that
the transition between the fluid outer core and the solid inner core may not be simply a sharp
boundary. The existence of a mushy layer is compatible with seismic observations (Cao and Ro-
manowicz, 2004) but its vertical extent is not well constrained. Deguen et al. (2007) advocate a
thickness of order 1 km, but the mushy layer could be much thicker, even extending to the entire
inner core (Fearn et al., 1981). The dynamics of a mushy zone is probably extremely complex. The
general picture (illustrated on figure 2.3) is that of a liquid flow globally percolating downward
with occasional chimneys producing strong upward chemical plumes (Loper, 1983; Bergman and
Fearn, 1994). The dynamics of such a system may depend on the viscosity of the fluid and on
the permeability and structure of the mush. The possibility of convection (Worster, 1997) and salt
fingers (Fowler, 1985) within the mush has been evoked. To further complicate this picture, some
authors have suggested the possibility that part of the crystallization occur above the ICB in a
slurry layer (Loper and Roberts, 1981; Shimizu et al., 2005).

In numerical models, the details of this complexity are difficult to describe, first because the
underlying physics is not fully understood and also because it would require an even finer res-
olution of the region above the boundary. In a first attempt to simplify the problem, one can
however assume that the main effect of the mushy zone processes on the large-scale flow is to
introduce a local proportionality between the injected heat and chemical flows. This allows to
construct a simpler mathematical formulation that is detailed below. In this context, injecting
light elements within a thin layer extending above the ICB as proposed in equation (2.37) appears
less far-fetched since it can be viewed as a simplistic parametrization of the mushy zone processes.
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FIGURE 2.3: Simplified illustration of the possible structure of the ICB region. The inner core
crystallizes in a "mushy layer" formed by a network of dendrites through which fluid from the
outer core percolates downward, getting gradually richer in light elements. In some isolated lo-
cations in the mush, chimneys eject fluid enriched in light elements in the form of rising chemical

plumes.

At the CMB, a relevant condition would be a heat flow per surface unit Qo(θ, φ) imposed by
mantle convection. For simplicity, one can enforce a homogeneous flux over the boundary, but a
more realistic condition would be a laterally variable flow. In this case, the flow can be split into
an average value and a perturbation:

Qo(θ, φ) = Qo + qo(θ, φ). (2.40)

In this case, the corresponding mean buoyancy flux is:

f
T
o =

αg

Cp
Qo, (2.41)

where Qo = 4πr2
oQo is the mean heat flow integrated on the CMB surface. The flux Iξo of light

elements per surface unit at the top is set to zero if it is assumed that no chemical exchange occurs
with the mantle. The corresponding chemical buoyancy flux integrated on the CMB also equals
zero: f ξo = 0.

At the ICB, the inner core crystallizes at the melting temperature Tm. Neglecting any topog-
raphy of the ICB and compositional effects, Tm is assumed to be constant over the boundary. The
local heat flux Qi(θ, φ, t) into the outer core across a surface element dS is equal to the sum of
the heat flux from the inner core QIC

i assumed uniform, i.e. neglecting any possible IC dynamics,
plus the latent heat QL

i (θ, φ, t) released locally by the crystallisation:

Qi(θ, φ, t) = QIC
i +QL

i (θ, φ, t), (2.42)
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with:
QL
i = ρLṙi, (2.43)

where ρ is the local fluid density, L is the latent heat in the ICB conditions and ṙi(θ, φ, t) the local
growth rate of the inner core radius. The latter can be related to the rate of solid mass production:

ṁs
icb = ρṙidS. (2.44)

The mass of light elements dmξ
icb released locally for a time increment dt is therefore:

dmξ
icb = ρ(cl − cs)ṙidSdt, (2.45)

where cl and cs are the local concentrations of light elements in the liquid and solid at the ICB,
respectively. This corresponds to a dimensional mass flux per surface unit:

Iξi = ρ(cl − cs)ṙi (2.46)

and substituting cs = Kcl, with K the partition coefficient, leads to the local equation:

Iξi (θ, φ, t) =
cl(1−K)

L
(
Qi(θ, φ, t)−QIC

i

)
(2.47)

in which the chemical and heat flows are locally linearly related. In the following equations, the
partition coefficient is set to K = 0 for simplicity, which would be correct if O is the dominant
light element (Alfè et al., 2002). For Si, the value would be close to 1 (Alfè et al., 2002) in which
case, no compositional buoyancy is produced by the growth of the inner core. The last equation
becomes:

Iξi =
cl

L
(Qi −QIC

i ). (2.48)

To further simplify this expression, one can take the mean mass fraction of light elements C0 in
the outer core for cl. In addition, QIC

i is set to 0 (which corresponds to an insulating inner core)
since it is a small contributor to the total ICB heat flux (Labrosse, 2015). The previous relation
therefore reduces to:

Iξi (θ, φ, t) =
C0

L
Qi(θ, φ, t). (2.49)

Another option would be to assume that the temperature in the inner core follows the same isen-
trope as the outer core which can be computed using evolution models.

In order to reach a statistically stationary state in the numerical simulations, the integrated
mean ICB heat flow must be equal to the CMB heat flow:

I
ξ
i =

C0

L
Qi =

C0

L
Qo. (2.50)

The following mean thermal and compositional buoyancy fluxes are then used to define the di-
mensionless temperature and composition:

f
T
i = f

T
o =

αg

Cp
Q
s
o =

αg

Cp
Q
s
i ; f

ξ
i = βgI

ξ
i . (2.51)
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Note that only the super-adiabatic part Qsi of the mean heat flow is used to construct the thermal
Rayleigh number. This flow represents a fraction ζ of the total ICB heat flow:

Q
s
i = ζQi. (2.52)

In the coupled case, the buoyancy fluxes are thus related by:

f
ξ
i = SfTi , (2.53)

where S is a dimensionless coupling number analogous to a Stefan number and equal to:

S =
βCpC0

αLζ
. (2.54)

Using the parameters in table 2.1 for the Earth’s outer core, it can be estimated that S ∼ 10/ζ.
This number can be simply related to the buoyancy ratio by:

R = 2f
T
i /f

ξ
i = 2/S. (2.55)

Then, using again the mean integrated buoyancy flows, one can write the dimensionless temper-
ature and composition:

T ∗ =
2f

T
i

4πDαρ0gν
; C∗ =

f
ξ
i

4πDβρ0gν
, (2.56)

which lead to the subsequent expressions for the Rayleigh numbers:

RaT =
2f

T
i

4πρ0ν2Ω
; Raξ =

f
ξ
i

4πρ0ν2Ω
. (2.57)

The thermal and compositional Rayleigh numbers are not independent and, like the buoyancy
flows, they are related by an expression involving the coupling number S:

Raξ =
S
2
RaT . (2.58)

Like in the uncoupled case, 6 independent dimensionless parameters govern the physical prob-
lem: (E,Ra, Pm, PT , Le,S) or, equivalently: (E,Ra, Pm, PT , Le,R).

Similarly to the uncoupled case, the light elements can be injected directly into the shell by
introducing a local source term σξi (r, θ, φ, t) above the ICB such that:∫ ri+h

ri

r2σξi (r, θ, φ, t)dr = r2
i I

ξ
i (θ, φ, t). (2.59)

The source term σξi (θ, φ, t) has the same form as in the case of homogeneous conditions:

σξi (r, θ, φ, t) =
σ0(θ, φ, t)

r2
exp

{
−
[
r −

(
ri +

h

2

)]2

/σ2

}
, (2.60)

except that σ0(θ, φ, t) is now computed locally.
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2.4 On the necessity of a diffusion-free numerical method

The formalism above was derived in the approximation of infinite Lewis number meaning
that a hyperbolic equation is solved for the chemical transport equation in which the chemical
diffusivity is totally neglected. As will be shown later in chapter 6, compositional structures be-
come extremely thin in this case. A code designed to solve numerically the set of equations (2.26)
with Le = +∞ must therefore be able to account for the advection of small-scale chemical struc-
tures throughout a simulation without generating extra dissipation. With classic Eulerian (grid)
descriptions, this is a difficult task to achieve as most methods produce a certain amount of nu-
merical diffusion (see figure 2.4 for an illustration). A possible option is to resort to a Eulerian-
Lagrangian description of the compositional field using a Particle-In-Cell method as advocated
by G. Glatzmaier in his book (Glatzmaier, 2013). The next chapter presents the principles of this
method and shows how it could be implemented in a pre-existing dynamo code. A justification
of this method based on a comparison with some Eulerian schemes specifically designed to solve
hyperbolic equations such as TVD and WENO is shown later in chapter 5.

FIGURE 2.4: Illustration of the phenomenon of numerical diffusion when performing pure ad-
vection (solid-body rotation) of a cone and a cut-open cylinder when using a TVD scheme with
a Van-Leer slope. Top row: shapes after one rotation. Bottom row: shapes after 6 rotations. Al-
though no dissipation term is solved in the transport equation, the cone and cut-open cylinder

are "smoothed" by an artificial diffusion of numerical origin. From Munz (1988).
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Numerical method

"Particle-In-Cell" (PIC) methods attempt to combine the best of both grid and particles ap-
proaches to solve transport equations in advection-dominated problems. Originally formalized
in the late 1950s (Evans et al., 1957), they have since been developed into a series of variants rang-
ing from mostly Eulerian to quasi fully Lagrangian methods. In one of the classic formulations of
the PIC method, the main equations are solved on a numerical grid while some scalar fields are
described by an ensemble of particles initially dispersed across the grid. Each particle is given
some information, usually its coordinates and the local value of one or several scalar fields to
describe, so that the particles distribution can be seen as a discrete sampling of the underlying
continuous fields. Information can then be exchanged between particles and grid nodes by the
means of linear or higher-order interpolations. In particular, the velocity known on the grid nodes
can be interpolated at the position of particles to advect them (which is often called the "push"
phase). Conversely, the scalar fields can be evaluated on the grid nodes from the particles distri-
bution. In some contexts, PIC methods have also been referred to as "marker-in-cell" or "tracers"
methods. For convenience, the terms "particles" and "tracers" will be used with equivalent mean-
ing in the rest of this manuscript. The term "tracer" will however be preferred for its more passive
connotation when the particles are simply advected without contributing to the buoyancy.

Among the features that are generally acknowledged for PIC methods are the lack of numer-
ical dissipation (or at least, its strong reduction) and a certain robustness due to the absence of
Courant type stability condition. Due to its partly Lagrangian characteristics, it can also provide
a better insight into some of the properties of the flow since it allows to follow the trajectories of
particles with time. A well recognized drawback is the potential accuracy deterioration resulting
from high distortion in the flow. Various PIC methods have been designed to address numerous
physical problems in hydrodynamics (Brackbill et al., 1988; Snider, 2001), plasma physics (Bune-
man, 1959; Birdsall, 1991; Honda et al., 2000; Fonseca et al., 2002; Tskhakaya et al., 2007), astro-
physics (Sironi and Spitkovsky, 2009), meteorology (Lange, 1978), convection-dispersion prob-
lems in porous media (Huang et al., 1992) and solid mechanics (Bardenhagen and Kober, 2004),
mostly in 2D and 3D Cartesian geometries and up to high-orders of accuracy (Edwards and Brid-
son, 2012). In some communities like plasmas physics, PIC methods became a corner stone of
numerical simulations and gained so much popularity that they gave birth to dedicated websites,
workshops and summer schools. In Earth and planetary sciences, PIC methods remained essen-
tially limited to their successful application to transport in solid flows (Gerya and Yuen, 2003)
including solid-state mantle convection (Tackley and King, 2003; Moresi et al., 2003) and have
seemingly never been used for convection in planetary cores or internal liquid oceans so far.

Part of the work of this PhD was devoted to the adaptation of a PIC method to the study
of thermochemical convection in the internal liquid layers of planets. For this purpose, it may
seem easier to develop a new code from scratch that is well suited to the implementation of a PIC
method, for example using a finite volumes method in a "Yin-Yang" configuration similarly to
the mantle convection code StagYY (Tackley, 2008). However, for dynamo simulations, the use of
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spectral methods allows a natural way of ensuring the continuity of the magnetic field with the
exterior field, which is potential. Spectral methods are therefore most commonly used in the field
of dynamo theory and simulations. Opting for a different approach may ease the implementation
of the PIC part but would seriously complicate that of magnetic field boundary conditions (Mat-
sui and Okuda, 2004). On the contrary, implementing a PIC method into a pre-existing dynamo
code rewards us with a tool that is more versatile since it can be used for planetary dynamos as
well as for convection only. I therefore implemented a PIC method in the pre-existing geody-
namo code PARODY-JA developed by E. Dormy and J. Aubert (Dormy et al., 1998; Aubert et al.,
2008b) to compute the advective part of the transport equation (2.14) for composition and, if de-
sired, that of the identical equation (2.11) for temperature. In PARODY and other similar codes,
the equations are discretized on Nr points in the radial direction using a classic finite difference
scheme on a non-uniform grid refined near the boundary layers. On each concentric sphere, the
physical quantities are decomposed on spherical harmonics up to degree `max and order mmax.
The computation of non-linear terms cannot be directly performed in spectral space and should
be first evaluated by finite differences on a spherical grid on Gauss collocation points involving
Nθ points in latitude and Nφ in longitude before being transformed back to spectral space. The
time-integration is performed using a semi-implicit scheme, Crank-Nicolson for diffusion and
Adams-Bashforth for the other terms. This method is used to solve the set of equations (2.26). The
advection of composition in equation (2.14) and, if desired, that of temperature in equation (2.11),
is performed via a different numerical strategy relying on particles.

In this chapter, the principles of the PIC method implemented in PARODY are described. A
word will first be said about the initial particles distribution. The general numerical scheme
will then be presented as well as its different sub-steps: the interpolation of the compositional
field from particles to grid nodes, the advection of the particles, the treatment of diffusion and
eventually, that of boundary conditions. Although the adopted approaches are quite classic in
the literature of PIC methods, their adaptation to the context of planetary dynamos raises a series
of complex issues. A first difficulty comes from the implementation of a PIC method in full
spherical geometry, especially due to the presence of points of singularity (poles and center) and
to the irregularity of the grid. In addition, as will be shown in chapter 6, the method must be
able to describe compositional structures that are extremely thin and often described by only a
few grid points. Moreover, rotation usually plays an important role in these systems and can
have a strong influence on the characteristics of the flow. The creation of shear and vorticity can
be difficult to deal with for the PIC method which should be properly adapted. All along this
chapter, these difficulties will be clearly identified and followed by a discussion of the proposed
solutions.
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3.1 Particles distribution in a spherical grid

3.1.1 Initial distribution
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FIGURE 3.1: Histogram of the average density of particles (i.e. number of particles per volume
unit) for (Nr, Nθ, Nφ) = (40, 50, 100) with aspect ratio ri/ro = 0.35 and Ntra = 5× 107 randomly
distributed particles. The mean value is 1.4 × 107, the standard deviation 2.26 × 106 and the
maximal value 7.57 × 107. The volume of the sphere is 4.01 so that the expected mean density is

1.25× 107. Values larger than 3× 107 correspond to cells in the polar regions.

A large number Ntra of particles (typically a few 107 to several 109 tracers) are initially dis-
tributed across the whole computational domain. Each particle numbered p contains information
regarding its coordinates rp, θp, φp – giving its position in a spherical system of representation –
and the local value of composition (and/or, if desired, temperature or any other scalar variable
even if associated to different diffusivity) at the position of the particle. Numerically, this is ma-
terialized by an array with as many lines as particles and number of columns 3 + nf , where nf is
the number of scalar fields described by the particles; the first 3 columns containing the particles
coordinates.

The choice of the initial distribution method may affect the solution in some cases and should
ideally satisfy two criteria for the PIC method to work in an optimal way. It should first guar-
antee that the particles are globally homogeneously spread in order to avoid clustering effects,
the latter being detrimental to the global accuracy of the method. Second, it should preferably be
portable for different implementations so that for identical initial parameters, simulations start
from the same particles distributions on two different computers. A random distribution is in
that sense problematic since it produces clusters and also creates a portability issue unless the
seed and random numbers generator scheme are explicitly set by the programmer. Contrary to
the random distribution, a homogeneous distribution (obtained for instance by placing particles
regularly on a 3D Cartesian grid) has the advantage of not showing any "pattern" or cluster in-
herent to random generation schemes and not posing any problem of porting and reproducibility.
An interesting compromise consists in superimposing a random noise over a homogeneous dis-
tribution, but this has not yet been tested. The characteristics of a random distribution are shown
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on figure 3.1. A homogeneous distribution produces similar features.

In practice, it seems that the initial distribution has only little impact on the final solution
since the flow rapidly mixes the particles and creates a small amount of clustering anyway if
the advection scheme is not accurate enough. An exception should be noted for the onset of
convection in which an artificial periodicity (usually of degree 4) can appear if a homogeneous
Cartesian distribution is adopted. If the convection onset is studied, it is preferable to use either a
random initial distribution or to superimpose a random or controlled noise over a homogeneous
Cartesian distribution.

3.1.2 Characteristics of the particles distribution
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FIGURE 3.2: Histograms showing the average number of particles per grid cell along radius (left),
latitude (middle) and longitude (right). The grid is (Nr, Nθ, Nφ) = (20, 30, 60) with an aspect ratio
ri/ro = 0.35 andNtra = 105 particles randomly distributed.The grid spacing is regular in all three
directions. The average number of particles per cell increases with the radius and decreases near

the poles.

Although the previously proposed distribution methods ensure that the number of particles
per unit of volume is constant on average in the domain (see figure 3.1), the number of particles
per grid cell varies by several orders of magnitude due to the sphericity of the grid of PARODY.
Indeed, the volume element is proportional to r2 sin(θ) in a spherical discretization along radius,
latitude and longitude. In order to illustrate this particularity, the number of particles per cell is
averaged along each direction and shown in the form of histograms on figure 3.2. For a different
grid configuration with the same aspect ratio, two spherical maps corresponding to two different
radii are also displayed on figure 3.3 to complete this view. At fixed radius, the number of tracers
per grid cell varies by typically more than one order of magnitude. The same is true for the aver-
age number of particles per grid cell for radii taken near the bottom boundary and in the middle
of the grid. These differences are exacerbated for grids with higher resolutions and dramatically
worsen in full sphere or low aspect ratios for which the biggest cell of the grid is larger than the
smallest by a factor exceeding 105. As will be emphasized in the next paragraphs, this particular-
ity of the spherical grid is the source of many complications when implementing a PIC method
in spherical geometry as it forces the programmer either to use an astronomically high number of
particles or to deal with a large number of grid cells which do not contain particles.



3.1. Particles distribution in a spherical grid 35

 ir = 40

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−1

−0.5

0

0.5

1

 
Number of tracers per cell at irad = 40

 

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−1

−0.5

0

0.5

1

 

 

 ir = 1

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−1

−0.5

0

0.5

1

 
Number of tracers per cell at irad = 40

 

50

100

150

200

250

300

350

400

−1
−0.5

0
0.5

1

−1
−0.5

0
0.5

1
−1

−0.5

0

0.5

1

 

 0

5

10

15

20

25

30

 ir = 1

 ir = 1

 ir = 40  ir = 40

FIGURE 3.3: Number of tracers per grid cell on two spherical maps corresponding to different
radii. The grid is (Nr, Nθ, Nφ) = (80, 50, 100), with radial spacing decreasing geometrically near

the boundaries. Ntra = 5× 107 particles were randomly distributed.
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3.2 General numerical scheme
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FIGURE 3.4: Schematic illustration of the main steps of the computational strategy for the treat-
ment of temperature using a PIC method in the code PARODY. Steps 2, 3 and 4 are strictly identical

for the compositional field.

The computational strategy to solve equations (2.11) and (2.14) by the PIC method is summa-
rized in figure 3.4 and comprises the following steps:

1. The set of quations (2.26) is solved by the numerical scheme of PARODY described previ-
ously, except the advective part of equation (2.14) and, if desired, that of equation (2.11),
which is solved with a different numerical strategy using tracers.

2. The composition (and/or temperature) diffusive changes are calculated from spectral space
to the nodes of the Eulerian grid and communicated to the tracers by first-order (trilinear)
interpolation. A process of subgrid-scale diffusion must also be introduced at this step
to diffuse tracers-scale structures and is discussed in details in section 3.5. If diffusion is
neglected, this step is skipped.

3. The tracers are advected by a 4th-order Runge-Kutta scheme in time using the velocity field
which has been calculated on the Eulerian grid at step 1. The velocity of each tracer is
evaluated by trilinear or semi-quadratic interpolation using the closest grid points (see step
3 in fig. 3.4).

4. The temperature and composition fields are evaluated linearly back from tracers to the Eu-
lerian grid and finally re-integrated into spectral space.

The strategy would be identical for the treatment of any other scalar field obeying similar
transport equation. All steps consist of interpolation between particles and grid nodes. The de-
tailed principles of each step and their implementation in PARODY are described in sections 3.3
to 3.5. Furthermore, in the infinite Lewis number limit, enforcing compositional boundary condi-
tions must be done through a specific treatment which is also explained in section 3.6.
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3.3 Interpolation of scalar fields from particles to grid nodes

In the next paragraphs, the equations are written for temperature only, but one could write
identical expressions for composition or any other scalar quantity. Notations similar to Gerya
and Yuen (2003) are adopted to facilitate comparisons. The main difference with their work is
that PARODY has a 3D spherical geometry and does not rely on a staggered grid.

3.3.1 Trilinear interpolation

i i+1i-1
j-1

j

j+1

∆xi-1/2 ∆xi+1/2

∆yj-1/2

∆yj+1/2

∆xp

∆yp ijth-node

Tp

Ti,j
Ti-1,j

Ti,j-1Ti-1,j-1

FIGURE 3.5: 2D Cartesian representation of the geometrical relations used for the first-order in-
terpolation scheme of the temperature field. Grid nodes are drawn as solid squares, tracers as

open circles. Adapted from Gerya and Yuen (2003).

To evaluate the temperature T(i,j,k) on the node (i, j, k) of the Eulerian grid, a weighted aver-
age is performed using all the tracers located in the surrounding grid cells (see step 4 on fig. 3.4
for an illustration):

T(i,j,k) =

∑
p Tpωp(i,j,k)∑
p ωp(i,j,k)

, (3.1)

where Tp is the temperature of the p-th tracer and ωp the corresponding weight, based on a spher-
ical approximation of the 3D equivalent of the 2D "area-weighting" method (Seldner and Wester-
mann, 1988):

ωp(i,j,k) =

(
1− ∆rp

∆r

)(
1− ∆θp

∆θ

)(
1− ∆φp

∆φ

)
, (3.2)

with: ∆rp = |rp − r(i,j,k)|, ∆θp = |θp − θ(i,j,k)|, ∆φp = |φp − φ(i,j,k)|,

∆r =

{
∆ri−1/2 = ri − ri−1 if rp ≤ ri
∆ri+1/2 = ri+1 − ri if rp ≥ ri

(3.3)

and similar expressions for ∆θ and ∆φ. A 2D Cartesian illustration of the meaning of these
quantities is given in figure 3.5. Note that if the grid spacing varies along a given direction (which
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is the case for the radial direction in the boundary layers) this formulation introduces a bias, since
two tracers at equal distance from ri will not contribute with the same weights. However, this
is less problematic for smooth variations of the grid spacing. In addition, this formulation only
involves multiplications which makes it much cheaper than using weights proportional to the
inverse of the distance between tracers and grid nodes as such an approach would involve one
division and the evaluation of several intrinsic functions (sine, cosine, square root of) performed
by rather costly internal algortihms. Also, this approximation of the "volume-weighted" method
deteriorates when the curvature of the cell increases, which is the case close to the poles and to
the sphere center. A way around this is to advect tracers in Cartesian geometry in these regions
and this is described in more details in section 3.4.4.

3.3.2 Higher order interpolation schemes

C

x

FIGURE 3.6: 1D schematic illustration of linear interpolation of a compositional rectangle from
tracers (blue disks) to grid nodes (black squares). The field described by the tracers has a sharp
transition (blue dashed line) whereas the field evaluated on the grid (red line) is smoother and
spans over 4 grid points which is larger than the width of the rectangle. This is due to the fact that
each grid point receives contributions from all the particles located within the closest neighbor
nodes. Furthermore, since in this case the width of the rectangle is less than 3 grid points, the

maximum value of the rectangle is also decreased.

Even though a trilinear interpolation method appears to be sufficient in practice in most cases,
its limitations should be mentioned. As is shown in chapter 6, the compositional field typically
consists of very thin "filamentary" plumes the width of which are often resolved by only a few
grid points. The boundary of a plume may well fall between two grid nodes. Although the latter
may be better described by the particles field, the interpolation from particles to the grid causes
a contamination to a grid point that is outside the plume (see figure 3.6 for a simpler 1D illustra-
tion). A compositional plume therefore appears systematically larger by two grid points on the
grid, a phenomenon which can be interpreted as numerical diffusion of the buoyancy source. At
this point, it is however important to state that this error does not spread further (like it would
by using finite differences) and remains constant over time. In addition, since the viscosity is non
zero, the ascending velocity field created by the plumes is usually quite larger than the plume it-
self and is almost unaffected if the plume is only slightly diffused. The consequence on the global
dynamics is therefore negligible.

It may however be worth considering the implementation of high-order interpolation schemes
in the future. For instance, Edwards and Bridson (2012) use a fourth order accurate interpola-
tion scheme based on approximation by cubic polynomials via a Moving Least Squares (MLS)
method (Lancaster and Salkauskas, 1981). Since in the presence of shocks, kinks, or other sharp
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Lav

FIGURE 3.7: Illustration of the treatment of "empty cells". The blue cross (the center of the cir-
cle) has received no information during interpolation from tracers to grid because there were no
neighboring tracers. A weighted average is performed using all the grid nodes located within a
distance Lav which did receive some information from tracers (green crosses). The tracers repre-

sented as open circles did not contribute while those in plain circle did.

features, MLS can lead to severe overshoots and thence instability, Edwards and Bridson (2012)
suggest Quasi-ENO MLS (Ollivier-Gooch, 1997) schemes should be used instead. In the future,
it may be worth implementing and testing a similar scheme in PARODY. Not only can such an
approach offer a better grid description of the compositional field, but it can help constructing a
PIC method with global high-order accuracy, when also combined with a higher-order advection
scheme (Edwards and Bridson, 2012). Note that computing directly the spectral decomposition
of the scalar field from the information of millions of scattered particles is simply out of question
in terms of computational cost.

3.3.3 Problem of "empty cells"

In section 3.1.2, I emphasized that the number of particles per grid cell varies by several or-
ders of magnitude across the spherical grid of PARODY. For the interpolation scheme described in
section 3.3.1 to be successful, each grid point should be surrounded by particles in the immediate
neighboring cells. Consequently, one is forced to either introduce an intractably high number of
tracers to ensure that each cell statistically contains at least one tracer, or to use a more reasonable
number of tracers and deal with a minor fraction (yet possibly amounting to a significant number)
of "empty" grid cells. Assuming an efficient treatment can be found for empty cells, the second
option is obviously faster. Furthermore, since a small amount of clustering/depletion seems to
be inevitable during a simulation, empty cells may exist anyway whatever the initial number of
tracers, warranting the development of a specific treatment.

In a first naive attempt, I propose to give a value to each grid node around which no tracer
was found by making a weighted average using all the surrounding grid nodes within a distance
Lav from this node that did receive some information from tracers (see figure 3.7 for an illustra-
tion). The weight of each grid node used is equal to the inverse of its distance to the grid node
considered. A first attempt is made by setting the distance Lav to the statistical mean distance
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between neighboring tracers that we define by:

dtra =

[
4π(r3

o − r3
i )

3Ntra

]1/3

, (3.4)

whereNtra is the total number of inserted tracers. This should statistically estimate the minimum
number of grid nodes to explore to make sure that at least one of them received some information
from a tracer. Note that because the flow is non-divergent, the number of tracers per volume unit
should theoretically remain constant through time across the grid and that this first try should
therefore be sufficient for most grid nodes. However, small errors in tracers advection in regions
of high shear and vorticity could locally create isolated tracer depletions. In case the first attempt
failed with Lav = dtra, a second is made by increasing the distance Lav to a length given as an in-
put parameter. If still unsuccessful, an error message is returned meaning that too large a portion
of the computational domain is now not covered by tracers.

Although this method allows to perform the interpolation from particles to grid in reasonable
times, this problem of "empty cells" remains extremely complicated. In particular, for aspect
ratios lower than 0.35, the number of empty cells skyrockets due to geometrical effects and the
associated cost becomes prohibitive. Solving this issue then requires a more profound reflexion
which is conducted in section 4.3 of the next chapter.

3.4 Advection of particles

Since the ensemble of particles can be seen as a discrete sampling of the underlying continu-
ous field, advecting the particles with the flow is equivalent to advecting the scalar field. Moving
a particle is performed by updating its coordinates in the particles array, leaving the columns
containing the traced scalar fields untouched. The information related to the scalar fields there-
fore remains attached to a particle when the latter moves and does not spread to the surrounding
particles or grid points. This is the reason why, by construction, the PIC method theoretically
guarantees the absence of numerical diffusion. Sources of errors may however come from the
way the velocity is interpolated at the particles positions and also from the degree of accuracy in
the description of the trajectory of particles. Cumulated errors may result in small deformations
of the advection pattern over time. In addition to causing detrimental clustering/depleting effects
to the particles distribution, such phenomena may also introduce undesired numerical diffusion.
In the next subsection, sources of errors in the advection process are first evoked in the context
of planetary core flows. Different interpolation and advection schemes are then described and
compared.

3.4.1 Tracers clustering and depletion

Planetary core flows are usually dominated by the strong influence of rotation via the Coriolis
force and typically organize in the form of columnar vortices at low Ekman numbers (Roberts
and King, 2013). As illustrated on figure 3.8, vorticity may result in particles depletion at the
vortex center due to a centrifugal effect, if the advection scheme is not sufficiently accurate. Sim-
ilarly, rapid variations of the velocity derivatives may lead to depletion or clustering effects. The
accuracy of the advection schemes depends on:

1. the interpolation order for velocity (trilinear or quadratic),

2. the advection time scheme order.

Interpolation methods and time schemes should therefore be chosen keeping in mind these con-
straints imposed by the characteristics of planetary core flows.
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ui+1,j

ui,j+1

ui+1,j+1

ut

FIGURE 3.8: 2D schematic illustration of the centrifugation of a tracer in a vortex. Grid nodes
are drawn by black filled squares. The velocity field u is represented by the black plain arrows.
The initial position of the tracer is designated by the green filled circle and the large dashed green
circle shows its theoretical trajectory corresponding to the velocity field. If a trilinear interpolation
is used, then, at the initial position of the tracer, the interpolated velocity is colinear to the sum of
the velocity vectors ui,j and ui+1,j and is represented by a red arrow originating from the green
dashed circle. If a simple first-order advection scheme is used, the tracer moves directly to the
location of the cyan plain circle, therefore deviating from the green plain circle. Because the cyan
circle is very close to the grid node with velocity ui+1,j, the velocity interpolated at the cyan
circle is almost colinear to ui+1,j causing the tracer to move to the position of the dark blue circle,
further away from its theoretical trajectory. At the dark blue circle, the velocity is still mainly
influenced by ui+1,j, increasing the deviation from the green dashed circle. This situation can

only be improved by using more corrective (higher-order) advection schemes.

3.4.2 Interpolation from grid to particles

a) Trilinear interpolation

Classic formulations of the PIC method involve linear interpolation from grid to particles. A
field known on the grid can be interpolated linearly at the p-th tracer by using the points defining
the corners of the grid cell in which the particle is located (see step 3 in fig. 3.4 for a 2D schematic
illustration). In 3D geometry, this step requires 8 grid nodes. The corresponding expression
is given for the temperature field but would be completely analogous for each of the velocity
components:
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Tp = (
1− ∆rp

∆ri−1/2

)(
1− ∆θp
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) (
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)
× T(i,j,k)

+

(
∆rp
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) (
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∆φk−1/2

)
× T(i−1,j−1,k−1)

+

(
1− ∆rp
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)
× T(i−1,j−1,k−1).

The calculation of ∆rp, ∆θp and ∆φp requires the knowledge of the grid point closest to the
tracer. Although trilinear interpolation has given good results for nearly all the simulations I
have performed to date, it may be insufficient for more turbulent flows if the velocity has strong
second and higher derivatives. In this case, it would be wise to resort to higher order interpolation
methods. In addition to provide a better description of regions with strong vorticity, higher order
interpolation methods are a necessary step towards the construction of higher order PIC methods.

b) Higher order interpolation schemes

Triquadratic interpolation

Quadratic interpolation has already been proposed in 2D, for instance by Brackbill et al.
(1988). Fully quadratic interpolation in 3D can be done in the following way. For each grid
node (i0, j0, k0) corresponding to the position (ri0 , θj0 , φk0), one looks for coefficients cnαβγ , (with
0 ≤ α ≤ 2, 0 ≤ β ≤ 2 and 0 ≤ γ ≤ 2), such that each component un (1 ≤ n ≤ 3) of the local
velocity around the grid node is best approximated by:

un(i0,j0,k0)(r, θ, φ) =
∑

0≤(α,β,γ)≤2

cnαβγr
αθβφγ . (3.5)

The velocity is known at nodes (i0 ± 1, j0 ± 1, k0 ± 1), which, for each component n, gives the
following system:

∀(i, j, k) ∈ {i0 ± 1} × {j0 ± 1} × {k0 ± 1}, un(ri, θj , φk) =
∑

0≤(α,β,γ)≤2

cnαβγr
α
i θ

β
j φ

γ
k , (3.6)
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which can then be expressed in terms of matrices:

rαi0−1θ
β
j0−1φ

γ
k0−1, 0 ≤ (α, β, γ) ≤ 2

rαi0−1θ
β
j0−1φ

γ
k0
, 0 ≤ (α, β, γ) ≤ 2

rαi0−1θ
β
j0−1φ

γ
k0+1, 0 ≤ (α, β, γ) ≤ 2

rαi0−1θ
β
j0
φγk0−1, 0 ≤ (α, β, γ) ≤ 2

rαi0−1θ
β
j0
φγk0

, 0 ≤ (α, β, γ) ≤ 2
...

rαi0+1θ
β
j0+1φ

γ
k0+1, 0 ≤ (α, β, γ) ≤ 2


︸ ︷︷ ︸

M(i0,j0,k0)



cn000

cn001

cn002

cn010

cn011

cn012
...

cn222


︸ ︷︷ ︸
Cn

(i0,j0,k0)

=



un(ri0−1, θj0−1, φk0−1)
un(ri0−1, θj0−1, φk0)
un(ri0−1, θj0−1, φk0+1)
un(ri0−1, θj0 , φk0−1)
un(ri0−1, θj0 , φk0)
un(ri0−1, θj0 , φk0+1)

...
un(ri0+1, θj0+1, φk0+1)


︸ ︷︷ ︸

Un
(i0,j0,k0)

, (3.7)

where M(i0,j0,k0) is a 27 × 27 matrix, Cn(i0,j0,k0) and Un(i0,j0,k0) vectors containing 27 components.
The coefficients Cn can then be deduced by inverting the matrix M :

Cn = M−1Un. (3.8)

There is one matrix M(i0,j0,k0) for each grid node (i0, j0, k0) and this matrix can be used for all the
tracers whose closest grid point is (i0, j0, k0). For a fixed grid, the matrices M−1

(i,j,k) can be com-
puted at the beginning of the simulations and stored in memory. "Only" the multiplication is then
needed. However, for a completely irregular grid, Nr × Nθ × Nφ matrices should be computed.
For a typical grid (Nr = 100, Nθ = 200, Nφ = 400), this represents about almost 6 billions reals
which, in double precision, amounts nearly 50 Go. Fortunately, for regular grids, the matrices
can be "collapsed". In PARODY this is the case along the longitude. In addition, the grid spacings
in latitude are symmetric with respect to the equator. Similarly, the radial discretization is also
symmetric with respect to the radius (ri + ro)/2. Consequently, only Nr/2×Nθ/2 matrices need
to be computed initially.

However, although the memory burden can be made acceptable, performing a triquadratic
interpolation everywhere in the computational domain involves, for each tracer and each compo-
nent of the velocity, a total of more than 800 multiplications (729 to compute Cn, then the evalua-
tion of the velocity at the position of the tracer using equation (3.5)), which is clearly prohibitive
when billions of tracers are used. However, the triquadratic approach can be either restricted to
portions of the domain where it is really useful or when a very moderate number of particles are
used. An alternative option is to use a compromise by performing the quadratic interpolation in
only one direction for each velocity component. This is described in the next section.

Quadratic-bilinear

In this semi-quadratic method, quadratic interpolation is performed along one direction and
the interpolation is linear in the other two directions. I implemented and tested two different
versions of this method. In the first one, the quadratic interpolation is performed in the direction
parallel to the velocity component. For example, for the radial component, this would read:

ur(p) = αr2
p + βrp + δ, (3.9)

where the coefficients α, β and γ are determined so that the quadratic form fits the velocities
ulinr(i−1), u

lin
r(i) and ulinr(i+1) obtained by bilinear interpolation as represented on figure 3.9. This re-

quires the inversion of a 3× 3 matrix. For each grid node, the associated matrix can be computed
during the initialization of the program and stored in memory to save computational cost. The
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linear

quadratic

FIGURE 3.9: 2D illustration of the principle of the semi-quadratic interpolation for the radial
component of the velocity. In this example, the quadratic interpolation is performed in the radial
direction, parallel to the velocity component. Interpolation is bilinear in the perpendicular plane.

formalism is identical for the other velocity components.

In a second variant of this method, the quadratic interpolation is performed in the direction
along which the velocity component has its highest second derivative. Both variants were com-
pared for the benchmark tests and the results are in favor of the second (see section 5.1). Fur-
thermore, although I find the trilinear interpolation to be sufficient most of the time, this semi-
quadratic interpolation method produced significant improvement in some cases (see advection
tests on figure 3.13 and the benchmarks results in tables 5.1 and 5.2 for a comparison with trilinear
interpolation), while being only 30% more costly than the trilinear approach.

Other high-order schemes

Although the use of a classic second or higher order interpolation methods may help improv-
ing the global accuracy of the PIC method, such procedures may be problematic when fields with
sharp transitions must be interpolated to the particles as they produce smoothing of the disconti-
nuities. More sophisticated schemes would then be needed. For instance, Edwards and Bridson
(2012) use a 4th order WENO scheme (Macdonald and Ruuth, 2008) offering the ability to in-
terpolate sharp transitions to the particles while ensuring a high order PIC method everywhere.
For the velocity field in the context of core dynamics, one may however wonder whether this
would be necessary, since viscosity tends to smooth velocity gradients, not to mention that the
implementation of a WENO scheme in spherical geometry may be arduous.

Direct evaluation using the spherical harmonics

One may also be tempted to compute the velocity of particles directly from an evaluation of
spectral decomposition in spherical harmonics. Unfortunately, computing the Legendre polyno-
mials is extremely expensive for high degrees ` and cannot be applied to millions of particles.
Like the triquadratic interpolation scheme, the cost may however be acceptable if a small number
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of tracers are passively advected with the flow. Combined with a second or higher-order inter-
polation scheme in radius, this would provide a convenient way to improve the accuracy of the
interpolation. It should be tested and compared to other interpolation methods in the future.

Correction for non-divergent flows

In the previous formulations, velocity interpolation from grid points to particle locations is
performed without considering the absence of divergence of the velocity field, which can lead
to significant particle dispersion or clustering if those particles move through regions of strong
velocity gradients. Rather than concentrating on higher order interpolation schemes, Meyer and
Jenny (2004) (in 2D) then Wang et al. (2015) (in 3D) proposed to add a correction to the inter-
polated velocity of each particle meant to ensure the non-divergence of the flow and limit the
clustering effect. However, their method is derived in Cartesian geometry and may not apply as
is to a spherical grid. Indeed, it does not produce better results on benchmark tests when it is
directly implemented in PARODY. Deriving equivalent formulation for a spherical grid could be
extremely useful in the future as it is a cheaper way than higher-order interpolations to decrease
particles clustering.

3.4.3 Interpolation at poles

The trilinear and higher-order schemes of velocity interpolation both become problematic
near the poles, since the pole does not correspond to a node of the numerical grid. Adding one
would not be very helpful since it is a point of singularity for the latitudinal and longitudinal
components of the velocity. In both cases, when a tracer is located between a pole and the first
increment of latitude, two points located opposite to the pole are used to perform a trilinear in-
terpolation. In this case, the weights are modified and taken proportional to the inverse of the
distance between the grid node and the tracer.

3.4.4 Time scheme

A key point for modeling rotation-influenced flows with high shear and vorticity is to use
high-order time schemes for particles advection. Runge-Kutta (RK) schemes of 2nd and 4th order
(RK2 and RK4) are frequently employed in PIC methods and were implemented in PARODY. Note
that these are not truly Runge-Kutta methods since the velocities are all evaluated at present time
t, not at intermediate times between t and t + ∆t, ∆t being the time step. For example, the
modified Runge-Kutta 4th order method would read, for the radial component of particle p:

rn+1
p = rnp +

∆t

6
(k1 + 2k2 + 2k3 + k4), (3.10)

where n denotes the time step index, rnp and rn+1
p are the radial positions of the tracer at time tn

and tn+1 = tn + ∆t, respectively. k1, k2, k3 and k4 are increments all computed at time tn:

k1 = ur(tn, r
n
p )

k2 = ur

(
tn, r

n
p +

∆t

2
k1

)
k3 = ur

(
tn, r

n
p +

∆t

2
k2

)
k4 = ur(tn, r

n
p + ∆tk3).

(3.11)

In the classic Runge-Kutta 4th order scheme, k2 and k3 are computed at times tn + ∆t
2 and k4

at time tn + ∆t which would be too expensive in our case. The "modified" scheme shown in
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equation (3.11) is therefore not really 4th order in time and should rather be seen as a way to
"correct" for the trajectory of the tracer. I also tested a Runge-Kutta-Fehlberg method of order
5 (Fehlberg, 1968) and obtained encouraging results for the description of eddies. A detailed
comparison of these different tested time schemes together with different interpolation methods
can be found in sections 3.4.6 and 5.1.

3.4.5 Advection in Cartesian coordinates

A major problem for the advection of tracers in spherical geometry is the presence of large
gradients of uφ in the vicinity of poles which dramatically distort the trajectories of the tracers.
One way to circumvent this difficulty is to advect tracers in Cartesian coordinates within a cone
surrounding the poles corresponding to θ ≤ θc and θ ≥ (π − θc). If a semi-quadratic interpo-
lation is used, it is first performed along each spherical direction (r, θ, φ) before converting the
velocity to Cartesian coordinates (x, y, z) to advect the tracer. Advection in full Cartesian coordi-
nates is feasible but restricting it to a cone avoids costly spherical to Cartesian conversions. The
optimal cone angle θc depends on resolution and time step but I estimated empirically that its
value should be at least π/5. This method brought considerable improvement in the advection of
tracers in the vicinity of poles, avoiding strong distortions of the trajectories. Figure 3.10 shows
an example of distortion error when crossing a pole with two different values of θc.
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FIGURE 3.10: Advection of a patch by a solid-body rotation velocity field with a rotation axis
contained in the equatorial plane. The shape of the patch can be compared before and after rota-
tion, when the advection is performed in Cartesian coordinates when θc is set to a large enough
value of π/5 (left) and with θc = π/50 (right). When the cone is too narrow, the patch is seriously

distorted.

3.4.6 Comparison of interpolation methods and advection schemes

In this section, simple tests are performed in an attempt to determine which combination
of interpolation method and time scheme is preferable. Another comparison is performed with
more physical flows in the benchmarking section of Chapter 5.
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FIGURE 3.11: Left figure: velocity field corresponding to the modified Taylor-Green vortex. 9
points with ux = uy = 0 exist, one is the middle of the grid (x = 0, y = 0), 4 are located at the
grid corners and 4 are located at coordinates (x = −1, y = 0), (x = 1, y = 0), (x = 0, y = −1) and
(x = 0, y = 1). Right figure: initial tracers positions with regular Cartesian spacing with random
perturbation. The color scale is proportional to the distance between the tracers and the center of

their vortex. The total number of tracers is Ntra = 9801.

Advection by a 2D Taylor-Green vortex

As stated above in section 3.4.1, the influence of rotation in planetary cores enhances the for-
mation of vortices which may produce particles centrifugation. Such an effect may occur when
resorting to time schemes that do not correct sufficiently for the trajectory of the tracers and may
also result from inaccurate interpolation of the velocity at the position of the tracer. In order to
compare the efficacy of different combinations of interpolation methods and time schemes on
the advection of tracers within vortices, I ran 6 simulation in 2D Cartesian geometry in which
the tracers are advected by a constant velocity field u(x, y) corresponding to a 2D Taylor-Green
vortex (Taylor and Green, 1937):{

ux(x, y) = u0 sin(πx) cos(πy)

uy(x, y) = −u0 cos(πx) sin(πy),
(3.12)

with u0 = 1, −1 ≤ x ≤ 1 and −1 ≤ y ≤ 1; x and y being coordinates in the horizontal and
vertical directions, respectively. The corresponding velocity field is non-divergent and can be
visualized on the left panel of figure 3.11. This velocity field is non-divergent and consists of 4
vortices positioned in each quarter of the grid. In addition, neutral points exist at each corner of
the vortices where the flow is convergent in one direction and divergent in the other. At these
points, ux = uy = 0. The number of grid points is set to Nx = Ny = 21 in both directions and the
total number of tracers is Ntra = 9801. Initially, tracers are regularly spaced and their positions
are added a random perturbation of amplitude 0.1∆x, where ∆x is the grid spacing (∆x = ∆y).
The initial tracers distribution is displayed on the right panel of figure 3.11. The time step for
advection is fixed to ∆t = 0.4∆x/u0. The tracers distribution across the grid domain after ad-
vection on 50000 time steps is shown on figure 3.12, for Runge-Kutta schemes of 1st, 2nd and 4th
order (respectively denoted by RK1, RK2 and RK4) combined with either bilinear or biquadratic
interpolation of the velocity.
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FIGURE 3.12: Advection of tracers by a modified vortex of Taylor-Green. Figures on the left and
right columns are obtained using a bilinear and biquadratic interpolation, respectively. The rows
display results produced by modified Runge-Kutta time schemes of 1st (Euler, RK1), 2nd (RK2)
and 4th order (RK4), respectively (see section 3.4.4 for details). The total number of tracers is
Ntra = 9801. The number of grid points is Nx = Ny = 21. In the images of the first row (RK1),
the tracers have all migrated to one of the points with zero velocity are thus all superimposed.
The colors refer to the initial distance of the tracers to the axis of their vortex. The tracers are not

visible with the RK1 scheme since they all end-up superimposed on the neutral points.
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When a RK1 scheme is used with either bilinear or biquadratic interpolation, tracers are dra-
matically centrifuged away from the vortices centers creating a large depletion around the vortex
center and accumulation at neutral points (defined by u = 0). Using higher order iadvection
schemes significantly decreases the centrifugal effect, even with bilinear interpolation. The RK2
scheme still suffers from depletion in the vortices centers as well as near neutral points. The RK4
scheme gives excellent results everywhere in the grid even with bilinear interpolation, conserving
a homogeneous distribution of tracers throughout the simulation, although there is still a small
amount of clustering at a scale comparable to ∆x. The benefit of using biquadratic interpolation
is not obvious. Because it decreases the spatial error, the effect of the interpolation scheme might
become clearer when varying the grid size in the presence of velocity fields with sharper varia-
tions. This simple test suggests that it is worth using higher-order advection schemes (RK4) for
the description of vortices.

Rotation of a Gaussian patch

In this second test, I ran 3D simulations in spherical geometry to compare the efficacy of
trilinear and quadratic-bilinear interpolation performed in the direction parallel to the velocity
component. In this test, a Gaussian patch is initially placed on the equator (θ = π/2, φ = 0)
and advected with a velocity field corresponding to solid-body rotation. Rotations are performed
around two rotation axes: the polar axis (θ = 0, the patch is advected along the equator), and
an axis perpendicular to the polar axis (θ = π/2, φ = π/2) so that the patch passes alternately
through each pole. After 20 turns, the profile of the Gaussian patch in the direction parallel to
the velocity is compared with the initial profile (fig. 3.13a and 3.13b). When the patch is advected
along the equator (fig. 3.13a) the profile is unchanged after 20 turns proving the absence of nu-
merical diffusion, although a small delay can be observed with respect to the position of the initial
profile. This delay is due to the fact that the velocity is proportional to sin θ, a concave function
on [0, π], which is slightly underestimated by a linear interpolation. However, this delay is small
(corresponding to a velocity too low by only about 0.01% in this case) and is reduced when in-
creasing the grid resolution. Note that a semi-quadratic interpolation in the direction parallel
to the velocity will not be beneficial in this case. When the rotation axis is perpendicular to the
polar axis, the Gaussian patch passes through a pole twice in one turn. The angular domain in
which advection is performed in Cartesian coordinates is delimited by θc = π/4. After 20 turns,
the shape of the Gaussian is significantly altered due to residual spherical deformation when a
trilinear interpolation is used (cf. fig 3.13c). This deformation can be reduced either by decreas-
ing the time step or using a semi-quadratic interpolation. In this latter case, the Gaussian is only
slightly stretched after 20 turns (see right panel on figure 3.13c). It should be emphasized that
pole-crossing trajectories are usually not physically realistic in rotating convection, which makes
the observed deformation less problematic.

3.5 Diffusion

When tracers are used for the description of temperature or composition in the finite Lewis
number case, diffusion cannot be neglected and its treatment must be done with great care. The
temperature (or composition) carried by the tracers must be modified so that the tracers take dif-
fusion into account. First, the diffusive perturbation is interpolated from the grid and distributed
among tracers:

∆T(i,j,k) = 1T(i,j,k) − T(i,j,k), (3.13)
tTp = Tp + ∆Tp, (3.14)
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FIGURE 3.13: Results of the test of advection of a Gaussian patch by solid-body rotation around
the polar axis (a) or an axis perpendicular to the polar axis (b). In (b) and (c) the patch crosses both
poles during one rotation and the shape of the patch is compared before and after 20 rotations
through the poles by either trilinear or semi-quadratic interpolation. The white arrow heads at the
north pole and indicates the velocity direction. In all figures, (L) stands for trilinear interpolation

and (sQ) for semi-quadratic performed in the direction parallel to the velocity components.
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FIGURE 3.14: Schematic illustration of the treatment of diffusion. Grid nodes are represented by
black filled squares while particles appear as open circles. Left: a diffusive perturbation is com-
puted on the grid. The value of each grid node is updated to a new composition. The difference
with the old value is interpolated to the particles and added to their information on composition.
Right: in a second step, the "sub-grid" scale structures carried by the tracers are smoothed by

partially realigning the particles with the linear profile of the grid-scale diffused field.

where ∆T is the temperature diffusive perturbation computed on the grid, 1T is the diffused tem-
perature field, T the field before diffusion, tTp and Tp respectively the new and old temperatures
of the p-th tracer and ∆Tp the temperature diffusive perturbation interpolated to the p-th tracer. It
is important to notice that, because there usually are several tracers between two consecutive grid
nodes, tracers may carry information that varies at a "tracers-scale" that is smaller than the grid
scale. These "sub-grid" scale structures may be produced by grid-scale shear and entrainement
and thus integrate some "memory" of the flow. At this step, it is therefore crucial not to replace
Tp by 1Tp (1Tp being the interpolation of 1T at the position of the p-th tracer), otherwise all the
tracers subgrid scale structures would be completely removed. However, simply adding a diffu-
sive perturbation computed at grid-scale is not sufficient and may lead to undesired numerical
oscillations, because this process does not damp out subgrid (tracer) scale structures as diffusion
should normally do. One solution (Gerya and Yuen, 2003) consists in correcting for the tracers
temperature (or composition) by introducing a subgrid scale diffusion operation on a local time
scale:

tTp(D) = 1T p − [1Tp − tT p]× exp

(
−d∆t

∆t0

)
, (3.15)

in which d is a numerical diffusion coefficient (0 ≤ d ≤ 1) and ∆t0 a characteristic timescale of the
local diffusion defined for the corresponding cell of the grid:

(∆t0)(i,j,k) =

[
κT
3

(
4

∆r2
i

+
4

ri∆θ2
j

+
4

(ri sin(θj)∆φk)2

)]−1

.

Finally, the field is updated on the grid. We proceed slightly differently from Gerya and Yuen
(2003) for convenience. The temperature field is first updated on the grid using relation (3.1):

T(i,j,k)(D) =

∑
p
tT p(D)ωp(i,j,k)∑
p ωp(i,j,k)

. (3.16)
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Ultimately, to correct for the erroneous diffusion resulting from the interpolation to the grid that
can alter the grid-scale solution, a final compensation is added to the tracers:

tTp(D−A) = tTp(D) − (T(D) − 1T )p. (3.17)

Although this subgrid-scale diffusion operator guarantees that all scales are diffused, it re-
mains somehow artificial. In addition, it is controlled by a parameter d that should be tuned
arbitrarily. In order to treat diffusion more correctly, I propose the following strategy:

1. Prior to diffusion, the field is evaluated on an auxiliary grid that is finer that the initial
grid using for example polynomial interpolation within each cell of the coarser grid. The
auxiliary grid must be fine enough to resolve the average particles-scale structures.

2. The diffusion is computed on the auxiliary grid so that all scales are correctly diffused on
this grid.

3. The diffusive perturbation is communicated back from the auxiliary grid to the particles in
a one step process.

Two interpolations would therefore be needed on a refined grid, instead of four on a coarser grid
which may not be much more expensive. Moreover, it is certainly a more "physical" way to treat
diffusion. I have not yet implemented this approach whose first step may carry special difficulties
and should be thought carefully and I intend to test this in the future.

3.6 Numerical implementation of boundary conditions

Following equation (2.59), a volumetric source term is introduced in a thin spherical shell of
thickness h above the bottom boundary. To do so, the tracers located within a distance h from the
inner boundary are added a mass fraction δC(r, θ, φ) so that:

ρ

∫ π

θ=0

∫ 2π

φ=0

∫ ri+h

r=ri

δC(r, θ, φ)dV = F ξi ∆t, (3.18)

where F ξi is the total mass flux integrated over the inner boundary and ∆t the time step. If the
compositional flux does not vary over the inner boundary, this expression can be simplified:

4πρ

∫ ri+h

ri

r2δC(r)dr = F ξi ∆t. (3.19)

As explained in section 2.3 a Gaussian-like function is used for δC:

δC(r, θ, φ) =
a(θ, φ)

r2
exp

{
−
[
r −

(
ri +

h

2

)]2

/σ2

}
, (3.20)

in which σ = h/5 and h = 4
3E

1/2, which is slightly larger than the thickness of the Ekman layer
(Ek1/2). The factor a(θ, φ) is constant if the compositional flux is homogeneous and must be com-
puted using its value. The formulation is strictly analogous when a compositional flux is imposed
at the top boundary.
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3.7 Conclusion and discussion

I succeeded in adapting a PIC method in the geodynamo code PARODY which required find-
ing diverse strategies to solve problems inherent to the spherical geometry. First basic tests sug-
gest that the use of RK2 or RK4 combined with triquadratic interpolation is preferable for ade-
quate description of the flow in core conditions, yet not manageable in the entire computational
domain. However, it may be feasible to perform adaptive advection method throughout the grid,
which I intend to test in a near future. In portions where the velocity field has low vorticity and
small second derivatives, a trilinear interpolation with a RK2 scheme may be sufficient while sav-
ing computation time. When the velocity components have a strong second derivative in only
one direction, there could be a switch to quadratic-bilinear interpolation combined with a RK2
or RK4 scheme. In critical regions with strong vorticity and second derivatives, the combina-
tion of RK4 and triquadratic interpolation can be employed. The only inconvenient of such an
adaptive scheme is that it requires a criterion, the definition of which is never straightforward.
Another interesting direction is to add a correction to the particles velocity to better ensure the
non-divergence of the velocity field. On the other hand, the diffusion process remains somehow
artificial, particularly the subgrid-scale diffusion operator. A more physical way to treat the dif-
fusion consisting in diffusing all scales in one single process should be tested. More generally, the
diffusion problem addresses the question of the meaning of the "sub-grid" scale structures carried
by the particles. A global limitation of the method is that the buoyancy is not computed at the
particles positions. "Sub-grid" scales structures may therefore be entrained by a larger (grid) scale
flow and their dynamics is probably not accurate, implying that they should not be trusted too
much.

Once the method is implemented, another challenge is to make it computationally efficient so
that it can be tested and used conveniently in the context of core dynamics. This is the goal of the
next chapter.
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Chapter 4

Optimizations for High Performance
Computing

The success of nowadays numerical simulations in modeling increasingly complex physical
phenomena can be attributed to a large extent to the rise of the computational power of modern
processors (measured in "floating point operations per second" or FLOPS) and to the development
of parallelism. Many codes now run on hundreds or even thousands of cores on massively par-
allel architectures that are available via super-computers at the regional or national scale. Due to
the increasing pressure on these machines, users are often attributed a limited number of CPU
hours per year for their research. The issue of performance then quickly comes into considera-
tion: speeding-up a code by even a moderate factor 2 allows to run twice as many simulations for
the same annual allocation. But efficiency is also a matter of "comfort" as it is not very convenient
to manage simulations that take weeks to complete. Furthermore, performance is a notion fre-
quently invoked to compare available codes. In this context, it is therefore crucial to sufficiently
optimize a code so that it can become mainstream and convenient to use for the production of
scientific data.

PIC methods are often reproached their high numerical cost. Not only do they significantly
increase the memory consumption, but they also involve a large number of computations per time
step. In order to develop a code that both runs in reasonable times and produces better results
than other methods for equivalent numerical resources, it is essential to sufficiently optimize the
PIC part of the code. Lots of efforts have already been made to increase the efficiency of PIC
algorithms (Anderson and Shumaker (1995); Decyk et al. (1996); Elster (1994); Bowers (2001);
Larsgård (2007), to name a few) and were used as sources of inspiration for improving the PIC
method in PARODY. A prerequisite to any attempt of optimization is to focus first on identifying
the most time consuming portions of the code. In the PIC method I implemented in PARODY, the
most costly routines are, in decreasing order:

1. the interpolations from grid to particles. These include the advection step (which requires
4 interpolations from grid to particles with a RK4 scheme) and the diffusion process (2
interpolations), if the latter is not neglected.

2. the interpolation from particles to the grid (1 interpolation without diffusion, 3 if diffusion
is considered). This step comprises the treatment of "empty cells" which can become ex-
tremely expensive for low aspect ratios ri/ro (see section 3.3.3).

3. the conversions between spherical and Cartesian coordinates.

4. to a lesser extent, the MPI communications.

Efforts should thus be mainly concentrated on the interpolations routines. Also, if the code is
used in full sphere geometry or low aspect ratios (ri/ro close to 0), the number of nodes that
did not receive information from the particles becomes enormous near the sphere center, making
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their treatment by far the most time consuming portion of the code in this case.

Optimizing these aspects can be performed at different levels. Some optimizations operate
at a very detailed level on isolated structures (for example loops). They address various aspects
ranging from replacing expensive floating point operations by cheaper ones to enabling loops
vectorization, to mention only a few. Although the most basic of these tricks can quickly become
automatic for the average programmer, others are less straightforward and intuitive to imple-
ment. The latter require more advanced knowledge often coming under the competence of an
engineer. In the extreme limit, extra improvements at this level can be achieved only by adapting
the code specifically to take advantage of the architecture on which it runs. Although I have ad-
dressed these questions to a moderate extent for the Ada supercomputer of IDRIS (Orsay, France)
on which I was attributed almost 700 000 hours during my PhD, the full details may rapidly be-
come purely technical and non general, especially since they often address isolated issues and
sometimes depend on the configuration of the machine. Despite being essential for the efficiency
of the code, these low level refinements are not very generic and I judge them not worth mention-
ing here. On the contrary, other optimizations operate at a higher level and are more related to
the algorithm of the global numerical strategy. These may be useful to others in different contexts
which warrants, in my view, a whole chapter of this thesis. Though some of the strategies ex-
plained in the following have already been proposed in the scientific literature, I designed others
to address problems that are more specific to PARODY. The latter are however not uninteresting
as they may be inspiring for different situations in other codes.

In this chapter, I address more in-depth some questions related to the efficiency of the code
that were already evoked in the previous chapter. I first detail the hybrid parallelism of the
code. A series of optimizations of the interpolation routines are then presented and followed by
the description of a more efficient treatment of "empty cells" for low aspect ratios based on an
original approach. To finish, more general strategies such as computing a periodic solution by
solving on a restricted domain are explained and the scaling of the full hybrid code is presented.
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4.1 Parallelism
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FIGURE 4.1: Schematic 2D illustration of the parallel decomposition in PARODY when favoring
the PIC part. The domain is radially decomposed and each MPI process (from 0 to 4 here) is
given a sub-shell of the whole spherical shell. The volumes of the sub-shells are (almost) identi-
cal. Within each MPI domain, the iterations of costly loops are shared between the cores of MPI

process using OpenMP.

Nowadays, parallelism is a key element of High Performance Computing. It consists in dis-
tributing the calculations between the cores of a machine with suitable architecture. Classically,
this can be done either via the paradigm of MPI (Message Passing Interface) or OpenMP, or via
a combination of both called a "hybrid" parallelization. MPI is based on distributed memory. In
a possible classical approach, each MPI process has its own version of the variables and arrays
and performs operations on distinct subdomains. Communications between the MPI processes
must be entirely implemented by the programmer with the help of pre-programmed functions
available in the MPI library. On the other hand, OpenMP uses the concept of shared memory:
all OpenMP threads share computations performed on arrays that are known by all threads.
Communication and threads management can be either explicitly prescribed by the programmer
(coarse grain approach) or be operated directly by OpenMP (fine grain). The goal of any parallel
implementation is that a large number of cores can be used and that the computation time keep
being inversely proportional to the number of cores for as long as possible. Depending on the
algorithms, this can be more or less difficult to achieve. Globally, PIC methods can be easily im-
plemented in parallel versions with a very high efficiency. Moreover, the parallelization issues of
PIC methods are well documented (Liewer and Decyk, 1989; Elster, 1994; Larsgård, 2007). In the
next sections, I describe how I implemented the PIC method in PARODY using MPI and OpenMP.
Scaling tests of the full hybrid code are presented at the end of this chapter.
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4.1.1 MPI

PIC methods can usually be easily and efficiently parallelized via an MPI domain decomposi-
tion (Liewer and Decyk, 1989). Each MPI process is assigned its own tracers, and the tracers that
have moved from a domain to another need to be communicated. Communications are usually
efficient because they only involve direct neighbors. Since all fields are expanded in spherical har-
monics on each radial layer, many geodynamo codes including PARODY are already parallelized
via an MPI domain decomposition in the radial direction. In PARODY, the radial discretization
is regular in the middle of the grid and refined with a geometric progression close to the bound-
aries. The ratio of the regular/irregular portions and the stretching near the boundaries can be
adjusted in the Par file. Since the amount of calculations is identical on each concentric sphere, an
equal number of radial layers is attributed to each MPI domain. Because 2 buffer layers need to
be exchanged with each direct neighbor, the number of layers per MPI domain must be at least 4.
However, this decomposition is not well adapted to the PIC method because, due to the spheri-
cal geometry, the MPI domains have different volumes that are proportional to r3

irank+n − r3
irank

,
where n is the number of radial layers per MPI domain and rirank is the bottom radial layer of
the MPI domain number irank. The MPI processes therefore have different numbers of tracers
which creates a significant load imbalance. Since the cost of the PIC algorithm usually represents
by far the most time consuming part of the code (unless fields are expanded up to high spher-
ical harmonic degrees), I chose to rebalance the loads in favor of the PIC method by giving the
MPI domains similar volumes (and therefore comparable numbers of tracers) rather than similar
number of radial layers. This is done in the following way:

1. An equal number of radial layers is first attributed to each MPI domain. Each MPI domain
has a rank irank and a number of radial layers nMPI(irank).

2. The following procedure is applied:

(a) The MPI processes number imaxrank and iminrank with larger and smaller domain volumes,
respectively, are looked for.

(b) If nMPI(i
max
rank) > 4, then the decomposition is modified by:

• nMPI(i
max
rank) = nMPI(i

max
rank)− 1

• nMPI(i
min
rank) = nMPI(i

min
rank) + 1

(c) The new largest and smallest domains are then looked for again and the procedure
continues until nMPI(i

max
rank) = 4.

This rebalancing method decreased the CPU time consumption by at least a factor 2, but it
requires the grid to have more numerous and more regularly spaced radial layers so as to give
sufficient freedom for the rebalancing process. An illustration of the domain decomposition using
this strategy is shown on figure 4.1. Note however that the number of computations for the
Legendre transform in the spherical transform grows like O(`3max) whereas the number of tracers
increases more slowly. As a result, when fields are decomposed up to high degrees of spherical
harmonics (typically `max > 200), the cost of the PIC method gradually becomes comparable to
that of the spherical transforms, and even smaller. Furthermore, there are two competitive effects:
the number of radial layers should be as low as possible in order to minimize the number of
Legendre transforms, but high enough to give more freedom for the load balancing favorably to
the PIC method. Consequently, it is necessary to reach a compromise for high spectral resolution.
At `max = 300 or higher, it is usually no longer worth rebalancing the domains in favor of the PIC
part.
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4.1.2 OpenMP

In the PIC algorithm, most of the time is spent in the loops performing the interpolations. I
parallelized these loops using an OpenMP fine grain approach, sharing the iterations between
the threads. However, performance issues can arise on machines where each processor has a
local cache and each thread modifies adjacent variables located in the same cache line in the
tracers array. Even though the threads modify different variables, OpenMP forces a memory
update every time a thread modifies a variable in this cache line to ensure memory consistency, a
phenomenon called "false sharing" and resulting in a dramatic loss of performance (see figure 4.2
for an illustration). To minimize this effect, I distributed the iterations by "packs" between the
threads, and the size of the packs was optimized for the Ada supercomputer (GENCI/IDRIS,
Orsay, France). Tests on this machine produced accelerations of 3.7, 6.8, 8 and 9.4 on 4, 8, 12 and
16 threads, respectively (see figure 4.13). The poor scalability beyond 8 cores comes mainly from
the tracers to grid interpolation in which the threads write competitively into the same array, the
spectral transform whose scaling degrades after 8 cores and also from the MPI communications.
Note that the grid to tracers interpolations have a much better scalability however, particularly
the advection process since the costs of threads management are small compared to the amount
of computations per thread (a speed-up exceeding 12 was measured for this routine on 16 cores).
The scaling is therefore improved in the infinite Lewis number case.

FIGURE 4.2: Illustration of the principle of false sharing. In this situation,
two threads attempt to modify two consecutive data belonging to the same
cache line. Credits: https://software.intel.com/en-us/articles/

avoiding-and-identifying-false-sharing-among-threads.

It is also important to mention that the code highly benefits from the use of OpenMP. Not only
does it provide a significant speed-up, but it also allows to use more memory per MPI process
which is particularly appreciable considering the high memory burden represented by the PIC
method. Without OpenMP, it would be very difficult to use high numbers of particles.

https://software.intel.com/en-us/articles/avoiding-and-identifying-false-sharing-among-threads
https://software.intel.com/en-us/articles/avoiding-and-identifying-false-sharing-among-threads
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FIGURE 4.3: Speed-up using 8 MPI processes and varying number of OpenMP cores per MPI
process (red curve). The ideal scaling is in blue. The grid configuration is: Nr = 90, `max = 44.

The number of tracers is Ntra = 8× 107. The diffusion is computed.

4.2 Optimization of interpolations

Most of the time consumed by the PIC portion of the code is spent in the interpolations be-
tween particles and grid. To reduce their numerical cost, one should concentrate on the following
most expensive sub-steps:

1. The search for the grid cell each particle belongs to. If not done cautiously, this particles
tracking phase can be very expensive.

2. The computation of the interpolation weights which depends on the chosen method.

3. The memory access of grid arrays which becomes almost random as tracers are gradually
mixed by the flow.

Each of these points is addressed in the next subsections.

4.2.1 Particles tracking

Although it is almost immediate to localize a particle in a regular Cartesian grid, it can be
more difficult to do so in a grid with irregular spacings without testing all grid nodes in each
direction. In PARODY, the grid is regular along the longitude, but not in the other directions. It is
however quasi-regular along the latitude, which can be exploited. Efficient particles tracking can
be performed in the following way:
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• Along the radius, the grid is not regular. However, since the MPI parallel decomposition is
performed radially (see section 4.1.1 below), each MPI process is left with only a few radial
layers. It is not very expensive to test all of them.

• Along the latitude, one can take advantage of the quasi-regularity of the grid. This allows
to propose a first guess using the mean latitudinal increment and then explore only the 2
neighboring nodes as a verification.

• In longitude, the grid is regular. Locating a particle thus simply requires a modulo, minding
the wrapping of the grid at φ = 2π.

In addition, after the advection step, a significant proportion of tracers may still belong to their
original grid cell which can be checked by a simple test. This observation can be used to make
the tracking phase faster as most particles are thus already located. Also, between two advection
steps, the positions of the tracers are unchanged and can thus be stored in memory to avoid any
tracking phase in the other interpolations.

4.2.2 Computation of the interpolation weights

Choice of the weighting method

For each particle numbered p, a weighted contribution is given to/received from the 8 closest
grid nodes. Eight weights ωp(i,j,k) must therefore be computed. As discussed in section 3.3.1, us-
ing weights inversely proportional to the distance between particle and grid node may be slightly
more accurate but is performed at the price of several costly floating point operations (trigono-
metric functions, square root of and a division). A way to decrease the computational cost is to opt
for the "volume-weighting" method (Seldner and Westermann, 1988) explicated in section 3.3.1
as the latter only involves 3 multiplications.

Weights storage

The weights ωp(i,j,k) need to be recomputed at each substep of the Runge-Kutta advection
scheme because the velocity is successively evaluated at different locations. However, the tracers
remain at a fixed position during the calculation of diffusion which involves a total of 5 successive
interpolations (see section 3.5). After the advection process, the weights ωp(i,j,k) can therefore be
computed only once each time step and stored in memory to be directly reused every time an
interpolation routine is called until the next advection step. Although it increases the memory
requirements, storing both the positions of particles and the interpolation weights makes the
treatment of the diffusion approximately 3 times faster.

4.2.3 Particles sorting and optimization of cache use

Another major source of inefficiency comes from the mixing action of the flow which gradu-
ally destroys the coherence of the initial distribution of particles. During the interpolations, this
produces a strong performance drop since the grid arrays are accessed randomly which is highly
non-optimal. An interesting approach consists in regularly sorting the particles to improve the
efficiency of the memory access. To make the principles of this strategy more understandable, ba-
sic generalities concerning the memory hierarchy in most of today’s computers are first recalled.
The sorting method and its results in PARODY are then discussed.



62 Chapter 4. Optimizations for High Performance Computing

Brief reminder of cache systems architecture

It is beyond the scope of this paragraph to discuss every details of the various existing and
rapidly evolving computer architectures. I will however recall in a rather simplistic way some of
the very general features that will help understand how particle sorting may increase the perfor-
mance of the code.

FIGURE 4.4: Architecture of a node containing 2 processors Intel X5672 Westmere tetra-cores 3,2
GHz (8 cores). The total node memory is 48 Go and for each processor, there exist 3 levels of cache
memory. A first cache L3 of 12 MB is shared between the 4 cores of the processor. Then, each core
has 2 private caches L2 and L1 with capacity 256 KB and 32 KB, respectively. Taken and adapted

from: http://www.ens-lyon.fr/PSMN.

Before the mid 2000’s, the development of more efficient computers mostly relied on increas-
ing the clock frequency (expressed in Hertz), which is related to the number of operations a proces-
sor can perform each second. However, because thermal dissipation is proportional to the square
of the frequency, the latter has today stabilized around 3 GHz after peaking at about 8.8 GHz.
Increasing the frequency further raises enormous technical challenges. Nevertheless, the size of
the transistors has continued to decrease so that more transistors can now be incorporated per
surface unit on an electronic circuit although technological limits may soon be reached (Borkar
and Chien, 2011; Bubnova, 2017). As the number of operations that can be performed per surface
unit increases, it becomes crucial to transfer the data stored in memory fast enough to the CPU
(Central Processing Unit), otherwise some computation time will be lost waiting for the data. The
processor memory is therefore organized into (usually 3) subsequent memory levels called caches.
Once some data is stored in the cache, the CPU can access it directly via the cache which decreases
the mean access time. The closer a cache is to the CPU the faster data will transit to the latter, but
the smaller the cache storage capacity. This architecture allows a more dynamic management of
the memory; the goal of an effective memory system being that the effective access time that the
processor sees is very close to the access time of the cache. An example of such an architecture is
given in figure 4.4.

A consequence for the programmer is that a code should be written in such a way that data is
loaded to the cache a minimal number of times and reused as much as possible once residing in
the cache. This way, less time is lost waiting for transiting data. The strategies explained in the
next two paragraphs are designed to optimize the cache use in that sense.

http://www.ens-lyon.fr/PSMN
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Particle sorting
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FIGURE 4.5: Simplified cartoon illustrating the cache use for sorted and unsorted tracers. The
tracers are denoted by black points and are numbered following memory order. Each color rep-
resents a cache line for the scalar grid fields (for example, velocity). For unsorted tracers, a cache
line must be loaded a large number of times (as many times as there are tracers in the worse case
that is 7 times in this simplified cartoon). If tracers are sorted, each cache line is loaded only once
and reused for all the tracers that reside in this cache line (only 4 cache loads in this illustration

instead of 7).

One of the main sources of inefficiency in the PIC method is the mixing of the tracers with
time, especially if the flow is strongly supercritical. A consequence of this phenomenon is that
two tracers that are stored contiguously in memory might not be neighbors in space. Conversely,
two tracers belonging to the same grid cell may be stored at very remote memory locations. When
performing interpolations between tracers and grid, there thus is little chance that two successive
tracers reside in the same grid cache line (see figure 4.5). In the worst case, a new cache line
must be loaded for each tracer causing significant amount of time lost in memory transfer. In
addition, if OpenMP is used to share the iterations of the interpolation loops between threads
(see section 4.1.2), this causes potential conflict in memory access resulting in extra time spent in
threads management and degraded scalability.

On the contrary, one might choose to keep the tracers "sorted" (or at least partially sorted) in
grid cells order. In such a configuration, a grid cache line needs (ideally) to be loaded only once
and can be reused for all the tracers that reside in this cache line as illustrated by a simplified
cartoon on figure 4.5. Also, the competition in memory access for the OpenMP threads is reduced
which improves the scalability. This idea of fully or partially sorting particles is not new and ex-
ists in many variants. For instance, Elster (1994) uses a domain decomposition with OpenMP and
ensures that particles that are adjacent in memory belong to the same thread’s subdomain. On the
other hand, Bowers (2001) could obtain a gain of 40 to 70% by performing full particles sorting.
Other authors Anderson and Shumaker (1995) reported similar performance improvements by
using a different sorting method.
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FIGURE 4.6: Blue curve: total time spent in the PIC portion of the code every time step. Trac-
ers sorting is performed every 1000 time steps. Red curve: same simulation starting from ran-
domly positioned tracers and performing no sorting. Both cases correspond to a simulation of the
benchmark case 1 proposed by Christensen et al. (2001) with parameters: Nr = 90, `max = 120,

Ntra = 150× 106.

To sort the particles, two approaches can be envisioned:

1. Tracers are fully sorted only once every s steps. Between two sorting events, the tracers
gradually get mixed and are therefore only partially sorted. However, since the mixing
process usually takes a while, a gain in performance remains for several hundreds of time
steps. In practice, I found it sufficient to perform sorting only once every 50, 100 or even
500 time steps, depending on the flow characteristics. To sort the particles, each grid cell is
first attributed a cell number nc(iφ, iθ, ir) so that:

nc(iφ, iθ, ir) = iφ +Nφ(iθ − 1) +NφNθ(ir − 1) (4.1)

The particles are then sorted according to their cell number. Efficient sorting algorithms in-
clude the classic QuickSort and SortMerge methods. Both have been developed in OpenMP
parallel versions (Umeda and Oya, 2015), the codes of which are available in many open
source versions online. After comparing both algorithms for the PIC application, I opted
for an OpenMP parallel version of the QuickSort algorithm.

2. Tracers are kept fully sorted at each time step. In this case, the QuickSort algorithm may not
be the best option since its cost can degenerate in O(n2) for already partially sorted arrays.
One can however benefit from using the knowledge of the particles location to design a bet-
ter algorithm similar to that proposed by Anderson and Shumaker (1995). In this method,
the tracers that moved to another cell are copied to an auxiliary array while sequences of
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tracers that remained in their cells are identified. Only the transiting particles (which rep-
resent a small subset of the particles array) are sorted and the full tracers array is finally
rebuilt by copying alternately sorted transiting particles and retained portions. It may be
worth using such a method when modeling turbulent flows which produce quick and effi-
cient mixing of the tracers.

I implemented both approaches in PARODY. I tested the first version on the benchmark case 1
proposed by Christensen et al. (2001), which has a rather weak dynamics. As expected, the gain
depends on the grid size. For a low resolution at `max = 44, the computation time of the time
step is reduced by only 10% whereas the gain reaches 20% of the total time step for `max = 96.
This is due to the fact that, at low resolution, a significant portion of the grid already fits into
caches of low level whereas this is no longer true when the resolution is increased. Figure 4.6
displays the computation time spent in the PIC part per time step for Nr = 90, `max = 120 and
Ntra = 150 × 106 particles on 128 cores (16 MPI × 8 OpenMP) for particles sorted every 1000
time steps and unsorted particles starting from random initial distribution. As can be measured
at t = 0, the situation of fully sorted tracers is approximately 30% less costly than randomly dis-
tributed tracers. Surprisingly, the cost of initially randomly distributed particles decreases with
time before stabilizing. This may be a consequence of MPI communications during which the
particles that transit to a different MPI domain are copied into one block at the end of the parti-
cles array of the new MPI domain, causing partial restructuration of the particles array. However,
a full sort of the particles is still more efficient, although the benefits are completely lost after
about 500 time steps. Performing sorting every 50 or 100 time steps would therefore be a good
compromise since at such frequencies, the sorting cost (about 1.3s) remains negligible.

The adjustment and the benefits of this method may therefore depend both on the numeri-
cal configuration (parallelization, resolution, number of tracers) as well as on the characteristics
of the flow (large-scale or not). Table 4.1 gives details of the gain for a typical thermochemical
convection run at E = 10−3, Ra = 5 × 105, PT = 1, Le = +∞, with Nr = 150, `max = 200,
Ntra = 2 × 108 on 16 MPI process and 8 OpenMP cores per MPI process. The gain on the total
time step is about 30% which is in line with other values proposed in the literature and shows
that sorting particles can bring substantial benefits for the performance of the code.

There is however one limitation to this sorting method. Since the grid arrays are stored by
radius, latitude and longitude, two consecutive radial layers can contain too many nodes to fit in a
low-level cache for large arrays. Two cache loads or more would then be necessary for each tracer.
A possible solution is to store the grid data in a cell caching system which is briefly described in
the next subsection. Although I have not implemented such a method in PARODY because of its
complexity, this should be kept in mind for future implementation in PARODY or other codes.

Routine No sorting (s) Sorting (s) Gain
Advection 0.59 0.42 28.9%

Tracers to grid 0.88 0.49 44.32%

TABLE 4.1: Time spent in the advection and tracers to grid routines (in seconds), for the sorted
and non-sorted cases.
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Cell caching storage

Rather than storing the arrays in rows and columns, one can instead store the grid according
to a cell caching system by defining successive subgrids that fit into the cache. For instance, the
row storage of a 2D m× n array a would give:

a00a01 . . . a0na10 . . . amn

whereas for a 4× 4 cell caching storage this would become:

a00 . . . a03a10 . . . a13a20 . . . a33a04 . . . a07a14 . . . a17 . . . amn.

A more detailed description of the principles of "cell caching" storage of the grid data can be
found in the thesis of Elster (1994). Such a method may not be convenient to use in PARODY since
all arrays are more easily written along latitude and longitude when performing the spectral
transforms. Moreover, a cell caching storage system complicates the computation of the other
non-linear terms by finite differences. But naturally, this could be tested in the future. A very
optimal method could be obtained by defining "blocks" of subgrids that fit into the cache and
by sorting the tracers more coarsely by "blocks" number rather than by grid cells number, which
would reduce the sorting cost. Each OpenMP thread would then be given a set of grid blocks.
Such an implementation may however depend on the architecture of the machine and would be
more technically challenging. It will require further investigation.

4.3 Optimization of the treatment of empty cells for low aspect ratios

This section addresses more specifically the problem of "empty cells" evoked in section 3.3.3
and posed by the irregularity of the spherical grid. A condition for the PIC method to produce
optimal results is that there be a sufficient number of particles in all grid cells. For regular grids
providing similar spatial resolution everywhere, this is easily ensured; the number of particles
per cell remaining almost constant over the entire domain, at least for incompressible flows. Dif-
ficulties arise when the grid mesh becomes locally much finer than in the rest of the domain.
Mesh refinement can either be purposely implemented by the programer to resolve local small-
scale physical structures - a strategy frequently employed, for instance in plasmas physics sim-
ulations (Vay et al., 2004; Lapenta, 2007) and for the description of plumes in mantle convection
problems (Heister et al., 2017) - or be a pure effect of the geometry of the grid. This is the case in
spherical geometry since the infinitesimal volume element around a point of coordinates (r, θ, φ)
is proportional to r2 sin(θ) which tends to 0 both at the sphere center and at the poles. When
discretizing a sphere to define a numerical grid, this implies that, on a given concentric sphere,
equatorial cells are bigger than polar ones. Similarly, for fixed latitude and longitude and for a
regular radial spacing, cells located close to the sphere center are much smaller than those near
the external boundary. The resolution (defined by the local grid spacing) can vary by a factor 100
throughout the grid but this variation is purely geometric: in polar regions and close the sphere
center, the spatial resolution locally becomes much finer than what is required to resolve the rel-
evant physical scales.

Whether mesh refinement is deliberately applied or is simply a consequence of the geometry
of the problem, it raises a complicated issue for the particles distribution as one should try to
have particles in each grid cell while minimizing the overall particles number. The solutions to
this problem may however differ depending on whether a finer resolution is actually needed or
not. If one wishes to describe locally smaller physical structures, then both the grid and the parti-
cles distribution should be refined so as to describe smaller scales. Various adaptive PIC methods
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have been developed in this context. They rely on careful addition and removal of particles which
poses tough numerical challenges and is often performed at the price of introducing unphysical
numerical diffusion (Edwards and Bridson, 2012). Adding new particles can be achieved via par-
ticles splitting (Hong et al., 2008). Decreasing the number of particles can be performed either by
directly removing or merging particles (Hong et al., 2008; Vranic et al., 2015). The latter option
may better conserve the information carried by the particles while adding only moderate extra
diffusion. In PARODY the situation is quite different as the grid refinement in the vicinity of poles
and sphere center is purely artificial. Adapting the particles number in these regions is therefore
still a possible valid option but is no longer compulsory since no particular smaller physical struc-
ture is to be resolved there. Considering the complexities associated with addition and removal
of particles and the subsequent introduction of numerical diffusion, I chose not to implement this
method in a first phase, although it could naturally be tested in the future.

Another option is to use a variant of the PIC method called "particles kernels" (Hong et al.,
2008). In its principle, a kernel function is used around each particle to determine its contribution
to a grid point. Each particle is given a radius that determines the volume of fluid it represents.
Each grid point that is within a particle’s radius is affected by that particle by an amount deter-
mined by distance and the kernel function shape. Despite having several advantages, this method
may not be well adapted to PARODY since, in spherical geometry, it might be costly to determine
all the points that fall within the kernel of a particle. In addition, a particle may contribute to a
large number of points near the poles and sphere center.

Even though the two previous methods deserve to be tested, I propose an alternative approach
that leaves the number of particles unchanged and does not require the use of kernels. Rather
than adapting the particles, one can instead try to "loosen" the grid mesh to make the resolution
as homogeneous and close to the "adequate" resolution as possible. This can be achieved by
merging grid cells where the resolution is too fine to obtain a "coarser" and more regular grid.
This "grid regularization" method is explained in details in the next paragraphs.

4.3.1 Grid regularization method

In geodynamo simulations, the radial resolution is usually set so as to correctly resolve the
Ekman boundary layers and is therefore adequate throughout the domain. On the contrary, the
"horizontal" resolution (given by the mid grid spacing in latitude and longitude) increases in
polar regions and near the sphere center where it locally becomes uselessly high compared with
the size of the physical structures to be resolved. The spectral resolution can therefore be relaxed
when r decreases. In his code XSHELLS, Nathanaël Schaeffer solves equations up to a degree
`max(r) that depends on the radius r:

`max(r) =

{
`max(ro) if r ≥ rc

`max(ro)
√
r/rc if r ≤ rc,

(4.2)

where rc = ro/2. This relation was empirically shown to provide sufficient resolution every-
where. Partial justification for its expression can be found in Marti and Jackson (2016). The
corresponding sufficient spatial resolution sh can be expressed as:

sh(r) =


πr

Nlat + 1
if r ≥ rc

πrc
Nlat

√
r/rc if r ≤ rc,

(4.3)
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where Nlat is the number of points in latitude.

The principle of the "grid regularization" method is the following. A "coarse" grid is initially
constructed by merging adjacent cells on each concentric layer of the "fine" spherical grid. The
coarse grid ensures sufficient resolution everywhere defined by equation (4.3) while minimizing
the differences in cells volume. Then, at each time step, the following procedure is used for the
interpolations from tracers to grid:

1. Interpolation from tracers to the coarse grid.

2. Completion of the coarse grid, if necessary, in case some nodes of the coarse grid did not
receive information from the tracers. This step is analogous to the method described in the
section 3.3.3 but involves a radically smaller number of grid nodes.

3. Interpolation from the coarse grid to the fine grid, which can be done linearly.

The construction of a coarse grid and each of the steps above are successively described in the
next sections.

Construction of a coarser grid

A coarser and more regular grid can be obtained from the finer and less regular spherical grid
by merging cells in latitude and/or longitude when the local resolution falls below the sufficient
resolution defined in equation (4.3). To do so, I propose the following method:

1. The list of divisors {pi} of Nlat in growing order is established.

2. On each radial layer, cells are merged by packs of pi such that merging cells by pi satisfies
the criterion defined in equation (4.3) but merging cells by pi+1 does not.

3. A node is also added at each pole on every radial layer.

An identical process is then performed along the longitude. Illustrations for the cells merging
in latitude and longitude are displayed on figures 4.7 and 4.8, respectively. The obtained grid
is "coarser" than the initial spherical grid. For a grid (Nr,Nθ, Nφ) = (90, 150, 320) with regular
spacing in radius and an aspect ratio ri/ro = 0.01, the volumes ratio between the largest and
smallest cell of the grid is slightly more than 105 for the fine grid and less than 104 for the coarse
grid. Note that when Nlat is even, this usually creates an asymmetry between the north and
south poles: the last pack of cells near the south pole has one more cell than elsewhere on the
radial layer (see figure 4.7). In the following, each grid will be referred to as "coarse" and "fine"
grid, respectively.

Interpolation from tracers to the coarse grid

The information contained in the particles is first interpolated to the coarse grid’s nodes by
linear interpolation. Because the coarse grid’s nodes may not be the corners of well defined cells,
is it not possible to use the volume-weighting method described in section 3.3.1. Each tracer
therefore gives a contribution with a weight equal to the inverse of the distance between tracer
and grid node. Using equivalent notations as in section 3.3.1, this reads, for the temperature field:

T(i,j,k) =

∑
p Tpω

′
p(i,j,k)∑

p ω
′
p(i,j,k)

, (4.4)
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FIGURE 4.7: Longitudinal cut showing a fully spherical grid (left) and the same grid on which a
certain number of cells have been merged along the latitude (right). In this case, Nlat = 60, whose
first divisors are 2, 3, 4 and 5. In the blank region, no merging has been performed. In the colored
regions, cells have been merged by packs of 2, 3, 4 or 5 cells. The size of the packs increases when
progressing toward the sphere center. Note that the situation is not exactly symmetric at each

pole. At the south pole, the packs have one more cell than everywhere else on the radial layer.
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FIGURE 4.8: Spherical surface showing a fully spherical grid (left) and the same grid on which a
certain number of cells have been merged along the longitude (right). Nlat = 48 and Nlong = 96.
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where the modified weights ω′ are equal to:

ω′p(i,j,k) = d−1
p,(i,j,k), (4.5)

with dp,(i,j,k) the distance between the particle p and the grid node (i, j, k). The computation of
ω′p,(i,j,k) involves many costly floating points operations (trigonometric functions, square root of
and one division) which makes it more computationally demanding.

Completion of the coarse grid

FIGURE 4.9: 2D Illustration of the coarse grid completion process. The white filled circle repre-
sents a node that has not received information from the particles during the tracers to coarse grid
interpolation. To give this node a value, an average is computed using the 4 closest neighbors of
the coarse grid (in red). In case none of these nodes has received information from the particles,
the number of nodes of the coarse grid used for the average is progressively extended. The green
nodes are first used and, if necessary, the blue then orange nodes until nodes of the coarse grid

that received information from the tracers can be found.

The next step consists in filling the nodes of the coarse grid that received no information
during the previous interpolation because there were no neighboring particles. The number of
these nodes is by construction much lower in the coarse grid than in the fine grid for the same
number of particles. The method to complete the coarse grid is the following:

1. The 6 closest neighbors (including, if relevant, an extra node placed at each pole) are tested
and used to compute a weighted average (with weights inversely proportional to the dis-
tance between grid nodes). In practice, this is sufficient for the majority of nodes.

2. In case none of these neighbors has received information from the particles, the number of
nodes of the coarse grid used for the average is gradually extended (see figure 4.9). One
should however keep in mind the fact that the sampling might be biased because the num-
ber of merged cells in the coarse grid varies with latitude and radius. To compensate, the
weights are divided by the number of merged cells in latitude and longitude.

Unless the number of tracers is very tiny, completing the coarse grid is extremely fast.
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Completion of the fine grid from the coarse grid

FIGURE 4.10: Polar view illustrating the process of completion of the fine grid with Nlong = 32
points in longitude. The filled circles represent grid nodes. The node of the coarse grid are in
black. In a first step, the missing longitudes on each latitude of the coarse grid (in red) are linearly
completed (top right figure). Finally, the missing nodes (in blue) are linearly completed (bottom

figure). An extra node placed at the pole is used for the closest nodes to the pole.

The fine grid finally needs to be completed from the coarse one. This can be done on each con-
centric sphere in a two-steps linear process that is illustrated and explained in figure 4.10. Other
completion schemes could be thought about, but this one has the advantage of being simpler to
implement. It is also computationally very cheap.
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FIGURE 4.11: Time spent in the tracers to grid routine using trilinear interpolation in the spherical
fine grid (red) and the method based on the construction of a coarse grid (blue) for two different
aspect ratios ri/ro. Parameters used for the run are `max = 100, Nr = 150, Nθ = 150, Nφ = 320.
The vertical dashed lines indicate the number of particles corresponding to a "1/5" ratio criterion

(see section 5.1.1) in chapter 5 for the definition of this criterion).

Results and comparison of efficiency for different aspect ratios

This subsection gives a comparison of the computation times using either the more naive
treatment proposed in section 3.3.3 or the coarse grid method, for two aspect ratios (0.05 and
0.35), various numbers of particles (from 5 × 106 to 2 × 108) and grid parameters (Nr,Nθ, Nφ) =
(150, 150, 320). Computation times for the particles to grid routine are measured using 16 MPI
process and 4 OpenMP threads per MPI process. The particles sorting strategy described in sec-
tion 4.2.3 is applied in this test. The results are summarized in two plots gathered on figure 4.11.
For both aspect ratios, the computation time increases almost linearly with the number of par-
ticles for the coarse grid method (blue curve on each plot). This is easily explained by the fact
that the completion of the coarse and fine grids are very quick while the interpolation from par-
ticles to the coarse grid is expensive and has a cost proportional to the number of particles. For
the fine grid method (red curve), decreasing the number of particles leads to a large number of
"empty cells" with a high associated cost, whereas increasing particles gradually fills the "empty
cells" while augmenting the number of trilinear interpolations. For aspect ratio 0.35, an optimal
is reached at about 108 particles after which the time increases slowly again (see left plot on fig-
ure 4.11). On each plot, an estimation of the "adequate" number of particles for an Ekman number
E = 10−3 is indicated by a vertical dashed line. A detailed discussion about the basis for this es-
timation is detailed in the section 5.1.1 of the next chapter. For aspect ratio 0.35, the two curves
intersect close to the dashed line which suggests that for aspect ratios larger than 0.35, the coarse
grid method is more expensive for an adequate number of particles. On the contrary, the right
plot corresponding to a lower aspect ratio of 0.05 shows that the coarse grid method is at least 10
times cheaper.

In conclusion, the method depicted in this chapter is successful in treating problems with low
aspect ratios, at least from the point of view of numerical cost.
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4.4 Periodic solutions

Even without the PIC method, simulations of planetary dynamos rapidly become very expen-
sive when the control parameters are pushed in the direction of more realistic values. Progressing
towards lower Ekman numbers automatically decreases the size of the structures and hence the
grid resolution needs to be refined and the time step decreased to ensure the numerical stability of
the solution. A classic strategy that is often adopted for the exploration of more extreme regimes
consists in enforcing a periodicity in the solution. This way, the orders m of all fields can be par-
tially degenerated which reduces the numerical cost associated with the Legendre transforms.

The same approach can be implemented with the PIC method. For instance, let us consider
a simulation that requires Ntra particles in the full spherical shell on a (Nr, Nθ, Nφ) grid. If a 4-
fold symmetry along the longitude is imposed in the solution, only Ntra/4 particles need to be
initially spread in a reduced domain corresponding to a quarter of the spherical shell. The grid
arrays are then defined only on (Nr, Nθ, Nφ/4), plus 2 "buffer" points required in longitude on
each boundary. As always, the situation is more delicate near the poles, since the velocity of a
particle crossing a pole can be evaluated at positions in longitude that are outside the reduced
domain. Around the poles, it is therefore mandatory to quadruplicate the velocity array in order
to map the full spherical domain. At the end of the advection step, the coordinates of the particles
are checked and periodic boundary conditions are enforced. Eventually, the interpolation from
particles to grid can be performed on a quarter of the spherical shell. The total process is 4 times
cheaper than computing the solution on the full spherical shell. Imposing a 4-fold or 8-fold sym-
metry in the solution allows to run simulations at E = 10−3 very quickly (several time steps can
be computed each second) and can be used to reach more extreme regimes (down to E = 10−5).

4.5 Scaling of the hybrid code

FIGURE 4.12: The machine Ada. Credits: www.idris.fr.

I tested the performances of the hybrid code on the Ada supercomputer (GENCI/IDRIS, Or-
say, France, see figure 4.12 for a photo of the machine). The parameters set for the run were:
`max = 100 and a radial discretization using Nr = 400. The aspect ratio is that of the Earth’s core
(0.35) and the number of tracers was set to 109. The code was run on numbers of cores ranging

www.idris.fr
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FIGURE 4.13: Mean computation time per time step for various parallel configurations m × n,
where m is the number of MPI processes and n that of OpenMP cores per MPI process. The
grid resolution is Nr = 360, `max = 100 with aspect ratio 0.35 and 109 tracers. The diffusion is
computed and tracers are not sorted. Sorting tracers decreases the computation time by about
30% and neglecting diffusion by 20%. Sorting tracers and neglecting diffusion is about twice

cheaper. The blue curve represents an ideal speed-up.

from 128 to 1024 (64 MPI × 16 OpenMP), without sorting tracers. The scaling is excellent up to
512 cores (64 MPI × 8 OpenMP), computing one time step in about 2 s in the finite Lewis number
case. In the infinite Lewis number with sorted particles these times should be divided by almost 2.
Comparing these computation times with non-PIC simulations is not obvious. Since in the limit
of infinite Lewis number the compositional structures are very thin, they require a rather high
spectral resolution to be adequately resolved (typically `max ∼ 200 or higher). At such resolu-
tions, the cost of the Legendre transforms becomes comparable to the cost of the PIC method. Of
course, with the codensity formulation, simulations are usually performed at much lower ranges
of `max in which the cost of the PIC part is approximately 10 times that of the spectral transforms.

With only one dimension of MPI parallel decomposition, I estimate that, presently, 1010 con-
stitutes an upper limit in the number of tracers that can be employed, restricting the reachable
Ekman numbers to approximately 3× 10−4 − 10−5, depending on the adopted aspect ratio. Nev-
ertheless, it should be emphasized that PIC methods can usually be parallelized in 2D or 3D with
a high parallel efficiency. This method would therefore largely benefit from being implemented
into a code that has more than one degree of MPI parallelization as it would make it theoretically
suitable for simulations on tens of thousands of cores. Since part of the future of geodynamo
simulations relies on exploring lower Ekman numbers and higher resolutions, 2D and 3D paral-
lel codes will probably continue to be developed in the mid and long terms (Matsui et al., 2016).
Furthermore, as we mentioned previously, the cost of the Legendre transforms grows faster than
that of the PIC algorithm, which indicates that for geodynamo simulations involving very large
spectral resolutions, the cost of the PIC method will be less of a concern, although it will substan-
tially increase the memory requirements.
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4.6 Conclusion and discussion

The various improvements of the PIC method enumerated in this chapter allowed to consider-
ably reduce its computational cost. For low spectral resolutions, the PIC portion of the code is still
about 10 times more expensive than the spectral transforms but the costs become comparable for
spectral resolutions around `max = 200 and for higher resolutions, the PIC method is no longer
the limiting factor. In full spherical shell simulations, Ekman numbers down to E = 3× 10−5 are
presently attainable, and this limit can be pushed to E = 10−5 if a periodic solution is enforced as
the number of particles can be decreased (see the next chapter for an estimation of the adequate
number of tracers). This leaves us with an explorable parameter space comprising 3 orders of
magnitude for the Ekman number which is sufficient to establish scaling laws, provided a unique
dynamical regime exists in that range. Even though further improvements can certainly still be
brought to the present code, reaching lower Ekman numbers will probably be difficult without
increasing the parallelism. In PARODY, the MPI decomposition is performed in one dimension
(along the radius), due to the difficulties associated with the parallelization of spherical trans-
forms. On the contrary, the PIC method can be easily parallelized in 3D with a high parallel
efficiency. It would thus benefit from being implemented in other dynamo codes which are 2D-
MPI such as CALYPSO, developed by H. Matsui. Another promising approach consists of using
GPUs (Graphics Processing Unit) which, provided the PIC method is correctly adapted (Tang and
Karniadakis, 2014; Snytnikov, 2015), may considerably cut the computation time. For example,
Decyk and Singh (2014) report speeds-up of a factor 50 on GPUs compared to a single core of the
Intel i7 processor. Even if an increasing number of super-computers now offer platforms support-
ing GPUs, time will tell whether this trend will continue to make GPUs a major element of future
parallel computing.
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Chapter 5

Validation and comparison with
Eulerian methods

Chapters 3 and 4 provided a detailed description of the implementation and optimization of
the PIC method in the code PARODY (called PARODY-PIC for simplicity in the following). Simple
tests were conducted to compare different advection schemes and measure the efficiency of the
code. Nevertheless, two points still need to be clarified before envisioning first applications.

On the one hand, even though the advection tests performed in chapter 3 produced encour-
aging results, the validity of the code for the modeling of complex flows in the context of plane-
tary cores is still to be assessed. This can be classically done by comparing the results obtained
with PARODY-PIC to that of other existing codes on benchmarks, which are simple and easily
reproducible convection cases. In the context of convection in planetary cores, the pure thermal
benchmark with dynamo action proposed by Christensen et al. (2001) and the double-diffusive
benchmark designed by Breuer et al. (2010) are quite complementary choices to test our newly
developed code in a spherical shell. For full sphere simulations, it is possible to use the bench-
marks of Marti et al. (2014).

On the other hand, considering the multiple difficulties mentioned in the previous chapters,
one may question the relevance of the choice of a PIC method to treat the compositional field,
especially since numerous Eulerian schemes have been specifically designed for the hyperbolic
equation. Because of the null chemical diffusivity, very thin compositional structures can be ex-
pected in numerical simulations, a prediction verified a posteriori in chapter 6. An appropriate
numerical method should thus be capable of advecting chemical structures often described on a
few grid points only without generating deformation and extra numerical dissipation. This abil-
ity can be evaluated qualitatively and quantitatively for different advection schemes on simple
1D and 2D Cartesian tests. Note that it is unfortunately not possible to perform a direct compari-
son with the Adams-Basforth method used to compute the advection terms in PARODY since this
scheme is conditionally stable and diverges when solving for the hyperbolic equation.

In a first section, the results of the benchmark tests proposed by Christensen et al. (2001)
and Breuer et al. (2010) are presented and used to estimate the adequate number of tracers for
different Ekman numbers and aspect ratios. In a second part, advection tests in 1D and 2D Carte-
sian geometries are performed to compare the PIC method to some of the best Eulerian schemes
specifically designed for their shock-capturing abilities. To finish, I show that the advantages of
the PIC method in hydrodynamics contexts extend beyond its low dissipation.
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5.1 Benchmarking

5.1.1 Spherical shell geometry

Benchmarks results

To validate the applicability of this PIC method to planetary studies in a spherical shell ge-
ometry, two benchmarks were tested. The first one is a case of pure thermal convection with
magnetic field (case 1 proposed by Christensen et al. (2001)) in which the tracers are used for
the description of temperature. The second benchmark is a non-magnetic double-diffusive con-
vection case with a moderate Lewis number of 10 proposed by Breuer et al. (2010). In the latter,
tracers are used only for composition, the temperature field being described on the Eulerian grid.
Both benchmarks have a moderate Ekman number 10−3 and fixed temperature and composition
at the boundaries. For each benchmark, various grid resolutions and numbers of tracers were ex-
plored. In all cases, the radial resolution was chosen so that at least 5 points are located within the
Ekman boundary layers. Results are compared to reference states defined in each of the bench-
marks corresponding papers (Christensen et al., 2001; Breuer et al., 2010). Since the definition of
the standard solutions may be viewed as arbitrary, results of the PIC method are also compared
to those obtained with PARODY using identical grid resolution and a full Eulerian description of
all fields. The detailed results are given in tables 5.1 and 5.2.

Overall, results tend to converge to the solutions proposed as standards to an accuracy better
than 3%. The differences drop to less than 1% when either the resolution, the precision of the
interpolation or the order of the time stepping scheme are increased. In the thermal benchmark,
case PT15 with the highest tested resolution differs by less than 0.5% from the standard. However,
the convergence rate seems to be slightly slower than other codes. In order to determine whether
differences in the initial particles distribution can influence the final solution, two simulations
were run with identical resolution and number of particles but starting from homogeneously and
randomly distributed particles, respectively (see PT5 and PT8 in table 5.1). The results differ by
less than 0.1%, which suggests that the sensitivity of the final solution to the initial distribution
is weak. The other simulations were therefore started with a homogeneous initial distribution to
avoid problems of reproducibility inherent to the construction of a random initial state. Two em-
pirical values (0.5 and 1) were also tested for the coefficient of numerical diffusion d introduced
in equation (3.15). The results are in favor of a value of 0.5 (see PT5 and PT7) which was adopted
in the rest of the simulations. Although setting d = 0 would destroy all the "memory" the tracers
have incorporated (see section 3.5), this case should also be tested in the future.

In the thermal benchmark, the errors produced by the PIC method relative to the standard
solution are mostly due to the four eddies that develop in the convection pattern in the middle
of the grid. In these regions, inaccuracies of the advection scheme cause the tracers to be "cen-
trifuged" from the eddies centers creating local "holes". The latter then vanish when the azimuthal
drift establishes since the eddies are entrained before the tracers can be centrifuged, but the cu-
mulated errors on the kinetic energy remain. Increasing the order of the advection time scheme
appears to decrease the centrifugation of tracers, although the overall effect on the final solu-
tion is less clear (see PT5 and PT11, PT12 and PT13). Surprisingly, there is very little difference
between the Runge-Kutta 2nd and 4th order at the tested resolution (PT12 and PT13), probably
because this benchmark has a rather weak dynamics with a large-scale velocity field. For more
strongly super-critical flows, I observed that it is safer to use the Runge-Kutta 4th order scheme.
In addition, comparison between cases PT5, PT9, PT10, PT13 and PT14 suggests that adopting
semi-quadratic interpolation rather than trilinear can provide some benefits, but only when the
direction of the quadratic interpolation is determined using a criterion on the second derivative
of the velocity. Another option to prevent the dispersion and clustering of particles is to ensure
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FIGURE 5.1: Comparison of part of the results of the benchmark proposed by Christensen et al.
(2001). Cases PT0 to PT6: open circles - PT10: open square - PT11: open triangle - PT15: plain
circle. The horizontal plain line corresponds to the value of the standard solution (case S). The
horizontal dashed line shows the results obtained using PARODY without the PIC method (case
P0). Ekin is the total kinetic energy, Emag the total magnetic energy, Bθ is the magnetic field in the
θ-direction taken at a fixed point and ω is the azimuthal drift. More precise definitions of these

quantities can be found in the paper by Christensen et al. (2001).

a divergence-free velocity field by adding a correcting term in the interpolation of velocity from
tracers to grid (Wang et al., 2015), a strategy I intend to test in the future. Note that this problem
of centrifugation essentially occurs when eddies appear and remain at the same place for a long
time, a situation that may be less of a concern in more time-dependent supercritical cases. Should
areas of strong vorticity persist for a long time, more accurate time schemes and interpolations
methods might be beneficial. Results obtained for this benchmark with `max = 44 can be com-
pared visually on figure 5.1.

For the double-diffusive benchmark of Breuer et al. (2010), it seems that, despite a very good
overall agreement, the results obtained with the PIC method and the MagIC code do not converge
exactly to the same values, particularly for the compositional Nusselt number (see table 5.2). It
is however difficult to draw any definitive conclusion on this point since the results are sensitive
to the adopted radial discretization, especially close to the boundaries, and also because MagIC
uses a Chebychev decomposition in radius whereas Parody computes second-order finite differ-
ences. Furthermore, another variation between both codes appears in the stationary states. In this
benchmark, the kinetic energy initially shows a series of periodic oscillations before bifurcating
to a steady state. It is interesting to note that the number of these oscillations is lower with the
PIC method and the switch to the steady state occurs much more rapidly, probably because the
tracers provide some destabilizing effect.
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(Nr, Nθ, `max) Ntra(106) d T.s. Int. Ekin Emag T uΦ Bθ ω

S 30.773 626.41 0.37338 -7.6250 -4.9289 -3.1017
P0 (90, 66, 44) 30.954 628.07 0.3728 -7.6523 -4.9332 -3.1256
PT0 (90, 66, 44) 1 0.5 RK4 L - - - - - -
PT1 (90, 66, 44) 5 0.5 RK4 L 29.099 581.09 0.3713 -7.6423 -4.7227 -2.8640
PT2 (90, 66, 44) 10 0.5 RK4 L 29.715 604.31 0.3715 -7.5857 -4.8161 -2.9296
PT3 (90, 66, 44) 20 0.5 RK4 L 30.025 614.50 0.3719 -7.5564 -4.8618 -2.9610
PT4 (90, 66, 44) 60 0.5 RK4 L 30.215 620.61 0.3721 -7.5444 -4.8855 -2.9776
PT5 (90, 66, 44) 80 0.5 RK4 L 30.237 621.33 0.3719 -7.5604 -4.8744 -2.9788
PT6 (90, 66, 44) 120 0.5 RK4 L 30.262 622.07 0.3719 -7.5602 -4.8766 -2.9810
PT7 (90, 66, 44) 80 1 RK4 L 29.940 616.41 0.3717 -7.5285 -4.8488 -2.9234
PT8 (90, 66, 44) 80-R 0.5 RK4 L 30.238 621.32 0.3721 -7.5430 -4.8858 -2.9790
PT9 (90, 66, 44) 80 0.5 RK4 sQ// 30.130 617.88 0.3720 -7.5836 -4.8536 -2.9690
PT10 (90, 66, 44) 80 0.5 RK4 sQ 30.503 625.79 0.3724 -7.5589 -4.9126 -3.0210
PT11 (90, 66, 44) 80 0.5 RKF5 L 32.168 647.82 0.3742 -7.6718 -5.0754 -3.3362
P1 (130, 96, 64) 30.865 627.30 0.3730 -7.3610 -4.9336 -3.1138
PT12 (130, 96, 64) 130 0.5 RK2 L 30.326 622.54 0.3728 -7.5683 -4.8887 -3.0072
PT13 (130, 96, 64) 130 0.5 RK4 L 30.326 622.55 0.3729 -7.5641 -4.8909 -3.0080
PT14 (130, 96, 64) 130 0.5 RK4 sQ// 30.250 620.35 0.3727 -7.5839 -4.8709 -3.0020
PT15 (150, 144, 96) 120 0.5 RK4 L 30.766 627.16 0.3733 -7.6152 -4.9291 -3.0871

TABLE 5.1: Benchmark case 1 results. S stands for the standard solution, as defined by Christensen et al. (2001). The cases denoted PTn and Pm
are obtained with and without tracers, respectively. Nr and Nθ are the number of grid points in radius and in latitude. mmax is equal to `max
in all simulations. Ntra is the number of tracers, d the numerical diffusion coefficient, introduced in equation (3.15). All simulations start from
homogeneously distributed tracers except case PT8 which starts from randomly distributed tracers (R). Different time schemes (T.s.) were tested:
Runge-Kutta 2nd and 4th orders and Runge-Kutta Fehlberg 5th order, denoted respectively by RK2, RK4 and RKF5. The interpolation scheme for
the velocity (Int.) can be trilinear (L) or semi-quadratic either in the direction parallel to the velocity (sQ//) or in the direction of largest second order
derivative (sQ); see section 3.4.2 for more details. Ekin is the total kinetic energy, Emag the total magnetic energy, T , uφ and Bθ are taken at a fixed
point and stand respectively for the temperature, velocity in the φ-direction and magnetic field in the θ-direction. ω is the azimuthal drift. For a

precise definition of these quantities and the standard solution, we refer the reader to the paper by Christensen et al. (2001).
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Code MagIC Parody Parody-PIC
Res. (61,288,96) (90,192,64) (90,192,64) (120,320,96)
Int. - - L sQ L sQ
T. s. - - RK4 RK4 RK4 RK4
Ntra - - 70.106 110.106 160.106 110.106 110.106 110.106

NuT 1.0621 1.0622 1.0626 1.0626 1.0626 1.0625 1.0621 1.0621
± SD 0.0000 0.0000 0.0000 0.0001 0.0001 0.0000 0.0000 0.0000
NuC 2.0544 2.056 2.0582 2.0570 2.0569 2.0607 2.0656 2.0668
± SD 0.00006 0.0015 0.0009 0.0006 0.0006 0.0004 0.0013 0.0006
Ekin 106.72263 107.4256 107.7971 107.8250 107.8481 107.6679 107.0860 107.0831
± SD 0.00201 0.0398 0.0078 0.0055 0.0035 0.0036 0.0061 0.0061
Eaz 9.44435 9.4233 9.4506 9.4545 9.4570 9.4386 9.4232 9.4268
± SD 0.00028 0.0068 0.0004 0.0005 0.0003 0.0004 0.0007 0.0015

TABLE 5.2: Results of the benchmark of double-diffusive convection proposed by Breuer et al. (2010). MagIC is a pseudo-spectral code described
in more detail in Christensen and Wicht (2007). Parody-PIC indicates results obtained with tracers. The resolution gives (Nr, Nφ, `max). In all
simulations mmax = `max. The interpolation scheme of velocity (Int.) can be trilinear (L) or semi-quadratic (sQ). In all simulations the time scheme
for tracers advection is 4th order Runge-Kutta (RK4). The physical quantities measured are thermal and compositional Nusselt numbers at the bottom
boundary as well as total kinetic energy and its azimuthal component. The standard deviations (SD) are also computed. We refer the reader to the

paper by Breuer et al. (2010) for a more precise definition of these physical quantities. The numerical diffusion coefficient d is set to 0.5.
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FIGURE 5.2: Estimation of the adequate number of tracers for different Ekman numbers and grid
aspect ratios, based on a "1/4" criterion.

Estimation of the adequate number of tracers

Since most of the computation cost involved in the PIC method relates to interpolations be-
tween tracers and grid nodes, it is clear that the overall computational cost is roughly proportional
to the number of tracers. Determining the minimum number of tracers that provides adequate
resolution is therefore a crucial question. As mentioned earlier in section 3.3.3, the spherical ge-
ometry creates strong variability of the grid cell volumes throughout the grid, particularly if the
aspect ratio (ri/ro) is low. However, the stretching of the grid in the vicinity of poles and at small
radii is purely geometric and is not meant to describe any physical process. The number of tracers
should therefore not be estimated based on the size of the smallest cells of the grid, but rather on
the typical physical scales to be resolved. For convection in a rotating spherical shell, the main
physical requirement is to resolve the Ekman boundary layers whose thickness scales as E1/2.

For the benchmark case 1 (Christensen et al., 2001) with an Ekman number E = 10−3, the
effect of different numbers of tracers on the accuracy of the solution was studied for a fixed grid
(PT0-6 in table 5.1; open circles on figure 5.1). When a very small number of tracers is used (PT0)
the numerical solution does not converge to a stationary state and shows periodic oscillations of
all the quantities measured in the benchmark, indicating that the number of tracers is probably
too low to properly resolve all flow structures. Convergence to a (non-oscillatory) steady state is
achieved for at least 5 × 106 tracers. Then, gradually increasing the number of tracers improves
the accuracy of the solution up to about 6 × 107 tracers. However, Increasing the number of
tracers further only slowly improves the convergence of the results which suggests that all flow
structures are already well described by tracers. If we define the statistical mean distance between
tracers by:

dtra =

[
4π(r3

o − r3
i )

3Ntra

]1/3

, (5.1)

then, in the configuration of the benchmark with aspect ratio 0.35 and Ekman number 10−3, a
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number of tracers Ntra = 60× 106 gives a distance dtra which is roughly a fifth of the thickness of
the Ekman boundary layer:

dtra

E1/2
' 0.196 ' 1/5. (5.2)

In order to determine whether this "1/5" ratio can be applied as a criterion for different grid
configurations and Ekman numbers, 3 simulations of non-magnetic double-diffusive convection
were run with coupled boundary conditions, aspect ratio 0.35, Ekman number E = 10−4 and
numbers of tracers 250×106, 500×106 and 109 corresponding to ratios of roughly 1/4.1, 1/3.3 and
1/2.6, respectively. All 3 cases show similar qualitative and quantitative values for the time evo-
lution of their kinetic energies and convective features which suggests that the "1/5" constraint
can be relaxed to some extent. Note that, as is visible in the standard deviations on table 5.2,
increasing the number of tracers reduces the numerical "noise" introduced by the particles which
is theoretically proportional to 1/

√
Ntra (Keken et al., 1997). Figure 5.2 gives an estimation of the

number of tracers based on a criterion of 1/4, for different aspect ratios and Ekman numbers.
When the Ekman number drops under 10−4, the number of tracers quickly jumps to several bil-
lions, particularly for high aspect ratios. For low Ekman numbers, a periodicity can be enforced
in the solution (when it is not detrimental) to decrease the number of particles.

5.1.2 Full sphere geometry

In section 4.3, a strategy is described to extend the PIC method to full sphere simulations.
This approach was shown to strongly reduce the computational time, but has not been validated
yet on benchmarks. First tests on the benchmark case 1 proposed by Marti et al. (2014) gave
encouraging results presaging a future applicability of the method, but a few pitfalls associated
to the sphere center still require some extra care. Although the corresponding modifications are
rather minor, they could not be implemented by the end of the redaction of this manuscript, for
time reasons. However, testing the code in full sphere remains part of a near future work.

5.2 Comparison with Eulerian methods

In this section, I try to justify the choice of a PIC method rather than fully Eulerian approaches
in the context of thermochemical convection at infinite Lewis number in planetary cores. At this
point, it seems important to clarify what we mean by the "best" numerical method when it comes
to solving a given physical problem. The answer may indeed not be unique and depends on
various criteria such as the physical phenomena that need to be described, the available numer-
ical resources, the history of the code in which the method is implemented and its perspectives
of evolution. The "best" method may be defined as the one that gives a better approximation
of the solution than other methods for comparable computation time, while being convenient to
implement in existing codes and allowing easy evolution in the future. Certainly, the choice of
a method is also a question of popularity: the widespread use of a numerical approach among a
scientific community makes it an easier and more direct option, sometimes preventing the explo-
ration of different strategies developed in other fields.

As stated in chapter 2, thermochemical convection in planetary cores can be modeled by solv-
ing the transport equation for composition. Assuming the diffusive term can be safely neglected,
this equation becomes hyperbolic meaning that the compositional structures are purely advected
by the flow without being diffused. A posteriori numerical simulations described in chapter 6
show that compositional convection develops through thin buoyant compositional plumes re-
sembling ascending "filaments" which eventually break-up to form small chemical "blobs". The
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thickness of these chemical plumes decreases with the Ekman number (see section 6.2.1) and typi-
cally represents only a few grid points (2 to 10). The advection method should therefore be able to
capture strong discontinuities delimiting thin structures and successfully advect them across the
grid without generating artificial diffusion. Numerous Eulerian schemes have been developed
for this purpose in various contexts. An exhaustive and detailed description of all the existing
schemes for solving the hyperbolic equation would be beyond the scope of this work and can be
found in many classical books of numerical methods such as Hoffmann and Chiang (2000); LeV-
eque (2002). A review of the methods for advection-dominated problems is also given by Ewing
and Wang (2001). I will however outline a brief and non-exhaustive summary of some of the most
important steps in the development of efficient methods.

Classical finite-difference schemes for solving the hyperbolic equation include first (upwind,
Lax method, Euler) and higher order schemes (such as the Lax-Wendroff, 2nd order up-wind,
Beam-Warming, mid-point Leap-Frog, MacCormack and Runge-Kutta methods, to name a few).
Although they usually increase the stability, implicit formulations appear to be less accurate than
explicit formulations for solving the hyperbolic equation. First order methods are more associ-
ated with dissipative (diffusive) errors (see figure 5.3 for an illustration) whereas second order
methods produce dispersion errors resulting in unphysical wiggles in the solution (cf. fig. 5.4).
The addition of a second or fourth-order linear damping term can attenuate the oscillations and
stabilize the solution but usually at the cost of extra non-physical dissipation, even when flux-
corrector transport methods are applied via the introduction of an anti-diffusive term to remove
part of the excessive damping.

FIGURE 5.3: Illustration of a diffusive error when advecting a Gaussian by the implicit first-order
upwind scheme with courant criterion c = 1. From Hoffmann and Chiang (2000).

"Modern" schemes have concentrated on stabilizing the solution (i.e. avoiding unphysical os-
cillations) while preserving the discontinuities as much as possible. A breakthrough was accom-
plished with the elaboration of the MUSCL scheme by Van Leer (1979) for solving compressible
flows and then with the development of the concept of TVD (Total Variation Diminishing) schemes
by Harten (1983). TVD schemes exist in a wide range of variants (Maciel, 2012). These can be first
or second-order accurate in the smooth regions but necessarily degenerate to first-order accuracy
in regions of high-gradients to prevent oscillations. Although being more expensive than schemes
using simple linear damping terms, TVD schemes eliminate oscillations in the domain while
better preserving discontinuities. A few years later, the "(Weighted) Essentially Non-Oscillatory"
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FIGURE 5.4: Illustration of a dispersion error when advecting a Gaussian with a Lax-Wendroff
scheme.

ENO (Harten et al., 1987) and WENO (Liu et al., 1994) schemes were developed to guarantee a
high-order accuracy everywhere (including near discontinuities) and can be constructed to arbi-
trary orders of accuracy; the most popular WENO schemes being 5th order accurate (Shu, 2009;
Rathan and Raju, 2016; Zhu and Qiu, 2016). The MUSCL ad WENO schemes give excellent re-
sults for compressible and inviscid flows (Euler equation). To increase further the efficiency of
the WENO scheme in 2D, Kubrak et al. (2013) used a dual meshing and computed the passive
advection of a compositional field on a smaller grid (which, interestingly, bears some resem-
blance with a PIC method). This efficient strategy is however probably very costly in 3D. Other
strategies include the refinement of the mesh near the discontinuities using the Finite Element
Method (FEM) (Christensen and Yuen, 1984; Keken et al., 1997; Davies et al., 2007). A variant of
this approach called "Marker chain" was compared to a tracers approach by Keken et al. (1997)
who concluded that the Marker chain method is more accurate but not manageable for mixing of
numerous and complex structures on long time scales as the length of the "chain" grows exponen-
tially. They deduced that, provided the number of tracers is large enough to decrease the noise,
the tracers approach is the most robust and convenient for the description of numerous plumes.
More recently, Edwards and Bridson (2012) developed a 4th order accurate PIC method (named
HOPIC) and compared it with high-order Eulerian schemes. HOPIC produced superior results
on the same size grid, and for high accuracies, HOPIC also had lower compute time.

All methods have their pros and cons and may be more adapted to certain physical problems.
In the following, I concentrate on 1D and 2D tests that can evaluate the capability of a scheme to
advect tiny compositional structures across a grid with stationary incompressible flows. The PIC
implemented in PARODY is adapted in Cartesian geometry and compared to TVD and WENO
schemes which are well-known for their shock capturing abilities.
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5.2.1 Comparison with TVD and WENO schemes on simple 1D and 2D advection
tests

Advection of a 1D rectangle
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FIGURE 5.5: Profile of the rectangle after 104 time steps for the PIC (red) and TVD (blue) methods.
The exact solution is plotted using a black dashed line.

In a first test in, a 1D rectangle of height 1 is initially defined on a width spanning 10 grid
nodes of a regularly spaced grid (∆x = 0.1 with 1000 grid nodes in total). It is advected by a
constant velocity u0 = 1 during 104 iterations with time step ∆t = 5× 10−3 and periodic bound-
ary conditions. For the TVD version of this test, I implemented the 1D version of the third order
TVD scheme proposed by Zahran et al. (2007). Note that all TVD schemes necessarily degener-
ate to first-order near sharp boundaries, at least in the sense of local truncation error (Osher and
Chakravarthy, 1984). However, this scheme by Zahran et al. (2007) produced particularly good
results for the advection of sharp discontinuities compared to other TVD schemes. As for the PIC
version of the test, an identical grid is used with 105 tracers. Note that in one dimension with a
constant velocity, all the tracers could be directly advected to their final position in one time step,
since the velocity is constant over the entire grid.

The results can be visualized on figure 5.5. With TVD scheme, the advected rectangle suffers
from a "clipping" effect; its maximum value being reduced by almost 10%. Also, the boundaries
of the rectangle are smoothed and the latter smears on 15 grid points which is 50% larger than
its initial width. With the PIC method, the maximum value is preserved. The rectangle appears
sharper than with the TVD scheme but is still larger than the solution. However, this error re-
mains constant over time and is due to the interpolation from tracers to grid in which the grid
node located at the edge of the rectangle receives contributions from tracers located from both
sides, in and out of the rectangle.

A similar test involving a smoother rectangle was conducted by Edwards and Bridson (2012)
with a 5th order WENO scheme (see figure 5.6). With the PIC method, there is no distinguishable
difference before and after advection, whereas the rectangle is significantly diffused with the
WENO scheme.
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FIGURE 5.6: Advection of a smoothed rectangle by a PIC method (left) and a 5th order WENO
scheme (right). From Edwards and Bridson (2012).

2D rotating tests

A qualitative 2D comparison of the dissipation produced by different schemes commonly
used to solve hyperbolic equations was performed by Munz (1988). Munz compares the shapes
of a cone and a cut-open cylinder before and after 6 rotations in a 2D plane. The best results are
obtained with a TVD super-bee scheme (see figure 5.7). Although the cone and cylinder do not
widen much after 6 turns, their shapes are significantly altered. Similarly to the test on the 1D
rectangle, the cone suffers from a very strong clipping effect: its top part is markedly flattened
and its maximum value is reduced by about 17%. Extrapolated to core conditions, such an ef-
fect would be problematic since it would tend to attenuate any thin compositional plume which
would then lose part of its buoyancy. The cylinder also suffers from a (more moderate) clip-
ping effect and its boundaries appear smoother. Other variations of the TVD scheme presented
in this paper better preserve the shape of the cone better but produce strong dissipation of the
cylinder. Using such schemes may thus erroneously widen the compositional plumes. Overall,
the results from Munz (1988) suggest that it is difficult to find a scheme that preserves both the
shape, maximal values and the discontinuities of the solution, which is potentially problematic
for the description of very thin plumes.

Here, I perform identical tests (rotations of a cone and a cut-open cylinder) using the PIC
method. A 2D square Cartesian grid of size 100 is constructed with the same number of nodes in
each direction (Nx = Ny = 100). Like in Munz (1988), the cone and cylinder both have a radius
of 15 grid nodes and a maximal value of 4. The velocity field is equal to:{

ux = u0(y − y0)

uy = u0(x− x0),
(5.3)

with u0 = 0.1, x0 = 50 and y0 = 75. Following Munz (1988), the time step is set so that a full turn is
performed in 628 time steps. 105 tracers are used in the simulation and are advected by a simple
RK2 scheme using bilinear interpolation of the velocity. 2D and 3D illustrations of the shapes of
the cone and cut-open cylinder can be visualized on figures 5.8 and 5.9, respectively. The results
show an excellent conservation of the shape and maximum values; the profiles before and after
6 turns being quasi-undistinguishable. A significant alteration of the shapes is only notable after
several tens of rotations.
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FIGURE 5.7: Figures taken from (Munz, 1988). Cone and cut-open rectangle 3D profiles before
(top) and after one (middle) and six (bottom) rotations, respectively. The maximum and minimum

values are also given.

In a second test (the results of which are shown on figure 5.10), the shape of a rectangle initially
placed in the center of grid is compared before and after one full rotation with the 4th-order
WENO scheme proposed by Levy et al. (2002) and the PIC method. The resolution is identical in
both simulations (40 points are used along each direction). Although the WENO scheme shows
a good discontinuity capturing ability, the edge of the rectangle is smeared on about 7-8 points,
compared to only 2-3 points with the PIC method.
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FIGURE 5.8: Top row: initial 2D cone and cut-open rectangle fields. Bottom: same figures after 6
rotations using the PIC method. The rotation is performed clockwise.

5.2.2 Discussion

The TVD schemes tested all produce some smearing of the initial shape. Also, as a conse-
quence of the total variation that can only decrease, the maximum value of the signal is often
altered. Applied to the advection of thin compositional plumes which are only a few grid points
wide, such schemes would both widen the plumes and decrease their maximal value, resulting
in an attenuation of the buoyancy. Although this "clipping" effect does not occur with the WENO
schemes tested, the latter still produce a significant amount of diffusion which could be problem-
atic over time. On the contrary, the PIC method generates almost no numerical diffusion in these
tests (except the constant diffusion resulting from the tracers to grid interpolation).

Nevertheless, the tests performed in this section remain quite simplistic and the situation may
be different for more complex flows. Although WENO schemes may at first smear discontinuities,
they tend to create little dissipation afterwards and are quite robust at maintaining the shapes
of the structures whereas the PIC method can suffer from erroneous advection of the particles
causing further dissipation or distortion of compositional structures throughout the simulation.
Note that this phenomenon can be strongly limited by using higher-order time and interpola-
tion schemes. Edwards and Bridson (2012) showed that their high-order PIC Method (HOPIC)
achieves better results on a 2D Taylor-Green vortex test than the 5th-order WENO scheme for the
same resolution. For equivalent accuracy, HOPIC is also computationally cheaper. As a conclu-
sion, I would tend to think that, in the infinite Lewis number, the PIC method is more adapted
for the description of thin compositional filaments in problems of core convection, especially if
higher-order interpolation and time schemes are used in critical regions.
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FIGURE 5.9: Top row: initial 3D cone and cut-open rectangle fields. Bottom: same figures after 6
rotations using the PIC method.

FIGURE 5.10: Comparison of the rotation of a rectangle by the 4th-order WENO scheme taken
from Levy et al. (2002) (left figure) and the PIC method (right figure).



5.3. Other advantages of the PIC method 91

5.3 Other advantages of the PIC method

5.3.1 Relaxation of the Peclet number constraint

PIC PARODY

FIGURE 5.11: Example of numerical oscillations in the temperature field (equatorial section) with
PT = 30, Nr = 130, `max = 100, RaT = 1000 with fixed temperature conditions and an initial 4-
periodic perturbation. Results are shown for the PIC method (left) and the field approach (right).

The section 2.2.3 in chapter 2 already emphasized the difficulty associated with large but fi-
nite Lewis numbers. When employed to solve an advection-diffusion equation, many numerical
methods are subject to a criterion on the grid Peclet number, defined by:

Pe =
max(U∆x)

κT
, (5.4)

where U is the fluid velocity at a given position in the grid and ∆x the grid spacing at this po-
sition. The grid Peclet number must be below a certain value (usually close to unity but which
depends a lot on the numerical method) to avoid unphysical oscillations. An example is given on
figure 5.11, which shows the temperature field after the onset of convection for quite large ther-
mal Prandtl and Rayleigh numbers and a very moderate resolution, implying a Peclet number
well above unity. Removing the oscillations requires to increase the resolution and thus the com-
putational cost. Using the PIC method to describe the temperature field provides slight benefits
in that situation since the oscillations are modestly attenuated for the same resolution and disap-
pear more rapidly when the resolution is increased compared to the field method. This implies
that the critical grid Peclet number is higher for the PIC method. Such reductions of oscillations
have already been reported with Eulerian-Lagrangian methods (Huang et al., 1992).

5.3.2 Monitoring of the trajectories of particles

The Lagrangian side of the PIC method also offers a large range of applications that are less
easily accessible with Eulerian approaches. In experimental fluid dynamics, the "Particle Image
Velocimetry" (PIV) method – based on the monitoring of particles injected in the fluid – has been
used successfully to study several properties of complex and turbulent flows such as transport
and mixing processes (Melling, 1997; Voth et al., 2002; Westerweel et al., 2013; Sommerer and Ott,
1993; Qureshi et al., 2007; Toschi and Bodenschatz, 2009). For example, measuring the relative
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      t=0                                        t = 0.2                                                     t = 0.4                                                   t = 1.0

FIGURE 5.12: Visualization of the flow mixing with time. The tracers are initialized with a quan-
tity equal to their radius and are then passively advected with the flow generated by a simple
thermal convection case. The information conveyed by the tracers is then converted into a color

scale.
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FIGURE 5.13: Mean value of the traced field as a function of radius in the simulation correspond-
ing to figure 5.12.

distances between several particles in the flow allows for the determination of a Lyapunov spec-
trum as was done experimentally by Kleinfelter et al. (2005) and also numerically by Bec et al.
(2006) who considered particles of finite size. Similar numerical experiments can be performed
with the PIC method. Figures 5.12 and 5.13 illustrate the results of a simple simulation of ther-
mal convection in which tracers are initialized with a value equal to their radius and passively
advected. This gives a qualitative insight in some basic properties of the flow, but exploring mix-
ing processes more quantitatively by calculating, for example, a Lyapunov exponent, requires a
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sufficient accuracy in the trajectory of particles. A simple test is designed for this purpose in the
paragraph below.

Advection by a synthetic convective-like velocity field
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FIGURE 5.14: Mean error averaged on the 5 trajectories as a function of time.
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FIGURE 5.15: Distance to the theoretical trajectory (εerr) as a function of time for a tracer starting
at (r = 1.73, θ = 0).

To assess whether the trajectories of tracers can be trusted with a good accuracy, I performed
the following test, the idea of which was suggested by Philippe Cardin when running together
during a school in Les Houches, in 2014. A non-divergent time-independent velocity field mim-
icking an axisymmetric convective loop is imposed in the spherical shell:

~u(r, θ) = sin(ar + b) cos(θ)~er −
[
sin(ar + b) +

ar

2
cos(ar + b)

]
sin(θ)~eθ, (5.5)
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FIGURE 5.16: Trajectory of the tracer with time (red crosses). The theoretical trajectory is in blue.

where a =
π

ro − ri
and b = − ri

ro − ri
π. The derivation of this expression as well as a represen-

tation of a few flow lines are given in appendix A. The advantage of this velocity field is that it is
possible to calculate an analytic expression of the corresponding flow lines. Since tracers should
follow the flow line passing through their initial position, having analytic knowledge of the flow
lines allows to measure quantitatively the deviation of the tracers with respect to their theoretical
trajectories.

For this test, the grid resolution was set to Nr = 100, `max = 44, with regularly spaced nodes
along the radius. A Runge-Kutta 4th order time scheme is used and combined with a trilinear in-
terpolation of the velocity. The time step is ∆t = 10−3. 5 tracers are initially positioned at θ = π/2
and at regularly spaced radii between ri and (ri + ro)/2, so that various flow lines are studied.
For each tracer, the deviation εerr to the flow line is measured quantitatively by computing the
distance between the tracer and its corresponding flow line. Figure A.1 in appendix A illustrates
a tracer deviating from its corresponding theoretical trajectory as well as the definition of εerr.

Figure 5.14 shows the error εerr averaged over the 5 trajectories as a function of time. Fig-
ure 5.15 displays the same quantity but for only one tracer initially placed at (r = ri + 0.3, θ = 0).
The deviation to the theoretical trajectory is shown on figure 5.16 for the same tracer. As visible
on figure 5.15, the deviation has a quasi-periodic behavior with alternating maxima and minima.
It can be checked that the maxima coincide with the portion of the trajectory with the strongest
curvature (see figure 5.16), betraying here again a centrifugal effect that causes the mean error to
grow linearly with time (cf. figure 5.14).

In this test, only one time scheme and one interpolation method were considered. I also tested
a triquadratic interpolation method but observed a surprisingly strong systematic deviation ques-
tioning the validity of its implementation. Note that this is not detrimental to the results presented
later in this thesis since the triquadratic interpolation was not used. When the corresponding part
of the code is debugged, this test could be used in the future to discriminate between different
advection interpolation methods and time schemes for problems in which the trajectories of a
few particles are monitored with time. More complex velocity fields could also be looked for
mathematically to challenge the method further.
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5.3.3 Visualisation

Since there are more particles than grid nodes, the ensemble of particles can be seen as the
nodes of an unstructured finer grid which can be used advantageously to provide a more de-
tailed picture of the thinnest structures. The inconvenient is that it requires the knowledge of
the particles positions which, for billions of particles, represents an extremely heavy output file
raising problems of storage, transfer and manipulation. A compromise consists in visualizing a
smaller portion of the spherical shell such as the equatorial plane, which is usually very informa-
tive for rotating convection. In this case, only the tracers located close to the equatorial plane are
required. The principle of the visualisation method comprises the following steps:

1. The particles located within a distance εeq from the equatorial plane are printed in an output
file. The parameter εeq can be adjusted as desired.

2. Using a Matlab routine, the particles are projected on the equatorial plane.

3. The particles are either directly visualized through a scatter plot or, alternatively, their val-
ues are interpolated to a spherical grid that is finer than the initial grid.

An example is displayed on figure 5.17 which shows chemical plumes emerging from the
destabilization of a bottom light chemical layer. In this run, the Ekman number is E = 3 × 10−4,
the Rayleigh number Raξ = 5 × 105 and the chemical diffusivity is neglected. The onset of the
convection shows very thin compositional plumes the physics of which is tackled in more details
in the next chapter. Yet, a simple observation of the pictures plotted on figure 5.17 already inspires
at least three important remarks:

1. The bottom image emphasizes the importance of the initial distribution which, in this case,
is regular. Homogeneous initial spreading of the particles causes artificial alignment in
regions of shear and small-scales inhomogeneities in the distribution. Though the latter are
not very detrimental, they should be avoided as much as possible.

2. Even though the middle picture seems better resolved when using the tracers, it should
be recalled that the buoyancy is not computed on the particles but on grid nodes, so that
only grid-scale dynamics is properly described. The "tracers scale" structures should thus
be interpreted cautiously. The top and middle pictures point out that resolving accurately
the plumes dynamics requires extremely high resolutions, probably higher than those pre-
sented on figure 5.17. However, for a study that focuses on more global properties (for
example, that of a stratified layer), then the finest details of the plumes dynamics are prob-
ably of secondary importance.

3. The bottom picture shows small yet not negligible local depletions or accumulations of par-
ticles caused by small errors in the advection. This suggests that higher order interpolation
order and advection schemes should be preferred when the trajectories of a small number
of particles is monitored to study mixing processes for example.

Future improvements in the visualisation of particles may be achieved by producing ade-
quately structured output files compatible with more efficient visualisation tools such as Par-
aview.
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FIGURE 5.17: Chemical plumes (with κξ = 0) visualized on a portion of the grid corresponding to
resolution (Nr ∼ 70, Nφ = 80) (top), using the tracers method and interpolating on a grid (Nr ∼

300, Nφ = 240) (middle) and direct visualization of the particles on a restricted area (bottom).
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5.4 Conclusions

The new code PARODY-PIC incorporating a PIC method has been successfully validated in
spherical shell geometry on two different benchmarks, but is still to be tested in full sphere ge-
ometry. This will be achieved in a near future using the benchmark of Marti et al. (2014) to which
the code PARODY has already contributed. Estimations of the adequate number of tracers based
on the results of the tested benchmarks shows that very high numbers of particles must be used
when the Ekman number is decreased and/or the aspect ratio tends to 1. Determining the opti-
mal advection schemes, interpolation methods and number of tracers for a given simulation still
remains a delicate question however. It will probably gradually clarify with experience on more
numerous simulations.

Second, comparison on simple tests with state-of-the-art Eulerian schemes (TVD and WENO)
are clearly in favor of the PIC method in terms of ability to minimize numerical dissipation. The
difference could be less obvious however for more complex flows and would require more elab-
orate tests, ideally in spherical geometry, which could be laborious. But one must not forget that
the PIC method also has other advantages over Eulerian approaches, in particular the ability to
follow the trajectories of particles with time which can bring a new interesting insight into the
dynamics of planetary liquid flows. I therefore conclude that, in this context, the PIC method is,
if not the best, at least a relevant and promising approach.

To finish, it is worth mentioning that, whatever the adopted numerical scheme, an accurate
description of the dynamics of compositional structures in the infinite Prandtl limit requires very
high resolutions, involving typically hundreds of points in the radial direction and spectral res-
olution up to degree 400 or higher for Ekman numbers lower than 10−4. It seems that the lim-
itations for the study of thermochemical convection in the infinite Lewis number limit (κξ = 0)
comes not only from the PIC part, but also from the spectral transforms which are equally expen-
sive (if not more) at such high degrees. The resolution might however be relaxed if the focus is
on larger-scale properties, provided the latter are not controlled by the details of the dynamics of
chemical plumes.
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Chapter 6

Non-magnetic rotating compositional
convection in the diffusivity-free limit

As stated earlier, convection in the Earth’s outer core is caused by a combination of thermal
and chemical effects with a high diffusivity ratio (Le = κT /κξ ∼ 1000). Chemical convection is
driven by the release of light elements likely emanating from a "mushy zone" at the ICB, possibly
also by the extraction of MgO or SiO2 from the mantle (O’Rourke and Stevenson, 2016; Hirose
et al., 2017) and would contribute up to 80% of the total buoyancy flux in the core (Fearn and
Loper, 1981). The precise nature of compositional structures emerging from the ICB has been the
object of several experimental investigations and theoretical conjectures. Experiments conducted
on model systems involving the freezing of ammonium chloride in solution (Chen and Chen,
1991) showed that the gravitational instability manifests itself through eruptions of buoyant fluid
in the form of plumes emerging through "chimneys" that are spontaneously created in the mushy
zone, the lighter fluid being drawn horizontally into the chimneys from the surrounding mush.
A few years later, Claßen et al. (1999) observed that, in a rotating cylindrical tank, instabilities
cause the plumes to break-up, forming rising chemical "blobs". Based on the results of such ex-
periments and on theoretical arguments, several authors (Gubbins et al., 1982; Braginsky, 1994;
Bergman and Fearn, 1994; Moffatt and Loper, 1994; Loper, 2007) also evoked the existence of
chemical "plumes" and "blobs" emitted at the ICB and whose behavior would play a role in the
turbulence of the core, convective dynamics and dynamo action in various ways. For instance,
Moffatt and Loper (1994) predicted a helical trajectory for the blobs assuming a magnetostrophic
balance and their eventual accumulation below the CMB where they would form a stably strati-
fied layer.

Such compositional structures have not yet been observed in numerical simulations, essen-
tially because small-scales are quickly dissipated by a too large diffusivity in these calculations.
So far, the few authors that have considered unequal thermal and chemical diffusivities (Breuer
et al., 2010; Manglik et al., 2010; Trümper et al., 2012; Takahashi, 2014) showed that using even
a moderate diffusivity ratio already produces differences in the morphology of the composition,
velocity and magnetic fields compared with a codensity case, but due to the very moderate Lewis
numbers adopted (Le = 10) in these simulations, the features of the chemical field remain quite
similar to the thermal field despite having smaller scales than the latter. More radical changes
are however expected in the infinite Lewis number limit since the compositional structures are
expected to be much smaller, potentially allowing for the formation of thin "plumes" and "blobs".
Thermochemical convection in the infinite Lewis number limit is thus still to be explored numer-
ically in a rotating spherical shell and this constitutes an interesting first application of the PIC
method newly developed in PARODY.

In this chapter, the physics of compositional convection at infinite chemical Prandtl number
Pξ (i.e. κξ = 0) is explored using the PIC method implemented in the code PARODY. In a first
step, the double-diffusive benchmark proposed by Breuer et al. (2010) is extended to the infinite
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Lewis number limit to provide a qualitative comparison with thermochemical convection at low
Lewis number. In a second section, the characteristics of pure compositional convection are stud-
ied more in depth without the thermal effects. The results of several simulations are presented,
compared with experimental results and discussed. Conclusions are drawn concerning the ap-
plication of these results to the Earth’s case. For simplicity, the Lorentz force is not considered in
this chapter; the non-magnetic case having already a very rich and complex physics.
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6.1 Qualitative differences with thermochemical convection at low Lewis
number

t=0.05   t=0.1 t=0.15

a)

b)

FIGURE 6.1: Snapshots of the compositional field in the equatorial plane during the onset of
convection for Le = 10 (a), Le = ∞ (b). In both cases δ = 0.8. Colorbars slightly differ between

cases a) and b).

In order to observe qualitatively the effects of neglecting the chemical diffusivity, the bench-
mark proposed by Breuer et al. (2010) is extended to the limit of infinite Lewis number. In a first
simulation, the ratio δ = RaT /Ra of thermal to total Rayleigh numbers introduced by Breuer et al.
(2010) is unchanged (δ = 0.8). Identical reference states are considered. The Ekman and Rayleigh
numbers are unchanged but the compositional Prandtl number is set to infinity by totally ne-
glecting the diffusive term in equation (2.14). Fixed temperature conditions are adopted at the
boundaries, however, the compositional buoyancy flux injected by diffusion in the shell shrinks
to zero if fixed composition boundary conditions are adopted in the infinite Lewis number limit
which means there is no driver for compositional convection. In order to make a comparison
with the benchmark, a compositional flow corresponding to the compositional Nusselt number
obtained in the benchmark at statistically steady-state is imposed at both boundaries. The equiv-
alent mass is injected into the shell by introducing a source term on the tracers located within
a distance h = 0.04 from each boundary, following the method explained in section 2.3. The
adopted spectral resolution is `max = 150 and the time step ∆t = 10−4.

Snapshots in the equatorial plane of the convection onset and statistically steady state are
plotted on figures 6.1 and 6.2, respectively, together with radial maps of the radial velocity (see
figure 6.2, left column). In the case Le = 10, differences are already observable between the ther-
mal and compositional field, the latter having thinner structures with large plumes rising up to
the middle of the shell (see figures 6.1a and 6.2a). In the infinite Lewis number limit, the com-
positional field becomes markedly different throughout the simulation. The onset of convection
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Radial velocity Temperature Composition

a)

b)

c)

FIGURE 6.2: Snapshots of the radial flow field on a spherical surface at mid-depth in the shell
(left column), equatorial sections of temperature (middle) and composition (right column) at time

t = 2.1. (a): Le = 10, δ = 0.8; (b): Le =∞, δ = 0.8; (c): Le =∞, δ = 0.2.

shows much more complex structures, which tend to overturn to create a globally stable compo-
sitional radial profile except near the boundary layers (cf. fig 6.1 at t = 0.15). After the convection
onset, the 4-fold symmetry of the initial perturbation quickly disappears and the compositional
field extends in the form of very thin "filaments" growing from the bottom boundary (see fig-
ure 6.2b and c).

In order to make sure that these structures were sufficiently resolved, several simulations
were run with resolutions ranging from (Nr = 120, `max = 85) to (Nr = 384, `max = 300) but
no major differences were observed in the kinetic energy and in the shapes and sizes of the fila-
ments, although the latter are clearly better resolved at finer resolutions (more than 3 grid nodes
describe the width of the filament). In all cases, the kinetic energy spectrum drops by at least
a factor 50 between its peak and its tail (see figure 6.3), a classical criterion adopted to ensure
adequate resolution. However, the energy spectrum corresponding to Le = +∞ contains much
more energy in the small scales than the Le = 10 case, which drops more abruptly. Moreover,
contrary to the solution of the benchmark in which the kinetic energy initially oscillates before
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FIGURE 6.3: Kinetic energy spectra at t = 2.9 for the benchmark case proposed by Breuer et al.
(2010) (δ = 0.8, Le = 10) and for its extension to the infinite Lewis number limit with composi-

tionally dominated convection (δ = 0.2, Le = +∞).
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FIGURE 6.4: Time variation (in viscous time) of the total kinetic energy for three different runs.
The blue curve (Le = 10, δ = 0.8) corresponds to the benchmark of Breuer et al. (2010).
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switching to a steady state, the kinetic energy in the infinite Lewis number case shows an initial
peak before stabilizing to a stationary state characterized by small amplitude oscillations around
a value about one order of magnitude lower than in the benchmark case (fig. 6.4). This lower ki-
netic energy can be interpreted as being a consequence of the absence of compositional diffusion
which tends to confine the compositional buoyancy sources into tiny volumes that concentrate
near the boundary layers and in the filamentary structures. It may also be the result of a stronger
viscous dissipation due to the small scales of the field. Furthermore, since the thermal Rayleigh
number is largely dominant in this case, the velocity field has a global 4-fold symmetry similar
to the Le = 10 case (fig. 6.2a and 6.2b), although its magnitude is about 3 times smaller and it is
locally affected by the structures of the compositional field.

In order to determine whether the velocity field is more affected when the compositional
Rayleigh number dominates, a second simulation was run with δ = 0.2. Figure 6.2c displays
snapshots of the radial velocity, temperature and compositional fields. The corresponding time
evolution of the kinetic energy was also added to figure 6.4. In this case, the kinetic energy stabi-
lizes at a very low value. The 4-fold symmetry in the velocity field is completely destroyed and
the radial section on figure 6.2c only shows isolated patches corresponding to the intersections
with the compositional filaments. In the compositional field, a residual stratification remains at
the top of the shell after the initial overturn of the compositional field. These results point out
that neglecting the compositional diffusivity may lead to radically different flow structures and
compositional transport. The latter are studied in more details in the context of pure chemical
convection in the next section.

6.2 Study of pure compositional convection

In this section, the properties of pure compositional convection are studied more in depth.
The Lorentz force is still not considered and thermal effects are neglected for simplicity, so as to
concentrate on compositional structures and dynamics alone. In all simulations, light elements
are injected in the shell at the bottom boundary, with initial condition ξ = 0 everywhere. A volu-
metric sink term in the whole spherical shell compensates for the injected flux. In one simulation,
the sink term is replaced by a chemical flux at the top boundary equal to the bottom flux. The
aspect ratio is that of the Earth’s core (ri/ro = 0.35).

6.2.1 Convection onset

When light elements are injected in a thin layer above the inner boundary, they first accumu-
late during a short period until the layer destabilizes, forming thin ascending filamentary plumes,
as visible on figure 6.5. Interestingly, this "comb" structure bears some similarity with previous
laboratory experiments at lower Ekman number by Cardin and Olson (1992), the results of which
are shown on figure 6.6. Like in the numerical simulation corresponding to figure 6.5, thin ascend-
ing chemical filaments are visible in the equatorial plane of the rotating sphere in the experiment
of Cardin and Olson (see figure 6.6b), although the number of plumes and their width seem to
differ from the simulation, probably as a consequence of the lower Ekman number. In the simu-
lation, the plumes are initially isolated but as inertial waves gradually propagate across the shell,
they progressively acquire some degree of invariance along the rotation axis, in consequence of
the Proudman-Taylor constraint (see figure 6.7).

In order to measure more quantitatively how the width of the compositional plumes varies
with the Ekman number, 5 simulations were performed at Ekman numbers ranging from 10−3
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FIGURE 6.5: Equatorial section of the compositional field during the onset of convection, for
E = 10−4, Ra = 107. The initial periodicity arises as a consequence of the homogeneous initial

particles distribution and is then quickly lost in the simulation.

FIGURE 6.6: Two different views of an experiment of rotating pure compositional convection with
centrifugal buoyancy and Ekman number E = 4 × 10−6. Left: side view of the spherical shell.

Right: polar view to visualize the equatorial plane. Taken from Cardin and Olson (1992).



106 Chapter 6. Non-magnetic rotating compositional convection in the diffusivity-free limit

t = 0.05 t = 0.19

FIGURE 6.7: Spherical maps of the composition at radius r = 1.13ri and times t = 0.05 (left)
and t = 0.19 (right), in viscous time. The polar axis is indicated by a black line. Parameters are:

E = 10−4, Ra = 5× 105.

to 10−5. For all simulations, the Rayleigh number is fixed to 107 and the compositional diffusiv-
ity is neglected (Pξ = +∞). The initial compositional field equals zero everywhere. Chemical
boundary conditions consist of a fixed flux (equal to zero) at the top and injection of light el-
ements within a layer located close to the inner boundary, following the method explained in
section 3.6. Since the focus is on the onset of convection, no volumetric sink term is introduced in
the shell. Each simulation is run on only a few thousands time steps until the light bottom layer
destabilizes to form the first filaments. These first plumes are easier to distinguish and detect on
the uniform initial compositional background (equal to zero). The grid resolution and number
of tracers are gradually increased when decreasing the Ekman number. The case corresponding
to E = 10−5 being very expensive (requiring spectral resolution up to degree 400 and about 1010

particles), an 8-fold symmetry was enforced in the solution in order to save computational time.
Since the plumes are very isolated structures, this should not have much impact on their size and
individual dynamics, at least during the onset of convection.

In all simulations, once the first plumes have sufficiently ascended vertically, their average
width is measured on two different grids: the spherical grid and a grid twice finer on which the
values of the particles are interpolated following the method proposed in section 5.3.3. A final
estimation is then computed by averaging both values. The results for different Ekman numbers
are plotted on figure 6.8. A linear fit can be performed in the log-log diagram proving that the
(dimensionless) width δf of the filaments follows a scaling law of the form:

δf = 0.205E0.328, (6.1)

a trend that is very close to a 1/3 power law for the Ekman number. This indicates that δf is
proportional to viscous structures (King et al., 2013). In the infinite chemical Prandtl number,
the width of the plumes is therefore controlled by viscosity, which is not surprising. Indeed, for
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FIGURE 6.8: Mean thickness of the chemical plumes for different Ekman numbers. A linear re-
gression is drawn in red.

diffusive fields (such as temperature), thin plumes are rapidly smoothed by diffusion and cannot
persist for a long time. At PT = 1, the thermal field is thus dominated by large-scale structures
the size of which is controlled by a balance between advection and diffusion. Reducing the dif-
fusivity then allows thinner plumes to exist, which is the reason why the compositional field has
smaller scales than the thermal field in the double-diffusive benchmark of Breuer et al. (2010)
with a Lewis number equal to 10 (see figure 6.2). However, when the chemical diffusivity drops
below a certain value, viscosity replaces diffusion in limiting the size of the filaments: too thin
plumes create locally large velocity gradients and are therefore damped by viscous forces before
being dissipated by diffusion.

Extrapolation of the scaling law (6.1) to the Earth’s outer core with Ekman number E = 10−15

would give compositional filaments that are about 4 m thick. In reality, if the limit of infinite com-
positional Prandtl number is not completely relevant for the Earth’s core and diffusivity is not
negligible, compositional plumes could actually be larger. In addition, plumes may have a more
turbulent dynamics controlled by the Rayleigh number and could entrain part of the ambient
fluid, thereby increasing their size. This predicted plumes thickness should thus rather be seen as
a lower bound. An interesting parameter that plays a role in some theoretical models (Moffatt and
Loper, 1994) is then the fraction fs of the surface occupied by the plumes at a fixed radius, which
depends on the number of plumes and is poorly constrained. In the simulations, it seems that
the number of plumes increases when the Rayleigh number is increased or the Ekman number is
decreased. In the runs presented in this chapter, fs typically falls in the range 0.001 – 0.1, which
is coherent with previous theoretical estimations. However, in simulations, plumes are created
by the destabilization of an initially light layer. Extrapolation to the Earth’s case may therefore
not be relevant at all since the number of plumes is probably rather controlled by the number of
chimneys in the mushy zone. This interesting question thus deserves more investigations.
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6.2.2 Blob instability

It can be observed on figures 6.5 and 6.9 that, after rising almost vertically up to some height,
the chemical plumes do not keep their initial filamentary shape and break-up to form chemical
"blobs" of buoyant fluid. These features bear interesting similarity with the laboratory experiment
conducted by Claßen et al. (1999) in a vertical rotating cylinder filled with a NH4Cl-H2O solution.
In this experiment, the cylindrical tank is cooled from below, so that a mushy layer forms at the
bottom boundary and chemical plumes emanate from the mush chimneys. The authors describe
that the chemical plumes initially ascend vertically on a short distance before being affected by
an inertial instability (Eltayeb and Loper, 1997), giving the plumes some horizontal component
which is then deflected azimuthally by the Coriolis force. Rising plumes therefore tend to be
deflected in a sub-horizontal plane. When the plane angle is sufficient, the plumes become sus-
ceptible to a Rayleigh-Taylor instability with the denser surrounding fluid, which results in the
formation of "blobs" that detach from the initial plumes. This phenomenon appears clearly in the
experimental results shown on figure 6.10 but is also visible (though more tenuous) in the exper-
iment of Cardin and Olson (see figure 6.6).

Although the rotation axis, gravity and cylinder axis are parallel in the experiment of Claßen
et al. (1999), plumes seem to be affected by similar instabilities on the equatorial plane in the
numerical simulations. This is well visible on figures 6.5 and 6.9, where plumes are deflected
horizontally before breaking-up into buoyant blobs that rise vertically, entraining part of the am-
biant fluid. In this configuration, the rotation axis is perpendicular to the equatorial plane, so that
the Coriolis force systematically deviates any vertical motion horizontally and therefore helps
bending the chemical plumes. The presence of these instabilities also suggests that a sufficiently
high resolution should be used to resolve correctly the dynamics of plumes. In all the simulations
shown in this work, the spectral resolution is at least `max = 200 and may be increased further
when the Ekman layer (and therefore the size of the plumes) decreases.

On the other hand, it should be noted that, even though the number of plumes may not be
controlled by the same processes in the Earth’s outer core and in the simulations, the latter pro-
duce chemical plumes whose behavior is qualitatively coherent with the results of experiments in
which chemical convection emanates from a mushy zone. The approach proposed in section 2.3
consisting in injecting light elements in the shell by introducing a local source term therefore finds
a better justification here.

6.2.3 Evolution to a statistically steady-state

Formation of a chemically stratified layer below the top boundary

The evolution of the convective regime after the onset of convection depends on the boundary
conditions. If light elements injected at the bottom are removed at the top boundary by an iden-
tical total chemical flow, with no volumetric source/sink term in the shell, the simulation evolves
to a state that resembles that shown on figure 6.9 and is characterized by numerous plumes as-
cending from the bottom boundary, eventually evolving into more diffuse blobs with only a few
occasional downwellings from the top boundary. Indeed, the flux per unit surface is smaller at
the top which makes downwelling plumes more difficult to form.

The situation is very different if no chemical flux is allowed at the top and a uniform vol-
umetric sink is introduced instead in the shell to compensate for the injected bottom flux. In
the diffusivity-free regime, chemical transport is purely advective and convection is dominated
by thin plumes that eventually break-up into "blobs" of size comparable to the plumes width or
larger. Since the damping action of diffusion is suppressed, these blobs can deform but do not
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FIGURE 6.9: Equatorial section of composition during the transitory state. Parameters: E = 10−4,
Ra = 107.

FIGURE 6.10: Blob instability for compositional convection in a rotating cylinder. Experiments
from Claßen et al. (1999). A: no rotation, B: E = 1.5× 10−4, C: E = 7.5× 10−5, D: E = 2.5× 10−5,

E: E = 1.5× 10−5.
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FIGURE 6.11: Equatorial snapshot of the compositional field at t = 6 viscous times. Parameters:
E = 10−3, Ra = 5 × 105. The stratified layer is not easy to distinguish due to the intensity of the

plumes which makes the color variation almost invisible in the top region.

FIGURE 6.12: Snapshot of the radial component of the velocity field at t = 6 viscous times. Pa-
rameters: E = 10−3, Ra = 5 × 105. The arrows represent the sum of the radial and azimuthal

velocity components.
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FIGURE 6.13: Radial profile of the mean composition at t = 6 viscous times. Parameters: E =
10−3,Ra = 5×105. The horizontal dashed lines are drawn to delimit approximately three different

regions, equivalently to the model by Loper (2007).

lose their buoyancy. They are therefore able to reach the top of the shell where they accumulate
to form a stably compositionally stratified layer. The presence of a stratification can be measured
by the value of the Brunt-Väisälä frequency:

N2 = − g

ρ0

∂ρ

∂r
= βgξr, (6.2)

where ξr = ∂ξ/∂r denotes the mean radial gradient of the mass fraction. Stratification then oc-
curs whenN2 > 0 which, for pure compositional convection, is equivalent to ξr > 0. As indicated
by the mean compositional radial profile shown on figure 6.13, stratification occurs somewhere
around r = 1.2 after 6 viscous times for the parameters considered. The corresponding equatorial
snapshots of the compositional and radial velocity fields are shown on figures 6.11 and 6.12, re-
spectively. The incomplete mixing of the compositional field produces tiny chemical "flakes" that
give a "granular" aspect to the picture. In this regime, the spherical shell could be divided into a
"plumes" region extending from the inner boundary to about one third of the shell on figure 6.11,
with a more or less "mixed" region above where the plumes are distorted, forming blobs and ed-
dies, and a chemically stratified layer in the upper region of the shell; a picture in agreement with
the model proposed by Loper (2007). Figure 6.12 shows that the radial velocity shrinks in the top
region of the shell, but that penetration of blobs into the stratified layer is possible and serves as
a mechanism to deliver light elements into the layer. Note that the statistically steady state is not
yet reached here as the layer grows very slowly and requires to pursue the simulation on very
long time scales.
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time). Parameters: E = 10−3, Ra = 5× 105.
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computed at steady-state using equation (6.3).
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Shape of the stratified chemical profile

Once the first chemical blobs reach the top boundary, they quickly build an initial stratified
layer that then grows very slowly over long time scales. Mean radial chemical profiles can be
visualized on figure 6.14 at three different times, for a simulation with parameters E = 10−3 and
Ra = 5×105. After 2 viscous times, the evolution is extremely slow (see the curves corresponding
to times t = 2 and t = 6). At t = 6, it can be checked that the profile still evolves at a very
low pace, meaning that the statistically steady-state is not reached. The curves of the chemical
profiles in this slowly drifting regime look homothetic and have a similar peculiar shape that can
be explained by reasoning on the chemical transport through the shell. At statistically steady
state, the mean radial compositional flow per surface unit qξ(r) must balance the volumetric sink
term σξ in the portion of the shell comprised between radii r and ro:

qξ(r) =
σξ

3r2
(r3
o − r3). (6.3)

Due to the very slow evolution of the stratification, the chemical profiles can be assumed to be
in a quasi-stationary state, so that this balance is approximately verified. This assumption can be
verified by computing the advective compositional flux qadvξ (r) defined at radius r by:

qadvξ (r) =

∫∫
S(r)

urξdS, (6.4)

where S(r) is the spherical surface at radius r. The result for one snapshot at t = 6 viscous times
is shown on figure 6.15 and seems to confirm the hypothesis of a quasi-stationary state. At this
point, it is tempting to try to link this expression to the mean chemical radial gradient ξr in the
shell. In an unstratified turbulent fluid, the mean flux qs of a passive scalar s is classically related
to the mean concentration gradient by invoking a "turbulent" or "eddy" diffusivity κsturb:

qs = −κsturb∇s, (6.5)

for times large compared to the Lagrangian timescale of the turbulence (Taylor, 1915; Batchelor,
1949), in which the eddy diffusivity κsturb can be related to some physical quantities such as the
turbulent root mean square velocity and integral lengthscale. This theory can even be extended to
stratified flows by allowing κsturb to vary with the Brünt Väisälä frequency (Holford and Linden,
1999). In theoretical models of stratified layers in the core, a turbulent diffusivity has also been
introduced by Braginsky (2006). It is however not completely obvious that such a relation would
be relevant in the context of chemical convection presented above, first because composition is
not a passive quantity in this case and is transported by the convective flow it generates, and also
because it is not evident that the flow can be considered as turbulent in these simulations. In an
attempt to parametrize the advective transport of composition, on can assume a similar relation
anyway:

qξ = −κξturb
(
ξr
)
ξr, (6.6)

where κξturb is an "eddy" chemical diffusivity that is expected to depend on the chemical gradient
i.e., the strength of the chemical stratification. The diffusivity κξturb = qξ/ξr is plotted against ξr on
figure 6.16 with exponent−1 for the unstable part of the shell and exponent−1/2 in the stratified
layer. For unstable compositional profile, it is not very clear whether κξturb is directly inversely
proportional to the chemical gradient or related to the latter by a relation of the form:

κξturb =
κ0

1 + ξr/ξ
0
r

, (6.7)
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that is similar to the law proposed by Holford and Linden (1999) for low Richardson numbers
Ri = g

ρ
∇ρ

(∇u)2 (ratio of the buoyancy and flow shear terms).
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FIGURE 6.16: "Eddy" chemical diffusivity as a function of the mean radial chemical gradient in
the shell, in the unstable portion (left) and stratified layer, corresponding to ξr < 0 and ξr > 0,

respectively. Straight lines are qualitatively drawn to assess the linearity of the relation.

In the stratified region, an exponent −1/2 must be used for κξturb in order to obtain a linear
relation. κξturb is related to ξr by the following relation:

κξturb = A0ξ
−2
r , (6.8)

where A0 is a constant that can be determined by performing a linear regression. Replacing the
expression of κξturb in equation (6.6) and using equation (6.3) lead to:

ξr = A1
r2

r3
o − r3

, (6.9)

which can be integrated in:

ξ(r) = −A1

3
ln
(∣∣r3 − r3

o

∣∣)+B1, (6.10)

where A1 and B1 are constants that can be determined numerically with a linear regression. Fig-
ure 6.17 displays the quantity ln

(∣∣r3 − r3
o

∣∣) as a function of ξ(r) in the top third portion of the
spherical shell. For ξ larger than 0, the profile seems to have a linear shape which would validate
the prediction from equation (6.10) while for ξ . 0, there is what could be interpreted as a transi-
tion to the behavior of the unstably stratified region.

These preliminary results are based on one single snapshot and are therefore probably insuf-
ficient to draw any definitive conclusion. However, they give an interesting direction to follow
for a more systematic exploration at several different instants in the simulation.
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region of the spherical shell. A straight black line is drawn qualitatively.

Lateral variations

The average profile on figure 6.13 hides some interesting lateral variations revealing that the
dynamics of the stratified region is relatively complex. Figure 6.18 displays the thickness of the
stratified layer as a function of the colatitude for a single snapshot at t = 6 viscous times, with
E = 10−3 andRa = 5×105. The thickness of the layer increases from the equator to the region cor-
responding to the tangent cylinder and drops abruptly at the poles. These variations are probably
intimately tied to the characteristics of the underlying convection. The precise relation is however
not evident as opposite reasonings may lead to the same conclusions. One would indeed argue
that the layer should be thinner above regions that are vigorously convecting. But on the other
hand, the layer can grow only if it is supplied in light elements via the plumes and blobs that are
entrained by the convective currents they generate and eventually reach the stratified region. The
stratified layer may also reorganize itself, either at the local scale when a blob penetrates it, or at
a larger scale if a global circulation sets in. The layer may well be built in some part of the shell
while being destroyed elsewhere, with light elements flowing between both regions.

In an attempt to get some intuition about the dynamics of such a layer, a meridional section
showing the radial velocity averaged along the longitudes is shown on figure 6.19, corresponding
to the same snapshot as figure 6.18. To complete this picture, a polar view is also added on fig-
ure 6.20. The combination of these figures suggests that isolated plumes can eventually produce
a rather organized velocity pattern with some large-scale features that resemble those of previ-
ous experiments by Aurnou et al. (2003). The velocity field consists of a global upwelling in the
middle of the tangent cylinder with helical motion and a downwelling above the pole. Some ir-
regular features related to the individual dynamics of plumes and blobs then superimpose to this
large-scale picture. The top of the stratified region is supplied in light elements by the underlying
upwelling which also "pushes" the layer laterally. Part of it sinks in the polar downwelling while
the rest is displaced in the direction of smaller latitudes. The meridional section of the averaged
compositional advective flux displayed on figure 6.21 seems to corroborate this idea that the layer
is supplied in light elements principally in the tangent cylinder. The situation at the south pole is
not shown but is fairly symmetric with respect to the equatorial plane.
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FIGURE 6.18: Thickness of the layer based on longitudinally averaged chemical profiles as a
function of the colatitude. The vertical dashed lines delimit the tangent cylinder. Parameters:

E = 10−3, Ra = 5× 105. Time: t = 6.

FIGURE 6.19: North meridional section of the average radial velocity (in colors). The arrows
indicate the direction of the mean velocity. The vertical dashed lines delimit the tangent cylinder.

Parameters: E = 10−3, Ra = 5× 105. Time: t = 6.
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Vt

Vp

FIGURE 6.20: Polar view at r = 1.49 (ro = 1.53) of the velocity components uθ (top) and uφ
(bottom). Parameters: E = 10−3, Ra = 5× 105. Time: t = 6.
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FIGURE 6.21: Meridional section of the compositional advective flux averaged along the longi-
tudes, corresponding to the same snapshot as figures 6.19 and 6.20.

Note that the results of this preliminary study were obtained using only one snapshot. A more
systematic exploration should probably be conducted at several times throughout the simulation,
though visual observation at different instants seems qualitatively similar.

6.3 Discussion and future directions

The exploratory study conducted in this chapter gives a first interesting insight into the physics
of rotating pure chemical convection in the infinite Prandtl number limit with results that seem to
be in good agreement with previous laboratory experiments. Nevertheless, a series of points still
deserve to be better understood. In particular, the mechanisms of the blob instability should be
investigated further. One could for example take advantage of the PIC method to follow particles
through time and therefore get more details about the dynamics of plumes. Unfortunately, parti-
cles tracking was not implemented at the time I ran these simulations. The latter can however be
presently continued with the tracking technique recently developed.

On the other hand, the dynamics of the chemically stratified layer is still unclear. An interest-
ing analogy can be made with the "filling box" models introduced by Baines and Turner (1969) in
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which a buoyant material is injected, for example, at the bottom boundary into a finite box. The
material ascends as a turbulent plume that entrains part of the ambiant fluid and spreads later-
ally when reaching the top boundary, forming a stratified layer in which turbulence disappears
(see figure 6.22 for an illustration). The next plume then entrains part of the fluid from the light
layer and reaches the top even lighter. The plume thus spreads out above the existing light fluid
layer, displacing the latter downwards. A stratified layer is formed by this process and progresses
downward with time. The analogy with filling box models has however several limitations. In
the simulations presented above, plumes do not keep their shape and break-up before reaching
the top boundary. When compared to the height of the box, plumes in these simulations are also
much smaller than in filling box models so that forming a stratified layer thus probably requires
more than a single plume or blob. Despite this, the analogy with filling box models could perhaps
be pushed further and certainly motivates a deeper exploration of the mechanisms that control
the formation, structure and dynamics of the chemically stratified layer in our numerical simu-
lations. Two crucial questions are perhaps: do light blobs reach the top of the stratified layer,
and: how does the layer reorganizes itself when penetrated by an ascending blob? Following the
trajectories of particles within a few plumes looks here again like a promising way to investigate
these questions.

Although it still needs to be more precisely understood, the formation of a chemically strati-
fied layer in these numerical simulations is in itself an extremely interesting result since the exis-
tence of such a layer has been evoked in several planetary cores. In order to perform extrapolation
to the terrestrial case, one should be able to answer two important questions:

1. Can such a layer resist against thermal convection?

2. If so, how does its thickness scale with the governing parameters?

These exciting questions are investigated in the next chapter which addresses general issues re-
lated to a stratified layer below the Earth’s CMB.
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FIGURE 6.22: Example of a filling box model in which a light material is injected at the bottom
boundary into a confined volume. The spreading of successive plumes at the top forms a stratified
layer separated from the rest of the box by a front that progressively propagates downwards with

time. Taken from Worster and Huppert (1983) .
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Chapter 7

Formation and dynamics of a stratified
layer below the core mantle boundary

Seismological and magnetic observations are compatible with the presence of a stratified
layer below the Earth’s CMB (Lay and Young, 1990; Tanaka, 2007; Gubbins, 2007; Helffrich and
Kaneshima, 2010; Lesur et al., 2015) and the existence of such a layer has also been predicted by
several theoretical arguments listed below. The proposed thickness varies from 60 km to several
hundreds of kilometers across the literature, but is usually close to 100 km. This situation may
not be unique to the Earth’s core as presence of a stratified region has also been evoked in the
metallic cores of Mercury (Christensen, 2006; Manglik et al., 2010) and Ganymede (Hauck et al.,
2006; Christensen, 2015). In the Earth’s core (and in other planetary cores), stratification may have
two different origins.

The layer may first be chemically stratified. Various mechanisms have been proposed for the
formation of such a layer and include barodiffusion i.e. diffusion of light elements against the
pressure gradient (Fearn and Loper, 1981; Braginsky, 2006; Gubbins and Davies, 2013), chemical
plumes and blobs that would be able to reach the CMB where they would accumulate (Loper,
1989; Braginsky, 1994; Moffatt and Loper, 1994; Loper, 2007) or ascending droplets in a Fe-S
system kept from mixing by surface tension (Franck, 1982). Layering may also be present if
immiscible liquids evolve as the composition changes due to inner core growth (Helffrich and
Kaneshima, 2004). To finish, Buffett and Seagle (2010) also studied the possibility that light el-
ements be dissolved from the mantle into the core, forming a lighter layer that could grow by
diffusion over long time scales. So far, no numerical simulation of core dynamics has been able
to validate any of these potential mechanisms and produce a chemically stratified layer in a self-
consistent manner. In chapter 6, I showed that such a layer naturally forms via rising plumes and
blobs in simulations of pure chemical convection when the chemical diffusivity is neglected. This
result strongly motivates a more systematic exploration including the stirring effect of thermal
convection. Furthermore, because it is chemically stratified but potentially thermally unstable, a
chemically stratified layer may be prone to double-diffusive instabilities of the diffusive type. In
the non-rotating case, diffusive instabilities exist in a narrow range of the parameter space where
the layer is weakly stratified. Even though this may not hold in the rotating case, it suggests that
diffusive instabilities would be limited to the base of the stratified layer, like in the model of Buf-
fett and Seagle (2010).

Another possibility is that the CMB heat flow could be subadiabatic, creating, in that case,
a thermally stratified layer (Gubbins et al., 1982; Labrosse et al., 1997; Lister and Buffett, 1998;
Labrosse, 2015). With light elements coming from below, such a layer would be thermally strati-
fied but chemically unstable and therefore susceptible to double-diffusive instabilities of the fin-
gering type. In a double-diffusive simulation with a moderate Lewis number of 10, Manglik et al.
(2010) showed that, because of their lower diffusivity, compositional plumes can penetrate to
some extent into the thermally stratified layer before being diffused, therefore behaving like salt
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fingers. However, no numerical simulations have properly modeled fingering convection in a
rotating stratified layer so far.

The precise nature of the stratification (thermal and/or chemical) below the Earth’s CMB is
therefore still to be determined. In addition, the dynamics of a stratified layer and its implications
for core dynamics and dynamo action remain poorly known. It is often assumed that no radial
movement are allowed in a stratified layer, but this assumption may not hold as soon as double-
diffusive instabilities develop. A few authors studied the effects of a thermally stratified layer
on the magnetic field generation (Manglik et al., 2010; Nakagawa, 2011; Christensen, 2015) but
considered either a codensity approach or a double-diffusive model with a low Lewis number.
Moreover, it seems that none has really investigated the dynamics of double-diffusive convection
in a stratified layer.

As explained in section 2.1.3, the study of double-diffusive thermochemical convection in the
core can be explored within two different frameworks: global simulations at the scale of the core,
or local approach which is equivalent to "zooming" on a stratified layer to study more precisely
its dynamics. In this chapter, the formation of a chemically stratified layer is first investigated
by running full core simulations of thermochemical convection at infinite Lewis number. The
growth of the layer is recorded through time for different parameters and scaling laws are looked
for. In a second phase, the possibility of a thermally stratified layer is considered. The dynamics
of salt fingers within such a layer is explored theoretically and numerically in a bounded model
approach. Implications for the Earth’s core are then discussed. Most of the results shown in
this chapter were obtained in the last months of my PhD. For this reason their interpretation still
requires more investigations. They however raise interesting questions and thus deserve to be
presented in this chapter.
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7.1 Formation of a chemically stratified layer below the Earth’s core
mantle boundary

7.1.1 Numerical setup

In this study, the formation of a chemically stratified layer below the CMB is investigated by
the means of numerical simulations of thermochemical convection in a rotating shell. These sim-
ulations are similar to those of the previous chapter but the stirring effect of thermal convection
is now included. For simplicity, the Lorentz force is not considered here and the thermochemical
boundary conditions are independent. A chemical flux of light elements is injected at the bottom
with no penetration of light elements across the top boundary. A volumetric sink term is imposed
in the spherical shell to compensate for the injected bottom flux and the initial chemical profile is
ξ = 0 everywhere. Thermal boundary conditions are fixed such that equal total heat flows apply
at each boundary. The thermal field therefore provides a destabilizing effect at both boundaries.
The temperature is split accordingly into a variable part and a conductive reference state.

The aspect ratio of the shell is that of the Earth’s core (ri/ro = 0.35). The buoyancy ratio is
fixed and equal to R = (fTi + fTo )/f ξi = 0.5 in all simulations in order to decrease the param-
eter space. Naturally, the effect of the buoyancy ratio should also be studied in the future. The
thermal Prandtl number is set to PT = 1. Three Ekman numbers E (10−3, 3 × 104 and 10−4) are
considered and the total Rayleigh number Ra = RaT + Raξ (defined as in section 2.3.3) is also
varied. Because the stratified layer grows very slowly, it is necessary to run the simulations on
very long time scales (more than 106 time steps) to reach a statistically steady-state. In order to
save computational time, 4-periodic (resp. 8-periodic) solutions are looked for in the case of Ek-
man numbers 10−3 (resp. 3×10−4 and 10−4). So as to verify that this choice does not influence the
thickness of the layer, it is necessary to run at least one simulation in a full spherical shell, which
has not yet been done. The resolutions are adapted to the Ekman numbers and summarized in
table 7.1. In case E = 10−4, the chemical plumes may be slightly under-resolved (see the discus-
sion in section 5.3.3) but we expect that the thickness of the layer is not controlled by the details
of the plumes dynamics. To finish, tracers are advected by a Runge-Kutta 4th order scheme with
trilinear interpolation of the velocity.

E Ra Mc Nr `max Ntra (×106)

10−3 105 4 150 200 25
10−3 5× 105 4 150 200 25

3× 10−4 5× 105 8 175 200 100
10−4 5× 105 8 220 200 125

TABLE 7.1: Summary of the parameters and resolution of the 4 simulations. E and Ra are the Ek-
man and Rayleigh numbers, respectively. Mc is the periodicity of the solution. Nr is the number
of radial grid points, `max the spectral resolution andNtra denotes the number of tracers inserted.

7.1.2 Measure of the thickness

The presence of a stratification is usually based on the measure of the Brunt-Väisälä frequency:

N2 = − g

ρ0

∂ρ

∂r
=
(
αgT r + βgCr

)
, (7.1)
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FIGURE 7.1: Radial profile of the Brunt-Väisälä frequency at time t = 19.02 for the case E =
3× 10−4. The black dashed line sets the limit of the stratified layer.

where T r and Cr are the mean thermal and chemical radial gradients in the shell. Stratification
occurs when N2 > 0, that is:

T r > −
β

α
Cr. (7.2)

In non-dimensional form, this reads:
T r > −RCr. (7.3)

This criterion is retained to measure the thickness hs of the stratified layer in the simulations.
The base of the stratified layer is defined as the radius rb which is such that:{

N2(rb) = 0,

N2(r) > 0 for r > rb.
(7.4)

The thickness hs of the stratified layer is then simply:

hs = ro − rb. (7.5)

A typical profile of the Brunt-Väisälä frequency is shown on figure 7.1 for a single snapshot.
The strong decrease of N2 at the very top of the shell is due to the non-penetrative and no-slip
boundary conditions which prevent any buoyant material from reaching the top boundary of
the shell and to the destabilizing thermal buoyancy provided at this boundary. Note that other
geometric methods based on integral estimations or the mean slope of the stratified layer can also
be used but are more arbitrary, and that a criterion based on the Brunt-Väisälä frequency seems
much more physical.
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7.1.3 Preliminary results

Time evolution
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FIGURE 7.2: Thickness of the stratified layer as a function of time (in viscous time). To decrease
the strong noise of the curves, a running average is performed using 500 points around each time

step.

Despite the stirring effect of thermal convection, a chemically stratified layer systematically
forms below the top boundary in all the simulations and then grows very slowly. The evolution of
the mean thickness of the stratified layer is plotted as a function of time on figure 7.2 for the four
simulations listed in table 7.1. Due to the rapid variations of N2 and to its small average slope
near the base of the layer (see figure 7.1), the time evolution of the thickness hs is very noisy. Con-
sequently, a moving average on 500 time steps is performed to ease the visualization. It would
probably be more advantageous to measure the thickness directly using a time running average
of the radial profile of the Brunt-Väisälä frequency. This has not been computed here but could
be implemented soon. All the curves plotted on figure 7.2 correspond to very long simulations
that largely exceed 106 time steps. Unfortunately, the statistically stationary states are not reached
yet. It is therefore not possible to draw any definitive conclusion, even if a few observations can
already be made. The interpretations of these preliminary results in the next paragraphs should
therefore be considered as speculative and must all be confirmed by continuing the simulations.

It seems that three parts can be distinguished on the curves: a very quick phase lasting a
fraction of a viscous time during which an initial stratified layer is built, followed by two longer
phases. The first one is associated with a slow quasi-linear growth of the layer and the second
one is a transition to an asymptotic regime. For the curve with Ekman number 10−4, there is a pe-
riod of stagnation (and even a small decrease of the thickness) lasting about 2 viscous times after
the first initial layer is established. In all the simulations, except during the first rapid phase, the
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thickness of the stratified layer evolves on tens of viscous times, i.e. on time scales that are large
compared with the typical overturn time, so that the convective time scale and the secular evolu-
tion of the layer are well separated. Like in the simulations of pure chemical convection shown
in the previous chapter, the situation is that of a quasi-equilibrium state that slowly evolves over
time and is probably controlled by one or several dimensionless numbers which also vary with
time. Although this is not completely evident, lowering the viscosity (thus the Ekman number)
may be expected to increase the efficiency of mixing, thereby decreasing the thickness of the layer.
Similarly, increasing the Rayleigh number (i.e. the vigor of the convection) would also intuitively
lead to a thinner layer. When looking at the blue and red curves that only differ by their Rayleigh
number, it seems that increasing the vigor of the flow has only little impact on the final thick-
ness of the stratified layer which seems rather controlled by the Ekman number (though this
is of course to be confirmed by continuing the simulations). Defining a relevant scaling law is
therefore not obvious at this point, but we make a first attempt by assuming that the thickness at
statistically stationary state is controlled by the Ekman and Rayleigh numbers and obeys a law of
the form:

hs(t→ +∞) = HEαRaβ, (7.6)

where H is a constant and α and β exponents to be determined. The relevance of this scaling
law is not evident and a better understanding of the processes that control the thickness of the
layer is required. In particular, it is not clear at all that a statistically steady state actually exists in
this problem. Moreover, the time running average performed to visualize the curves on figure 7.2
may hide some variations on shorter time scales. A Fourier analysis of the time series could also
reveal some subtleties and should be performed.

General characteristics of the flow

Some general features of the flow in a quasi-equilibrium state are gathered on figure 7.3 which
shows the temperature, composition and velocity fields on equatorial snapshots, at time t = 19.02
for the case E = 3 × 10−4. This single snapshot can be considered as well "representative" of the
features observed at different times in this simulation.

Contrary to the temperature field which is very smooth, the compositional field is not ho-
mogeneous and has a "floaty" aspect throughout the shell consisting of unmixed blobs that were
not diffused over time. In real conditions, diffusion would act at these small scales on longer
times to homogenize this picture. With this granular aspect, it is not evident to identify larger
compositional structures even if there is a vertically elongated region of higher average compo-
sition on the right/middle part of the figure that resembles a chemical plume. The velocity field
seems to confirm this impression as it is characterized by a single convection cell confined to the
bottom half of the shell, with the upwelling being associated with the region of higher average
composition and temperature. The top 40% of the shell is chemically stratified. The radial pro-
file of the Brunt-Väisälä frequency (see figure 7.1) reveals that the strength of the stratification
increases with the radius and is maximal in the Ekman boundary layer. Yet, the stratified layer is
not motionless since, despite being weaker than in the fully convective region, the velocity field in
this layer shows a smaller scale pattern that resembles alternating upwellings and downwellings,
though this is not completely evident. These radial motions probably serve as a mechanism to
bring the light buoyant blobs emanating from the ICB to the top of the stratified region, like in a
"filling box" scenario. This hypothesis is also corroborated by the chemical advective flux plotted
on figure 7.4 which is strongly diminished in the stratified region but remains non negligible. To
finish, if diffusive convection exists, the linear stability analysis in the non-rotating case indicates
that it is probably confined to the bottom of the layer where the stratification is weaker (Radko,
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FIGURE 7.3: Snapshots in the equatorial plane (the solution is 8-periodic) for the case correspond-
ing to E = 3 × 10−4, at time t = 19.02. Top row: composition (left) and temperature (right).
Bottom panel: radial component of the velocity (left) and longitudinal component (right). The

black dashed lines represent the limit of the stratified layer.

2013). It is however difficult to detect unequivocally a signature of the presence of diffusive con-
vection in the density profile. Diffusive convection may not be present in this run or be confined
to localized regions and be invisible on the average density profile.

7.2 Discussion: extrapolation to the Earth’s case

As in the pure compositional case (discussed in the previous chapter), what exactly controls
the thickness of the stratified region in thermochemical convection is still not completely clear,
though it is probably related to the efficiency of mixing processes. In order to assess the relevance
of the scaling law (7.6) and to determine the value of the exponent α, it is necessary to pursue
the simulations to reach statistically stationary states. A simulation with a lower Ekman num-
ber (3 × 10−5) is probably mandatory to fit the scaling law on at least 4 points. Also, confirming
the minor effect of the Rayleigh number requires exploring other Rayleigh numbers for the Ek-
man numbers considered. Since reaching a statistically steady state is very costly, continuing the
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FIGURE 7.4: Averaged thermal (red curve) and compositional (blue curve) advective fluxes for
the case corresponding toE = 3×10−4, at time t = 19.02. The limit of the stratified layer is drawn

with a black dashed line.

simulations while changing either the Rayleigh or Ekman number could be a good compromise.
Also, since there is a good separation of time scales, it may be possible to define a dimensionless
number that varies with time and controls the quasi-equilibrium state. In this case, even a single
run would allow to fit a scaling law.

In spite of this, one may try to extrapolate the preliminary results shown above to the Earth’s
core anyway. If we assume that the blue curve corresponding to (E = 10−3, Ra = 5 × 105) has
reached a statistically steady state and that the latter is only controlled byEα, then it is reasonable
to estimate that:

α ≤ 1/3, (7.7)

since the curve corresponding to E = 10−4 has still not stabilized after reaching a thickness that
is about half that of the blue curve at equilibrium (101/3 ≈ 2.15). Extrapolation to the Earth’s core
would give a thickness of about 100 m for an exponent α = 1/3 and 1 km for α = 1/4. Building a
thickness of 100 km would require a smaller value of α close to 0.1.

Even if α were found to be too large to explain as is a 100 km thick stratified layer below the
Earth’s CMB, the layer might grow anyway because of chemical diffusion on long time scales.
Buffett and Seagle (2010) studied the case of a chemically stratified layer supplied by a flux of
light elements coming from the CMB that grows diffusively on such time scales. Using a net
light elements flux (subtracting barodiffusion) of 4200 kg s−1 – that is, about a tenth of the ICB
total flux – they show that a stratified layer can grow up to several tens of kilometers over a few
billion years. Their model however relies on the hypothesis that light elements coming from the
convective part of the core do not penetrate the stratified layer. The latter is then prevented from
growing as soon as the inner core starts to crystallize, gradually enriching the convective part of
the core in light elements. The numerical simulations presented in this chapter seem to contradict
this hypothesis since the layer grows over time because of the blobs that penetrate and supply it
in light elements. Given this, I propose a model similar to that of Buffett and Seagle, in which the



7.3. Salt fingers in a thermally stratified layer 129

chemically stratified layer grows diffusively and is supplied in light elements by the combination
of barodiffusion and the contribution of incompletely mixed chemical plumes and blobs emitted
at the ICB that reach the stratified layer, as illustrated schematically on figure 7.5. Assuming the
fraction of the ICB flux that eventually supplies the layer can be evaluated, the thickness of the
layer could be predicted for different inner core ages.

FIGURE 7.5: Simplified cartoon illustrating the model of formation of a chemically stratified layer
below the CMB (top boundary). Rising chemical plumes or blobs (in blue) penetrate into the
stratified layer up to the point of neutral buoyancy, supplying the layer in light elements. Over
longer time scales, the layer can extend deeper by diffusion, similarly to the model proposed

by Buffett and Seagle (2010).

7.3 Salt fingers in a thermally stratified layer

As mentioned in the introduction of this chapter, the stratification below the Earth’s CMB
may also well be of thermal origin if the CMB heat flow is subadiabatic. Since the light elements
emitted at the ICB may reach the stratified layer and provide a destabilizing effect, this layer
is prone to fingering instabilities. Modeling the entire outer core in a global approach with an
imposed thermally stratified layer was done by Manglik et al. (2010) with a Lewis number Le =
10. With the PIC method, the same study can be performed in the infinite Lewis number limit
which is planned in a future work. In this section, I concentrate on a more local approach by
studying the dynamics of fingering convection directly inside a rotating stratified environment.
A scale analysis is first conducted to calculate the expected size of fingers in core conditions. The
first steps of a linear stability analysis in a Cartesian rotating frame are outlined and followed
by first simulations in a basic configuration that provide a first exploration of rotating fingering
convection.
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7.3.1 Scale analysis

In non rotating and non magnetic systems, double-diffusive instabilities are well-known for
creating their own spatial scale (Radko, 2013). The size of fingers is intrinsically controlled both
by thermal diffusion and viscosity. For too large fingers, thermal diffusion is too slow to allow for
a rapid equilibration with the ambient temperature. On the contrary, too small fingers create large
velocity gradients and are damped by viscous forces. In non-rotating systems, the relevant scale
of double-diffusive convection has been derived and confirmed by a linear stability analysis. The
scale analysis is recalled below in the non-rotating case and the effect of the Coriolis force is then
discussed in the context of planetary cores.

The study of double-diffusive convection generally considers fixed background thermal and
compositional gradients, denoted T z and Sz , respectively. Typical temporal and spatial scales
are denoted as 〈t〉 and 〈L〉. Taking the same notations as Radko (2013), the scales of velocity,
temperature, compositional mass fraction, density and pressure perturbations are 〈v′〉, 〈T ′〉, 〈S′〉,
〈ρ′〉 and 〈p′〉, respectively. Temperature is expressed as follows:

〈T ′〉 ∼ 〈L〉
∣∣T z∣∣ . (7.8)

Because molecular dissipation plays a central role in double-diffusive convection, the magni-
tude of the diffusive term in the temperature equation should be comparable to the local rate of
change in temperature. Since our focus will be on fully developed instabilities, it is also reason-
able to assume that the nonlinear terms are equally important:

1

〈t〉
∼ 〈v

′〉
〈L〉
∼ κT
〈L〉2

. (7.9)

For the equation of state 2.1, we expect comparable effects of temperature and salinity on density
distribution:

〈ρ′〉
ρ0
∼ α〈T ′〉 ∼ β〈S′〉. (7.10)

Going further requires some assumption on the force balance. In non-rotating systems, it is usu-
ally assumed to be between viscosity, buoyancy and pressure forces:

g
〈ρ′〉
ρ0
∼ ν 〈v

′〉
〈L〉2

∼ 〈p′〉
ρ0〈L〉

. (7.11)

The combination of equations (7.8) to (7.11) then leads to the following scales:

〈t〉 ∼ d2
ν

κT
, 〈L〉 ∼ dν , 〈v′〉 ∼

κT
dν
, 〈p′〉 ∼ ρ0νκ

T

d2
ν

, 〈T ′〉 ∼ dν
∣∣T z∣∣ , 〈S′〉 ∼ α

β
〈T ′〉, (7.12)

where the typical length scale dν is equal to:

dν =

(
κT ν

gα
∣∣T z∣∣

)1/4

. (7.13)

In planetary cores, one may however question this force balance since the Coriolis force is
expected to play a dominant role, at least at large scales; the viscous force being important essen-
tially at the dissipative scale. Assuming a force balance between Coriolis, pressure and buoyancy
forces would read:

g
〈ρ′〉
ρ0
∼ 2Ω〈v′〉 ∼ 〈p′〉

ρ0〈L〉
. (7.14)
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Combination of equations (7.8) to (7.10) together with equation (7.14) then gives:

〈t〉 ∼
d2

Ω

κT
, 〈L〉 ∼ dΩ, 〈v′〉 ∼

κT
dΩ
, 〈p′〉 ∼ κTΩρ0, 〈T ′〉 ∼ dΩ

∣∣T z∣∣ , 〈S′〉 ∼ α

β
〈T ′〉, (7.15)

where the typical length scale dΩ is in this case:

dΩ =

(
2ΩκT

gα
∣∣T z∣∣

)1/2

. (7.16)

It is not completely straightforward to determine which of the scales dν and dΩ is the most rel-
evant for salt fingers in planetary cores. Evaluating these length scales requires the knowledge of
the temperature gradient |T z| in a hypothetical thermally stratified layer below the CMB, which is
not precisely constrained. Estimates from Labrosse et al. (1997) and Gubbins et al. (1982) suggest
that

∣∣T z∣∣ ∼ 10−4 K m−1 would be a reasonable value. Then, using the following typical values for
the Earth: Ω ∼ 7.27 × 10−5 s−1, ν ∼ 10−6 m2 s−1, κT ∼ 10−5 m2s−1, g ∼ 10 m.s−2 and α ∼ 10−5

K−1 gives:
dν ∼ 18 cm ; dΩ ∼ 38 cm. (7.17)

To evaluate the relative importance of the Coriolis and viscous forces for salt fingers, one can
compute a local Ekman number based on the local length scale dν :

Edν =
ν

2Ωd2
ν

∼ 0.2, (7.18)

and similarly using the scale dΩ:
EdΩ

=
ν

2Ωd2
Ω

∼ 0.05. (7.19)

For salt fingers in terrestrial oceans, Edν ∼ 70, a value significantly larger than 1. Whatever
length scale is considered (dν or dΩ), these estimations suggest that, contrary to the oceanic con-
text where the effect of rotation might be safely neglected, the Coriolis force could play a much
more important role in the dynamics of fingering convection in planetary cores. If this affirmation
were confirmed, it would have important consequences on a theoretical point of view. It would
indeed mean that the results obtained by linear and non-linear analyses for fingering and diffu-
sive convection in the non-rotating case may not hold in some planetary cores, thereby requiring
to revisit the previous studies including the effect of the Coriolis force.

Although the relevance of the scale dΩ may not be completely discarded, it seems more rea-
sonable on a physical point of view to assume a force balance between viscosity, buoyancy and
pressure forces for salt fingers since, intrinsically, viscosity plays a role in limiting the size of the
fingers and should thus appear in the typical length scale whereas there is no obvious reason to
expect that the Coriolis force would influence the size of the instability. dν is therefore proba-
bly the relevant scale of salt fingers for planetary cores. Even though the Coriolis force may not
control the size of the fingers, it may still play an important role in the dynamics of salt fingers
after the onset of the first instability. Using slightly different parameters in the expression of dν
does not change much the resulting value because of the 1/4 exponent. The expected typical size
of salt fingers in planetary cores is therefore likely comprised between 10 cm and 30 cm, giving
values of the local Ekman number Edν that fall in the range 0.07 – 1.

This scale analysis can be verified by performing a linear stability analysis, the bases of which
are outlined for the rotating case in the next section. The equilibration of salt fingers and the
pattern selection for their shape (such as cylinders or sheets) can then only be understood by
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considering non-linear effects (Radko, 2013). Numerical simulations can serve as an interesting
tool to get intuition about the mechanisms at stake and confirm predictions from mathematical
analyses.

7.3.2 First steps of a linear stability analysis

In the non-rotating case, the stability analysis of double-diffusive instabilities was performed
by a series of authors in the 1960s (Walin, 1964; Nield, 1967; Baines and Gill, 1969) and gave an
interesting insight into the physics of growing instabilities. In particular, the results confirm the
scale analysis based on the length scale dν , predict a range of parameters in which salt fingers
and diffusive instabilities can develop and give a constraint on the horizontal wave numbers of
the instabilities. However, the Coriolis force has been neglected in these studies, an assumption
that, as discussed in the previous section, may be reasonable for the oceans, but probably not for
planetary cores.

Here, I propose to write the equations of double-diffusive convection in the rotating case. For
simplicity, the Lorentz force is not considered and a Cartesian system of coordinates is adopted,
with the rotation axis parallel to ~ez. This configuration is analogous to that inside the tangent
cylinder, where gravity is almost parallel to the rotation axis. The scales proposed above in the
last section (with dν the typical length scale) and vertical background gradients of temperature
and (heavy) salts concentration in the z direction are used to construct a new dimensionless form
for the set of equations (2.26). For fingering convection (T z > 0, Sz > 0), this reads:



1

PT

(
∂~u

∂t
+ ~u · ~∇~u

)
= −~∇p− 1

Edν
~ez × ~u + (T ′ − S′)~ez + ~∇2~u;

∂T ′

∂t
+ ~u · ~∇T ′ + ûz = ∇2T ′;

∂S′

∂t
+ ~u · ~∇S′ + 1

Rρ
ûz = τ∇2S′;

~∇ · ~u = 0,

(7.20)

where PT = ν/κT is the thermal Prandtl number, τ is the diffusivity ratio:

τ =
κξ

κT
= Le−1, (7.21)

Edν is the (local) Ekman number:

Edν =
ν

2Ωd2
ν

, (7.22)

and Rρ is the density ratio defined by:

Rρ =
αT z

βSz
. (7.23)

T ′ and S′ are the temperature and composition perturbations, respectively:
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{
T = T z + T ′,

S = Sz + S′.
(7.24)

The same equations can be written in the diffusive regime (T z < 0, Sz < 0):

1

PT

(
∂~u

∂t
+ ~u · ~∇~u

)
= −~∇p− 1

Edν
~ez × ~u + (T ′ − S′)~ez + ~∇2~u;

∂T ′

∂t
+ ~u · ~∇T ′ − ûz = ∇2T ′;

∂S′

∂t
+ ~u · ~∇S′ − 1

Rρ
ûz = τ∇2S′;

~∇ · ~u = 0.

(7.25)

The linear stability of this system of equations can be explored by removing the non-linear
terms and substituting the variables by the linear modes:

(T ′, S′, ~u′, p′) = Re(T̂ , Ŝ, û, p̂) exp(λt+ ikx+ ily + imz), (7.26)

which gives: 

λ

Pr
û = −ip̂~k +

1

Edν
(ûy~ex − ûx~ey) + (T̂ − Ŝ)~ez − κ2û;

λT̂ + ûz = −κ2T̂ ;

λŜ +
1

Rρ
ûz = −τκ2Ŝ;

~k · û = 0,

(7.27)

where ~k = (k, l,m) and κ =
∣∣∣~k∣∣∣ =

√
k2 + l2 +m2.

To eliminate the pressure term, we compute the dot product of ~k with the first equation, using
the last condition ~k · û = 0:

p̂ =
1
E (kûy − lûx) + (T̂ − Ŝ)m

iκ2
. (7.28)

Hence, substituting p̂ in the first equation gives:

λ

Pr
û =

1

Edν

[
ûy(~ex −

k

κ2
~k)− ûx(~ey −

l

κ2
~k)

]
+ (T̂ − Ŝ)(~ez −

m

κ2
~k)− κ2û. (7.29)

The two equations on T̂ and Ŝ can be combined to compute the difference:

T̂ − Ŝ = −Rρτκ
2 + λRρ − κ2 − λ

Rρ(κ2 + λ)(τκ2 + λ)
ûz = −Auz. (7.30)

Projecting this equation on each direction then gives the following system of equations:
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ûy −

km

κ2
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ûy −

lm

κ2
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Pr
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(7.31)

The condition to solve this system is that the determinant of the associated matrix be equal to
zero. It seems that there is no evident simplification, so that computing this determinant by hand
is cumbersome. Moreover, the result would be a polynomial expression of degree 9 for λ whose
roots may be impossible to find analytically, requiring a numerical exploration.

7.3.3 Numerical simulations

In the non-rotating case, the characteristics of the primary instabilities can be predicted by a
linear stability analysis but the growth of the fingers, their horizontal planform selection and the
processes leading to saturation and equilibration can only be understood via non-linear consid-
erations. The horizontal planform selection of the initial salt fingers was addressed using weakly
non-linear developments by Proctor and Holyer (1986); Schmitt (1994); Radko and Stern (1999)
with results that are sometimes contradictory with simulations and experiments. It seems that
fingers can potentially develop various patterns in the horizontal plane. Irregular square cells
are often observed in experiments, but two-dimensional sheets and triangular patterns have also
been predicted theoretically. The fate of the fingers is then also controlled by non-linear phe-
nomena. It is well known from mathematical analyses, numerical simulations and laboratory
experiments that, in the non rotating-case, growing fingers are susceptible to at least two types
of secondary instabilities. The first one was discovered by Holyer (1984) and causes the fingers
to "wiggle" and eventually saturate, as illustrated on figure 7.6. Second, Stern (1969) showed
that gravity waves can be excited in a salt fingers system, and evolve into what is often called
a "thermohaline staircase" in the oceanic context. Such instabilities are referred to as "collective
instabilities" and grow more slowly than Holyer instabilities. These general characteristics of fin-
gering convection have been studied without the effect of the Coriolis force which is probably
negligible in oceanic context, but perhaps not in planetary cores. Here, I propose to conduct a
first qualitative numerical investigation of the potential effects of rotation on the planform selec-
tion and the growth of salt fingers using the code PARODY-PIC.

Numerous simulations of diffusive and fingering convection have been performed in 2D and
3D Cartesian geometry in the non-rotating case. The physics of double-diffusive instabilities has
been explored within three different frameworks in these simulations:

1. The unbounded gradient model in which constant background temperature and chemical
gradients are considered and tri-periodic boundary conditions are enforced to model the
dynamics of double-diffusive convection far from any physical boundary. This model has
been largely adopted in numerical simulations and allows to study both the convection
onset and the equilibration of salt fingers.

2. The two-layer system made of two convective regions separated by a stratified interface.
This configuration is motivated by the observation of layered structures in many double-
diffusive systems.
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FIGURE 7.6: Schematic illustration of the secondary instabilities discovered by Holyer (1984).
From Schmitt (2012)

3. The bounded layer model, which is more similar to the setup of Rayleigh-Bénard experi-
ments; double-diffusive processes being confined into a box with physical impenetrable
boundaries where Dirichlet or Neumann boundary conditions are imposed for temperature
and composition. Even though it is difficult to find similar configurations in nature (where
the fingers region has a height that is not much larger than the fingers width), these models
offered an interesting fundamental insight into several aspects of fingering convection.

Because of the spherical shell geometry and intrinsic structure of PARODY, it is more natural to
perform a study within the bounded layer model and keep the "classic" non-dimensionalization
described in chapter 2 where the thickness of the shell is taken as the typical length scale. The par-
allel with the proper dimensionless equations for the double-diffusive context is then not evident,
however this purely exploratory work is not meant to study fingering convection quantitatively,
but rather aims at getting a first intuition about the potential role played by the Coriolis force
in the dynamics of fingers. For this reason, I also adopt a very simple configuration which was
historically that of the first laboratory experiments and consists of a sharp interface separating
two homogeneous layers, the top one being hotter and saltier while the bottom one is cold and
fresh (see Schmitt (2003) for a review about the contribution of observations and laboratory ex-
periments). Such a configuration has the advantage to allow for an easy visualization of the onset
and development of salt fingers, although it makes it difficult to study the equilibration of the
instabilities and to reach a statistically stationary state since the background gradients are not
maintained.

In the numerical simulations presented below, the PIC method is used to treat both tempera-
ture and a compositional field of light elements. The initial configuration consists of a spherical
shell divided into two layers, the top one corresponding to values (T = 1, S = 0) and the bot-
tom one to (T = 0, S = 1). To obtain a salt finger configuration, the thermal and compositional
Rayleigh numbers are fixed to 3.75× 105 and 1.25× 105, respectively, so that the global contribu-
tion of both fields makes the top shell more buoyant than the bottom one. A random initialization
of the tracers distribution introduces some noise in the system which is sufficient to excite finger-
ing instabilities. In these simulations, the (global) Ekman number is varied between 10−3 and
10−4, the thermal Prandtl number between 1 and 10. The Lewis number is infinite (τ = 0). To
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FIGURE 7.7: Equatorial section (left) and spherical map (right) of the compositional field taken in
the middle of the shell (r = (ri+ro)/2) in a salt fingers experiment. The aspect ratio is ri/ro = 0.7,
and the parameters are: E = 10−3, PT = 1. Spherical harmonics are computed up to a truncation

`max = 300. No periodicity is enforced in the solution.

save computational time, a periodicity is enforced in the solution, except when the planform se-
lection is studied. The boundary conditions are fixed temperature at both boundaries. Since we
work in the infinite Lewis number limit, there is no need to enforce any compositional boundary
condition (see chapter 2).

The planform selection of salt fingers can be visualized on figure 7.7 for E = 10−3, PT = 1
and a shell aspect ratio 0.7. Spectral resolution is computed up to degree `max = 300 and no
periodicity is enforced in the solution. The pattern is a complex network of two-dimensional con-
voluted sheets. It seems that these structures have a preferential global orientation in the vertical
direction, parallel to the rotation axis, a probable signature of the presence of rotation. This could
be more precisely quantified in the future.

To study the growth of the fingers, a second simulation is performed at E = 10−4 and PT = 1,
with an 8-fold periodicity in the solution, aspect ratio 0.35 and a spectral resolution up to degree
`max = 320. The time evolution of the fingers in the equatorial plane can be seen on figure 7.8.
The width of the fingers varies with time between 0.01 and 0.1, giving a local Ekman number in
the range 0.01-1 which is roughly in agreement with the scale analysis conducted in section 7.3.1.
The "waving" of the fingers is well visible and caused by secondary instabilities of the Holyer
type that are quickly excited when the first fingers grow. The Coriolis force then comes into play
by systematically deviating any motion in the horizontal plane. This exacerbates the distortions
caused by the Holyer instabilities and curls the tails of the fingers. The latter are elongated by this
process and become thinner. This effect is well visible in the middle of the third picture from the
top on figure 7.8. Then, at some point, the head of the finger detaches from its tail to form a blob,
a phenomenon that is classically observed in simulations of salt fingers (see figure 7.9).

On the bottom picture of figure 7.8, the heads of the initial 10 fingers have reached the top
of the shell and two of them have detached from their tail. However, a few other plumes have
formed below (at least one is clearly visible in the left middle portion of the domain, under the
fifth initial head starting from the left). The mechanism of formation of these secondary blobs is



7.3. Salt fingers in a thermally stratified layer 137

probably similar to the one that is responsible for the blob instability on the plumes emanating
from the ICB (cf. chapter 6): the Coriolis force acts to bend and curl the fingers, creating a config-
uration that is prone to a Rayleigh-Taylor instability. In order to visualize the formation of blobs
in a Rayleigh-Taylor instability, a two-layer numerical experiment is performed with, in this case,
the top layer being denser than the bottom one. The results are shown on figure 7.10 and resem-
ble salt fingers except that the shape of the plumes is different and their dynamics is much more
vigorous. Plumes get gradually thinner until their head separates from the initial layer forming a
rising blob.

To finish, a last salt-fingers simulation is conducted with the same parameters but a thermal
Prandtl number PT = 10. The solution is 16-periodic and solved up to degree `max = 480. Three
snapshots corresponding to different times are plotted on figure 7.11. Here, due to the more
efficient thermal diffusion, the fingers and blobs are smaller, with a local Ekman number close to
1. Initially only 3 fingers are present in a 16th of the sphere. Similarly to the case with PT = 1,
at least three extra plumes detach from parts of the pre-existing fingers as soon as the latter have
gained a sufficient horizontal component, probably also due to a Rayleigh-Taylor instability. The
effect of rotation is less obvious in this run and would become more visible when comparing to
the equivalent non-rotating case.

7.3.4 Discussion

A scale analysis combined with a first series of numerical simulations of rotating salt fingers
suggest that, in the context of planetary cores, rotation may play a more important role for fin-
gering convection than in terrestrial oceans. The secondary instabilities that are responsible for
the saturation and equilibration of salt fingers are affected by the Coriolis force, indicating that
the statistically stationary state may have different properties in the rotating case. This motivates
a more mathematical study that should start with a linear stability analysis to confirm the scale
prediction, although this is much more arduous than in the non-rotating case. Weakly non-linear
developments would also cast some light upon the role of the Coriolis force on the planform se-
lection and equilibration of salt fingers.

Future numerical simulations should go in the direction of using a numerical setup that allows
to reach a statistically stationary state either by maintaining thermal and compositional back-
ground gradients with tri-periodic boundary conditions or by injecting fixed heat and chemical
flows at the boundaries. For that purpose, the code PARODY may not be very well adapted. How-
ever, the code developed by Stellmach (Traxler et al., 2011a,b) has served as a very efficient tool to
explore the physics of double-diffusive convection and could therefore be a more relevant choice.
An interesting question is to determine whether a thermochemical staircase can establish in the
rotating case. Such a structure consists of an alternate pattern of convecting and stratified layers
and could have implications both on transport properties and dynamo action in planetary cores.
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FIGURE 7.8: Compositional field in a quarter of the equatorial plane in a salt fingers simulation.
From top to bottom, in viscous times: t = 0.04, t = 0.05 t = 0.06, t = 0.08. The solution is
8-periodic. Parameters: E = 10−4, PT = 1. Resolution: Nr = 250, `max = 320. 108 particles are

used.
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FIGURE 7.9: Two-dimensional numerical simulation of salt fingers from Shen (1993).

FIGURE 7.10: Simulation of a Rayleigh-Taylor instability at times t = 0.01136 (top) and t =
0.01437 (bottom), expressed in viscous times. The solution is 16-periodic. Parameters: E = 10−4,

PT = 1. Resolution: Nr = 250, `max = 320. 5× 107 particles are used.
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FIGURE 7.11: Salt fingers simulation. From top to bottom, in viscous times: t = 0.06, t = 0.08,
t = 0.1175. The solution is 16-periodic. Parameters: E = 10−4, PT = 10. Resolution: Nr = 250,

`max = 480. 5× 107 particles are used.
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Chapter 8

General conclusion and perspectives

This thesis paves the way for a new path in the numerical modeling of core dynamics and
therefore raises more questions than it answers. Since developing and mastering a numerical
method always takes a significant time, the numerical simulations showed in chapters 6 and 7
were principally performed in the third year of my PhD. For this reason, they probably remain
largely under-exploited and should be completed with other simulations. The results presented
are however very promising and open several directions, even if their interpretation certainly
lacks some maturity and requires a more systematic investigation. The main results and contri-
butions of this thesis are summarized below and followed by an overview of the questions they
raise and the perspectives they open up.

8.1 Summary of the main contributions of this thesis

The starting point of this work is the questioning of the codensity approach on which the
large majority of geodynamo simulations have relied for the last two decades. Distinguishing
both fields does not require any parameterization of the turbulence and allows for the descrip-
tion of both new convective regimes, double-diffusive phenomena and thermochemical coupling.
In a way, the physics of thermochemical convection with different diffusivities is richer than the
codensity case which can be viewed as an end-member of the full thermochemical model. Con-
ceptually, this thesis also brings in directly the questions of the existence, dynamics and impli-
cations of potential double-diffusive phenomena in the internal liquid layers of planets which,
despite having been evoked at many occasions, had received relatively little attention in theoret-
ical models and numerical simulations so far.

The main contribution of this thesis is the development of a particle-in-cell method into the
geodynamo code PARODY, providing the planetary science community with a new tool capable
of exploring some of the questions mentioned above related to double-diffusive thermochemical
convection in the liquid layers of planetary interiors, particularly in the infinite Lewis number
limit. It was not at all evident that this method would work a priori, considering the multiple
technical challenges related not only to the spherical geometry of the code, but also to the need
to develop a method that is both sufficiently accurate in the context of planetary cores flows
and efficient enough for practical applications. Certainly, there is always room for improvement
with any numerical tool, but it can probably be considered that the PIC method was successfully
adapted in the code PARODY, in the sense that it is both validated on benchmarks and sufficiently
optimized to allow for a convenient exploration of an already interesting parameter space. As
expected, the PIC method is shown to provide a better solution than most Eulerian schemes as it
minimizes artificial numerical dissipation and its partly Lagrangian characteristics offer several
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interesting possibilities, such as the study of mixing processes and a finer visualization of com-
positional structures.

This thesis also provides a series of first simulations of rotating pure compositional and ther-
mochemical convection in the limit of infinite chemical Prandtl number. Despite being still some-
how exploratory, these simulations produced very interesting and promising results that can be
compared with several previous experiments and may rejuvenate some former theoretical pre-
dictions. Neglecting the chemical diffusivity produces radical changes in the convective pattern,
compared to a moderate Lewis number. Without the smearing effect of diffusion, very thin com-
positional structures are allowed to exist, with a size that is controlled by viscosity and decreases
like E1/3. The general picture of these simulations is close to that proposed by Loper (2007) with
a plumes region above the ICB, a more or less well-mixed intermediate part and a chemically
stratified layer at the top of the shell. The dynamics of the plumes is influenced by the Coriolis
force and by several instabilities that cause the plumes to break and form small buoyant blobs.
Via mechanisms that are still to be more precisely understood, part of these blobs form a chemi-
cally stratified layer at the top of the shell that grows on time scales that are long compared to the
typical overturn time. This last result rejuvenates the possibility that the stratified layer below the
CMB be of chemical origin and produced by a plumes and blobs mechanism already evoked in
the past by several authors (Loper, 1989; Braginsky, 1994; Moffatt and Loper, 1994; Loper, 2007).
The growth of the layer may be due to mechanisms that are analogous to the filling box models
introduced by Baines and Turner (1969) or be caused by the diffusion of the layer on time scales
comparable to the age of the core, with some similarity to the model proposed by Buffett and
Seagle (2010). The layer is thicker in the tangent cylinder and thinner in the equatorial region,
which suggests that a topography may exist. Most of these results seem to hold when the stirring
effect of thermal convection is added, although the details of the dynamics of thermochemical
convection deserve a more in-depth study.

This thesis also directly tackles some questions tied to the double-diffusive dynamics of a
chemically or thermally stratified layer in the context of planetary cores. This exploration is here
again preliminary and concentrates on the fingering case; diffusive convection being usually more
difficult to study. A scale analysis predicts fingers of about 20 cm in the Earth’s outer core which
indicates that the role of rotation could be more important than in the oceanic context. Simple
simulations of rotating fingering convection show that the effect of the Coriolis force could com-
plicate the instabilities responsible for the equilibration of salt fingers and consequently modify
the transport properties established in the non-rotating case.

8.2 Discussion on the role of thermochemical coupling and magnetic
field

In all the simulations presented in the chapters 6 and 7 of this thesis, neither the magnetic field
nor the thermochemical coupling at the boundaries have been considered in order to keep these
first explorations as simple as possible. So as to get a first intuition of the potential role played
by these two ingredients and to demonstrate that they can be studied with the numerical tool
developed, two preliminary simulations were performed.

The first one models the primitive magma ocean of the Earth in which heavy elements are in-
jected homogeneously at the bottom boundary at a rate proportional to the mean heat flow. This
run is described in more details in appendix B which also gives a few snapshots on figure B.1.
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The results of the beginning of convection show that, even with a high buoyancy ratio, a chemi-
cally stratified layer forms at the bottom and is only partly entrained by the thermal convection
above. This observation should of course be confirmed by continuing the run but is in itself very
interesting and could have consequences for the dynamics of a magma ocean. It also raises ques-
tions about the role played by thermochemical coupling in this case. As more heavy elements
are gradually injected, the heat flow decreases in the stratified layer, thereby also decreasing the
flux of heavy elements. If it is not sufficiently supplied, the layer can be destroyed by thermal
convection, but the heat flow then increases again triggering the release of heavy elements that
consolidate the layer. This situation may evolve to an equilibrium or to an oscillatory state the
dynamics of which should be studied.

In a second test simulation of the outer core briefly presented in appendix C, I show that it
is numerically feasible to perform dynamo simulations driven by thermochemical convection in-
cluding thermochemical coupling at the ICB. A heterogeneous heat flow is applied at the CMB,
similarly to the simulation by Aubert et al. (2008a). This results in a variable heat flow at the ICB,
a typical situation in which thermochemical coupling could play a role. The induction equation
is also solved in this case and the velocity and magnetic fields are compared with a codensity case
on figures C.1 and C.2. It is of course impossible to draw any conclusion with one snapshot in a
first test simulation, but interesting observations can already be made. In the codensity case, the
flow is organized in a large-scale circulation that generates a rather smooth dipolar magnetic field
at the CMB. When chemical convection is added, thin plumes occasionally break-up this large-
scale flow to create smaller eddies (see figure C.1). As a consequence, the magnetic field is still
dipolar but less regular and more concentrated in localized regions (cf. figure C.2). The effect of
thermochemical coupling is here not obvious to interpret and even to visualize on one snapshot.
The state of the layer of light elements at some instant indeed integrates several past processes:
enrichment/depletion depending on the local heat flow, and episodic destabilization of the layer
to form a plume that evacuates part of the light elements. The state of the layer should thus be
monitored more precisely over the course of the simulation.

Despite being very exploratory, this last simulation opens-up interesting questions about the
characteristics of a dynamo driven by thermochemical flows. Simitev and Busse (2005) performed
a series of numerical simulations to deduce that dynamos are more easy to obtain at low Prandtl
numbers through the shear provided by differential rotation while dynamos at higher Prandtl
numbers are more difficult to obtain. This would indicate that dynamo action is probably more
difficult with pure chemical convection. Yet, the simulations performed in chapter 6 suggest that
the flow driven by pure compositional convection can acquire some degree of organization under
the effect of rotation. Also, chemical winds driven by the topography of the stratified layer could
produce a zonal flow and provide an omega effect that is interesting for dynamo action (Aubert,
2005). On the other hand, the combination of thermal (PT = 1) and compositional (Pξ = +∞) con-
vection may provide rich physics. Thermal effects tend to drive a larger-scale circulation while the
chemical plumes occasionally disturb it and create smaller scales. Interesting dynamos may be
produced by such dynamics. Based on a simple mathematical model (cylindrical annulus), Busse
(2002) also suggests that light elements could facilitate thermal convection by balancing the non-
geostrophic part of the Coriolis force but advocates for the need of fully non-linear simulations.
The interaction of the thermal and compositional fields, especially with thermochemical coupling
and the types of dynamo action that can be generated are therefore exciting subjects to explore.
Because of the complexity of this problem in terms of number of ingredients and dimensionless
numbers, there is probably still a long path ahead before obtaining thermochemical dynamos that
are as successful as the codensity approach in producing Earth-like magnetic fields in the sense
of Christensen et al. (2010), assuming this is possible.
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8.3 Future work and perspectives

8.3.1 Numerical improvements

Improving a numerical method is probably endless, so one has to focus on the aspects that are
really worth for the studied applications. Considering the good results obtained at a reasonable
price with the combination of a Runge-Kutta 4th order time scheme and a trilinear interpolation
of the velocity, one may wonder whether spending months developing a more time consuming
higher-order PIC method would really be beneficial. Experience will probably tell whether such
a work is pointless or, on the contrary, if some inaccuracies in the current PIC method happen
to be problematic in some context and justify the effort. Another possibly weaker aspect of the
PIC method is the quite artificial treatment of diffusion, particularly that of "sub-grid" scales.
Should chemical diffusion be considered in future simulations, it could be worth developing a
more physical method based on the definition of a finer grid. Here again, it will be important to
weigh the pros and cons before spending a significant time in the development of this complex
approach.

However, there remain a few important numerical strategies that are already coded in the
present effort but still need to be fully validated. The triquadratic interpolation of the velocity
and the coarse grid method for full sphere applications belong to this category. More tests with
a synthetic velocity field are also necessary to assess whether the trajectory of tracers can be de-
scribed with a sufficient accuracy before envisioning studies of mixing processes. Validating these
aspects will be performed in a very near future.

8.3.2 Open questions in core dynamics

Many aspects of the physics of thermochemical convection in rotating spherical shells have
been tackled technically in this thesis. The preliminary results open-up several interesting topics
deserving a more systematic exploration.

First, the details of the dynamics of pure chemical convection are not yet completely under-
stood. Many questions remain related to the influence of the Coriolis force on the dynamics
of plumes and to the comprehension of the blobs instability. Furthermore, it seems important
to understand more clearly what controls the formation, growth and equilibrium thickness of a
chemically stratified layer. The analogy with "filling box" models should probably be pushed
further. Following the trajectories of a few particles belonging to several chemical blobs could be
here a useful strategy to assess whether the layer is formed by accretion of blobs at its bottom,
or if the latter penetrate up to the top of the shell, displacing the layer laterally and downward.
The latter seems to be implied by the profile of the chemical advective flow. Any topography of
the stratified layer should also be quantified and related to the dimensionless parameters. It is
indeed an interesting result that has potential implications, for example concerning the interpre-
tation of the seismic data used to measure the anisotropy of the inner core. As it would impose a
heterogeneous boundary condition to the active dynamo region below the stratified layer, such a
topography is also expected to possibly influence the magnetic pattern.

Another interesting topic that has only been superficially addressed in this thesis is the study
of dynamos driven by thermochemical convection with different diffusivities. Determining the
type of dynamos that can be obtained and the corresponding scaling laws can however only be
performed at the price of a fastidious exploration of the parameter space which will probably be
gradually completed over the course of a few years. The expected relationships between heat and
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composition sources/sinks such as thermochemical coupling should be introduced progressively,
otherwise it may be difficult to interpret their influence in a system that is already complex and
governed by numerous dimensionless numbers. Moreover, the exact processes that take place in
the mushy zone at the Earth’s ICB are extremely complex and how these should be parameterized
in numerical models that do not resolve such scales is a very complicated question that probably
also deserves more attention.

Among the other interesting but delicate remaining questions is the potential role played by
double-diffusive convection (fingering or diffusive) in core dynamics. In his book, Radko (2013)
recognizes that the opinion of most double-diffusers in the oceanic context could be summarized
by the following statement: "I am sure double-diffusion is important but I am not quite sure why". It
seems that we are much less advanced in the internal liquid layers of planets (except maybe for
gas giants) since we are not even sure that these instabilities exist and have not a clue about how
important they could be. Double-diffusive convection could potentially play a role at different
levels. First, its effects on mixing processes in stratified environments could be a non-negligible
ingredient to consider in core evolution models. Also, the contribution of a stratified layer with
double-diffusive dynamics to the magnetic field could be more subtle than a pure filtering ef-
fect as sometimes anticipated in the case of the Earth and Mercury. Answering these questions
requires to better assess the importance of rotation for double-diffusive processes in planetary
cores, so as to determine whether the results from the oceanic and astrophysical contexts can be
directly applied or if new scaling laws and parameterizations of transport and mixing processes
should be looked for in the rotating case. The scale analysis performed in chapter 7 suggests that
the role of rotation could be non-negligible in planetary cores. If this were to be confirmed by a
linear stability analysis, it would call for new theoretical, experimental and numerical studies in
the rotating case.

To finish, part of the previous questions also apply to the liquid oceans of icy satellites or to
the primitive magma ocean of the Earth which have been the object of even less theoretical pre-
dictions than the Earth’s outer core. In these contexts, thermochemical convection and double-
diffusive processes could be important to constrain the evolution models and the habitability of
icy satellites.

To conclude, the newly developed tool presented in this thesis allows the scientific com-
munity to perform studies on several of the questions listed above, part of which I will be de-
lighted to conduct in the future. Also, in the mid or long terms, the PIC method could be imple-
mented in codes that can work within the anelastic approximation which is more relevant than
the Boussinesq approach for giant planets. Since most dynamo codes have similar structures and
because the PIC method is quite modular, it should not be cumbersome to adapt it in codes like
MagIC (Christensen and Wicht, 2007).
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Appendix A

Construction of an axisymmetric
convective loop

This section aims at constructing a simple steady velocity field ~u whose flow lines can be
derived analytically and that verifies the following properties:

1. ~∇ · ~u = 0 (i.e. the flow is non-divergent),

2. the flow is at steady-state and axisymmetric with uφ = 0,

3. it mimics a “convective loop" whose center is located on the equatorial plane at mid-radius
and whose associated flow lines are closed lines,

4. the velocity verifies ur = 0 at each boundary.

When a tracer is initially placed at a random position and advected by the flow, it should follow
a trajectory that coincides with the flow line passing through its initial location. Because the flow
lines are closed, the tracer should be back to its original position after some time. Having an ana-
lytical knowledge of the flow lines therefore allows to measure cumulated errors in the trajectory
of the tracer and can be used as a test to compare different advection schemes. The idea of this
test was suggested by Philippe Cardin as we were running together in les Houches in October
2014.

Let us look for a velocity field of the form:

~u(r, θ) = ur(r, θ)~er + uθ(r, θ)~eθ, (A.1)

where ~er and ~eθ are elementary vectors pointing at the radial and co-latitudinal directions, re-
spectively. For simplicity, ur can be decomposed as a product of purely radial and a latitudinal
functions R and Θ, respectively:

ur(r, θ) = R(r)Θ(θ). (A.2)

Because ur should equal 0 at the inner (r = ri) and outer (r = ro) boundaries, a simple choice of
function for R can be:

R(r) = sin(ar + b), (A.3)

where a and b must be determined so that ari + b = 0 and aro + b = π, which gives:

a =
π

ro − ri
and b = − ri

ro − ri
π. (A.4)

Secondly, since we want one single axisymmetric convective loop, we can simply choose:

Θ(θ) = cos(θ), (A.5)
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hence the full expression for the radial part:

ur(r, θ) = sin(ar + b) cos(θ). (A.6)

In spherical geometry, the condition ~∇ · ~u = 0 together with uφ = 0 give:

1

r2

∂(r2ur)

∂r
+

1

r sin θ

∂(sin θuθ)

∂θ
= 0. (A.7)

The component uθ can then be obtained by replacing ur in equation (A.7):

∂ sin(θ)uθ
∂θ

= − [2 sin(ar + b) + ar cos(ar + b)] cos(θ) sin(θ). (A.8)

Integrating this equation gives, allowing free-slip boundary conditions:

uθ(r, θ) = −
[
sin(ar + b) +

ar

2
cos(ar + b)

]
sin(θ), (A.9)

which allows to write the full expression of the velocity field:

~u(r, θ) = sin(ar + b) cos(θ)~er −
[
sin(ar + b) +

ar

2
cos(ar + b)

]
sin(θ)~eθ . (A.10)

The equations for the flow lines can then be derived from the previous expressions. Since the
velocity in spherical coordinates can be written as:

~u = ṙ ~er + rθ̇ ~eθ, (A.11)

we can equalize the radial and colatitudinal terms with the expressions (A.6) and (A.9) to obtain
a system of 2 coupled differential equations:

ṙ = sin(ar + b) cos(θ)

θ̇ = −
[

sin(ar + b)

r
+
a

2
cos(ar + b)

]
sin(θ).

(A.12)

Decomposing
∂r

∂t
=
∂r

∂θ
· ∂θ
∂t

allows to write:

− ∂r

∂θ

[
sin(ar + b)

r
+
a

2
cos(ar + b)

]
sin(θ) = sin(ar + b) cos(θ), (A.13)

which, by separating the variables and integrating between the initial position (r0, θ0) and the
position (r, θ) at time t, leads to:∫ r

r0

1

r′
dr′ +

a

2

∫ r

r0

cos(ar′ + b)

sin(ar′ + b)
dr′ = −

∫ θ

θ0

cos(θ′)

sin(θ′)
dθ′. (A.14)

Another way to get to this equation is to write the definition of flow lines:

dr

ur
=
rdθ

uθ
. (A.15)
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• The right member of equation (A.14) can be calculated by making the change of variable
u← sin(θ):

−
∫ θ

θ0

cos(θ′)

sin(θ′)
dθ′ = −

∫ sin(θ)

sin(θ0)

1

u
du = ln

[
sin(θ0)

sin(θ)

]
. (A.16)

• The same procedure can be applied to calculate the left member:∫ r

r0

1

r′
dr′ +

a

2

∫ r

r0

cos(ar′ + b)

sin(ar′ + b)
dr′ = ln

(
r

r0

)
+

1

2
ln

[
sin(ar + b)

sin(ar0 + b)

]
. (A.17)

Eventually, this leads to:

sin(θ) =
A(r0, θ0)

r
√

sin(ar + b)
, (A.18)

with:
A(r0, θ0) = r0 sin(θ0)

√
sin(ar0 + b). (A.19)

Moreover, because we must have: sin(θ) ≤ 1, i.e.
A(r0, θ0)

r
√

sin(ar + b)
≤ 1, for every given point (r0, θ0)

there exist minimal and maximal radii rmin and rmax that bound the flow line passing through
(r0, θ0). Although rmin and rmax cannot be calculated analytically, they can easily be approached
numerically to plot the corresponding flow line. Finally, since we have sin(θ) = sin(π− θ), we get
the equation:

θ(r) = arcsin

(
A

r
√

sin(ar + b)

)
for 0 < θ ≤ π

2
and rmin ≤ r ≤ rmax

θ(r) = π − arcsin

(
A

r
√

sin(ar + b)

)
for

π

2
≤ θ < π and rmin ≤ r ≤ rmax

(A.20)

in which A, rmin and rmax depend on the initial position (r0, θ0).

This formulation is sufficient to plot the theoretical trajectory of any randomly placed tracer.
This trajectory follows the flow line passing through the initial position of the tracer. Examples
of flow lines obtained using expression (A.20) are displayed on figure A.1. Even though the
resulting velocity field may not correspond to a physically relevant situation, it can be used as
synthetic data to perform advection tests in which the distance εerr(t) between the tracer and its
theoretical flow line is monitored through time, for different advection schemes. The distance εerr
is determined by finding the point of the flow line that is closest to the tracer.
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FIGURE A.1: Illustration of two flow lines (in blue) in a longitudinal plane obtained using equa-
tion (A.20). The red plain circles represent successive schematic positions of a tracer initially
placed in (r0, θ0) (green plain circle). The deviation εerr(t) with respect to the flow line has been

deliberately exaggerated to make it more visible.
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Appendix B

Preliminary simulation of the primitive
magma ocean of the Earth

In this appendix, the preliminary results of a first simulation of the primitive magma ocean of
the Earth are presented. The magma ocean is modeled in a spherical shell with aspect ratio ri/ro =
0.7 by solving the set of equations (2.26), except the induction equation. The parameters for the
run shown below are: E = 10−3, Ra = 104,R = 20, PT = 1, Le = +∞. The adopted resolution is:
Nr = 120, `max = 100. The boundary conditions for temperature are a fixed heat flow at the top
boundary and a fixed temperature at the bottom. A periodic temperature perturbation of degree
and order 4 is initially imposed. As for composition, a null flux is set at the top. At the bottom
boundary, a homogeneous flux of heavy elements is injected and is proportional to the mean
bottom heat flow via the equation (2.49) established in section 2.3.3. This situation is analogous to
that of the inner core boundary, except that, for reasons tied to the thermodynamics of this system,
the crystallization enriches the liquid above in heavier elements, therefore creating a denser layer.
The initial compositional field is zero everywhere. The simulation was not continued until a
statistically stationary state and only the beginning of convection is shown in the results plotted
on figure B.1.
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FIGURE B.1: Top: equatorial section of the compositional field at time t = 0.00160. Bottom: radial
profiles of the mean compositional field at different times. Times are expressed in viscous times.
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Appendix C

Towards thermochemically driven
dynamos

In this section, I present the results of a first test of geodynamo simulation driven by ther-
mochemical convection and including thermochemical coupling at the inner core boundary. The
configuration of this run is inspired from the simulation performed by Aubert et al. (2008a) in
which a perturbation of the heat flow is considered at the CMB using tomographic data and pro-
duces a flow in the shell capable of sustaining both an Earth-like magnetic field and a laterally
variable heat flow at the ICB corresponding to a translation mode.

In the simulation presented below, the full set of equations (2.26) is solved, including the in-
duction equation. The parameters for this run are: E = 3 × 10−4, Ra = 100, PT = 1, Pm = 2,
R = 1 and Le = +∞. The aspect ratio is ri/ro = 0.35 and the resolution (Nr = 150, `max = 160).
Thermal boundary conditions are fixed temperature at the ICB and fixed heat flow at the CMB
with a perturbation computed from tomographic data, equivalently to the boundary conditions
used for codensity in Aubert et al. (2008a). The CMB chemical flux is set to zero and the ICB flux
is locally proportional to the heat flux, according to the relation (2.49) established in section 2.3.3.
A volumetric sink term is introduced to equilibrate the injected light elements and is adapted
accordingly at each step. In this formulation, thermal and compositional buoyancy flows are cou-
pled and cannot be set independently at the boundary. An "equivalent" codensity case is also run
with identical E, PT , Pm and Ra and the same boundary conditions as the thermal field in the
thermochemical simulation.

Snapshots of the velocity field in the equatorial plane and of the radial component of the
magnetic field at the CMB are shown on figures C.1 and C.2, respectively. The results of the
codensity run are also added on these figures for comparison.
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FIGURE C.1: Equatorial snapshots of the radial velocity fields (colors) in the codensity case (top)
and infinite Lewis number case (bottom). Both snapshots are taken close to the statistically steady

state although the latter is still not completely reached.
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FIGURE C.2: Radial component of the magnetic field at the CMB, corresponding to the snapshots
of figure C.1. Top: codensity case; bottom: infinite Lewis number case.
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Appendix D

Published article

The article published during this PhD can be consulted at: https://doi.org/10.1016/
j.jcp.2017.06.028.

https://doi.org/10.1016/j.jcp.2017.06.028
https://doi.org/10.1016/j.jcp.2017.06.028
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