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R«esum«e

Au cours des dernières ann«ees, la croissance des architectures de r«eseaux de
t«el«ecommunication a rapidement augment«e pour suivre un traÞc en plein es-
sor. En outre, leur consommation dÕ«energie est devenue un enjeu important,
tant pour son impact «economique quÕ«ecologique. De multiples approches ont
«et«e propos«ees pour la r«eduire. Dans cette thèse, nous nous concentrons sur
lÕapproche Energy Aware Routing (EAR) qui consiste à fournirun routage
valide tout en diminuant le nombre dÕ«equipements r«eseau actifs.

Cependant, les r«eseaux actuels ne sont pas adapt«es au d«eploiement de
politiques vertes globales en raison de leur gestion distribu«ee et de la nature
ferm«ee des p«eriph«eriques r«eseau actuels. Les paradigmes de Software DeÞned
Network (SDN) et de Network Function Virtualization (NFV) promette nt de
faciliter le d«eploiement de politiques vertes. En e! et, le premier s«epare le plan
de contröole et de donn«ees et o!re donc une gestion centralis«ee du r«eseau.Le
second propose de d«ecoupler le logiciel et le mat«eriel des fonctions r«eseau et
permet une plus grande ßexibilit«e dans la cr«eation et la gestion des services
r«eseau.

Dans cette thèse, nous nous concentrons sur les d«eÞs pos«es par ces pa-
radigmes pour le d«eploiement de politiques EAR. Nous consacrons les deux
premières parties aux SDNs. Nous «etudions dÕabord les contraintes de taille
de table de routage caus«ees par la complexit«e accrue des règles, puis le
d«eploiement progressif de p«eriph«eriques SDN dans un r«eseau actuel. Nous
concentrons notre attention sur NFV dans la dernière partie,et plus partic-
ulièrement nous «etudions les chaöõnes de fonctions de services.
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Abstract

In the recent years, the growth of the architecture of telecommunication net-
works has been quickly increasing to keep up with a booming tra" c. More-
over, the energy consumption of these infrastructures is becoming a growing
issue, both for its economic and ecological impact. Multiple approaches were
proposed to reduce the networksÕ power consumption such as decreasing the
number of active elements. Indeed, networks are designed to handle high
tra" c, e.g., during the day, but are over-provisioned during the night.In
this thesis, we focus on disabling links and routers inside the network while
keeping a valid routing. This approach is known as Energy AwareRouting
(EAR).

However current networks are not adapted to support the deployment
of network-wide green policies due to their distributed management and the
black-box nature of current network devices.The SDN and NFV paradigms
bear the promise of bringing green policies to reality.The Þrst one decou-
ples the control and data plane and thus enable a centralized control of the
network.The second one proposes to decouple the software andhardware of
network functions and allows more ßexibility in the creation and management
of network services.

In this thesis, we focus on the challenges brought by these twoparadigms
for the deployment of EAR policies. We dedicated the Þrst two parts to
the SDN paradigm. We Þrst study the forwarding table size constraints
due to an increased complexity of rules. We then study the progressive
deployment of SDN devices alongside legacy ones. We focus our attention
on the NFV paradigm in the last part, and more particularly, we study the
Service Function Chaining problem.
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Chapter 1

Introduction

1.1 Motivations

With the recent trends of cloud computing, development of Internet of Things
(IoT) and video on demand, the architecture of telecommunication networks
needs to grow at an increasing rate to keep up with this booming tra"c.
The energy consumption of these infrastructures is becoming a growing is-
sue, both for its economic and ecological impact. Estimations are that the
Information and Communication Technologies (ICT) sector annual growth is
greater than the worldwide energy consumption. Communication networks,
personal computers, and data centers show a growth of 10%, 5%, and 4%,
respectively, while worldwide energy consumption shows a 3% growth only
[Van+14]. With the rising cost of energy and the increased sensitivity of
environmental issues, it is becoming important to consider the reduction of
the ICT Õs energy footprint.

In the recent years, component manufacturers for personal computers,
smartphones and servers put a focus on reducing energy consumption and
bringing CPU, GPU and other components close to energy proportionality.
However, network appliances are still far from this ideal power consumption
[Cha+08]. For example, network devices are still an important part ofthe
power usage of a data center. According to [Abt+10 ], switches and routers
represent 15% of the total energy consumption of a data center at peak tra"c
and about 50% when the tra"c is low. Indeed, communication networks are
designed to handle peak tra"c and are thus over-provisioned during low
tra" c period, e.g., at night time. This leads to signiÞcant power-hungry idle
devices during low load period. By shutting down a part of thenetwork,
we could achieve important energy savings. This could be done either by
providing more energy e"cient network appliances or by consolidating tra"c
in a few elements. Consolidation of the tra"c can be achieved in several ways
such as Virtual Machine (VM) migration in data centers [LLW11], dynamic
base station switching for mobile network [Zho+09] or the minimization of

1
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the number of active devices, called Energy Aware Routing (EAR). In this
thesis, we focus onEAR for backbone networks.

Current networks are not adapted to support the deployment of network-
wide green policies. Legacy protocols used in these networksoperate in
a distributed manner, limiting the possibility of centralizedgreen decisions.
Indeed, legacy routers manage both the control and the data plane. The con-
trol plane represents the part of the network that takes the routing decisions.
The data plane represents the part of the network in charge of forwarding
packets according to the choices of the control plane. The emerging Software
DeÞned Network (SDN) paradigm bears the promises to fast forward the
deployment of more e"cient green policies inside a network. By regrouping
the network control plane inside one or multiple controllers,SDN provides
a centralized view and control over the network. Routers are stripped of
their intelligence and are demoted to forwarding devices. The management
of the network is done by di!erent applications running on the controllers
such as routing or security applications. The controllers provide rules to the
router for them to match ßows against using, for instance, the OpenFlow
API [McK+08 ].

Another roadblock for energy savings is the current implementation of
network functions. Network operators can provide di!erent types of services
to their clients, and each service requires a particular set of functions to ap-
ply to the tra "c, such as Deep Packet Inspection (DPI), Þrewall or video
encoders. In legacy networks, each function is executed using a particular
hardware called middlebox. These middleboxes reduce the ßexibility of op-
erators to deploy new services as operators cannot easily move them in the
network. This lack of mobility also cripples the deployment of energy savings
policies in the network. The locations of middleboxes are usually chosen to
maximize the performances during rush hours. However, when tra" c slows
down during the night, the position of the middleboxes still constrains the
requestÕs paths.

The Network Function Virtualization (NFV) initiative, launched i n 2012
[Gem+16], brings ßexibility to network functions by replacing middleboxes
with general purpose servers. These servers can hosts manyVMs that can
then execute any network functions. This paradigm would help the deploy-
ment of green policies tremendously, as we would be able to move around
the functions on the network to adapt to the tra" c.

In this thesis, we look at how to leverage theSDN and NFV paradigms
to enable the deployment of EAR. More speciÞcally, we consider the new
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constraints that come with these new technologies and how they a! ect the
design of green policies.

1.2 Energy e!ciency in networks

Since the work of Gupta et al. [GS03], a lot of works have considered the
problem of energy e"ciency of networks and we can observe two main com-
plementary directions. The Þrst one focuses on the network hardware and
their power consumption. The goal is to minimize their energy usage, without
impacting their performances, by providing more e"cient circuits, e" cient
power-saving techniques and bringing them closer to energy proportionality.
The second way considers the whole network and optimizes the routing of
the data for reduced power consumption. The principle is to aggregate the
tra" c on a subset of hardware to minimize the number of active equipment.

In this thesis, we focus solely on network-wide energy e" ciency for wired
networks. Nevertheless, as they widely dictate the design ofgreen policies for
the whole network, we Þrst present an overview of hardware energy e" cient
solutions, followed by the power models that derive from these mechanisms.

1.2.1 Hardware energy e!ciency

As previously stated, a lot of work has been done to design servers close
to energy proportional, but only a few improvement has been made on the
network side of ICT , for all kinds of networks. While network hardware
represents 15% of the power consumption of a data center during peak time,
this number goes up to 50% during low-load periods [Abt+10 ]. This energy
ine!ciency during low tra"c periods also holds for Internet Service Provider
(ISP)Õs networks, that we study in this thesis.

Indeed, in [Cha+08], Chabarek et al. conducted a study over a couple
of devices and showed that an idle router, i.e., a router not forwarding any
packets, consumes about 80% of the energy of a router at full capacity. Their
proposed model decomposes the consumption of a router as the power con-
sumption of its chassis and its network interfaces. By reducing the consump-
tion of the interfaces, and more speciÞcally, moving them towards energy
proportionality, we could signiÞcantly lower the consumption of arouter,
and thus of the whole network.

We can also reduce the consumption of a routerÕs links by shutting them
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Figure 1.1: Prop , ON-OFF , Hybrid model for the power consumption of
a link (u, v).

down. However, turning it back on requires a non-negligible amount of
time. This reboot time could lead to signiÞcant packet losses in the net-
work. Putting a link into sleep-mode might be a safer option atthe cost of
a slight trade-o! between energy savings and re-activation time.

Energy E" cient Ethernet (IEEE 802.3 az standard [Chr+10]) proposes
to use a Low Power Idle mode to reduce the power consumption of links
when idle. We obtain the best energy savings when there is no tra" c in the
network. Otherwise, gains might not be signiÞcant enough when the tra"c
is low due to switching back and forth between the two states. In this case,
it might be better to reduce the rate at which the link operates. This is the
principle behind Adaptive Link Rate (ALR) [Chr+10]; Ethernet switches
can change between di! erent rates (e.g., 100 Mbit/ s, 1 Gbit/ s) depending on
the bandwidth needed. Although it has been shown that ALRonly achieve
energy reduction when below 10% utilization [Hau15], it provides an alterna-
tive for reducing the energy consumption ofnearly idle links. It can even be
combined with Low Power Idle (LPI ) to provide even better energy savings
[Hau15].

Power model

In Figure 1.1, we present the di!erent power models that can be used to
model a link power consumption. The Þrst model,Prop , represents a link
that consumes energy proportionally to its load. An idle linkwould thus
consume no power. This model represents a perfect scenario and is far from
reality. The ON-OFF model follows the observations of [Cha+08] that a
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router consumption is nearly the same, idle or not. This model proposes an
all or nothing approach: energy is used as soon as the link is active.

In this thesis, we use the Hybrid model, a mix of the two previousmodel,
as it provides a good representation of the power consumptionof current
hardware. An active link has a baseline energy consumption anduses addi-
tional power proportional to its load. The power consumptionof a link (u, v)
can be given by

Pl (u, v) = xuv ! P IDLE (u, v) + Tuv ! PLOAD (u, v)

where xuv represents the state of the link (ON or OFF),P IDLE (u, v) the
baseline energy usage of the link,Tuv the fraction of the linkÕs bandwidth
used andPLOAD (u, v) the linear energy coe" cient of the link. The maximum
energyPMAX (u, v) used by a link is thus given byPLOAD (u, v)+ P IDLE (u, v).
Note that it is easy to switch to an ON-OFF or Prop model by setting
PLOAD (u, v) or P IDLE (u, v) at 0, respectively. For example, in Chapter4, we
only focus our study on the number of active links and thus setPLOAD (u, v)
to 0.

The Hybrid model can even be further tuned to consider ALR. In this
case, the linear part of the model would become a staircase function, as seen
in Figure 1.1. However, we believe that this model would provide marginal
improvement on the Hybrid model at the cost of a model with increased
complexity

Note that for all models, we can di!erentiate inactive links into two states:
o#ine and in sleep mode. As mentioned earlier, the di!erence between the
two comes in a trade-o! between re-activation time and energy savings.

Finally, we could consider shutting down the chassis of the router when all
network interfaces are not used. However, and similarly to a link, the start-up
time of a router is prohibitive and would impact the network performances
negatively. Some routers provide a power-save mode that could provide slight
energy savings and a low re-activation time. We further explore this power-
save mode in PartII .

1.2.2 Network-wide energy e!ciency

Even tough some solutions are designed to reduce the energy consumption
of the network, network hardware is still far from being energy proportional.
It is thus important to consider solutions that can shut down as much equip-
ment as possible while maintaining an operational network. This approach
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(a) (b)

(c) (d)

Figure 1.2: Example of Energy Aware Routing solutions.

is known as Energy Aware Routing and has led to a multitude of works in
the network community, see, e.g., [CMN09; CMN12; Pha14; Rou+13] for
backbone networks, [SLX10] for data center networks, [DGF12] for wireless
networks or [R B+11] for a survey.

Let us now consider the network shown in Figure1.2 composed of 9 rou-
ters, 10 links and 4 ßows. We present in Figure1.2 di!erent EAR solutions
for this network. We show in Figure1.2aa routing that aims at minimizing
the end-to-end delay of each ßow. This routing gives us the possibility to shut
down one link, using Energy E"cient Ethernet ( EEE) for example, without
any intervention of the network operator as no ßow is forwarded on it. With
su" cient linksÕ capacities, we can reduce the network energy consumption,
as shown in Figure1.2b, by regrouping all ßows on the links in the middle of
the network. Doing this, we can shut down Þve links and put three routers
to sleep. This approach represents the basic EAR solution. However, this
solution nearly doubles the number of hops of the green ßow. Depending
on Quality of Service (QoS) requirements, it might be better to consider the
solution presented in Figure1.2c, where only four links are o# ine, but the
number of hops of the green ßow is reduced by 2. Works like [Cia+12] for-
mulate the EAR problem around these constraints. Finally, the last solution,
presented in Figure1.2d, takes into consideration the reliability of the net-
work. Indeed, if one of the equipment in the middle of the network fails, the
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Figure 1.3: Variations of tra" c on a typical France Telecom network link.

whole network is cut in half. By keeping the lower right link active, we can
provide a network tolerant to one-link failure. Moreover, this solution allows
to load balance the ßows by redirecting the red ßow instead of overloading
the links in the middle. In this thesis, we only consider solutions like the
one presented in Figure1.2b. However, we evaluate our solutions usingQoS
metrics such as end-to-end delay and link load.

The concept is simple, but depending on the scenarios considered, di! er-
ent constraints can be added to the model. We present in the following the
assumptions used in this thesis.

State of the links

Firstly, network interfacesÕ type plays a great deal in the way links can be
shut down. Networks can be composed of bidirectional links, with di! erent
upload and download bandwidth. However, by shutting down one of the
end pointÕs network interface, both devices can no longer transmit data to
each other. Ethernet networks show this behavior as one link can forward
communications both ways.

However, if the links are unidirectional, we can Þne-tune thesubset of
active elements in the network by choosing only to shut down communications
one way or both ways. Optical Þber networks display this type of behavior
as one Þber link will forward data one way.
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Tra ! c estimation

Instability of tra " c might severely impact the e"ciency of green policies. As
previously stated, switching the states of network equipment is not instan-
taneous. However, due to high multiplexingISP tra" c is stable and follows
predictable daily and weekly patterns [OSP13]. We discuss ways to estimate
the tra" c in Chapter 6 and how to react to unpredicted changes in tra"c
due to failures or ßash crowd.

Even with predictable tra" c patterns, an e! ective network-wide green
policy has to carefully select the interval at which it should update the subset
of active equipment. A too big interval will result in small energy savings,
and a too small one will lead to network instability. Only a few conÞgurations
are su" cient to obtain near-optimal energy savings, as shown in [Ara+16].
Changing the state of the devices only a few times a day reducesthe chance
of decreasing the network performances.

Figure 1.3 shows the tra" c of a typical France Telecom network link.
During the night, tra " c is at its lowest, and rush hours are in the afternoon.
We can also see that by using Þve time periods denoted D1 to D5, we can
have a close approximated model of the tra"c. We use these Þve time periods
in this thesis. In the case of unexpected tra"c or devices failures, we could
consider re-activating all devices in the network if the tra" c exceeds a certain
threshold.

1.3 Software DeÞned Networks and Network
Function Virtualization

The distributed management of legacy networks holds back thedeployment
of network-wide green policies. Indeed, designing e! ective green policies re-
quires a centralized management of the network. Moreover, current network
hardware are hard to conÞgure on the ßy, making hard any attemptto design
dynamic policies without manual input. Virtualization and softwarization of
the network, brought by the SDN and NFV paradigms, bear the promise of
simplifying the management of the network by bringing abstraction and pro-
grammability of the underlying network. These two technologies would give
network operators more freedom in deploying network-wide dynamic policies,
including energy e"ciency.
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1.3.1 Software DeÞned Networks

(a) Legacy network

(b) SDN network

Figure 1.4: Di! erences between legacy and SDN networks . Blue represents
the control plane and green the data plane.

The Software DeÞned Network paradigm is an emerging paradigmthat
proposes an alternative to the current legacy networks, by decoupling the
data and the control plane. This new paradigm is promoted by the Open
Network Foundation (ONF), created in 2011 and composed of companies
such as Google, Verizon, or Facebook. Google presented their Þrst fully
operationalSDN network, B4 [Jai+13], and showed that they could use their
data center network at full capacity leveragingSDN centralized capability.
This accomplishment demonstrated that theSDN paradigm is not just a fad
and can undoubtedly bring something new in the way networks are built and
managed.

Figure 1.4illustrates the di!erences between legacy andSDNnetworks. In
legacy networks, routers forward packets and also exchange control messages
with other routers of the topology to take local routing decisions. InSDN
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networks, routers1 are relegated to simple forwarding devices, and one or
more controllers manage the control plane. As the managementof the control
plane is given to the controllers, routers must report to them information
about the state of the network. This emerging network architecture raises
new challenges and opportunities, as discussed in [Kre+15]. We now present
a general view ofSDN and some challenges of its deployment in large scale
networks.

The use of a centralized control plane introduces concerns such as scala-
bility, protection, and security. In legacy networks, routers share the load of
the control plane, and each router only communicates with nearby devices.
An SDN controller, however, needs recurrent updates from the routers to
keep an accurate view of the network. For large networks, having asingle
controller might thus not be su"cient. Indeed, it may become overloaded
due to control messages from the switches, and the end-to-end delay with
routers may be too high. In this case, more than one controllers are neces-
sary to manage the control plane, leading again to a distributed control of
the network which brings new di"culties. Moreover, in addition to router
and link failures, controller reliability is also an important problem for the
deployment ofSDN.

In particular, controller locations also plays an important part in network
performance and reliability. When placing controllers in anSDN network,
we need to consider its possible load, the distance to the router under its
management and in the case of resiliency, the possible failure in the network.
The placement of controller inside a network has been studied in works such
as [HSM12; Lan+15]. When we consider the resiliency of the network, we also
need to consider the possibility of failures of other controllers and thepossible
impact of such failures on the remaining ones. Indeed,SDN-capable devices
can be conÞgured to contact other controllers in case of failure. Resiliency
for controller placement solutions can be found in [Hoc+13; GB13].

We also need to provide a way for all the controllers to exchange control
messages to keep a uniÞed view of the network. For control messages, an
out-of-band network can assure the communications between the controllers
but more frequently is done in-band, i.e., in the same networkas the data
plane, since it presents smaller Operational Expenditure (OpEx) and Capital
Expenditure (CaPex). Moreover, consistency problems of the network view

1In this thesis, we use the terms router and switch interchangeablyto designateSDN
capable forwarding devices.
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arise as controllers must share information to keep a consistent network view
with each other. Several works already propose protocols for a distributed
control plane in SDN networks [JCG14].

Finally, a whole pan of the research onSDN network focuses on the
security of communications, between controllers or between the switches and
the controller, see, e.g., [SOS13].

We do not, however, consider these problems in this thesis.

The OpenFlow protocol was born from the work of McKeown et al.
in Stanford to bring programmability to network devices, before the SDN
acronym was coined [McK+08 ]. It brought the tool to nurture the creation
of the SDN paradigm. by providing a way for communication between rou-
ters and controllers. The routers use this protocol to report data to the
controllers (e.g., link state, tra"c). Since routers no longer compute deci-
sions, they must request the action(s) to follow to the controller when they
encounter tra"c they have no rules to match it against. An analogy to CPU
programming language can be made between OpenFlow and assembly lan-
guage such asx86. Indeed, OpenFlow provides a basic set of commands to
change the state of the SDN devices on the network in the same way that
assembly provides basic CPU operations. Although out of the scope of this
thesis, it is worth mentioning that e!orts like [ Bos+14] propose higher level
programming languages to ease the development of network application by
network operators, in the same way that high level language such as C++,
Python and Java exists.

In OpenFlow 1.3, packets are matched on up to 40 Þelds such as source,
destination addresses or Type of Service (ToS) Þeld. Forwarding rules are no
longer destination based as in legacy networks, but they are ßow based.SDN-
capable forwarding devices implement the more sophisticated OpenFlow rules
using Ternary Content-Addressable Memories. This type of memory can,
like regular Content-Addressable Memory (CAM), match bit to 0 or 1, but
it can also match using ÒdonÕt careÓ bit that can either match a0 or a 1. The
ßow granularity possible withSDN comes at a price since Ternary Content-
Addressable Memory (TCAM) is power hungry, more expensive and take
more space in the router chassis. Due to these technical constraints, and by
considering the higher complexity of OpenFlow rules, the sizeof a forwarding
table in SDN equipment is limited (in the order of 1000 rules). Software
rules can be used to increase this limit at the cost of weaker performances
[Ryg+16]. We explore these constraints in Part Ias well as the software-
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hardware trade o!.

1.3.2 Hybrid networks

Figure 1.5: Example of an SDN-legacy network. Blue switches represent
legacy devices.

Network operators might be reluctant to shelve their legacy equipment
and their well known protocols forSDN devices and protocols. Progressive
migration might, however, be a more realistic scenario in which legacy and
SDN hardware and protocols would coexist.

New challenges arise in regards to the coexistence of legacy and SDN
equipment, and most of theSDN solutions found in the literature might not
be applicable in this case. Among opportunities and challenges for hybrid
networks, Vissichio et al. [VVB14] present four migration scenario that con-
siders mixing upSDN and legacy equipment. The Þrst scenario considers a
topology based migration in which whole sub-domains might be upgraded to
SDN capable devices. This kind of migration is the most straightforward sce-
nario, interactions between legacy, andSDN protocols are limited. However,
in Serviceor Class-based migration, both paradigms coexist in the same net-
work as shown in Figure1.5. In both type of migration, the tra"c is divided
into groups (by Service or Classes, respectively) and each paradigm is in
charge of a set of groups.SDN controllers must implement the legacy proto-
cols used by the legacy devices installed in the network.SDN switches still
report to their respective controllers as in a fullySDN network. Moreover,
they forward legacy control messages to the controller, which is in charge of
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Figure 1.6: Example of Service Function Chains in a network.

answering in place of theSDN switches. Some works already leverage hy-
brid network capabilities for Tra"c Engineering (TE) [AKL13] or robustness
[Chu+15] for these types of SDN-OSPF hybrid networks. We consider such
networks for Energy Aware Routing in Chapter 6.

1.3.3 Network Function Virtualization

The deployment of network services requires di! erent network functions such
as Þrewall,DPI, or video optimization. In legacy networks, these functions
are executed by specialized hardware devices called middleboxes. These de-
vices are hard to migrate throughout the network, limiting network operators
ability to adapt to tra " c and to design new services.

Virtualization of network functions, pushed by the NFV initiative
[Gem+16], brings ßexibility in the management of network functions.Func-
tions can now be executed inVMs on general hardware that can be easily
moved on the network. A server might run a Þrewall function at one point,
and the same server might be running a video optimization function the next
hour.

As the functions require a lot of di!erent virtual resources (bandwidth,
CPU cores, memory),NFV Management & Orchestration (MANO) is at
the heart of the paradigm. It comprises Virtual Network Functions (VNFs)
provisioning, as well as the management of the underlying structure(net-
work and servers). An orchestrator is in charge of assigning locations to the
function and allocating the necessary resources to satisfy the requests in the
network.

Services are composed of a chain of network functions to apply in a par-
ticular order (partial or total), known as Service Function Chains and deÞned
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in [HP15]. We present, in Figure1.6, examples of Service Function Chains
applied to two di! erent ßows. The red ßow subscribed to a service that re-
quires the execution of a Þrewall function, followed by a DPIfunction. The
second ßowÕs service also requires the execution of a Þrewall but followed by
the execution of a video optimizer. As we will see in PartIII , the di" culty of
Þnding the locations of the functions is signiÞcantly increased by theorder
requirement.

Like the SDN paradigm, the NFV one still has a lot to prove regard-
ing scalability, resilience, reliability, and security, see, e.g., [Mij+16 ]. We
can draw parallels between the two paradigms. Indeed, whileSDN o! ers to
decouple data and control plane, NFV o!ers to decouple functions from hard-
ware. Even though virtual switches [Pfa+15] can executeSDN forwarding
functions, performances still favor the use of hardware switches.

1.3.4 Using Software DeÞned Network and Network
Function Virtualization for Energy Aware Rout-
ing

By enabling network abstraction and programmability, the virtualization and
softwarization of the network seem promising in enabling network-wide green
policies. The controllers can decide the subset of network devices to shut
down using the metrology data collected using the OpenFlow protocols. The
controllers can decide which subset of equipment can be put into power-save
mode and reconÞgure the whole network to change the forwardingpaths.
Multiple works already addressed the deployment of green solutions using
SDN networks such as [ARM17; Wan+14; MTT14; Rah+16; LSC14]. How-
ever, few of them also considers the challenge brought by this new paradigm.

In this thesis, we focus our attention on the constraints brought by this
emerging paradigm and their impact on the implementation of green policies.

For example, EAR intrinsically increases the number of links that the
demands have to go through by turning down equipment, increasing the
total number of required rules in the network. As previously stated, SDN
table size is limited, and thus EAR might overload TCAMs. This problem
is considered in Part I.

As stated, centralized control brought bySDN eases the deployment of
green policies on the network. Equipment can be shut down, andthe tra"c
can be rerouted on the remaining devices. However, in hybrid networks,
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this behavior might be detected as failures by legacy protocols such as Open
Shortest Path First (OSPF) [Moy98]. For example,OSPF routers regularly
exchangeHello packets with neighbors to know if the link is still functional.
After a predeÞned interval without responses to these packets, the OSPF
device declares a failure occurred on the link. We address this issue in PartII .

Finally, network functions executed by middleboxes impose hard con-
straints on the routing of requests in the network. The rigidity of these
devices can severely impact the e"ciency of energy saving solutions. NFVad-
dresses these limitations and enables the deployment of network-wide energy
policies. Network functions can be clustered on a subset of servers while the
rest are shut down. The main issue with function placement comes from the
way services are built. Each service comprises a set of orderedfunctions to
apply to the corresponding requests. We thus have to consider this ordering
when placing the function and make sure that requests are forwarded to the
node in the right order. This is the problem we consider in PartIII and we
extend it to EAR.

1.4 Research Methodology

We now present the methodology used in this section. We Þrst present
the metrics studied for the evaluation of our EARsolution and then brießy
present the techniques used to tackle the di!erent problems explored in this
thesis.

1.4.1 Metrics studied

The principal metric studied is, of course, the energy savings provided by
our solutions. However, energy savings impact the network performances
regarding the end-to-end delay, linkÕs load or even packet losses.

Delay

By nature, Energy Aware Routing increases the length of the paths in the
network by removing some shortest paths. It is thus important to study the
delay of the path provided by an EARsolution to check that communications
are not a! ected by a too substantial end-to-end delay. We consider the hop
count of the paths (number of links) as well as the delay in milliseconds.
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We check that delays are below the usual 50 ms required by Service Level
Agreements (SLAs).

Link load

By reducing the subset of active equipment in the network, we funnel the
tra" c on a set of links leading to more loaded links. In the case of failure or
sudden increase activity due to unforeseen events, some links might become
overloaded, resulting in a degradation of the network performances due to
packet losses.

Packet losses

Using Mininet [Min] emulation and our SDN testbed, we were also able to
study the packet losses in addition to the packet delay. This metric is of par-
ticular importance in hybrid networks where the quality of the coordination
between legacy andSDN plays a big part in the correct lifetime of packets.

1.4.2 Technique used

In this thesis, we used di! erent techniques to tackle theEAR problem and
the inherent constraints of the virtualization of networks. The three main
methods used are the following:

¥ Integer Linear Programming is used to model the di!erent problems
encountered and then used to validated the quality of the solutions
provided in Parts I to III .

¥ Greedy algorithms are used from PartsI to III .

¥ Finally, in Part III , we used the Column Generation decomposition
model.

We further described these techniques in Chapter 2.

1.5 Thesis plan and Contributions

In this section, we go over the plan of this thesis and present the main
contribution of each part. We also provided the list of publications of all
works.
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In Chapter 2, we Þrst present to the reader basis on Integer Linear Pro-
gramming, as this mathematical framework is widely used in this thesis. We
also introduce the concept of the column generation decomposition model,
used in Part III . Finally, we present the concept of Greedy Algorithm also
widely used throughout this work.

We Þrst tackle, in Part I, the table size constraints imposed by the TCAM
used bySDN capable equipment. We Þrst study, in Chapter3, the use of ag-
gregation rules to reduce the size of the table. We consider two types of com-
pression (i) only using the default rule and (ii) using aggregation on source
and destination in addition to the default rule. We propose an Integer Linear
Program (ILP) formulation when wildcard rules are used, as well as heuristic
and approximation algorithms. We validated them using random forwarding
and using network table obtained from SNDlib instances [Orl+10 ].

We then study the Compression Problemin the context of Energy
Aware Routing and formulate the Energy Aware Routing with Compres-
sion (EARC) problem. We propose ILP formulations for the problem for
both default and wildcard rules and propose an e"cient heuristic using the
compression heuristics proposed in Chapter3. We show that using wildcard
rules, we can provide energy savings close to the classicEAR scenario where
tables have no size constraints.

Finally, in Chapter 5, we collaborated with members of the SigNet team to
look at the table constraints on anSDN testbed, including an HP5412zl SDN
switch. We focus our study on data centers topologies. We proposeMinnie ,
a dynamic non-energy aware variant of the heuristic presented in Chapter 4.
We also show that entry size limit can be attained with a few numbers of
clients. Using the 3-approximation algorithm presented in Chapter 3, we can
deploy up to 3000 servers with up to a million ßows with a maximum capacity
of 1000 rules of each router, with no noticeable increase in packet delay. We
also compare the performance of hardware and software rules and show that
similarly to [Ryg+16], even though software rules can greatly increase router
table capacities, their matching performance is far from rules implemented
in TCAM.

All of these results can be found in the following publications [Rif+17;
Rif+16; Gir+16 ; Hav+15; Rif+15].

The second part of the thesis focuses on the deployment of energy policies
in networks in whichSDN capable equipment and legacy devices coexist. The
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main issue of EAR in hybrid networks is that turning o! SDN capable equip-
ment is detected as a failure by legacy protocols. Inspired by[Chu+15], we
use backup tunnels to reroute tra"c when disabling links. To prevent packet
losses due to the detection time of a disabled link by legacy protocols, we
also propose a smooth extinction mechanism. First, we model the Energy
Aware Routing in a hybrid SDN network (hEAR) with tunnels problem as
an ILP . As the tunnel selection increases the di"culty of the problem, we
then propose an e"cient heuristic to shutdown links and routers and sat-
isfy all requests in the network. Combined with the use of tunnels, smooth
link extinction, and failure/ßash crowd detection mechanism, this comprises
Smooth ENergy Aware Routing (SENAtoR). We show, using a Mininet
testbed, that our solution enablesEAR in a hybrid network without intro-
ducing additional packet losses thanks to our smooth link extinction.

Results are under submission and can be found in [Hui+17a].

Function Virtualization for Energy Aware Routing is studied in Part III .
In Chapter 7, we Þrst propose an optimal scalable model to the Service
Function Chain Placement usingColumn Generation, called NFV CG. It can
solve instances on networks with up to 50 nodes and about 10 000 requests
in just over a minute. We also study the trade-o! between the number of
NFV capable hosts and bandwidth usage in the network. We show that
adding moreNFV nodes greatly decreases the bandwidth up to 50% of the
network. We observe diminishing returns when more than 50% of the network
is NFV-capable. We then build upon this model to consider two variants of
the problem.

In the Þrst variant, we consider licenses cost constraints,i.e., limits on
the number of replicas of a function that can be deployed in the network.
These restrictions signiÞcantly increase the di" culty of the problem. We thus
propose a two-phase heuristic that Þrst chooses the location of the function
and then use NFVCG to route the requests.

The second variant, studied in Chapter8, corresponds to the EARprob-
lem with Service Function Chain (SFC) constraints. Using a baseline scenario
of a legacy network (NoSDN + middleboxes), we study the possible energy
savings done with onlySDN (and middleboxes) and aSDN/NFV scenario.
We show that while SDNsaves between 18 and 51% of energy during the
night, the use of VNF provides 4 to 12% more energy savings.

Results of this part can be found in [HJG17; Hui+17b]
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Finally, we studied structured overlay for live video streaming Peer-to-
peer (P2P) systems. Since these works are far from the scope of this thesis,
we provide them in Appendices Aand B.

These results can be found in [GH15; GH16].

1.6 List of publications of this thesis

We now list the publications included in this thesis.

International journals

[Rif+17] Myriana Rifai, Nicolas Huin, Christelle Caillouet, Frederic
Giroire, Joanna Moulierac, Dino Lopez Pacheco, and Guillaume
Urvoy-Keller. ÒMinnie: An SDN world with few compressed for-
warding rulesÓ. In:Computer Networks121 (2017), pp. 185Ð207
(cit. on p. 17).

Submissions to international journals

[Gir+] Fr«ed«eric Giroire, Nicolas Huin, Joanna Moulierac, andTruong
Khoa Phan. ÒEnergy-aware Routing in Software-DeÞned Net-
work using CompressionÓ.

[GHT] Fr«ed«eric Giroire, Nicolas Huin, and Andrea Tomassilli.ÒThe
Structured Way of Dealing with Heterogeneous Live Streaming
SystemsÓ.

[HJG] Nicolas Huin, Brigitte Jaumard, and Fr«ed«eric Giroire. ÒOptimal
Network Service Chain ProvisioningÓ.

[Hui+] Nicolas Huin, Andrea Tomassilli, Fr«ed«eric Giroire, and Brigitte
Jaumard. ÒEnergy-E"cient Service Function Chain Provision-
ingÓ.
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International conferences

[GH15] Frederic Giroire and Nicolas Huin. ÒStudy of Repair Protocols
for Live Video Streaming Distributed SystemsÓ. In:2015 IEEE
Global Communications Conference (GLOBECOM)(Dec. 2015)
(cit. on p. 19).

[Rif+15] M. Rifai, N. Huin, C. Caillouet, F. Giroire, D. Lopez-Pacheco, J.
Moulierac, and G. Urvoy-Keller. ÒToo Many SDN Rules? Com-
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tions Conference (GLOBECOM)(Dec. 2015) (cit. on p.17).

[HJG17] Nicolas Huin, Brigitte Jaumard, and Fr«ed«eric Giroire.ÒOpti-
mization of Network Service Chain ProvisioningÓ. In:IEEE In-
ternational Conference on Communications 2017. Paris, France,
May 2017 (cit. on p.18).

[Hui+17a] Nicolas Huin, Myriana Rifai, Fr«ed«eric Giroire, DinoMartõÕn
Lopez Pacheco, Guillaume Urvoy-Keller, and Joanna Moulierac.
ÒBringing Energy Aware Routing closer to Reality with SDN
Hybrid NetworksÓ. In:2017 IEEE Global Communications Con-
ference (GLOBECOM). 2017.

[Hui+17c] Nicolas Huin, Andrea Tomassilli, Fr«ed«eric Giroire, and Brigitte
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ingÓ. In:International Network Optimization Conference 2017.
Lisbon, Portugal, Feb. 2017 (cit. on p.18).

National conferences

[Hav+15] Fr«ed«eric Havet, Nicolas Huin, Joanna Moulierac, and Khoa
Phan. ÒRoutage vert et compression de règles SDNÓ. In:AL-
GOTEL 2015 - 17èmes Rencontres Francophones sur les Aspects
Algorithmiques des T«el«ecommunications. Beaune, France, June
2015 (cit. on p. 17).

[GH16] Fr«ed«eric Giroire and Nicolas Huin. Ò«Etude dÕun système dis-
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18èmes Rencontres Francophones sur les Aspects Algorithmiques
des T«el«ecommunications. 2016 (cit. on p.19).
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In this chapter, we present the basis of the di! erent techniques used
throughout this thesis. Three main techniques are used: Linear Program-
ming, Column Generation, and Greedy Algorithm. For all of them, we pro-
vide a brief introduction and provide an example applied to the Energy Aware
Routing (EAR) problem.

2.1 Linear Programming

Linear Programming is a powerful mathematical framework used to solve op-
timization problems (minimization or maximization). It comprises a function
to optimize, called theobjective functionand a set of constraints expressed
as (in)equalities. As indicated by the name of the framework, the objective
function and the (in)equalities are linear. All linear programs can be written
in the following canonical form:

min cT x

s.t. Ax " b

x " 0 (2.1)

30
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wherex represents the vector of variables to determine,A is a matrix of
known coe" cients andc and b are vectors of known coe" cients.

An important concept of Linear Programming is the concept ofduality.
Every primal problem can be transformed into its dual problem. For exam-
ple, the dual of Problem2.1 is

maxbT y

s.t. AT y # c

y " 0 (2.2)

wherey is the vector of variables of the dual problem. The dual of a dual
is the primal problem. Two important duality theorems exist. The weak
duality theorem states that the value of the objective value of any feasible
solution of the dual is an upper bound on the optimal objective value of the
primal solution. The strong duality theorem states that ifx ! is the optimal
solution of the primal, then there exists an optimal solution of the dual,y! ,
and

cT x ! = bT y!

These theorems are used to provide bounds on the objective value and are
exploited by primal-dual algorithms or the column generation decomposition
model.

When one or more variables are integers, we talk about Mixed Integer
Linear Programming (or Integer Linear Programming when allvariables are
integers). Linear Programs can be solved easily, depending on their sizes,
by state of the art solvers. However, solving Integer Linear Programs (ILPs)
and Mixed Integer Linear Programs (MILP s) is known to be NP-Hard. Many
exact methods have proposed such as branch-and-bound, cutting planes, col-
umn generation or BenderÕs decomposition. For a more in-depth view of
linear programming, we point the reader to [Chv83].

2.1.1 Example: Multi-commodity ßow problem

We now present, as an example, the formulation of the multi-commodity
ßow problem. The MultiCommodity Flow (MCF) problem is a well-known
network ßow problem where multiple ßows request between di!erent sources
and destinations, called commodities [AMO93]. More formally, we model a
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network as a digraphD = ( V, A) where each arc (u, v) $ A has a capac-
ity Cuv . We have k commoditiesS1, S2, . . . , Sk deÞned bySi = ( si , t i , D i )
wheresi and t i are the source and destination andD i the charge of the ßow.
The goal is to Þnd a path for each commodity such that link capacities are
respected.

We can easily formulate this problem using Integer Linear Programming
or Linear Programming if the ßow can be split between multiplepaths. We
Þrst introduce the set of variablesf i

uv $ [0, 1] that represent the fraction of
ßow going through the link (u, v) for the commodity Si . If the ßows are
un-splittable, i.e., a commodity can only be forwarded on exactly one path,
we have that f i

uv $ { 0, 1} . We then need to satisfy the following two sets of
constraints to have a valid solution.

Flow conservation constraints For a given commoditySi and a given
nodeu $ V \ { si , t i } , the sum of incoming ßows must be equal to the sum of
outgoing ßows of the commodity. For the nodesi , the di!erence between the
outgoing ßows and the incoming must be equal to one, i.e., all ßow has to
exit the source node. It is reversed for the destination nodet i : the di!erence
between the incoming and the outgoing ßows must be equal toD i , i.e., all
ßow has to enter the destination node. These constraints are expressed as
follows.

!

v" N + (u)

f i
uv %

!

v" N ! (u)

f i
vu =

"
#$

#%

1 if u = si

%1 if u = t i

0 else

&i $ { 1. . . k} , u $ V (2.3)

Link capacity constraints The following set of constraints states that
the sum of the ßows on a link must not exceed its capacity.

k!

i =1

D i ! f i
uv # Cuv &(u, v) $ A (2.4)

Objective function Multiple objective functions can be considered for
the MCF problem. First, we could consider the minimum cost variant of
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the MCF problem. A cost to forward ßows is given to each arc (u, v), de-
noted Quv . The objective is to minimize the total cost of forwarding each
commodity and is given by

min
!

(u,v )" A

k!

i =1

Quv ! f i
uv (2.5)

In the context of Energy Aware Routing, we want to reduce the number
of active links in the network. Indeed, theEAR problem consists in routing
a set of requests (or commodities) through a network. We couldthus use the
MCF formulation for the EAR problem. In this case, we need to introduce a
new set of variables,xuv $ { 0, 1} , that represent the state of each arc (active
or not). We also need to slightly alter the link capacity constraints to forbid
forwarding of ßows on inactive links. The constraints thus become

k!

i =1

D i ! f i
uv # Cuv ! xuv &(u, v) $ E (2.6)

and the objective function is given by

min
!

(u,v )" A

xuv (2.7)

We have presented a formulation of theMCF known as the edge for-
mulation since we use a variable for each arc and commodity. A second
formulation referred to as thepath formulation exists. It uses, for each com-
modity, a variable for each path between its end-point. This considerably
increases the number of variables of the formulation since the number of
paths in a graph is exponential. Nonetheless, using the columngeneration
decomposition model, we can greatly reduce the number of paths considered
as we explain in the next section.

2.2 Column Generation

Column generation is an e" cient algorithm to solve largelinear programs.
This technique originated from the observation that most variables do not
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Figure 2.1: Flowchart of the Column Generation at root node algorithm.

belong in the optimal solution. This is particularly the casefor extended
formulation such as thepath formulation mentioned earlier. We thus consider
a restricted set of variables at the start of the algorithm and then Þnd new
variables (columns) that can improve the solution.

We present in Figure2.1 the ßow chart of the algorithm. The problem
is divided into two problems: the Restricted Master Problem (RMP) and
the Pricing Problem (PP). The RMP represents the initial formulation of
the problem with a reduced number of variables. These variables are often
provided by a heuristic to jump start the process. ThePP is in charge
of generating the new variables to add in the RMP. Depending on the
formulation multiple PPs can exist for the same problem. In this case, they
can be solved in parallel to speed up the process. These two problems depend
on each other: Þrst, the RMPis solved to obtain the optimal dual value of the
problem. The dual values are then provided to thePP to Þnd variables with
a negative reduced cost(in the case of minimization). Thereduced costof a
variable represents the value by which the objective function will improve if
the variable enters the solution. Going back to the primal formulation given
earlier in Equation (2.1), the reduced cost of a variablex i is given by

ci %(AT u) i
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whereu is the dual cost vector obtained from the solution of theRMP. The
exchanges betweenRMP and PP continue until no variables with a negative
reduced cost are found. In this case, the objective function value of the
RMP is optimal. Note that the algorithm provides optimal solutions for
Linear Programs. However, we can still use it to solve some Integer Linear
Programs.

If the original problem is an ILP, we consider the relaxation of the prob-
lem, i.e., integrality constraints are relaxed. We use the column generation
algorithm to optimally solve this relaxed formulation and then transform the
RMP back to anILP . Since we only use a subset of variables, theILP might
not Þnd any feasible solution. This, however, does not mean that the prob-
lem is unfeasible. In the case where we obtain an integer solutionx ilp , it
might not be the optimal solution to the problem. But we can compareit
with the lower bound given by the optimal solutionx !

lp of the relaxed for-
mulation. For a particular instance, we can gage the quality of the integer
solution using the ratio: ! = ( x ilp %x !

lp )/x !
lp . The closer to 0 the ratio is, the

better the solution is and when it is equal to 0, the integer solutionx ilp is
an optimal solution of the problem. While we only describedColumn Gen-
eration at the Root node, this technique can be integrated into the standard
branch-and-bound algorithm to solve largeILP optimally. This is known as
branch & price. In this thesis, we only considerColumn Generation at the
Root node.

2.2.1 Multi-commodity ßow: Path formulation

As previously stated theMCF problem can also be formulated using a path
formulation. As the name indicates, we use, for each commodity, a variable
for every possible path between the source and destination of the commodity.
We denotePi the set of paths for the commodityi and zi

p $ [0, 1] the variable
that represents the fraction of the ßow going through the pathp $ P i . As
for the edge formulation, if the ßows are un-splittable we havezi

p $ { 0, 1} . If
we want to minimize the number of active links in the network, we formulate
the problem as follows:

Objective

min
!

(u,v )" A

xuv (2.8)
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One path per commodity
!

p"P i

zi
p = 1 &i $ { 1. . . k} (2.9)

Link capacity constraints

k!

i =1

!

p"P i

" p
uv D i ! zi

p # Cuv ! xuv &(u, v) $ A (2.10)

where" p
uv = 1 if link ( u, v) $ p. It is clear that the number of variables is

exponential and that no solver will be able to construct the model for large
enough instances. Instead, we can start with a small subset of paths for each
commodity, e.g., the shortest paths, and use a PP for each commodity to
Þnd paths improving the solution. EachPP consists in Þnding a constrained
path with the minimum reduced cost. The reduced cost for a pathof a given
commodity i is given by

#(2.9)
i %D i !

!

(u,v )" A

#(2.10)
uv ! "uv

where#(2.9)
i and #(2.10)

uv correspond to the dual values of their respective con-
straints in the RMP and "uv is a variable equal to 1 if the link is (u, v) is
in the path. The PP for a commodity i can be formulated as follows, where
dual values are given as input.

Objective function.

min #(2.9)
i %

!

(u,v )" A

#(2.10)
uv D i ! "uv (2.11)

Flow conservation constraints

!

v" N + (u)

"uv %
!

v" N ! (u)

"vu =

"
#$

#%

1 if u = si

%1 if u = t i

0 else

u $ V (2.12)
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Link capacity constraints

D i ! "uv # Cuv (u, v) $ A (2.13)

Since we have onePP per commodity, we can parallelize the search of new
variables sincePPs are independent of each other. This takes advantages
of modern CPU architectures that propose multiple processing cores and
increases the resolution speed.

2.3 Greedy Algorithms

Greedy algorithms represent the class of algorithms where decisions are taken
greedily, and no backtracking is done until a solution is found (see [Cor+01]
for further reading). At each step of the algorithm, we use the local optimum
to build a solution. The main advantage of these algorithms isthat they
provide fast and easy to implement algorithms to use in practice.

In general, greedy algorithms have the following components:

¥ A set of possible candidates to choose from.

¥ A selection function that selects the best valid candidate toadd to the
solution.

Some problems can be solved to optimality by greedy algorithms as the
shortest path problem using DijkstraÕs algorithm or the unweighted interval
scheduling problem. In other cases, a greedy algorithm might not give an
optimal solution but can provide a good approximation of the optimal so-
lution, e.g., a 2-approximation greedy algorithm exists for the vertex cover
problem. In the worst case, greedy algorithms o!er no performance guar-
antee. This is why we use the previously mentioned mathematical tools to
compare our greedy algorithmsÕ performances with the optimal solution that
they provide. This is the case for the EAR problem, that has been shown
in [GMM12] to be NP-Complete, with no polynomial-time constant-factor
approximation algorithm existing.

2.3.1 Greedy Energy Aware Routing

The Energy Aware Routing problem is a equivalent to a MCF problem where
the goal is to satisfy all requests and minimizing the number of active links



CHAPTER 2. PRELIMINARIES 38

Figure 2.2: Flow chart of the greedy algorithm for the Energy Aware Routing
problem

while respecting link capacities. We now present the greedy algorithm shown
in Figure 2.2. It was originally proposed in [GMM12] for undirected graphs.

In this algorithm, the set of possible candidates to choose from is the
set of links in the network. Initially, we Þnd a valid routing with all active
links. The selection function selects the link with the least amount of tra"c
on it. A link ( u, v) can be added to the set of inactive links if and only if
all requests can be routed when (u, v) and the previously selected links are
inactive. If no valid routing can be found, the link is removed from the set
of candidates. The algorithm stops when all links have been considered.

This algorithm constitutes a basis on which the algorithms proposed in
this thesis are built upon. Indeed, in each of the problems considered the
main goal is to minimize the number of active links. The routing constraints
are thus the only changing components of the algorithm and depend on the
problem considered, e.g., paths are constrained by the limited table capacity
for the Compression Problemor by the execution order of the functions for
the Service Function Chaining problem.
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Chapters Techniques used
Chapter 3 ILP , Greedy
Chapter 4 ILP , Greedy
Chapter 5 Greedy
Chapter 6 ILP , Greedy
Chapter 7 ILP , Column Generation
Chapter 8 ILP , Greedy, Column Generation

Table 2.1: Summary of the techniques used in each chapter

2.4 Summary of the technique used for each
chapter

Table 2.1 summarizes the techniques used in each chapter of this thesis.
While greedy algorithms andILP formulations are the most used techniques,
the last part of the thesis focuses on the Column Generation technique.
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Constraints

Context

In classical networks, routers use distributed routing protocols such as Open
Shortest Path First (OSPF) [Moy98] to decide on which interfaces packets
should be forwarded. In Software DeÞned Network (SDN) networks, one or
several controllers take care of path computations, and routers become simple
forwarding devices. When a packet arrives, with a new destination for which
no routing rule exists, the router contacts a controller that providesa route
to the destination. Then, the router stores this route as a rule in its SDN
table and uses it for next incoming matching packets. This separation of the
control plane from the data plane allows a smoother control over routing and
an easier management of the routers.

Also, SDNs aim at applying ßow-based forwarding rules instead of desti-
nation based rules (as in legacy routers) to provide a Þner control of the net-
work tra"c. For instance, in OpenFlow 1.3, forwarding decisions can be made
taking into account from zero up to a maximum of 40 Þelds of a Transmission
Control Protocol (TCP) or a User Datagram Protocol (UDP) packet. When
any of the 40 Þelds should be ignored when forwarding a packet,such a
Þeld is set to ÒdonÕt careÓ bits. Due to the complexity ofSDN forwarding
rules, SDN forwarding devices need Ternary Content-Addressable Memo-
ries (TCAMs) to store their routing table (as classical Content-Addressable
Memory (CAM) can only perform binary operations). However, TCAMs
are more power hungry, expensive and physically bigger than binary CAMs
available in legacy routers. Consequently, the available TCAM memory in
routers is limited. Indeed, a typical switch supports between around a couple
of thousands to no more than 25 thousands of 12-tuples forwarding rules, as
reported in [Ste+12].

Undoubtedly, emerging switches will support larger forwarding tables
[Bos+13], but TCAM s still introduce a fundamental trade-o! between for-
warding table size and other concerns like cost and power. The maximum
size of routing tables is thus limited and represents a signiÞcant concern for
the deployment ofSDN technologies. This problem has been addressed in
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previous works, as discussed later, using di!erent strategies, such as rout-
ing table compression [GMP14; Hu+15], or distribution of forwarding rules
[Coh+14].

In this part, we examine a more general framework in whichtable com-
pression using wildcard rules is possible. Compression ofSDN rules was
discussed in [GMP14]. The authors propose algorithms to reduce the size of
the tables, but only by using a default rule. We consider here a stronger com-
pression methodology in which any packet header Þeld may be compressed.
Consideringmultiple Þeld aggregationis an important improvement as it al-
lows a more e"cient compression of routing tables, leaving more space in the
TCAM to apply advanced routing policies, like load-balancing and to imple-
ment quality of service policies. In the following, we focus oncompression of
rules based on sources and destinations. However, our solution also applies
if other Þelds are considered, such as Type of Service (ToS) Þeld or transport
protocol. The chapter is organized as follows.

Contributions and plan

We Þrst present, in Chapter 3, the Compression Problemwhich consists in
reducing the size of the forwarding tables using the default rule and aggre-
gation rule on the source and destination. Several solutions are proposed in
Section3.2 such as an Integer Linear Program, an approximation algorithm,
and a greedy heuristic algorithm. We compare them in Section3.3using ran-
domly generated tables and using network tables obtained from simulations
on SDNlib instances.

In Chapter 4, we deÞne and explore the Energy Aware Routing with Com-
pression (EARC) Problem. As the EAR problem is known to be NP-hard
[Gir+10 ] (and thus EARC), we propose two Integer Linear Programs for the
default rule and multi-Þeld compression (see Section4.2) as well as an e"-
cient heuristic algorithm, in Section4.3. The heuristic is composed of three
modules: a routing module, in charge of Þnding paths for each demand in
the network while respecting link and node capacities; a compression module,
responsible for the reduction of the table size in the network; and an energy
saving module that decides which link to shutdown. We further validated
the solutions proposed for theCompression Problemin Chapter 3 by using
them in the compression module. We compare all solutions on four SNDlib
instances in Section4.4 and show that we can save almost as much power



44

as possible without capacity constraints, by jointly routing and compressing
routing tables.

Finally, we present a dynamic variant of the heuristic presented in Chap-
ter 4 without the energy saving module,Minnie , in Chapter 5. It routes
the tra"c and compresses routing tables to satisfy link capacity androuting
table size of the di!erent forwarding devices. We validate our algorithm on
multiple well-known data center topologies in Section5.2. We show that one
can deploy networks with up to 1 million ßows usingMinnie by carefully
choosing a threshold for compression. We further validatedMinnie using a
testbed emulating ak = 4 Fat-Tree data center topology in Section5.3. We
demonstrate on the one hand that even with a small number of clients the
limit regarding the number of rules is reached without compression, increas-
ing the delay of new incoming ßows.Minnie , on the other hand, reduces
the number of rules needed, with no packet losses, nor noticeable additional
delays using TCAM.

Related work

To support a vast range of network applications, OpenFlow rules are more
complex than forwarding rules in traditional Internet Protocol (IP) routers.
For instance, access-control requires matching on source - destinationIP
addresses, port numbers and protocol [Cas+09] whereas a load balancer may
match only on source and destination IP preÞxes [RDJ11]. These complicated
matching can be well supported using TCAMsince all rules can be read in
parallel to identify the matching entries for each packet. However, as TCAM
is expensive and extremely power-hungry, the on-chip TCAMsize is typically
limited. Several works have tackled the distribution of the forwarding policies
on a network considering the table size constraints, see [Ngu+16] for a survey.
These solutions can be regrouped into three main categories.

In the Þrst category, the rule space capacity of the whole network is used
by spreading the rules in order to circumvent the individual switches capac-
ities. In [KHK13] and [Kan+13], the authors propose similar solutions, in
which the set of end points policies of the network is divided and then spread
over the network so that every packet is a!ected by all the policies. However
the routing policies are not taken into consideration. In both [Ngu+15] and
[Coh+14], routing policies are dealt with by changing the path of the ßows to
take advantages of the table space from all the switches of thenetwork. These
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types of solution do however change the path used to route a ßowand thus
impact the Quality of Service (QoS) of the network. In [Ngu+15], the authors
proposeOFFICER . It creates a default path for all communications, and
later, some deviations are introduced from this path using di! erent policies
to reach the destination. According to the authors, the Edge First strategy,
where the deviation is performed to minimize the number of hops between
the default path and the target one, o! ers the best trade-o! between the
required QoS and forwarding table size. Note however, that applying this
algorithm could unnecessarily penalize the QoS of ßows when the routersÕ
forwarding tables are rarely full.

In the second category, caching techniques are used to limit the number of
concurrent rules in a switch, such as CacheFlow, proposed in [Kat+16 ], which
introduces a CacheMaster module and a shared section of software switches
per TCAM (available in hardware switches only). The CacheMaster con-
structs the dependency tree of the rules to be installed and then distributes
the rules between theTCAM and the software switches, placing the most
popular rules in the hardware switch, thus enabling fast forwardingfor the
biggest possible amount of tra"c. When a packet needs a forwarding rule not
available in the TCAM, such a packet is forwarded to the software switches,
which send back the packet to the hardware switch in a predetermined in-
put port, to be resent at a speciÞc output port. If the software switches
do not have a matching rule, theSDN controller is called. The weaknesses
of CacheFlow relies in its inherent architecture, as this solution requires the
installation of a software switch for every hardware switch, which mightneed
a reorganization of the network cabling and additional resources to host soft-
ware switches. Secondly, the optimal number of needed software switches
can be di"cult to determine, due to the fact that for performance reasons,
software switches must only keep forwarding rules (whose number depends
on the tra" c characteristics) in the kernel memory space, which is limited.
Lastly, the two-layer architecture of CacheFlow (i.e., software switches over
a hardware switch) increases the delay to contact the controller and install
missing rules.

The third category considers reducing the size of the table byusing com-
pression techniques. Our work falls under this category. Works such as
[BK14] or [KS13] propose modiÞcations to the rule shape to reduce their
size, but requires hardware modiÞcations. To the best of our knowledge, the
closest papers to our work are [Hu+15; BM14; GMP14]. In [Hu+15] the
authors introduce XPath which identiÞes end-to-end paths using path ID
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and then compresses all the rules and pre-install the necessary rules into the
TCAM. We compare our results with the ones of XPath in Section5.2.2.
Minnie uses fewer rules even in the case of an all-to-all tra"c as XPathcodes
the routes for all shortest paths between sources and destinations. This is at
the cost of less path redundancy which is useful for load-balancing and fault
tolerance. Network operators should consider this trade-o!when choosing
which method to use. In [BM14] the authors suggestSDN rule compres-
sion by following the concept of longest preÞx matching with priorities using
the Espresso [TNW96] heuristic and show that their algorithm leads to 17%
savings only. We succeed in reaching better compression ratios.

To the best of our knowledge, only [GMP14] and [Awa+17] consider the
joint problem of compression and energy aware routing. Whilethe solution
proposed in [Awa+17] falls into the Þrst category, the solution in [GMP14]
uses the default rule to reduce the size of the table. We extend this solution
by considering other types of compression.
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The Compression Problem
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3.1 Introduction

In this chapter, we study theCompression Problemwhich consists in reducing
the size of the forwarding tables using the default rule and aggregation rule
on source and destination. This problem is the common theme of the Þrst
part of this thesis.

After a deÞnition of the problem in Section3.1.1, we propose several
solutions such as an Integer Linear Program, an approximation algorithm,
and a greedy heuristic algorithm, in Section 3.2.

We compare them in Section3.3 using randomly generated tables and
using network tables obtained from simulations on SDNlib instances.

47
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Flow Output port
(0, 4) Port-4
(0, 5) Port-5
(0, 6) Port-5
(1, 4) Port-6
(1, 5) Port-4
(1, 6) Port-6
(2, 4) Port-4
(2, 5) Port-5
(2, 6) Port-6

(a) Without compres-
sion

Flow Output port
(0, 5) Port-5
(0, 6) Port-5
(1, 4) Port-6
(1, 6) Port-6
(2, 5) Port-5
(2, 6) Port-6
(' , ' ) Port-4

(b) Default port com-
pression

Flow Output port
(1, 5) Port-4
(2, 6) Port-6
(1, ' ) Port-6
(' , 4) Port-4
(' , ' ) Port-5

(c) Multi-Þeld compres-
sion

Table 3.1: Examples of routing tables: (a) without compression, (b) with
default port compression (only (' , ' ) rule), (c) with multi-Þeld compression
(three possible aggregation rules), giving the routing table with minimum
number of rules.

3.1.1 DeÞnition of the problem

A forwarding table is composed of multiple entries that matchßows with
corresponding action(s). In OpenFlow 1.3, the matching can be done on
40 Þelds from the packet header. For each Þeld, the matching rule can use
a particular value or a wildcard (noted' ) that can accept any value. The
action associated with a matching rule can be to drop the packet, modify the
header, or forward it to a speciÞc port.

In the following, we consider the action to be limited to a forward to
outgoing ports. We also limit the use of the wildcard to the source and des-
tination addresses. However, our solution also applies if other Þelds are con-
sidered such asToS Þeld or transport protocol. We compress a table by using
either the aggregation by source (i.e., (s, ' , p)), by destination (i.e., (' , t, p))
or by the default rule (i.e., (' , ' , p)). When only the default rule is used, we
talk about default port compression, and, when all the wildcard may be used,
about multi-Þeld compression.

An example is given in Table3.1. Table 3.1a represents the original
table. Table 3.1b provides the result using default port compression and
Table 3.1cthe one using multi-Þeld compression, that is when all three types
of wildcard rules can be used to obtain the optimal compressed table.Since
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multiple entries can correspond to the same ßow, rule priority is given from
top to bottom. Indeed, in Table3.1c, if we exchange the priorities of the rules
(1, ' , Port %6) and (' , 4, Port %4), a ßow from source 1 to destination 4 is
no longer forwarded through Port-4 like in the original table.

3.2 Heuristics and exact formulations

We propose several solutions to solve theCompression Problem: First, Comp-
Default, giving optimal solutions for the default port compression. We then
provide an integer linear program,Comp-LP, which gives optimal solutions
for the multi-Þeld compression. However, as the problem is NP-Hard (see
[GHM15; GHM16] for a proof), the program does not scale to large tables
(also see Section3.3 for compression time and a discussion). We thus pro-
vide two heuristic algorithms for the compression problem,Comp-Greedyand
Comp-Direction.

3.2.1 Default Rule (Comp-Default)

When using only the default port compression, Þnding the optimal solution
is simple. The algorithm Þnds the most occurring portp! in the forwarding
table, remove all the rules withp! , and add the default rule (' , ' , p! ) at the
end of the table.

3.2.2 Integer Linear Programming (Comp-LP)

We Þrst deÞne the following notations. We then formulate the problem as
an Integer Linear Program.

¥ R, set of rules in the forwarding table

¥ S, set of sources in the forwarding table

¥ T , set of destinations in the forwarding table

¥ P, set of ports of the router

¥ r stp $ { 0, 1} , wherer stp = 1 if the rule ( s, t, p) exists

¥ stp $ { 0, 1} , wherestp = 1 if the wildcard rule ( ' , t, p) exists
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¥ tsp $ { 0, 1} , wheretsp = 1 if the wildcard rule (s, ' , p) exists

¥ dp $ { 0, 1} , wheredp = 1 if p is the default port of the table

¥ ost $ { 0, 1} , where ost = 1 if the wildcard rule for the source s has
higher priority than the one for the destinationt.

¥ ots $ { 0, 1} , whereots = 1 if the wildcard rule for the destination t has
higher priority than the one for the sources. By deÞnition,ost = 1 %ots .

We want to minimize the total number of rules in the compressed table
(3.1). All original rules must have a corresponding rule in it (3.2).

min
!

(s,t,p)"R

r stp +
!

p" P

&
!

t " T

stp +
!

s" S

tsp

'

+
!

p $ P dp (3.1)

r stp + stp + tsp + dp " 1 &(s, t, p) $ R (3.2)

There can be at most one default port (3.3), one wildcard rule per source
(3.4) and one wildcard rule per destination (3.5) in the table.

!

p"P

dp # 1 (3.3)

!

p"P

stp # 1 &t $ T (3.4)

!

p"P

tsp # 1 &s $ S (3.5)

For every rule (s, t, p) in the original table, if a matching wildcard rules
exists with a di! erent port, i.e., (s, ' , p# (= p) or (' , t, p# (= p), either the
original rule (s, t, p) or a matching wildcard rule with the right port exists
with a higher priority, ( 3.6) to (3.9).

r stp + stp " tsp" &(s, t, p) $ R , p# $ P \ { p} (3.6)

r stp + ots " tsp" &(s, t, p) $ R , p# $ P \ { p} (3.7)

r stp + tsp " stp " &(s, t, p) $ R , p# $ P \ { p} (3.8)

r stp + ost " stp " &(s, t, p) $ R , p# $ P \ { p} (3.9)

Finally, we remove the cyclic order dependencies between rules.

1 # os1 t1 + ot1s2 + os2 t2 + ot2s1 # 3 &s1 (= s2 $ S, t1 (= t2 $ T (3.10)
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As we will see in Section3.3, the computation time of the ILP is pro-
hibitive for larger tables. Note that a slight alteration of this formulation is
used in the formulation proposed in Chapter 4.

3.2.3 Most savings heuristic (Comp-Greedy)

For this heuristic algorithm, we add wildcard rules for sources or destinations
in a greedy way, based on the highest potential compression ratio. The
potential compression ratioof a sources (or destination t) is equal to the
number of rules with the most repeated portp among all the rules withs
(or t) over the total number of rules withs (or t). At each step, we compute
the potential compression ratio of all sources and destinations. We then
add the wildcard rule corresponding to the source or destination with the
highest potential compression ratio, and we remove all the rules matching
the wildcard rule. Ties between ports are resolved at random. Note that at
each step, the compression ratios of the other sources can be a! ected. We
thus recompute them at each step.

3.2.4 Direction Based Heuristic (Comp-Direction)

We present a second heuristic, shown in Algorithm 1. It was studied
in [GHM15; GHM16] and was proved to be e"cient, as it provides a 3-
approximation of the compression problem. We will demonstrate that it is
also e" cient in practice.

It Þrst computes three compressed routing tables (aggregation by source
(line 1-22), by destination (line 23-44) and by the default rule (line 45-52))
and then chooses the smallest one, as explained in more detail below.

Given a routing table such as the one given in Table3.2a, the algorithm
Þrst considers an aggregation by source (Table3.2b) using (s, ' , p!

s) rules. The
main principle is simple, but there is a small technicality to break ties. We
Þrst consider the sources one by one and choose (one of) the most occurring
port(s) in the rules with this source. It corresponds to the port allowing to
compress the most rules using a rule of aggregation by source.Then, we use
the default rule to reduce the number of aggregated rules.

There is a small technicality to break ties when there are several most
occurring ports. As a matter of fact, the choice taken of aggregation ports
for each source a! ects the default port chosen. We thus postpone the choice
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Flow Output port
(0, 4) Port-4
(0, 5) Port-5
(0, 6) Port-5
(1, 4) Port-6
(1, 5) Port-4
(1, 6) Port-6
(2, 4) Port-4
(2, 5) Port-5
(2, 6) Port-6

(a) Without Compres-
sion

Flow Output port
(0, 4) Port-4
(1, 5) Port-4
(2, 4) Port-4
(2, 5) Port-5
(0, ' ) Port-5
(' , ' ) Port-6

(b) Source table

Flow Output port
(1, 4) Port-6
(1, 5) Port-4
(0, 6) Port-5
(' , 4) Port-4
(' , 5) Port-5
(' , ' ) Port-6

(c) Destination table

Flow Output port
(0, 5) Port-5
(0, 6) Port-5
(1, 4) Port-6
(1, 6) Port-6
(2, 5) Port-5
(2, 6) Port-6
(' , ' ) Port-4

(d) Default only

Flow Output port
(1, 5) Port-4
(2, 6) Port-6
(1, ' ) Port-6
(' , 4) Port-4
(' , ' ) Port-5

(e) Optimal solution
(ILP)

Table 3.2: Examples of routing tables: (a) without compression, (b) com-
pression by the source, (c) compression by the destination, (d) default rule
only, and (e) routing table with minimum number of rules given by Integer
Linear Program. The order of the rules reads top to bottom.
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of the source aggregation port in case of ties to choose the default port
compressing the largest number of aggregation rules, as explained in details
below.

For each sources, we need to Þnd the portp!
s such that we can aggregate

using the rule (s, ' , p!
s), and the port p! to aggregate with the default rule

(' , ' , p! ). First, we compute the set of most occurring ports for each sources,
noted P !

s . The default port p! is thus the most occurring port in all setsP !
s .

If multiple ports can be chosen, one is selected at random. Then, for each
sources, the port p!

s is equal top! if p! $ P !
s . Otherwise we choose at random

amongP !
s . Once the ports for the aggregated rules are chosen, we build the

compressed table. First, we add rules that cannot be aggregated (line 12),
i.e., (s, t, p (= p!

s). Then, we add all the aggregation rules by source that do
not use the default portp! (line 15), i.e., (s, ' , p!

s (= p! ). Finally, we add the
default rule (' , ' , p! ) (line 16). The order of insertion in the routing gives the
order for the matching, i.e., non aggregated rules, then source aggregation
rules and then default rule.

For example, the sets of the most occurring ports of sources 0, 1, and 2
in Table 3.2a are{ Port-5} , { Port-6} , { Port-4, Port-5, Port-6} , respectively.
Since Port-5 and Port-6 appear two times each, we choose at random Port-6
to be the default port. The ports used for the aggregation by source for 0, 1,
2 are then Port-5, Port-6, Port-6, respectively. Port-6 is chosen for the source
2, because it is the default port. We can now build the compressed table by
adding all rules that have ports di! erent than their corresponding aggregate
rules: (0, 4, 4), (1, 5, 4), (2, 4, 4), (2, 5, 5). Then, we add all aggregate rules
with a port di ! erent from the default port: (0, ' , 5). Finally, we add the
default rule (' , ' , 5). This gives us the compressed table in Table3.2b.

For the second compressed routing table (Table3.2c), we do the same
compression considering the aggregation by destination with (' , t, p!

t ) rules.
As for the third table (Table 3.2d) a single aggregation using the best de-
fault port is performed, i.e., one of the most occurring port in the routing
table becomes the default port (tie broken uniformly at random). This table
is equivalent to the one produced by Comp-Default. We then choose the
smallest routing table among the three computed ones.
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Algorithm 1: Compressing a table
Input: Set of rulesR
Output: Compressed rules
// Compression by source

1 list of rules Cr // order of insertion = order of matching
2 foreach s $ V do
3 P !

s , set of most occurring portsp in { (s, t, p) | &t $ V } ;
4 p! = most occurring port in all P !

s // ties are broken at random
5 foreach s $ V do
6 if p! $ P !

s then
7 p!

s = p!

8 else
9 p!

s = most occurring port in P !
s // ties are broken at random

10 foreach (s, t, p) $ R do
11 if p (= p!

s then
12 add (s, t, p) to Cr ;
13 foreach s $ V do
14 if p!

s (= p! then
15 add (s, ' , p!

s) to Cr ;
16 add (' , ' , p) to Cr ;

// Compression by destination
17 list of rules Cc // order of insertion = order of matching
18 P !

t , set of most occurring portsp in { (s, t, p) | &t $ V } , &s $ V ;
19 p! = most occurring port in P !

t // ties are broken at random
20 foreach t $ V do
21 if d $ P !

t then
22 p!

t = p!

23 else
24 p!

t = most occurring port in P !
t // ties are broke at random

25 foreach (s, t, p) $ R do
26 if p (= p!

t then
27 add (s, t, p) to Cc;
28 foreach t $ V do
29 if p!

t (= p! then
30 add (s, ' , p!

t ) to Cc;
31 add (' , ' , d) to Cc;

// Default port compression
32 list of rules Cd;
33 p! = most occurring port in R // ties are broke at random
34 foreach (s, t, p) $ R do
35 if p (= p! then
36 add (s, t, p) to Cd;
37 add { (' , ' , p! )} to Cd;
38 return smallest set of rules betweenCr , Cc, and Cd
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3.3 Compression of forwarding tables

We now evaluate typical compression ratios, compression times and compare
the di! erent solutions proposed in Section3.2: the solution using default
port compression (Comp-Default) and the three solutions using the multi-
Þeld compression: the optimal one from the Linear Program (Comp-LP),
when it is possible to compute it, the Direction Based Heuristic (referenced
as Comp-Direction or Comp-Dir in short), and last, the Most savings heuris-
tics (Comp-Greedy). As instances, we consider randomly generated routing
tables as well as network routing tables coming from simulations on SNDlib
instances [Orl+10 ].

3.3.1 Random tables

In this section, we focus on the compression of random tables. The following
parameters are used to generate the random tables studied:

¥ the number of sources and destinationsn

¥ the number of ports of the switchp

¥ the density of the corresponding matrix 0# d # 1

For a pair source-destination, there is an entry in the table with probability
d, and in this case, the exit port is chosen uniformly at random among the p
ports.

We show the average compression ratio of the solutions proposed in Sec-
tion 3.2, given by

1 %
size of the compressed table

size of the original table

, as a function of the parameters used to build the random matrices. We
vary the number of ports in the experiments of Figure3.1, the number of
network nodes (corresponding to the number of sources and destinations) in
Figure 3.2, and the table density in Figure3.3. Each point represents the
average of the results for 10 random forwarding tables for thecomparison
with the Linear Program (LP) and 20 for the heuristics.

Gap from optimal for small tables. For small routing tables, we are able
to compute the optimal compressed tables using the integer linear program
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(b) ) 101 250 rules (n = 450, d = 0 .5)

Figure 3.1: Compression ratio as a function of the number of ports for the
four compression methods.
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(b) Without ILP

Figure 3.2: Compression ratio as a function of the number of network nodes,
i.e., the number of sources and destinations, for the four compression meth-
ods.
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Figure 3.3: Compression ratio as a function of the forwarding tables density
for the four compression methods.

(see Figure3.1aand Figure3.2a). As an example, in Figure3.1a, we compare
Comp-LP and the other three solutions on a set of random tables withn = 15
sources/destinations, a density of 0.5 with a number of ports between 2 and
9. Without surprise, the ILP compresses better than the other 3 solutions
with 68% ratio at only two ports to 32% with nine ports. The two heuristics
present the same compression with a ratio of 59% at two ports and 23% at
nine ports. Finally, the only use of the default port yields tothe worst com
pression as it compresses 53% of the rules with 2 ports and only 15% at nine
ports. Similarly, the di!erence of compression ratio in Figure3.2 is between
4 and 10% when comparing the optimal solution with the Comp-Greedy and
Comp-Direction heuristics. Default port is the less e" cient solution with a
compression ratio around 23%, when the compression ratio of Comp-Greedy
and Comp-Direction heuristics is around 30%. In Figure3.2a, we vary the
number of network nodes between 5 and 11. The global comparison between
solutions is similar, except that, when there is a small number of network
nodes, Comp-Greedy does not behave well and provides worse results than
Comp-Default. The explanation is that, for small tables, Comp-Greedy adds
source and destination aggregation rules that are not necessary, as a default
rule works well. Because of the order between source and destination rules,
most of these rules cannot be aggregated when we add the default rule,
leading to an ine"ciency. The problem disappears for larger numbers of
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network nodes (larger than 10), and thus would not appear for ISP networks
which have more network nodes.

Comparison between heuristics for larger tables. However, theILP
does not scale well for larger tables. In Figure3.1b, we only compare the two
heuristics and Comp-Default on tables withn = 450 sources/destinations
and a density of 0.5. First, we notice that the two heuristics Comp-Greedy
and Comp-Direction obtain the best results. However, the Comp-Default
solution is not far behind with a ratio between 49% and 11% for the random
tables. We will see later that the di! erence is signiÞcantly higher for real
network tables. Comp-Greedy behaves better than Comp-Direction, with a
compression ratio between 55% and 16% to be compared to a compression
ratio between 52% and 14% for Comp-Direction.

Impact of the parameters. The compression ratio is very sensitive to
the number of ports, see Figure3.1. The compression ratio varies from 55%
to 18% when the number of ports ranges from 2 to 9 for a random matrix
with around 100 000 rules. Similar results are observed for small tables with
variations from 70% to 35%.We observe higher compression ratio for smaller
numbers of ports.This is expected as, for example, the impact of setting a
default port is higher when the number of ports is lower. For two ports, using
a default port saves at least 50% of the rules.

Conversely, thedensity and the size (number of network nodes) of the
forwarding tables do not have an important impact on the compression ratio.
For the experiments in Figures3.2, the compression ratio varies of only a few
percents when the number of network nodes increases from 5 to 11, and then
from 50 to 1000; and similarly, when the density goes from 0.1 to 1, even if it
represents a 10-fold increase in the number of rules in the table (Figure 3.3).
However, density and size of the forwarding tables have an impact on the
compression time as discussed below.

Compression time. We study the time to compress forwarding tables.
This time depends mostly on the number of entries in the forwarding table,
as presented in Figure3.4. The compression time using linear programming
(Comp-LP) is a lot higher than the one using heuristic algorithm: around
1000 s for only 125 rules, when it takes a lot less than 1 ms for the heuris-
tics. We thus had to present the results for Comp-LP independently in
Figure 3.4(a) with a di ! erent log-scale ([0, 107]), compared to ([0, 104]) for
Figure 3.4(b). We observe that the compressing time of Comp-LP increases
exponentially with the number of rules. It reaches the limit of one hour we
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(a) ILP (b) Heuristic Algorithms

Figure 3.4: Compression times of forwarding tables as a function of the
number of rules in the tables for four methods of compression (two di!erent
scales for Time).

had set for tables with a little bit more than 150 rules. Note that a network
with ten nodes cannot have more than 90 entries in a routing table (in the
extreme case of one central node seeing all the possible ßows). Thus, we
know that we can use Comp-LP for networks with some nodes reaching 10,
and surely a little bit more as all tra"c usually is not routed th rough a single
node. In fact, we show in Section 4.4, that LP runs on the SNDlib Atlanta
network with 15 nodes, but that it is not usable for larger networks.

On the contrary, the compression time of the heuristic algorithms is very
low and does not increase exponentially, but linearly in the number of rules.
A large network with 100 nodes cannot have more than 10 000 entries in
a routing table. A forwarding table of this size is compressed in less than
10 ms (around 10 ms for Comp-Greedy, 1 ms for Comp-Direction, and less
than 1 ms for Comp-Default). It is even possible to compress a routing table
with a million rules (for a network of more than a thousand nodes) in a little
bit more than 1 s for Comp-Greedy and less than 10 ms for Comp-Direction
and Comp-Default. The heuristic algorithms for compressioncan thus be
used for very large networks and have a very low execution time.

3.3.2 Network tables

We now compare the solutions on tables from routing on backbone networks
using the routing module presented in Section4.3.1. We use four of the
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(a) atlanta
(b) germany50 (c) zib54

(d) ta2

Figure 3.5: The four SNDlib topologies used. Each edge corresponds to two
directional links. Black nodes are switches with only one port.
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Figure 3.6: Compression ratio of the three di!erent heuristics on SNDlib
topologies.
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SNDlib instances shown in Figure3.5:

- atlanta network with 15 nodes and 44 directed links,

- germany50 network with 50 nodes and 176 directed links,

- zib54 network with 54 nodes and 216 directed links, and

- ta2 network with 81 nodes and 162 directed links.

For each network, we compute a routing of all demands without consid-
ering a limit on the number of rules. We then extract the forwarding tables
for all routers. We then compress each of them with the di! erent compres-
sion solutions. Since the ILPdoes not scale, we only compare it with the
other solutions on theatlanta network, see Figure3.6a. On the other three
networks, we compare the EARC-H-Direction, EARC-H-Greedy and EARC-
H-Default solutions, see Figures3.6b to 3.6d for germany50, ta2, and zib54
networks, respectively.

Compression rates The Þrst global observation is that the solutions achi-
evehigher compression rates for network tables than for random tables, with
median valuesaround 80% for all networks. This is good news as it shows
the e" ciency of the algorithms for practical cases. The explanation of this
phenomenon is that real network tables have a larger number of repeating
ports tra"c originating from a source or going to a destination, than random
matrices.

We remark that some tables show a compression ratio near 100% for all
solutions for zib54 and ta2 . These tables corresponds to the two routers
with only one outgoing port (the two routers in black in Figure3.5). Thus,
only the default port can be used to route all the demands.

Comparison of the solutions. In the atlanta network, we see that the
di! erence in e"ciency between the heuristics, Comp-Direction, and Comp-
Greedy, and the linear program for compression, Comp-LP, issmaller than in
the case of random tables. The compression rate of Comp-Direction is almost
the same as the one of Comp-LP, with a median ratio of 81%. This is also
good news:real network tables are easier to compress than random tables.
We thus can suppose that the results of the heuristics on larger networks
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should be good. And, in fact, we obtain very high compression rates: the
median is 83% forgermany50, 86% for ta2 and zib54 .

Last, we observe that thedi"erence between the two levels of compression
is more signiÞcant for real network tables than for random tables. The me-
dian ratios of the Comp-Default solution are about 30% lower than the one
from the Comp-Greedy heuristics. This shows the importance of considering
multi-Þeld compression.

The two heuristics using multi-Þeld compression,Comp-Direction and
Comp-Greedy, show similar results on all networks. While the Comp-Greedy
heuristic provides better compression ratios on random tables,the advantage
for real network tables is for the Comp-Direction heuristic: the median ratio
is 4% higher forgermany50, ta2 , and zib54 , and 8% foratlanta . We use
both heuristics in the simulations of the next chapter in which we obtain
results for theEARC problem on practical network instances.

3.4 Conclusion

The Þner control o! ered by SDN comes at the cost of more complex for-
warding rules and smaller space constraints for forwarding tables. Even if
newer hardware are expected to increase the capacities of the forwarding ta-
bles, the high cost and high power usage of the TCAM is an obstacle to the
deployment of complex routing policies in large networks.

In this chapter, we studied theCompression Problem, which consists of
minimizing the size of a forwarding table using a default rule and possible
wildcard rules, i.e., aggregating rules on the source or the destination of a
network ßow.

We studied several solutions to the problem on randomly generated for-
warding tables as well as routing table generated from SDNlibinstances. We
show that multi-Þeld compression signiÞcantly increases the compression ra-
tio of the table. We also show that the Comp-Direction heuristic provides
the best results on routing tables.

In the next two chapter, we will continue to study theCompression Prob-
lem, Þrst, in the EAR context and then in the context of data centers network.
As we showed that the heuristics presented in this chapter aree" cient, we
re-use them in both settings.
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4.1 Introduction

In this chapter, we deÞne and explore the Energy Aware Routing with Com-
pression (EARC) Problem. To the best of our knowledge, we are the Þrst
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to study the EARC problem. As the EAR problem is known to be NP-hard
[Gir+10 ] (and thus EARC), we propose two Integer Linear Programs for the
default rule and multi-Þeld compression (see Section4.2) as well as an e"-
cient heuristic algorithm, in Section4.3. The heuristic is composed of three
modules: a routing module, in charge of Þnding paths for each demand in
the network while respecting link and node capacities; a compression module,
responsible for the reduction of the table size in the network; and an energy
saving module that decides which links to shutdown. We further validated
the solutions proposed for theCompression Problemin Chapter 3 by using
them in the compression module. We compare all solutions on four SNDlib
instances in Section4.4 and show that we can save almost as much power
as possible without capacity constraints, by jointly routing and compressing
routing tables.

4.1.1 DeÞnition of the problem

Energy Aware Routing with Compression (EARC)

We consider a backbone network as adirectedgraphG = ( V, A). The nodes in
V describe routers, and the arcs inA represent connections or links between
those routers. The links have a limited capacity. We denote byCuv the
capacity of a link (u, v). The nodes have a limited memory space to store
rules, and we noteSu the maximum number of rules can be installed at
router u. We denote byD st the demand of tra" c ßow from nodes to node
t such that D st " 0, s (= t $ V. The objective is to Þnd a feasible routing
for all tra!c ßows, respecting the capacity and the rule space constraints
and being minimal in energy consumption. We name the problemEnergy
Aware Routing with Compression (EARC). Since the power consumption of
routers is mostly independent of tra" c load as stated in related work, the
energy consumption of the network is given by the number of active links in
our model. We consider that routers have to stay powered on in backbone
networks as they are the points of entry and exit of tra"c.

Power Model

Campaigns of measures of power consumption (see, e.g., [Cha+08]) show
that a network device consumes a signiÞcant amount of its power as soon as
it is switched on. Following this observation, on/o! power models have been
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proposed and studied. Later, researchers and hardware constructors have
proposed more energy proportional hardware models [Nic+12]. To encom-
pass those di!erent models, see [Idz+16] for a discussion, we use a hybrid
power model in which the power of an active link (u, v) is expressed as

P IDLE
uv +

bw uv

Cuv
PLOAD

uv

whereP IDLE (u, v) represents the energy used when the linkuv is switched on,
bw uv the bandwidth that is carried on uv, and PLOAD (u, v) the additional
energy consumed by (u, v) when it is fully capacitated, i.e., when the amount
of carried bandwidth equals the transport capacity (Cuv ) of link ( u, v). We
assume that links can be put into sleep mode, by putting to sleep both
endpoint interfaces. Routers cannot be put into sleep mode, as there are the
sources/destinations of network tra"c.

4.2 Integer Linear Programming

We propose two Integer Linear Programs to solve the EARC problem. In
the Þrst one,EARC-LP-Default, only the default port compression is allowed,
while multi-Þeld compression is used in the second,EARC-LP-Multi . The
Þrst program thus is less powerful but runs faster. We were able to obtain
optimal solutions for small networks using bothILPs.
The following notations are used in both formulations:

¥ xuv : binary variable to indicate if the link (u, v) is active or not.

¥ D: the set of all tra" c demands to be routed.

¥ D st $ D : demand of tra"c ßow from s to t.

¥ Cuv : capacity of a link (u, v).

¥ Cu: maximum number of rules that can be installed at routeru.

4.2.1 EARC with default port Compression (EARC-
LP-Default)

In this version of the problem, a ßow can be routed following the FIB, that
contains only perfect match rules, or via the default port. The following
notations are used in the formulation of theILP :
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¥ f st
uv $ { 0, 1} : a ßow (s, t) that is routed on the link (u, v) by a distinct

rule. We call f st
uv as normal ßow.

¥ gst
uv $ { 0, 1} : a ßow (s, t) that is routed on the link (u, v) by a default

rule. gst
uv is called default ßow to distinguish from the normal ßowf st

uv .

¥ f uv $ R+ : sum of the ßows routed on the link (u, v).

¥ kuv $ { 0, 1} : binary variable to indicate if the default port of the router
u is to go to v or not.

¥ xuv $ { 0, 1} : binary variable to indicate if the link (u, v) is active or
not.

We want to minimize the power consumption of the network (4.1).

min
!

(u,v )" A

(P IDLE
uv xuv + PLOAD

uv
f uv

Cuv
) (4.1)

The ßow conservation constraints (4.2) express that the total ßows en-
tering and leaving a router are equal (except the source and the destination
nodes). It is noted that a normal ßow entering a router can become a default
ßow on outgoing link and vice versa.

!

v" N ! (u)

f st
vu + gst

vu %
!

v" N + (u)

gst
uv %f st

uv =

"
#$

#%

%1 if u = s,

1 if u = t,

0 else

&u $ V,(s, t) $ D (4.2)

A ßow cannot be router as both a default ßow and a normal one (4.3).

f st
uv + gst

uv # 1 &(u, v) $ A, (s, t) $ D (4.3)

Link capacities are given by Equation (4.4) and no ßow is allowed to be
forwarded on a disabled link.

f uv =
!

(s,t )"D

D st (f st
uv + gst

uv ) # Cuv xuv &(u, v) $ A (4.4)
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The total number of rules in the table of a router is equal to the sum
of the normal ßow forwarded from the router. It cannot exceed the table
capacity Cu minus the reserved rule for the default port (4.5).

!

(s,t )"D

!

v" N (u)

f st
uv # Cu %1 &u $ V (4.5)

Finally, we limit the number of default port to one per router (4.6). A
demand can only be forwarded on an edge as a default ßow if is the edge of
the default port (4.7).

!

v" N (u)

kuv # 1 &u $ V (4.6)

gst
uv # kuv &(u, v) $ A, (s, t) $ D (4.7)

4.2.2 EARC with multi-Þeld Compression

In this version, we consider that the forwarding table contains several wild-
card rules. These rules can match any ßow that comes from a sources (i.e.,
(s, ' , p)) or goes to a destinationt (i.e., (' , t, p)). The following notations are
used for the formulation of the ILP:

¥ S, set of all sources

¥ T , set of all destinations

¥ f st
uv $ { 0, 1} , wheref st

uv = 1 if the ßow (s, t) is routed on the link (u, v)

¥ f uv $ R+ : sum of the ßows routed on the link (u, v).

For each routeru, we also deÞne the following sets of variables used for the
compression of the tables, similar to the ones deÞned in Section3.2.2. We
use the notationpv to deÞne the port of the routeru connected to the router
v.

¥ r u
stpv

$ { 0, 1} , wherer u
stpv

= 1 if the rule ( s, t, pv) exists.

¥ su
tpv

$ { 0, 1} , wheresu
tpv

= 1 if the wildcard rule ( ' , t, pv) exists.

¥ tu
spv

$ { 0, 1} , wheretu
spv

= 1 if the wildcard rule (s, ' , pv) exists.
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¥ du
pv

$ { 0, 1} , wheredu
pv

= 1 if pv if the default port.

¥ ou
st $ { 0, 1} , where ou

st = 1 if the wildcard rule for the source s has
higher priority than the one for the destinationt.

¥ ou
ts $ { 0, 1} , whereou

ts = 1 if the wildcard rule for the destination t has
higher priority than the one for the sources. By deÞnition,ou

st = 1 %ou
ts .

We want to minimize the power consumption of the network (4.8).

min
!

(u,v )" A

(
P IDLE

uv xuv + PLOAD
uv

f uv

Cuv

)
(4.8)

Flow conservation is ensured via the following set of constraints:

!

v" N + (u)

f st
uv %

!

v" N ! (u)

f st
vu =

"
#$

#%

1 if u = s,

%1 if u = t,

0 else

&u $ V,(s, t) $ D (4.9)

The sum of the ßows on a link cannot exceed its capacity. Moreover, if
the link is disabled, no ßow can be forwarded on it (4.10).

f uv =
!

(s,t )"D

D st f st
uv # Cuv xuv &(u, v) $ A (4.10)

The following sets of constraints are similar to the ones presented for
Comp-LP. The principal change is that the table is not longer an input of
the problem and depend on the routing of the demands. Thus, if ademand
(s, t) is forwarded on the link (u, v), there must exists a corresponding rule
on the router u (4.11). Moreover, a non aggregated rule can only exists if
the demand (s, t) is forwarded on the link (u, v) (4.12).

r u
stpv

+ su
tpv

+ tu
spv

+ du
pv

" f st
uv &(u, v) $ A, (s, t) $ D (4.11)

r u
stpv

# f st
uv &(u, v) $ A, (s, t) $ D (4.12)

The total number of rules in the table of a routeru cannot exceed its
capacity Cu

!

v" N + (u)

*

+ du
pv

+
!

(s,t )"D

r u
stpv

+
!

t "T

su
tpv

+
!

s"S

tu
spv

,

- # Cu &u $ V (4.13)



CHAPTER 4. ENERGY AWARE ROUTING WITH COMPRESSION 70

We limit to one the number of default port (4.14), the number of wildcard
rules for one source (4.15) and for one destination (4.16).

!

v" N (u)

du
pv

# 1 &u $ V (4.14)

!

v" N (u)

su
tpv

# 1 &u $ V, t $ T (4.15)

!

v" N (u)

tu
spv

# 1 &u $ V, s$ S (4.16)

For a given demand (s, t) routed on a link (u, v1), if a matching wildcard
rule exists with di! erent port than v, the table must contain the unaggregated
rule (s, t, pv1 ) or another wildcard rule, (s, ' , pv1 ) or (' , t, pv1 ), with a higher
priority.

r u
stpv1

+ su
tpv1

" tu
spv2

%1 + f st
upv1

&u $ V,(s, t) $ D , v1 (= v2 $ N + (u)
(4.17)

r u
stpv1

+ ou
ts " tu

spv2
%1 + f st

upv1
&u $ V,(s, t) $ D , v1 (= v2 $ N + (u)

(4.18)

r u
stpv1

+ tu
spv1

" su
tpv2

%1 + f st
upv1

&u $ V,(s, t) $ D , v1 (= v2 $ N + (u)
(4.19)

r u
stpv1

+ ou
st " su

tpv2
%1 + f st

upv1
&u $ V,(s, t) $ D , v1 (= v2 $ N + (u)

(4.20)

Finally, we remove cyclic order dependencies between rules.

1 # ou
s1 t1

+ ou
t1s2

+ ou
s2 t2

+ ou
t2s1

# 3 &u $ V, s1 (= s2 $ S, t1 (= t2 $ T
(4.21)

Both linear programs run for small networks.In particular, we were able
to obtain optimal solutions for theatlanta network from SNDLib, which has
15 nodes and 22 bi-directional links, see Section 4.4. However, the running
time increases very quickly as the Energy Aware Routing problem is NP-
Hard [GMM12]. Thus, we propose e"cient heuristic algorithms for larger
networks in the following section.
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4.3 Heuristic Algorithms

As the linear programs proposed in the previous section do not run for
medium and large networks, we propose here e"cient heuristic algorithms.
The problem can be decomposed into three sub-problems:

¥ First, the compression problemconsists in reducing the size of a sin-
gle table by using aggregation rules: the default rule for default port
compression, and, additionally, source or destination rules for the multi-
Þeld compression, see Chapter 3.

¥ Second, therouting problem goal is to compute and assign a path in
the network for each demand while respecting the link and forwarding
table capacities.

¥ Last, the energy saving problemgoal is to shut down a maximum num-
ber of links while maintaining a valid routing in the network for all the
ßows.

The heuristic algorithm is thus composed of three di! erent modules designed
to solve these subproblems. For every demand, using the routing module, we
compute a path and the corresponding set of rules to install on the nodes.
Whenever a node become overloaded, the compression module is called upon
that node. Once all demands have been assigned to a path, the energy saving
module is called.

4.3.1 Routing module

We propose an e"cient routing heuristic using a weighted shortest-path al-
gorithm with an adaptive metrics. When several routes are possible for ßow,
we select the one using the less loaded equipment, links, and routers, as mea-
sured by our metrics. The intuition is two-fold:(i ) we want to avoid sending
new ßows to a router with a very loaded routing table, if there exists an alter-
native path using routers with less loaded routing tables (ii ) load balancing
the tra"c over the multiple possible paths is currently done in data centers
to avoid overloading links. More emphasis can be given to one or the other
thanks to two parameters in the weight computation, named$ and %.

For every ßow (s, t, d), we Þrst build a weighted directed graph (digraph)
Gst = ( V, Ast , w), where, for every (u, v) $ Ast , wuv is the weight of link
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(u, v). Gst represents the residual network after having routed the previously
routed ßows:

- Gst is a subgraph ofG where an arc (u, v) is removed if its capacity
is less thand or if the ßow table of the routeru is full and does not
contain any wildcard rule for (s, t, pv) (where pv represents the output
port of u towards v). Note that, when a table is full and compressed,
a nodeu has only one outgoing arc (to the nodev), corresponding to
the Þrst existing rule of the form (s, ' , pv), ( ' , t, pv) or to the default
rule (' , ' , pv). As more tables get full, the number of nodes with only
one outgoing arc increases, reducing the size of the graph.

- The weightwuv of a link depends on the overall ßow load on the link and
the tableÕs usage of routeru. We notewc

uv the weight corresponding to
the link capacity andwr

uv the weight corresponding to the rule capacity.
They are deÞned as follows:

wc
uv =

Fuv

Cuv

whereCuv is the capacity of the link (u, v) and Fuv the total ßow load
on (u, v). The more the link is used, the heavier the weight is, which
favors the use of lower loaded links allowing load-balancing. And

wr
uv =

.
|Ru |
Cu

if ( * wildcard rule for (s, t, v)

0 otherwise

whereRu is the current set of rules for routeru. Recall that Su is the
maximum number of rules which can be installed in the routing table
of router u. The weight is proportional to the usage of the table. Note
that wc

uv $ [0, 1] and wr
uv $ [0, 1]. They measure the percentages of

usage of link (u, v) and the routing table of router u.

The weight wuv of a link (u, v) is then given by:

wuv = 1 + $wc
uv + %wr

uv (4.22)

The $ and%, with %= 1%$, parameters allow for a tuning between link
and node capacity emphasis. The additive term 1 is used to provide the
shortest path in terms of the number of hops when links and routers
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are not used (i.e., whenwc
uv = 0 and wr

uv = 0 for all ( u, v) $ Ast ). This
term could be replaced by the delay to traverse link (u, v) to obtain the
shortest paths in terms of delay. When the links and routers are used,
we take into account their usage. Note thatwuv # 2. This ensures that
l(p) # 2 ! l(p! ), where p is the path found by the routing module,p!

is the unweighted shortest path andl(p) the number of hops of path
p (indeed, l(p) # w(p) as wuv " 1, w(p) # w(p! ) as p was selected,
and w(p! ) # 2 l(p' ), where w(p) is the sum of the weights of the links
of path p). This means that no path longer than twice the current
available shortest path is selected.

When (Gst , w) is built, we compute a route for the ßow by Þnding the shortest
path betweens and t in the digraph minimizing the weight w. If no such
path exists, the module return that no feasible routing was found. We also
compute the set of non-wildcard rules to install on the nodes to ensure a
valid routing.

Setting the parameters of routing module. The metric Equation (4.22)
to Þnd a path for each demand combines link usage and link capacity with
table capacity and table usage. The importance of links is given by the
parameter $ and the one for the tables by%. If $ is larger than %, we give
more weight to links. In Figure4.1, we compare the e!ect of giving a higher
priority to one or the other by changing the weight$ or %. In particular, we
provide results for values of$ : %1:1, 3:1, and 1:3. We tested other values
which are not presented here for clarity of the plots. We also compare the
metric with a simple metric, calleddumb, where all links have a weight of
one.

On zib54 , the use ofdumband metric 1:1 allow to shutdown between 40%
and 50% of the links, while the use of metric 3:1 and 1:3 allow to shutdown
between 48% and 56% of the network. The same behavior can be observed
on the ta2 network where between 48% and 56% of the network is shutdown
with the metric 1:1, 52% and 56% for the dumb metric, 54% and 61% for the
metric 3:1 and 56% and 60% for the metrics 1:3. We also observe that during
the o! peak hours, the metrics 3:1 gives better results than the metrics 1:3
while it is the other way around for the peak hours. Forgermany50, the
di!erence between metrics is smaller, but the metric 3:1 is almost always the
best one.

To summarize, for the three networks, the best metrics are 3:1and 1:3.
We thus choose one of the two,metric 3:1, as the default metric in the
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Algorithm 2: Finding a path for a ßow
Input: A ßow (s, t, d),
a digraph G = ( V, A),
rule space capacitySu &u $ N ,
set of rulesRu &u $ N ,
link capacity Cuv &a $ A,
ßow Fuv , &a $ A
Output: A path for (s, t, d)

1 Create a weighted digraphGst = ( V, Ast = +, W);
2 foreach (u, v) $ A do
3 if Cuv % Fuv " d then
4 if * wildcard rule for (s, t, pv) then
5 add edge (u, v) to Gst ;
6 wr

uv = 0;
7 wc

uv = Fuv /C uv ;
8 Wuv = 1 + $w r

uv + %wc
uv ;

9 else if |Ru | < S u then
10 add edge (u, v) to Gst ;
11 wr

uv = |Su |/R u;
12 wc

uv = Fuv /C uv ;
13 Wuv = 1 + $w r

uv + %wc
uv ;

14 return weighted shortest path betweens and t in Gst = ( V, A#, W)



CHAPTER 4. ENERGY AWARE ROUTING WITH COMPRESSION 75

(a) germany50

(b) zib54

(c) ta2

Figure 4.1: Energy savings for the di!erent metrics with EARC-H-Direction.
For metric $ : %, $ represents the weight of the links and%the weight of the
table (See Section4.3.1).

remaining of the chapter.
Note that the Minnie algorithm, presented in Chapter5, use the same

routing module.
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4.3.2 Energy savings module

The energy savings module uses a greedy approach to select the links to
switch o! . It tries to remove in priority links that are less loaded and to
accommodate their tra" c on other links to reduce the total number of active
links.

The algorithm is simple. We start with the full network. We launch the
routing module to try to Þnd a feasible routing for all the demands. If such
a routing exists, we try to remove the edge with the lowest load. We then
re-launch the routing module on the network without the considered edge.
If a feasible routing is found, we continue and try to switch o! another edge.
If no feasible routing is found, we put back the edge, and we try to remove
the edge with the second lowest load. An edge, which was selectedand could
not be removed, is not considered anymore in the following of the algorithm.
The algorithm stops when all edges have been selected once.

4.3.3 Compression module

The compression module is called whenever a table is full. Di! erent levels
of compression can be o! ered: default rules only, or wildcard aggregation
on source or destination. Optimal and heuristic solutions are presented in
Chapter 3.

4.4 Energy savings

In this section, we study the energy saved over multiple periods of time
and the four following networks:atlanta , germany50, ta2 and zib54 . We
compare the results obtained for the di! erent solutions proposed to solve
the EARC problem, the EAR problem without compression and Classical
Routing (CR) (without energy).

For the power parameters, we look at the Powerlib database [Van+12]
that collects representative data for major network equipment such as rou-
ters, switches, transponders. In this database, the scope of the values for the
maximal power is huge, going, as an example, from 10 W to 9000 W forIP
router components. Therefore, in order to present results that do not rely
on a speciÞc equipment from a speciÞc vendor, we choose for the parameters
of the power model a classicalOn-Off power model. Several other papers
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Compression Name Short name Routing Energy Compression
kind in Þgures algo

default port EARC-LP-Default LP (Section 4.2.1)
multi-Þeld EARC-LP-Multi LP (Section 4.2.2)

default port EARC-H-Default EARC-Default Heur Opt. Comp-Default (Section 3.2.1)
multi-Þeld EARC-H-LP Heur LP Comp-LP (Section3.2.2)
multi-Þeld EARC-H-Greedy EARC-Greedy Heur Heur Comp-Greedy (Section3.2.3)
multi-Þeld EARC-H-Direction EARC-Dir Heur Heur Comp-Direction (Section3.2.4)

none EAR yes yes none (but no limit on the number of rules)
none EAR-with-limit yes yes none (with limit on the number of rules)
none Classic Routing CR yes no none (but no limit on the number of rules)

Table 4.1: Names of the solutions to solve the EARC problem (and of the
EAR problem without compression for comparison).
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Figure 4.2: Daily tra" c in multi-period

are dealing with this same power model, and among others, we can cite the
very well known and most-cited paper in this area: [Cha+08].

The di! erent solutions are summarized in Table4.1. Unless speciÞed,
the limit of the forwarding table is 750 rules. We considered a typical daily
pattern of tra"c as shown in Figure 4.2. Data come from a typical France
Telecom link. For each network considered, we rescale the tra" c based on the
tra"c matrices provided by SNDib. We then divide the day into Þve periods,
with di ! erent levels of tra"c as shown in Figure 4.2. D1 represents the o!
peak hours with the least amount of tra"c on the network and D5 the peak
hours. We choose a small number of periods as network operators prefer
to carry out as few as possible changes to conÞgurations of their network
equipment to minimize the chance of introducing errors or producing routing
instability. Moreover, most of the energy savings can be achieved with a
very small number of conÞgurations, see for example [Ara+16]. We can not
disable any router since they are all transmitters and receivers of tra"c in
the matrices considered. Energy savings is thus computed as the number of
links to sleep divided by the total number of links of the network (|E |).
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4.4.1 The need for more space
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Figure 4.3: Number of overloaded routers in three networks withunlimited
rule-space algorithm

In Figure 4.3, we show the number of overloaded routers (with more
than 750 installed rules) when applying the heuristic proposed in [GMM12]
for Energy Aware Routing. This EAR heuristic does not take into account
the table size constraint. As a result, we see that for almost every tra"c
patterns (except for D5 ongermany50), an EAR needs more than 750 rules
to be deployed. Ingermany50, up to 10% of the devices are overloaded. For
zib54 , this number goes up to 11% and 16% forta2 . This conÞrms that to
be able to deploy energy policies on aSDN, the table size problem needs to
be resolved.

4.4.2 Optimal vs. Heuristic solution

We compare for a small network,atlanta (15 links and 44 links), the so-
lutions using linear programming and heuristic algorithms. We considered
solutions for di! erent rule capacities on routers: 100, 750 and 2000 rules.

Both linear programs, LP-Default and LP-Multi, proposed in Section4.2
can be run on theatlanta network (but not on larger networks such as
germany50, zib54 and ta2 ). As expected, LP-Multi, which solves the prob-
lem using more complex wildcards, has a longer execution time as it has more
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