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Resume

Au cours des dernires annees, la croissance des architexs de reseaux de
telecommunication a rapidement augmente pour suivre un tra en plein es-
sor. En outre, leur consommation dOenergie est devenue un enjeu important,
tant pour son impact economique quOecologique. De multiples approches ont
ete proposees pour la reduire. Dans cette thése, nousisiconcentrons sur
IOapproche Energy Aware Routing (EAR) qui consiste a fournim routage
valide tout en diminuant le nombre dOequipements reseatifac

Cependant, les reseaux actuels ne sont pas adaptes au deploiement de
politiques vertes globales en raison de leur gestion distribuee et de launa
fermee des peripheriques reseau actuels. Les paradigmes de Software Debned
Network (SDN) et de Network Function Virtualization (NFV) promette nt de
faciliter le deploiement de politiques vertes. En et, le premier separe le plan
de controle et de donnees et olre donc une gestion centralisee du reseau.
second propose de decoupler le logiciel et le materiel dascfions reseau et
permet une plus grande Rexibilite dans la creation et la gestion desvesrs
reseau.

Dans cette thése, nous nous concentrons sur les debs poses par ces pa-
radigmes pour le deploiement de politiques EAR. Nous consaes les deux
premires parties aux SDNs. Nous etudions dOabord les cdntes de taille
de table de routage causees par la complexite accrue des regles, puis le
deploiement progressif de peripherigues SDN dans use&u actuel. Nous
concentrons notre attention sur NFV dans la derneére partiegt plus partic-
ulerement nous etudions les cha@®nes de fonctions de services.






Abstract

In the recent years, the growth of the architecture of telecommunication net-
works has been quickly increasing to keep up with a booming tr&. More-
over, the energy consumption of these infrastructures is beoimg a growing
issue, both for its economic and ecological impact. Multiple approachesne
proposed to reduce the networksO power consumption such asedesing the
number of active elements. Indeed, networks are designed tankle high
tra" c, e.g., during the day, but are over-provisioned during the nightin
this thesis, we focus on disabling links and routers inside the network while
keeping a valid routing. This approach is known as Energy Award@outing
(EAR).

However current networks are not adapted to support the deplayent
of network-wide green policies due to their distributed management and the
black-box nature of current network devices.The SDN and NFV padigms
bear the promise of bringing green policies to reality.The Prst one deeou
ples the control and data plane and thus enable a centralized contrdl the
network.The second one proposes to decouple the software dnragdware of
network functions and allows more Rexibility in the creation and margement
of network services.

In this thesis, we focus on the challenges brought by these twaradigms
for the deployment of EAR policies. We dedicated the Pbrst two grts to
the SDN paradigm. We brst study the forwarding table size constraints
due to an increased complexity of rules. We then study the progressive
deployment of SDN devices alongside legacy ones. We focus our attention
on the NFV paradigm in the last part, and more particularly, we tudy the
Service Function Chaining problem.
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Chapter 1
Introduction

1.1 Motivations

With the recent trends of cloud computing, development of Irnet of Things
(1oT) and video on demand, the architecture of telecommunication netrks
needs to grow at an increasing rate to keep up with this booming tra"c.
The energy consumption of these infrastructures is becoming a growing is-
sue, both for its economic and ecological impact. Estimatisnare that the
Information and Communication Technologies (IC) sector annual growth is
greater than the worldwide energy consumption. Communication networks,
personal computers, and data centers show a growth of 10%, 5%, and 4%,
respectively, while worldwide energy consumption shows a 3% growth only
[Van+14]. With the rising cost of energy and the increased sensitiyitof
environmental issues, it is becoming important to consider ghreduction of
the ICT Os energy footprint.

In the recent years, component manufacturers for personal computers,
smartphones and servers put a focus on reducing energy conption and
bringing CPU, GPU and other components close to energy progmmnality.
However, network appliances are still far from this ideal pav consumption
[Cha+08]. For example, network devices are still an important part othe
power usage of a data center. According t&pt+10 ], switches and routers
represent 15% of the total energy consumption of a data center at peak'tta
and about 50% when the tréc is low. Indeed, communication networks are
designed to handle peak tra"c and are thus over-provisioned during \o
tra" c period, e.g., at night time. This leads to signibcant power-imgry idle
devices during low load period. By shutting down a part of thenetwork,
we could achieve important energy savings. This could be donehat by
providing more energy e"cient network appliances or by consolidating trec
in a few elements. Consolidation of the tra"c can be achieved in several ways
such as Virtual Machine (VM) migration in data centers LLW11], dynamic
base station switching for mobile networkZho+09] or the minimization of
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the number of active devices, called Energy Aware Routing (EAR In this
thesis, we focus orEAR for backbone networks.

Current networks are not adapted to support the deployment of network-
wide green policies. Legacy protocols used in these netwoxkserate in
a distributed manner, limiting the possibility of centralizedgreen decisions.
Indeed, legacy routers manage both the control and the data plane. The con-
trol plane represents the part of the network that takes the routing decisions.
The data plane represents the part of the network in charge of forwarding
packets according to the choices of the control plane. The emerging Softevar
Debned Network GDN) paradigm bears the promises to fast forward the
deployment of more e"cient green policies inside a network. By regrouping
the network control plane inside one or multiple controllersSDN provides
a centralized view and control over the network. Routers are stqyed of
their intelligence and are demoted to forwarding devices. The management
of the network is done by dilerent applications running on the controllers
such as routing or security applications. The controllers provide rules to the
router for them to match Rows against using, for instance, & OpenFlow
API [McK+08].

Another roadblock for energy savings is the current implemgtion of
network functions. Network operators can provide diérent types of services
to their clients, and each service requires a particular set of functions to ap-
ply to the tra"c, such as Deep Packet Inspection DPI), brewall or video
encoders. In legacy networks, each function is executed using a particular
hardware called middlebox. These middleboxes reduce the Rexibility qi-o
erators to deploy new services as operators cannot easily move them in the
network. This lack of mobility also cripples the deployment foenergy savings
policies in the network. The locations of middleboxes are usually den to
maximize the performances during rush hours. However, wherat c slows
down during the night, the position of the middleboxes still constrias the
requestOs paths.

The Network Function Virtualization (NFV) initiative, launched i n 2012
[Gem+16], brings Rexibility to network functions by replacing middleboxes
with general purpose servers. These servers can hosts ma&Mys that can
then execute any network functions. This paradigm would help #hdeploy-
ment of green policies tremendously, as we would be able to move around
the functions on the network to adapt to the trd' c.

In this thesis, we look at how to leverage th&DN and NFV paradigms
to enable the deployment of EAR. More specibcally, we consider the new
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constraints that come with these new technologies and how they ect the
design of green policies.

1.2 Energy elciency in networks

Since the work of Gupta et al. ¢S03, a lot of works have considered the
problem of energy e"ciency of networks and we can observe two main com-
plementary directions. The Prst one focuses on the network hardware and
their power consumption. The goal is to minimize their energy usage, without
impacting their performances, by providing more etient circuits, €' cient
power-saving techniques and bringing them closer to energy proportidiba
The second way considers the whole network and optimizes the routing of
the data for reduced power consumption. The principle is to ggegate the
tra" c on a subset of hardware to minimize the number of active equipnten
In this thesis, we focus solely on network-wide energy eiency for wired
networks. Nevertheless, as they widely dictate the designgrfeen policies for
the whole network, we brst present an overview of hardware enerdy@ent
solutions, followed by the power models that derive from these mechanisms.

1.2.1 Hardware energy elciency

As previously stated, a lot of work has been done to design sers close
to energy proportional, but only a few improvement has been aae on the
network side of ICT, for all kinds of networks. While network hardware
represents 15% of the power consumption of a data center during peak time,
this number goes up to 50% during low-load periodapt+10]. This energy
inelciency during low tra"c periods also holds for Internet Service Provider
(ISP)Os networks, that we study in this thesis.

Indeed, in [Cha+08], Chabarek et al. conducted a study over a couple
of devices and showed that an idle router, i.e., a router not forwarding any
packets, consumes about 80% of the energy of a router at fulpegity. Their
proposed model decomposes the consumption of a router as the power con-
sumption of its chassis and its network interfaces. By reducing the consump-
tion of the interfaces, and more specibcally, moving them towards energy
proportionality, we could signibcantly lower the consumption of aouter,
and thus of the whole network.

We can also reduce the consumption of a routerOs links by shutting them
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Figure 1.1: Prop , ON-OFF , Hybrid model for the power consumption of
a link (u,v).

down. However, turning it back on requires a non-negligiblensount of
time. This reboot time could lead to signibcant packet losses in the net-
work. Putting a link into sleep-mode might be a safer option athe cost of
a slight trade-d between energy savings and re-activation time.

Energy E' cient Ethernet (IEEE 802.3 az standard Chr+10]) proposes
to use a Low Power Idle mode to reduce the power consumption of links
when idle. We obtain the best energy savings when there is no'tra in the
network. Otherwise, gains might not be signibcant enough when the tra"c
is low due to switching back and forth between the two states. In this case,
it might be better to reduce the rate at which the link operates. This ishie
principle behind Adaptive Link Rate (ALR) [Chr+10]; Ethernet switches
can change between Herent rates (e.g., 100 Mbits, 1 Gbit/ s) depending on
the bandwidth needed. Although it has been shown that ALRonly achieve
energy reduction when below 10% utilizatiorHaul5, it provides an alterna-
tive for reducing the energy consumption ofiearly idle links. It can even be
combined with Low Power Idle {PI) to provide even better energy savings
[Haul§.

Power model

In Figure 1.1, we present the dilerent power models that can be used to
model a link power consumption. The Prst modeRrop , represents a link
that consumes energy proportionally to its load. An idle linkwould thus
consume no power. This model represents a perfect scenario and is far from
reality. The ON-OFF model follows the observations ofQha+08] that a
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router consumption is nearly the same, idle or not. This model proposes an
all or nothing approach: energy is used as soon as the link is active.

In this thesis, we use the Hybrid model, a mix of the two previousodel,
as it provides a good representation of the power consumptiaf current
hardware. An active link has a baseline energy consumption andes addi-
tional power proportional to its load. The power consumptiorof a link (u, v)
can be given by

Pi(u,v) = Xu ! PPE (u,v)+ Ty ! P42 (u,v)

where x,, represents the state of the link (ON or OFF),P'PE (u,v) the
baseline energy usage of the linkl,, the fraction of the linkOs bandwidth
used andP“°AP (u, v) the linear energy co& cient of the link. The maximum
energyPMAX (u, v) used by a link is thus given byP“©AP (u,v)+ P'PLE (y,v).
Note that it is easy to switch to an ON-OFF or Prop model by setting
PLOAD (u,v) or P'PLE (u,v) at O, respectively. For example, in Chaptes, we
only focus our study on the number of active links and thus sé&-°A? (u, v)
to 0.

The Hybrid model can even be further tuned to consider ALR. In this
case, the linear part of the model would become a staircase function, as seen
in Figure 1.1 However, we believe that this model would provide marginal
improvement on the Hybrid model at the cost of a model with inerased
complexity

Note that for all models, we can dierentiate inactive links into two states:
o#ine and in sleep mode. As mentioned earlier, the dérence between the
two comes in a trade-bbetween re-activation time and energy savings.

Finally, we could consider shutting down the chassis of theuter when all
network interfaces are not used. However, and similarly to ank, the start-up
time of a router is prohibitive and would impact the network performances
negatively. Some routers provide a power-save mode that could prawislight
energy savings and a low re-activation time. We further explore this power-
save mode in Partll.

1.2.2 Network-wide energy elciency

Even tough some solutions are designed to reduce the energpstonption
of the network, network hardware is still far from being energy proportional.
It is thus important to consider solutions that can shut down as much equip-
ment as possible while maintaining an operational network. His approach
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Figure 1.2: Example of Energy Aware Routing solutions.

is known as Energy Aware Routing and has led to a multitude of wks in
the network community, see, e.g.,GMNO09; CMN12; Phal4 Rou+13] for
backbone networks, $LX10] for data center networks, PGF12] for wireless
networks or R B+11] for a survey.

Let us now consider the network shown in Figuré.2 composed of 9 rou-
ters, 10 links and 4 RBows. We present in Figure.2 di'lerent EAR solutions
for this network. We show in Figurel.2aa routing that aims at minimizing
the end-to-end delay of each Bow. This routing gives us the pzdslity to shut
down one link, using Energy Ecient Ethernet ( EEE) for example, without
any intervention of the network operator as no 3ow is forwaedl on it. With
su' cient linksO capacities, we can reduce the network energy consumption,
as shown in Figurel.2b, by regrouping all Rows on the links in the middle of
the network. Doing this, we can shut down bve links and put three routers
to sleep. This approach represents the basic EAR solution. Howee, this
solution nearly doubles the number of hops of the green Row. Depending
on Quality of Service (Qo0$ requirements, it might be better to consider the
solution presented in Figurel.2¢ where only four links are & ine, but the
number of hops of the green Row is reduced by 2. Works likgig+12] for-
mulate the EAR problem around these constraints. Finally, the last solubn,
presented in Figurel.2d, takes into consideration the reliability of the net-
work. Indeed, if one of the equipment in the middle of the netwhk fails, the
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Figure 1.3: Variations of tra" ¢ on a typical France Telecom network link.

whole network is cut in half. By keeping the lower right link ative, we can
provide a network tolerant to one-link failure. Moreover, this solutin allows
to load balance the Bows by redirecting the red Row instead ofavloading
the links in the middle. In this thesis, we only consider solutions like the
one presented in Figurel.2b. However, we evaluate our solutions usinQoS
metrics such as end-to-end delay and link load.

The concept is simple, but depending on the scenarios considered et
ent constraints can be added to the model. We present in the following the
assumptions used in this thesis.

State of the links

Firstly, network interfacesO type plays a great deal in the wdinks can be
shut down. Networks can be composed of bidirectional links, tidi! erent
upload and download bandwidth. However, by shutting down onef dhe
end pointOs network interface, both devices can no longer transmit data to
each other. Ethernet networks show this behavior as one link can forward
communications both ways.

However, if the links are unidirectional, we can Pne-tune thsubset of
active elements in the network by choosing only to shut down camunications
one way or both ways. Optical Pber networks display this type of behavior
as one bber link will forward data one way.
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Tra! c estimation

Instability of tra " ¢ might severely impact the &ciency of green policies. As
previously stated, switching the states of network equipméms not instan-
taneous. However, due to high multiplexingSP tra" c is stable and follows
predictable daily and weekly patternsQSP13. We discuss ways to estimate
the tra” c in Chapter 6 and how to react to unpredicted changes in tra"c
due to failures or Rash crowd.

Even with predictable tra" ¢ patterns, an & ective network-wide green
policy has to carefully select the interval at which it should update the dqiset
of active equipment. A too big interval will result in small energy savings,
and a too small one will lead to network instability. Only a few conbgurations
are su' cient to obtain near-optimal energy savings, as shown ifa+16].
Changing the state of the devices only a few times a day redudbs chance
of decreasing the network performances.

Figure 1.3 shows the trd c of a typical France Telecom network link.
During the night, tra" c is at its lowest, and rush hours are in the afternoon.
We can also see that by using bve time periods denoted D1 to D5, we can
have a close approximated model of the trat. We use these bve time periods
in this thesis. In the case of unexpected tra"c or devices failures, we could
consider re-activating all devices in the network if the tra ¢ exceeds a certain
threshold.

1.3 Software Debned Networks and Network
Function Virtualization

The distributed management of legacy networks holds back thaeployment
of network-wide green policies. Indeed, designindextive green policies re-
guires a centralized management of the network. Moreover, current network
hardware are hard to conbgure on the Ry, making hard any attemfi design
dynamic policies without manual input. Virtualization and ftwarization of
the network, brought by the SDN and NFV paradigms, bear the promise of
simplifying the management of the network by bringing abstraction and pro-
grammability of the underlying network. These two technolgies would give
network operators more freedom in deploying network-wide dgmic policies,
including energy e"ciency.
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1.3.1 Software Debned Networks

(a) Legacy network

(b) SDN network

Figure 1.4: Di!erences between legacy and SDN networks . Blue represents
the control plane and green the data plane.

The Software DePned Network paradigm is an emerging paradigihmt
proposes an alternative to the current legacy networks, by degpling the
data and the control plane. This new paradigm is promoted by the Open
Network Foundation (ONF), created in 2011 and composed of companies
such as Google, Verizon, or Facebook. Google presented their brst fully
operational SDN network, B4 [Jai+13], and showed that they could use their
data center network at full capacity leveragingSDN centralized capability.
This accomplishment demonstrated that theSDN paradigm is not just a fad
and can undoubtedly bring something new in the way networksa built and
managed.

Figure 1.4illustrates the di'erences between legacy an8DN networks. In
legacy networks, routers forward packets and also exchange control messag
with other routers of the topology to take local routing decisions. II'SDN
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networks, routers are relegated to simple forwarding devices, and one or
more controllers manage the control plane. As the managemaitthe control
plane is given to the controllers, routers must report to them informabn
about the state of the network. This emerging network architecture raises
new challenges and opportunities, as discussed Kr¢+15]. We now present

a general view ofSDN and some challenges of its deployment in large scale
networks.

The use of a centralized control plane introduces concerns such as scala-
bility, protection, and security. In legacy networks, routers share the & of
the control plane, and each router only communicates with nearby devices.
An SDN controller, however, needs recurrent updates from the routers to
keep an accurate view of the network. For large networks, havingsingle
controller might thus not be sucient. Indeed, it may become overloaded
due to control messages from the switches, and the end-to-end delay with
routers may be too high. In this case, more than one controllers are neces-
sary to manage the control plane, leading again to a distributiecontrol of
the network which brings new di"culties. Moreover, in addition to router
and link failures, controller reliability is also an important problem for the
deployment of SDN.

In particular, controller locations also plays an important part in network
performance and reliability. When placing controllers in arSDN network,
we need to consider its possible load, the distance to the reutunder its
management and in the case of resiliency, the possible failure in the netiwo
The placement of controller inside a network has been studied in works such
as HSM12 Lan+15]. When we consider the resiliency of the network, we also
need to consider the possibility of failures of other controllers and thpossible
impact of such failures on the remaining ones. Indee8DN-capable devices
can be conbgured to contact other controllers in case of failure. Resiliency
for controller placement solutions can be found irHoc+13; GB13].

We also need to provide a way for all the controllers to exchange coritro
messages to keep a unibed view of the network. For control messages, an
out-of-band network can assure the communications between the controllers
but more frequently is done in-band, i.e., in the same networés the data
plane, since it presents smaller Operational Expendituré®pEx) and Capital
Expenditure (CaPeX. Moreover, consistency problems of the network view

In this thesis, we use the terms router and switch interchangeablyto designate SDN
capable forwarding devices.
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arise as controllers must share information to keep a consistent network view
with each other. Several works already propose protocols for a distributed
control plane in SDN networks JCG14].

Finally, a whole pan of the research or6DN network focuses on the
security of communications, between controllers or betwe¢he switches and
the controller, see, e.g.,90S13.

We do not, however, consider these problems in this thesis.

The OpenFlow protocol was born from the work of McKeown et al.
in Stanford to bring programmability to network devices, beajre the SDN
acronym was coinedNIcK+08]. It brought the tool to nurture the creation
of the SDN paradigm. by providing a way for communication between rou-
ters and controllers. The routers use this protocol to report data to the
controllers (e.g., link state, trd'’c). Since routers no longer compute deci-
sions, they must request the action(s) to follow to the conttter when they
encounter trd'c they have no rules to match it against. An analogy to CPU
programming language can be made between OpenFlow and assgntdh-
guage such ag86. Indeed, OpenFlow provides a basic set of commands to
change the state of the SDN devices on the network in the same way tha
assembly provides basic CPU operations. Although out of theque of this
thesis, it is worth mentioning that éorts like [ Bos+14] propose higher level
programming languages to ease the development of network applicatiby
network operators, in the same way that high level language cdluas C++,
Python and Java exists.

In OpenFlow 1.3, packets are matched on up to 40 Pelds such asrseu
destination addresses or Type of ServicddS) Peld. Forwarding rules are no
longer destination based as in legacy networks, but they are Row bas&DN-
capable forwarding devices implement the more sophistieat OpenFlow rules
using Ternary Content-Addressable Memories. This type of meory can,
like regular Content-Addressable Memory (CAN, match bit to O or 1, but
it can also match using OdonOt careO bit that can either matadbar a 1. The
Bow granularity possible withSDN comes at a price since Ternary Content-
Addressable Memory (TCAM is power hungry, more expensive and take
more space in the router chassis. Due to these technical constraints, and by
considering the higher complexity of OpenFlow rules, the siné a forwarding
table in SDN equipment is limited (in the order of 1000 rules). Software
rules can be used to increase this limit at the cost of weaker performances
[Ryg+16]. We explore these constraints in Part las well as the software-
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hardware trade d.

1.3.2 Hybrid networks

Figure 1.5: Example of an SDN-legacy network. Blue switchespresent
legacy devices.

Network operators might be reluctant to shelve their legacyguipment
and their well known protocols forSDN devices and protocols. Progressive
migration might, however, be a more realistic scenario in which legacya
SDN hardware and protocols would coexist.

New challenges arise in regards to the coexistence of legaog &DN
equipment, and most of theSDN solutions found in the literature might not
be applicable in this case. Among opportunities and challeeg for hybrid
networks, Vissichio et al. Y/VB14] present four migration scenario that con-
siders mixing upSDN and legacy equipment. The brst scenario considers a
topology based migration in which whole sub-domains might be upgraded to
SDN capable devices. This kind of migration is the most straightforward sce-
nario, interactions between legacy, an&DN protocols are limited. However,
in Serviceor Classbased migration, both paradigms coexist in the same net-
work as shown in Figurel.5. In both type of migration, the tra"c is divided
into groups (by Service or Classes, respectively) and each paradigm is in
charge of a set of groupsSDN controllers must implement the legacy proto-
cols used by the legacy devices installed in the networl&DN switches still
report to their respective controllers as in a fullySDN network. Moreover,
they forward legacy control messages to the controller, whigs in charge of
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Figure 1.6: Example of Service Function Chains in a network.

answering in place of theSDN switches. Some works already leverage hy-
brid network capabilities for Tra"c Engineering (TE) [AKL13] or robustness
[Chu+15] for these types of SDN-OSPF hybrid networks. We consider guc
networks for Energy Aware Routing in Chapter 6.

1.3.3 Network Function Virtualization

The deployment of network services requires!d@rent network functions such

as brewall,DPI, or video optimization. In legacy networks, these functions
are executed by specialized hardware devices called middbeds. These de-
vices are hard to migrate throughout the network, limiting network operators
ability to adapt to tra " ¢ and to design new services.

Virtualization of network functions, pushed by the NFV initiative
[Gem+16], brings Rexibility in the management of network functionsFunc-
tions can now be executed inVMs on general hardware that can be easily
moved on the network. A server might run a Prewall function at one point
and the same server might be running a video optimization funicin the next
hour.

As the functions require a lot of dilerent virtual resources (bandwidth,
CPU cores, memory),NFV Management & Orchestration MANO) is at
the heart of the paradigm. It comprises Virtual Network Functons (VNFs)
provisioning, as well as the management of the underlying structur@et-
work and servers). An orchestrator is in charge of assigningciations to the
function and allocating the necessary resources to satistyetrequests in the
network.

Services are composed of a chain of network functions to apply in a par-
ticular order (partial or total), known as Service Function Chains and debned
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in [HP15]. We present, in Figurel.6, examples of Service Function Chains
applied to two di! erent Rows. The red 3ow subscribed to a service that re-
quires the execution of a brewall function, followed by a DHunction. The
second RowOs service also requires the execution of a Prewall but followed by
the execution of a video optimizer. As we will see in Pattl , the di" culty of
Pnding the locations of the functions is signibcantly increased by tloeder
requirement.

Like the SDN paradigm, the NFV one still has a lot to prove regard-
ing scalability, resilience, reliability, and security, see, e.g.Mjj+16]. We
can draw parallels between the two paradigms. Indeed, whi&DN o! ers to
decouple data and control plane, NFV oérs to decouple functions from hard-
ware. Even though virtual switches Pfa+15] can executeSDN forwarding
functions, performances still favor the use of hardware switches.

1.3.4 Using Software DebPned Network and Network
Function Virtualization for Energy Aware Rout-

ing

By enabling network abstraction and programmability, the wvitualization and
softwarization of the network seem promising in enabling network-wide green
policies. The controllers can decide the subset of networkwlees to shut
down using the metrology data collected using the OpenFlow paxrols. The
controllers can decide which subset of equipment can be put into power-save
mode and reconbgure the whole network to change the forwardipgths.
Multiple works already addressed the deployment of green stbns using
SDN networks such asARM17; Wan+14; MTT14; Rah+16; LSC14. How-
ever, few of them also considers the challenge brought by this new paradigm.

In this thesis, we focus our attention on the constraints braght by this
emerging paradigm and their impact on the implementation of green policies.

For example, EAR intrinsically increases the number of links that the
demands have to go through by turning down equipment, increag the
total number of required rules in the network. As previously tated, SDN
table size is limited, and thus EAR might overload TCAM. This problem
is considered in Part .

As stated, centralized control brought bySDN eases the deployment of
green policies on the network. Equipment can be shut down, arlde tra"c
can be rerouted on the remaining devices. However, in hybrid merks,
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this behavior might be detected as failures by legacy protocols such as Open
Shortest Path First (OSPF) [Moy98]. For example, OSPF routers regularly
exchangeHello packets with neighbors to know if the link is still functional.
After a predebned interval without responses to these packetthe OSPF
device declares a failure occurred on the link. We address this issue in Rart

Finally, network functions executed by middleboxes imposeahd con-
straints on the routing of requests in the network. The rigidity of these
devices can severely impact the e"ciency of energy saving solutions. Nid-
dresses these limitations and enables the deployment of netk-wide energy
policies. Network functions can be clustered on a subset of\sa&s while the
rest are shut down. The main issue with function placement comes from the
way services are built. Each service comprises a set of ordefedctions to
apply to the corresponding requests. We thus have to considdrig ordering
when placing the function and make sure that requests are forwarded to the
node in the right order. This is the problem we consider in Partll and we
extend it to EAR.

1.4 Research Methodology

We now present the methodology used in this section. We brstgsent
the metrics studied for the evaluation of our EARsolution and then briel3y
present the techniques used to tackle the dilerent problems explored in i
thesis.

1.4.1 Metrics studied

The principal metric studied is, of course, the energy savings provided by
our solutions. However, energy savings impact the network germances
regarding the end-to-end delay, linkOs load or even packestss

Delay

By nature, Energy Aware Routing increases the length of the plas in the
network by removing some shortest paths. It is thus important to study th
delay of the path provided by an EARsolution to check that communications
are not & ected by a too substantial end-to-end delay. We consider the hop
count of the paths (number of links) as well as the delay in mieconds.
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We check that delays are below the usual 50 ms required by Service Level
Agreements SLAS).

Link load

By reducing the subset of active equipment in the network, we funnel the
tra" c on a set of links leading to more loaded links. In the case of failure or
sudden increase activity due to unforeseen events, some links might become
overloaded, resulting in a degradation of the network performaes due to
packet losses.

Packet losses

Using Mininet [Min] emulation and our SDN testbe¢d we were also able to
study the packet losses in addition to the packet delay. This metric is of par-
ticular importance in hybrid networks where the quality of the coordination
between legacy and&DN plays a big part in the correct lifetime of packets.

1.4.2 Technique used

In this thesis, we used dierent techniques to tackle theEAR problem and
the inherent constraints of the virtualization of networks. The three main
methods used are the following:

¥ Integer Linear Programming is used to model the derent problems
encountered and then used to validated the quality of the sdions
provided in Parts I to Il .

¥ Greedy algorithms are used from Parts$ to I11.

¥ Finally, in Part 1ll, we used the Column Generation decomposition
model.

We further described these techniques in Chapter 2.

1.5 Thesis plan and Contributions

In this section, we go over the plan of this thesis and present the main
contribution of each part. We also provided the list of publications of all
works.
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In Chapter 2, we brst present to the reader basis on Integer Linear Pro-
gramming, as this mathematical framework is widely used in this thesis. We
also introduce the concept of the column generation decomposition model,
used in Part Il . Finally, we present the concept of Greedy Algorithm also
widely used throughout this work.

We brst tackle, in Part |, the table size constraints imposed by the TCAM
used bySDN capable equipment. We prst study, in Chapte8, the use of ag-
gregation rules to reduce the size of the table. We consider two types of com-
pression (i) only using the default rule and (ii) using aggregationnosource
and destination in addition to the default rule. We propose an Integer Linear
Program (ILP) formulation when wildcard rules are used, as well as heuristic
and approximation algorithms. We validated them using random forwarding
and using network table obtained from SNDIib instanceJrl+10].

We then study the Compression Problemin the context of Energy
Aware Routing and formulate the Energy Aware Routing with Compes-
sion (EARC) problem. We propose ILP formulations for the problem for
both default and wildcard rules and propose an e"cient heuristic using
compression heuristics proposed in Chapt& We show that using wildcard
rules, we can provide energy savings close to the cladsiR scenario where
tables have no size constraints.

Finally, in Chapter 5, we collaborated with members of the Sidet team to
look at the table constraints on anSDN testbedincluding an HP5412z| SDN
switch. We focus our study on data centers topologies. We propdgénie ,

a dynamic non-energy aware variant of the heuristic presented in Chagot4.

We also show that entry size limit can be attained with a few numbers of
clients. Using the 3-approximation algorithm presented in Rapter 3, we can
deploy up to 3000 servers with up to a million Bows with a maximum capagit

of 1000 rules of each router, with no noticeable increase in packet delay. We
also compare the performance of hardware and software rules and show that
similarly to [Ryg+16], even though software rules can greatly increase router
table capacities, their matching performance is far from rules implemented
in TCAM.

All of these results can be found in the following publication [Rif+17;
Rif+16; Gir+16; Hav+15; Rif+15].

The second part of the thesis focuses on the deployment of enepolicies
in networks in whichSDN capable equipment and legacy devices coexist. The
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main issue of EAR in hybrid networks is that turning o! SDN capable equip-
ment is detected as a failure by legacy protocols. Inspired pZhu+15], we
use backup tunnels to reroute tra"c when disabling links. To prevent peket
losses due to the detection time of a disabled link by legacy protocols, we
also propose a smooth extinction mechanism. First, we moddlet Energy
Aware Routing in a hybrid SDN network (hEAR) with tunnels problem as
an ILP. As the tunnel selection increases the di€ulty of the problem, we
then propose an &ient heuristic to shutdown links and routers and sat-
isfy all requests in the network. Combined with the use of turgls, smooth
link extinction, and failure/Rash crowd detection mechanis, this comprises
Smooth ENergy Aware Routing (SENAtoR. We show, using a Mininet
testbed, that our solution enablesEAR in a hybrid network without intro-
ducing additional packet losses thanks to our smooth link extinction
Results are under submission and can be found iHJi+17a].

Function Virtualization for Energy Aware Routing is studied in Part 11l .

In Chapter 7, we Prst propose an optimal scalable model to the Service
Function Chain Placement usingColumn Generation called NFV_CG. It can
solve instances on networks with up to 50 nodes and about 10000 requests
in just over a minute. We also study the trade-o! between the number of
NFV capable hosts and bandwidth usage in the network. We show tha
adding moreNFV nodes greatly decreases the bandwidth up to 50% of the
network. We observe diminishing returns when more than 50% of the netiko

is NFV-capable. We then build upon this model to consider two variants of
the problem.

In the Prst variant, we consider licenses cost constraintse., limits on
the number of replicas of a function that can be deployed in the network.
These restrictions signibcantly increase the'diculty of the problem. We thus
propose a two-phase heuristic that brst chooses the location of the ¢tion
and then use NFV.CG to route the requests.

The second variant, studied in ChapteB, corresponds to the EARprob-
lem with Service Function Chain GFC) constraints. Using a baseline scenario
of a legacy network (NoSDN + middleboxes), we study the possible energy
savings done with onlySDN (and middleboxes) and aSDN/NFV scenario.
We show that while SDNsaves between 18 and 51% of energy during the
night, the use of VNF provides 4 to 12% more energy savings.

Results of this part can be found intHJG17; Hui+17b]
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Finally, we studied structured overlay for live video streammg Peer-to-
peer (P2P) systems. Since these works are far from the scope of this thesis
we provide them in Appendices Aand B.

These results can be found inGH15; GH16].
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We now list the publications included in this thesis.
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In this chapter, we present the basis of the Herent techniques used
throughout this thesis. Three main techniques are used: Linear Program-
ming, Column Generation, and Greedy Algorithm. For all of then, we pro-
vide a brief introduction and provide an example applied toie Energy Aware
Routing (EAR) problem.

2.1 Linear Programming

Linear Programming is a powerful mathematical framework used to solve op-
timization problems (minimization or maximization). It comprises a function
to optimize, called the objective functionand a set of constraints expressed
as (in)equalities. As indicated by the name of the frameworkhe objective
function and the (in)equalities are linear. All linear prograns can be written
in the following canonical form:

min ¢’ x
st. Ax" b
X" 0 2.1)

30
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wherex represents the vector of variables to determindy is a matrix of
known coé cients andc and b are vectors of known coecients.

An important concept of Linear Programming is the concept ofluality.
Every primal problem can be transformed into its dual problem. For exam-
ple, the dual of Problem2.1is

maxb'y
st. ATy # ¢
y" 0 (2.2)

wherey is the vector of variables of the dual problem. The dual of a dual
is the primal problem. Two important duality theorems exist. The weak
duality theorem states that the value of the objective value of any fedde
solution of the dual is an upper bound on the optimal objective value of the
primal solution. The strong duality theorem states that ifx' is the optimal
solution of the primal, then there exists an optimal solution of the dualy’,
and

o'x = bTy!
These theorems are used to provide bounds on the objective value and are
exploited by primal-dual algorithms or the column generation decomposition
model.

When one or more variables are integers, we talk about Mixedteger
Linear Programming (or Integer Linear Programming when aNariables are
integers). Linear Programs can be solved easily, depending on their sizes,
by state of the art solvers. However, solving Integer LinearrBgrams (LPSs)
and Mixed Integer Linear Programs KILP s) is known to be NP-Hard. Many
exact methods have proposed such as branch-and-bound, cutting planes, col-
umn generation or BenderOs decomposition. For a more in-depth view of
linear programming, we point the reader toChv83).

2.1.1 Example: Multi-commodity ow problem

We now present, as an example, the formulation of the multi-comodity

Bow problem. The MultiCommodity Flow (MCF) problem is a well-known
network 3ow problem where multiple 3ows request between éient sources
and destinations, called commoditiesAMO93]. More formally, we model a
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network as a digraphD = (V,A) where each arc ,v) $ A has a capac-
ity C,. We havek commoditiesS,, S,, ..., S debned byS, = (s,ti, Dj)

wheres; andt; are the source and destination an®; the charge of the Row.
The goal is to bnd a path for each commodity such that link capdes are
respected.

We can easily formulate this problem using Integer Linear Bgramming
or Linear Programming if the Bow can be split between multiplpaths. We
prst introduce the set of variabled |, $ [0, 1] that represent the fraction of
Bow going through the link @, v) for the commodity S;. If the Rows are
un-splittable, i.e., a commodity can only be forwarded on ex#ly one path,
we have thatf, ${0,1}. We then need to satisfy the following two sets of
constraints to have a valid solution.

Flow conservation constraints For a given commodityS; and a given
nodeu $ V \{ s;,t;}, the sum of incoming Rows must be equal to the sum of
outgoing Bows of the commodity. For the nods;, the dilerence between the
outgoing Rows and the incoming must be equal to one, i.e., all Row has to
exit the source node. It is reversed for the destination node the dilerence
between the incoming and the outgoing 3ows must be equal i, i.e., all
Bow has to enter the destination node. These constraints argpeessed as
follows.

! ! #1  ifu=s

fl, % flo=_,%l ifu=t & ${1...k},u$ VvV (2.3)
v'N* (u) v'N! (u) %0 dse
Link capacity constraints The following set of constraints states that

the sum of the Bows on a link must not exceed its capacity.

I k
Di! fl,# Cuw  &u,v)$A (2.4)

i=1

Objective function Multiple objective functions can be considered for
the MCF problem. First, we could consider the minimum cost variant of
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the MCF problem. A cost to forward 3ows is given to each ara(v), de-
noted Q. The objective is to minimize the total cost of forwarding each
commodity and is given by

I 1k _
min Qu ! fly (2.5)

(uv)" A =1

In the context of Energy Aware Routing, we want to reduce the nuber
of active links in the network. Indeed, theEAR problem consists in routing
a set of requests (or commodities) through a network. We coutdus use the
MCF formulation for the EAR problem. In this case, we need to introduce a
new set of variablesx,, $ {0, 1}, that represent the state of each arc (active
or not). We also need to slightly alter the link capacity constints to forbid
forwarding of Bows on inactive links. The constraints thus become

Di! fl,#Cu! Xxw  &u,v)$E (2.6)

i=1
and the objective function is given by

!
min Xuv (2.7)
(uv)" A

We have presented a formulation of theMCF known as the edge for-
mulation since we use a variable for each arc and commodity. A second
formulation referred to as thepath formulation exists. It uses, for each com-
modity, a variable for each path between its end-point. This considerabl
increases the number of variables of the formulation since the number of
paths in a graph is exponential. Nonetheless, using the colungeneration
decomposition model, we can greatly reduce the number of paths considered
as we explain in the next section.

2.2 Column Generation

Column generation is an € cient algorithm to solve largelinear programs
This technique originated from the observation that most variables do not



CHAPTER 2. PRELIMINARIES 34

Figure 2.1: Flowchart of the Column Generation at root node atiyithm.

belong in the optimal solution. This is particularly the casefor extended

formulation such as thepath formulation mentioned earlier. We thus consider
a restricted set of variables at the start of the algorithm and then bnd ne

variables (columns) that can improve the solution.

We present in Figure2.1 the Bow chart of the algorithm. The problem
is divided into two problems: the Restricted Master Problem RMP) and
the Pricing Problem (PP). The RMP represents the initial formulation of
the problem with a reduced number of variables. These variables are often
provided by a heuristic to jump start the process. ThePP is in charge
of generating the new variables to add in the RMP Depending on the
formulation multiple PPs can exist for the same problem. In this case, they
can be solved in parallel to speed up the process. These two problems depend
on each other: prst, the RMHSs solved to obtain the optimal dual value of the
problem. The dual values are then provided to th®P to bnd variables with
a negative reduced cosfin the case of minimization). Thereduced costof a
variable represents the value by which the objective functiowill improve if
the variable enters the solution. Going back to the primal formulation given
earlier in Equation (2.1), the reduced cost of a variable; is given by

G %(ATu),
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whereu is the dual cost vector obtained from the solution of th&MP. The
exchanges betweeRMP and PP continue until no variables with a negative
reduced cost are found. In this case, the objective functiorale of the
RMP is optimal. Note that the algorithm provides optimal solutims for
Linear Programs. However, we can still use it to solve some &ger Linear
Programs.

If the original problem is an ILP, we consider the relaxation of the prob-
lem, i.e., integrality constraints are relaxed. We use the omn generation
algorithm to optimally solve this relaxed formulation and then transform the
RMP back to anILP. Since we only use a subset of variables, theP might
not bPnd any feasible solution. This, however, does not meanaththe prob-
lem is unfeasible. In the case where we obtain an integer solutigp, , it
might not be the optimal solution to the problem. But we can comparét
with the lower bound given by the optimal solutionxl’IO of the relaxed for-
mulation. For a particular instance, we can gage the quality of thenteger
solution using the ratio: ! = (x;, %X, )/x |, . The closer to 0 the ratio is, the
better the solution is and when it is equal to O, the integer solution;, is
an optimal solution of the problem. While we only describe€olumn Gen-
eration at the Root node this technique can be integrated into the standard
branch-and-bound algorithm to solve largeéLP optimally. This is known as
branch & price In this thesis, we only considelColumn Generation at the
Root node

2.2.1 Multi-commodity Bow: Path formulation

As previously stated theMCF problem can also be formulated using a path
formulation. As the name indicates, we use, for each commogia variable
for every possible path between the source and destinatiohtbe commodity.
We denoteP; the set of paths for the commodityi and ZI‘O $ [0, 1] the variable
that represents the fraction of the Bow going through the patip $ P;. As
for the edge formulation, if the Rows are un-splittable we ha\z{, ${0,1}. If
we want to minimize the number of active links in the network, w formulate
the problem as follows:

Objective

min Xuy (2.8)

(uv)" A
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One path per commodity
!

z=1 & ${1...k (2.9)
PP i
Link capacity constraints
Tkl _
"Dl Z# Cy! Xy &Uu,V) $ A (2.10)

i=1 p'P |

where"P, = 1if link (u,v) $ p. Itis clear that the number of variables is
exponential and that no solver will be able to construct the model for large
enough instances. Instead, we can start with a small subset of paths for each
commodity, e.g., the shortest paths, and use a PP for each commodity to
Pnd paths improving the solution. EacHPP consists in Pnding a constrained
path with the minimum reduced cost. The reduced cost for a patbf a given
commodity i is given by

[
#29%D 1 wZO oy,
(uv)" A
(2.9) (2.10) . .

where#~™ and #3, " correspond to the dual values of their respective con-
straints in the RMP and ", is a variable equal to 1 if the link is (,V) is
in the path. The PP for a commodityi can be formulated as follows, where
dual values are given as input.

Objective function.
I
min #%% % #20p; 1 ", (2.11)
(uv)" A

Flow conservation constraints

! ! 1ifu=s
"uv %0 “vu = él%l ifu=t us$ Vv (2.12)
V" N+ (u) v'N! (u) 00 else
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Link capacity constraints
Di! "w# Cu (u,v) $ A (2.13)

Since we have onP per commodity, we can parallelize the search of new
variables sincePPs are independent of each other. This takes advantages
of modern CPU architectures that propose multiple processing cores and
increases the resolution speed.

2.3 Greedy Algorithms

Greedy algorithms represent the class of algorithms whereailgons are taken
greedily, and no backtracking is done until a solution is found (se€¢r+01]
for further reading). At each step of the algorithm, we use the local optimum
to build a solution. The main advantage of these algorithms ithat they
provide fast and easy to implement algorithms to use in practice.

In general, greedy algorithms have the following components:

¥ A set of possible candidates to choose from.

¥ A selection function that selects the best valid candidate tadd to the
solution.

Some problems can be solved to optimality by greedy algoritteras the
shortest path problem using DijkstraOs algorithm or the unvggited interval
scheduling problem. In other cases, a greedy algorithm might not give an
optimal solution but can provide a good approximation of the gtimal so-
lution, e.g., a 2-approximation greedy algorithm exists for the veex cover
problem. In the worst case, greedy algorithms!e no performance guar-
antee. This is why we use the previously mentioned mathematical tools to
compare our greedy algorithmsO performances with the optimal solution that
they provide. This is the case for the EAR problem, that has been shown
in [GMM12] to be NP-Complete, with no polynomial-time constant-facto
approximation algorithm existing.

2.3.1 Greedy Energy Aware Routing

The Energy Aware Routing problem is a equivalent to a MCF proleim where
the goal is to satisfy all requests and minimizing the number of active links
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Figure 2.2: Flow chart of the greedy algorithm for the Energy Awar Routing
problem

while respecting link capacities. We now present the greedy algorithm shown
in Figure 2.2 It was originally proposed in EMM12] for undirected graphs.

In this algorithm, the set of possible candidates to choose frois the
set of links in the network. Initially, we Pnd a valid routing with all active
links. The selection function selects the link with the leasamount of tra"c
on it. Alink (u,v) can be added to the set of inactive links if and only if
all requests can be routed whenu(v) and the previously selected links are
inactive. If no valid routing can be found, the link is removedrbm the set
of candidates. The algorithm stops when all links have beeomsidered.

This algorithm constitutes a basis on which the algorithms mposed in
this thesis are built upon. Indeed, in each of the problems considered the
main goal is to minimize the number of active links. The routing constints
are thus the only changing components of the algorithm and depend on the
problem considered, e.g., paths are constrained by the limited tablepzeity
for the Compression Problemor by the execution order of the functions for
the Service Function Chaining problem.
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| Chapters | Techniques used

Chapter 3 | ILP, Greedy
Chapter 4 | ILP, Greedy
Chapter 5 | Greedy

| Chapter 6 | ILP, Greedy |
Chapter 7 | ILP, Column Generation
Chapter 8 | ILP, Greedy, Column Generation

Table 2.1: Summary of the techniques used in each chapter

2.4 Summary of the technique used for each
chapter

Table 2.1 summarizes the techniques used in each chapter of this thesis.
While greedy algorithms andLP formulations are the most used techniques,
the last part of the thesis focuses on the Column Generation technique.
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Forwarding Rule Space
Constraints

Context

In classical networks, routers use distributed routing praicols such as Open
Shortest Path First (OSPF) [Moy98] to decide on which interfaces packets
should be forwarded. In Software DebPned NetworlSPN) networks, one or
several controllers take care of path computations, and routers become simple
forwarding devices. When a packet arrives, with a new destiriah for which

no routing rule exists, the router contacts a controller that provides route

to the destination. Then, the router stores this route as a ral in its SDN
table and uses it for next incoming matching packets. This separation of the
control plane from the data plane allows a smoother control over routing and
an easier management of the routers.

Also, SDNs aim at applying Row-based forwarding rules instead of desti-
nation based rules (as in legacy routers) to provide a bner control ofetimet-
work tra"c. Forinstance, in OpenFlow 1.3, forwarding decisions candmade
taking into account from zero up to a maximum of 40 Pelds of a Transmission
Control Protocol (TCP) or a User Datagram Protocol (UDP) packet. When
any of the 40 pelds should be ignored when forwarding a packsych a
peld is set to OdonOt careO bits. Due to the complexityS8fN forwarding
rules, SDN forwarding devices need Ternary Content-Addressable Memo-
ries (TCAMS) to store their routing table (as classical Content-Addessable
Memory (CAM) can only perform binary operations). However, TCAMs
are more power hungry, expensive and physically bigger thambary CAMs
available in legacy routers. Consequently, the available T&IM memory in
routers is limited. Indeed, a typical switch supports between around a couple
of thousands to no more than 25 thousands of 12-tuples forwarding rules, as
reported in [Ste+12].

Undoubtedly, emerging switches will support larger forwardm tables
[Bos+13], but TCAM s still introduce a fundamental trade-d between for-
warding table size and other concerns like cost and power. The xraum
size of routing tables is thus limited and represents a signibcant concern for
the deployment of SDN technologies. This problem has been addressed in

42
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previous works, as discussed later, using dilerent strategies, such as rout-
ing table compression(GMP14; Hu+15], or distribution of forwarding rules
[Coh+14].

In this part, we examine a more general framework in whictable com-
pression using wildcard rules is possible. Compression &DN rules was
discussed inGMP14]. The authors propose algorithms to reduce the size of
the tables, but only by using a default rule. We consider here a stronger com-
pression methodology in which any packet header bPeld may be compressed.
Consideringmultiple Peld aggregatiorns an important improvement as it al-
lows a more e"cient compression of routing tables, leaving more space ireth
TCAM to apply advanced routing policies, like load-balancing and to imple-
ment quality of service policies. In the following, we focus acompression of
rules based on sources and destinations. However, our sautialso applies
if other belds are considered, such as Type of Servide$) beld or transport
protocol. The chapter is organized as follows.

Contributions and plan

We brst present, in Chapter 3the Compression Problemwhich consists in
reducing the size of the forwarding tables using the default rule and aggre-
gation rule on the source and destination. Several solutions are proposed in
Section3.2 such as an Integer Linear Program, an approximation algorithm,
and a greedy heuristic algorithm. We compare them in Sectidh3 using ran-
domly generated tables and using network tables obtained from simulatis
on SDNIib instances.

In Chapter 4, we debne and explore the Energy Aware Routing with Com-
pression (EARC) Problem. As the EAR problem is known to be NP-hard
[Gir+10] (and thus EARC), we propose two Integer Linear Programs for the
default rule and multi-Peld compression (see Sectigh?) as well as an &
cient heuristic algorithm, in Section4.3. The heuristic is composed of three
modules: a routing module, in charge of bPnding paths for each demamd i
the network while respecting link and node capacities; a comgssion module,
responsible for the reduction of the table size in the network; and an energy
saving module that decides which link to shutdown. We further validated
the solutions proposed for theCompression Problemn Chapter 3 by using
them in the compression module. We compare all solutions oout SNDIib
instances in SectioM.4 and show that we can save almost as much power
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as possible without capacity constraints, by jointly routing and compressing
routing tables.

Finally, we present a dynamic variant of the heuristic preseed in Chap-
ter 4 without the energy saving module Minnie , in Chapter 5. It routes
the tra"c and compresses routing tables to satisfy link capacity andouting
table size of the dierent forwarding devices. We validate our algorithm on
multiple well-known data center topologies in Sectiob.2 We show that one
can deploy networks with up to 1 million Bows usindMinnie by carefully
choosing a threshold for compression. We further validatddinnie using a
testbed emulating ak = 4 Fat-Tree data center topology in Section5.3. We
demonstrate on the one hand that even with a small number of clients the
limit regarding the number of rules is reached without compression, inciea
ing the delay of new incoming RBowsMinnie , on the other hand, reduces
the number of rules needed, with no packet losses, nor noticeable additional
delays using TCAM.

Related work

To support a vast range of network applications, OpenFlow rak are more
complex than forwarding rules in traditional Internet Protocol (IP) routers.
For instance, access-control requires matching on source - destinatibh
addresses, port numbers and protocdChs+09 whereas a load balancer may
match only on source and destination IP prebxeRPJ11]. These complicated
matching can be well supported using TCAMsince all rules can be read in
parallel to identify the matching entries for each packet. Hewever, as TCAM
is expensive and extremely power-hungry, the on-chip TCAMize is typically
limited. Several works have tackled the distribution of thedrwarding policies
on a network considering the table size constraints, séé¢gqu+16] for a survey.
These solutions can be regrouped into three main categories.

In the Prst category, the rule space capacity of the whole network is used
by spreading the rules in order to circumvent the individual switches cag-
ities. In [KHK13] and [Kan+13], the authors propose similar solutions, in
which the set of end points policies of the network is divided and then spread
over the network so that every packet is '&cted by all the policies. However
the routing policies are not taken into consideration. In bdt [Ngu+15] and
[Coh+14], routing policies are dealt with by changing the path of the Rowsot
take advantages of the table space from all the switches of thetwork. These
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types of solution do however change the path used to route a Rawd thus
impact the Quality of Service Qo9 of the network. In [Ngu+15], the authors
proposeOFFICER . It creates a default path for all communications, and
later, some deviations are introduced from this path using derent policies

to reach the destination. According to the authors, the Edge Fst strategy,
where the deviation is performed to minimize the number of hops between
the default path and the target one, bers the best trade-b between the
required QoS and forwarding table size. Note however, that applying this
algorithm could unnecessarily penalize the QoS of Bows when the routersO
forwarding tables are rarely full.

In the second category, caching techniques are used to lintiet number of
concurrent rules in a switch, such as CacheFlow, proposed iKat+16 ], which
introduces a CacheMaster module and a shared section of software switches
per TCAM (available in hardware switches only). The CacheMaster con-
structs the dependency tree of the rules to be installed andeh distributes
the rules between theTCAM and the software switches, placing the most
popular rules in the hardware switch, thus enabling fast forwardinépr the
biggest possible amount of tr&c. When a packet needs a forwarding rule not
available in the TCAM, such a packet is forwarded to the software switches,
which send back the packet to the hardware switch in a predetamned in-
put port, to be resent at a specibc output port. If the software switches
do not have a matching rule, theSDN controller is called. The weaknesses
of CacheFlow relies in its inherent architecture, as this adion requires the
installation of a software switch for every hardware switch, which mighteed
a reorganization of the network cabling and additional resources tost soft-
ware switches. Secondly, the optimal number of needed softwamgitshes
can be dicult to determine, due to the fact that for performance reasms,
software switches must only keep forwarding rules (whose number depends
on the tra" ¢ characteristics) in the kernel memory space, which is limited.
Lastly, the two-layer architecture of CacheFlow (i.e., softare switches over
a hardware switch) increases the delay to contact the controller and iradk
missing rules.

The third category considers reducing the size of the table lmsing com-
pression techniques. Our work falls under this category. Works such as
[BK14] or [KS13 propose modibcations to the rule shape to reduce their
size, but requires hardware modibcations. To the best of our knowledge, the
closest papers to our work areHu+15; BM14; GMP14]. In [Hu+15] the
authors introduce XPath which identiPes end-to-end paths usy path ID
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and then compresses all the rules and pre-install the necaysailes into the
TCAM. We compare our results with the ones of XPath in Sectiorb.2.2
Minnie uses fewer rules even in the case of an all-to-all tra"c as XPaitpdes
the routes for all shortest paths between sources and destinations. This is at
the cost of less path redundancy which is useful for load-balancing and fault
tolerance. Network operators should consider this trade-olvhen choosing
which method to use. In BM14] the authors suggestSDN rule compres-
sion by following the concept of longest prebx matching withrjrities using
the EspressoTNW96] heuristic and show that their algorithm leads to 17%
savings only. We succeed in reaching better compression ratios.

To the best of our knowledge, onlyGMP14] and [Awa+17] consider the
joint problem of compression and energy aware routing. Whille solution
proposed in Awa+17] falls into the Prst category, the solution in GMP14]
uses the default rule to reduce the size of the table. We extenkiig solution
by considering other types of compression.



Chapter 3
The Compression Problem
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3.1 Introduction

In this chapter, we study theCompression Problemwhich consists in reducing
the size of the forwarding tables using the default rule and aggregation rule
on source and destination. This problem is the common theme of the Prst
part of this thesis.

After a debnition of the problem in Section3.1.1, we propose several
solutions such as an Integer Linear Program, an approximation algorithm,
and a greedy heuristic algorithm, in Section 3.2

We compare them in Sectior8.3 using randomly generated tables and
using network tables obtained from simulations on SDNIib inances.

47



CHAPTER 3. THE COMPRESSION PROBLEM 48

Flow | Output port Flow | Output port Flow | Output port
0, 4) Port-4 (0, 5) Port-5 1, 5) Port-4
O, 5) Port-5 (O, 6) Port-5 (2, 6) Port-6
(O, 6) Port-5 1, 4 Port-6 1,") Port-6
1, 4) Port-6 (1, 6) Port-6 (,4 Port-4
(1, 5) Port-4 (2, 5) Port-5 “,") Port-5
(1, 6) Port-6 (2, 6) Port-6

(2, 4) Port-4 ‘,") Port-4

(2, 5) Port-5

(2, 6) Port-6

(a) Without compres- (b) Default port com- (c) Multi-Peld compres-
sion pression sion

Table 3.1: Examples of routing tables: (a) without compressn, (b) with
default port compression (only (,") rule), (c) with multi-Peld compression
(three possible aggregation rules), giving the routing tdé with minimum
number of rules.

3.1.1 Debpnition of the problem

A forwarding table is composed of multiple entries that matcH3ows with
corresponding action(s). In OpenFlow 1.3, the matching canebdone on
40 Pelds from the packet header. For each Peld, the matching rule can use
a particular value or a wildcard (noted') that can accept any value. The
action associated with a matching rule can be to drop the packet, modify the
header, or forward it to a specibc port.

In the following, we consider the action to be limited to a forard to
outgoing ports. We also limit the use of the wildcard to the sage and des-
tination addresses. However, our solution also applies ifrar Pelds are con-
sidered such agoS Peld or transport protocol. We compress a table by using
either the aggregation by source (i.e.,s(',p)), by destination (i.e., (‘' ,t,p))
or by the default rule (i.e., ( ,",p)). When only the default rule is used, we
talk about default port compressionand, when all the wildcard may be used,
about multi-peld compression.

An example is given in Table3.1 Table 3.1arepresents the original
table. Table 3.1b provides the result using default port compression and
Table 3.1cthe one using multi-Peld compression, that is when all thregpes
of wildcard rules can be used to obtain the optimal compressed tabl8ince
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multiple entries can correspond to the same 3ow, rule priority is given from
top to bottom. Indeed, in Table3.1¢ if we exchange the priorities of the rules
(14,",Port %6) and ( ,4,Port %4), a Row from source 1 to destination 4 is
no longer forwarded through Port-4 like in the original table.

3.2 Heuristics and exact formulations

We propose several solutions to solve ti@ompression ProblemFirst, Comp-
Default, giving optimal solutions for the default port compression. We then
provide an integer linear programComp-LP, which gives optimal solutions
for the multi-Peld compression. However, as the problem is Nffard (see
[GHM15; GHM16] for a proof), the program does not scale to large tables
(also see Sectior8.3 for compression time and a discussion). We thus pro-
vide two heuristic algorithms for the compression problen€omp-Greedyand
Comp-Direction.

3.2.1 Default Rule (Comp-Default)

When using only the default port compression, Pnding the optiah solution
is simple. The algorithm bnds the most occurring ponp' in the forwarding
table, remove all the rules withp', and add the default rule (,',p') at the
end of the table.

3.2.2 Integer Linear Programming (Comp-LP)

We brst debne the following notations. We then formulate therpblem as
an Integer Linear Program.

¥ R, set of rules in the forwarding table

¥ S, set of sources in the forwarding table

¥ T, set of destinations in the forwarding table

¥ P, set of ports of the router

¥ rop ${0,1}, whererg, =1 if the rule (s,t, p) exists

¥ sp ${0, 1}, wheresy, =1 if the wildcard rule (', t, p) exists
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¥ tsp, ${ 0,1}, wheretsp, = 1 if the wildcard rule (s,", p) exists
¥ d, ${0,1}, whered, = 1if pis the default port of the table

¥ oy $ {01}, whereog; = 1 if the wildcard rule for the sources has
higher priority than the one for the destinationt.

¥ 05 ${0,1}, whereos = 1 if the wildcard rule for the destination t has
higher priority than the one for the sources. By debnition, o5y = 1 %0;s.

We want to minimize the total number of rules in the compressed table

(3.2). All original rules must have a corresponding rule in it 3.2).

&
! I ! !

min Fsip + Sp + tsp + p$Pd (3.1)
(st,p)'R p'P ot T 'S

rsp+ Sp+ tspt dp " 1 &s,t,p) $R (3.2)

There can be at most one default port3.3), one wildcard rule per source

(3.4) and one wildcard rule per destination 8.5) in the table.
!

dp # 1 (3.3)
P"P
C osp# 1l &S$T (3.4)
P"P
ot # 1 &S$S (3.5)
p"P

For every rule (s,t, p) in the original table, if a matching wildcard rules
exists with a di! erent port, i.e., (s,",p* € p) or (',t,p* € p), either the
original rule (s, t, p) or a matching wildcard rule with the right port exists
with a higher priority, (3.6) to (3.9).

lstp + Sp "ty &s,t,p) $R,p'$ P\{ p} (3.6)
I stp +0s "ty &S, t,p) $R,p'$ P\{ p} (3.7)
Fstp + Lsp " sp  &s,t,p)$R,p'S P\{p} (3.8)
rsp +0x" Spr  &s,t,p) $R,p*$ P\{ p} (3.9)

Finally, we remove the cyclic order dependencies betweenasi

1# Ogyt, + Oys, + Osyt, + Oppsy, # 3 81 € S, $S, t1 ELL ST (3.10)
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As we will see in Sectior8.3 the computation time of the ILP is pro-
hibitive for larger tables. Note that a slight alteration of this formulation is
used in the formulation proposed in Chapter 4.

3.2.3 Most savings heuristic (Comp-Greedy)

For this heuristic algorithm, we add wildcard rules for souwres or destinations
in a greedy way, based on the highest potential compressiontica The
potential compression ratioof a sources (or destination t) is equal to the
number of rules with the most repeated porp among all the rules withs
(or t) over the total number of rules withs (or t). At each step, we compute
the potential compression ratio of all sources and destinations. We then
add the wildcard rule corresponding to the source or destinah with the
highest potential compression ratio, and we remove all the les matching
the wildcard rule. Ties between ports are resolved at randaniNote that at
each step, the compression ratios of the other sources can beaed. We
thus recompute them at each step.

3.2.4 Direction Based Heuristic (Comp-Direction)

We present a second heuristic, shown in Algorithm 1. It was stuel
in [GHM15; GHM16] and was proved to be e"cient, as it provides a 3-
approximation of the compression problem. We will demonstrate that it is
also € cient in practice.

It Prst computes three compressed routing tables (aggregation by source
(line 1-22), by destination (line 23-44) and by the default rie (line 45-52))
and then chooses the smallest one, as explained in more detb@low.

Given a routing table such as the one given in Tablg.2g the algorithm
prst considers an aggregation by source (Tal8e2b) using (s,' , p) rules. The
main principle is simple, but there is a small technicality to break #s. We
prst consider the sources one by one and choose (one of) the most occurring
port(s) in the rules with this source. It corresponds to the pa allowing to
compress the most rules using a rule of aggregation by sour@éen, we use
the default rule to reduce the number of aggregated rules.

There is a small technicality to break ties when there are several most
occurring ports. As a matter of fact, the choice taken of agggation ports
for each source kects the default port chosen. We thus postpone the choice
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Flow | Output port Flow | Output port Flow | Output port

(O, 4) Port-4 ©0,4) Port-4 1, 4) Port-6
O, 5) Port-5 (1,5) Port-4 1,5) Port-4
(0, 6) Port-5 (2,4) Port-4 (0, 6) Port-5
1, 4) Port-6 (2,5) Port-5 (‘,4) Port-4
(1, 5) Port-4 0,") Port-5 (",5) Port-5
(1, 6) Port-6 ¢,") Port-6 ¢,") Port-6

(2, 4) Port-4
(2, 5) Port-5
(2, 6) Port-6

(a) Without Compres- (b) Source table (c) Destination table
sion

Flow | Output port Flow | Output port

0, 5) Port-5 (1, 5) Port-4

(O, 6) Port-5 (2, 6) Port-6

(1, 4) Port-6 @) Port-6

(1, 6) Port-6 (‘,4 Port-4

(2, 5) Port-5 ¢, Port-5

(2, 6) Port-6

‘,") Port-4

(d) Default only (e) Optimal solution
(ILP)

Table 3.2: Examples of routing tables: (a) without compressn, (b) com-
pression by the source, (c) compression by the destination, (d) default rule
only, and (e) routing table with minimum number of rules given by Integer
Linear Program. The order of the rules reads top to bottom.
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of the source aggregation port in case of ties to choose the default port
compressing the largest number of aggregation rules, as explained in details
below.

For each sources, we need to Pnd the porp, such that we can aggregate
using the rule §,',p,), and the port p' to aggregate with the default rule
(',",p'). First, we compute the set of most occurring ports for each smes,
noted P.. The default port p' is thus the most occurring port in all setsP..

If multiple ports can be chosen, one is selected at random. Then, for each
sources, the port p; is equal top' if p $ P. Otherwise we choose at random
amongP.. Once the ports for the aggregated rules are chosen, we build the
compressed table. First, we add rules that cannot be aggregdt(line 12),
i.e., (s,t,p € pi). Then, we add all the aggregation rules by source that do
not use the default portp' (line 15), i.e., (s,",ps € p'). Finally, we add the
default rule (' ,',p') (line 16). The order of insertion in the routing gives the
order for the matching, i.e., non aggregated rules, then source aggregation
rules and then default rule.

For example, the sets of the most occurring ports of sources 0, 1, and 2
in Table 3.2a are{Port-5}, {Port-6}, { Port-4, Port-5, Port-6}, respectively.
Since Port-5 and Port-6 appear two times each, we choose at random tP@r
to be the default port. The ports used for the aggregation by source for 0, 1,
2 are then Port-5, Port-6, Port-6, respectively. Port-6 is absen for the source
2, because it is the default port. We can now build the compressed table by
adding all rules that have ports di erent than their corresponding aggregate
rules: (0 4,4), (1,5,4), (2,4,4), (2,5,5). Then, we add all aggregate rules
with a port di! erent from the default port: (0',5). Finally, we add the
default rule (' ,',5). This gives us the compressed table in Tab&2h.

For the second compressed routing table (Tabld.29, we do the same
compression considering the aggregation by destination with, ¢, p;) rules.

As for the third table (Table 3.2d) a single aggregation using the best de-
fault port is performed, i.e., one of the most occurring port in the routing
table becomes the default port (tie broken uniformly at randm). This table

is equivalent to the one produced by Comp-Default. We then choose the
smallest routing table among the three computed ones.
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Algorithm 1: Compressing a table

© 0 g4 O O B~ W N PP

[ e i =
o o1 A W N P O

17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

32
33
34
35
36
37
38

Input:  Set of rulesR
Output: Compressed rules
/I Compression by source
list of rules C, // order of insertion = order of matching
foreach s$ V do
{ P., set of most occurring portsp in {(s,t,p) | & $ V};
p' = most occurring port in all P{ // ties are broken at random
foreach s$ V do
if p $P¢ then
| ps=p
else
\ p, = most occurring port in P} // ties are broken at random
foreach (s,t,p) $ R do
if p€ p. then
| add (s,t,p) to Cy;
foreach s$ V do
if p, € p' then
| add (s,",pk) to Cr;
add (',",p) to C;;
/Il Compression by destination
list of rules C; // order of insertion = order of matching
P{, set of most occurring portsp in {(s,t,p) | & $ V}, & $ V;
p' = most occurring port in P{ // ties are broken at random
foreach t $ V do
if d$P/{ then
| p=p
else
\ pi = most occurring port in P{ // ties are broke at random
foreach (s,t,p) $ R do
if p€ pi then
| add (s,t,p) to Cg;
foreach t$ V do
if pj € p' then
| add (s,",pt) to C;
add (",',d) to Cg;
/I Default port compression
list of rules Cg;
p' = most occurring port in R // ties are broke at random
foreach (s,t,p) $ R do
if p€ p' then
| add (s,t,p) to Cg;
add {(",",p')} to Cq;
return smallest set of rules betweel,, C;, and Cy
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3.3 Compression of forwarding tables

We now evaluate typical compression ratios, compressiomtes and compare
the di! erent solutions proposed in Sectiol3.2 the solution using default
port compression (Comp-Default) and the three solutions using the multi-
Peld compression: the optimal one from the Linear Program (Comp-LP),
when it is possible to compute it, the Direction Based Heuristi(referenced
as Comp-Direction or Comp-Dir in short), and last, the Most savings heuris-
tics (Comp-Greedy). As instances, we consider randomly geatd routing
tables as well as network routing tables coming from simuli@ins on SNDIib
instances Qrl+10].

3.3.1 Random tables

In this section, we focus on the compression of random tables. The following
parameters are used to generate the random tables studied:

¥ the number of sources and destinations
¥ the number of ports of the switchp
¥ the density of the corresponding matrix G¢ d# 1

For a pair source-destination, there is an entry in the table with proHaility
d, and in this case, the exit port is chosen uniformly at random among ¢p
ports.

We show the average compression ratio of the solutions proposed in Sec-
tion 3.2 given by

1% size of the compressed table
size of the original table

, as a function of the parameters used to build the random matrices. We
vary the number of ports in the experiments of Figure8.1, the number of
network nodes (corresponding to the number of sources and destinations) in
Figure 3.2, and the table density in Figure3.3. Each point represents the
average of the results for 10 random forwarding tables for th@omparison
with the Linear Program (LP) and 20 for the heuristics.

Gap from optimal for small tables. For small routing tables, we are able
to compute the optimal compressed tables using the integer linear program
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Figure 3.3: Compression ratio as a function of the forwarding ldes density
for the four compression methods.

(see Figure3.1aand Figure3.28. As an example, in Figure3.1a we compare
Comp-LP and the other three solutions on a set of random tables with= 15
sources/destinations, a density of .8 with a number of ports between 2 and

9. Without surprise, the ILP compresses better than the other 3 solutions
with 68% ratio at only two ports to 32% with nine ports. The two heuristics
present the same compression with a ratio of 59% at two ports and 23% at
nine ports. Finally, the only use of the default port yields tahe worst com
pression as it compresses 53% of the rules with 2 ports and only 15% at nine
ports. Similarly, the dilerence of compression ratio in Figure3.2 is between

4 and 10% when comparing the optimal solution with the Comp-@edy and
Comp-Direction heuristics. Default port is the less"ecient solution with a
compression ratio around 23%, when the compression ratio of Comp-Greedy
and Comp-Direction heuristics is around 30%. In Figur&.2a we vary the
number of network nodes between 5 and 11. The global comparison between
solutions is similar, except that, when there is a small number of network
nodes, Comp-Greedy does not behave well and provides worse results than
Comp-Default. The explanation is that, for small tables, Comp-Greedy adds
source and destination aggregation rules that are not necessary, as a default
rule works well. Because of the order between source and destion rules,
most of these rules cannot be aggregated when we add the default rule,
leading to an ine"ciency. The problem disappears for larger numbers of
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network nodes (larger than 10), and thus would not appear for ISP netwcs
which have more network nodes.

Comparison between heuristics for larger tables. However, thellLP
does not scale well for larger tables. In Figur@.1b, we only compare the two
heuristics and Comp-Default on tables withn = 450 sources/destinations
and a density of 05. First, we notice that the two heuristics Comp-Greedy
and Comp-Direction obtain the best results. However, the CopaDefault
solution is not far behind with a ratio between 49% and 11% for the random
tables. We will see later that the di erence is signibcantly higher for real
network tables. Comp-Greedy behaves better than Comp-Dirgean, with a
compression ratio between 55% and 16% to be compared to a compression
ratio between 52% and 14% for Comp-Direction.

Impact of the parameters. The compression ratio is very sensitive to
the number of ports, see Figur8&.1L The compression ratio varies from 55%
to 18% when the number of ports ranges from 2 to 9 for a random matrix
with around 100 000 rules. Similar results are observed for small tables with
variations from 70% to 35%.We observe higher compression ratio for smaller
numbers of ports. This is expected as, for example, the impact of setting a
default port is higher when the number of ports is lower. For tav ports, using

a default port saves at least 50% of the rules.

Conversely, thedensity and the size (number of network nodes) of the
forwarding tables do not have an important impact on the compression ratio.
For the experiments in Figures3.2, the compression ratio varies of only a few
percents when the number of network nodes increases from 5 to 11, and then
from 50 to 1000; and similarly, when the density goes from 0.1 to 1, even if it
represents a 10-fold increase in the number of rules in thebta (Figure 3.3).
However, density and size of the forwarding tables have an it on the
compression time as discussed below.

Compression time.  We study the time to compress forwarding tables.
This time depends mostly on the number of entries in the forwarding table,
as presented in Figure8.4. The compression time using linear programming
(Comp-LP) is a lot higher than the one using heuristic algorithm: around
1000s for only 125 rules, when it takes a lot less than 1 ms for the heuris-
tics. We thus had to present the results for Comp-LP independently in
Figure 3.4(a) with a di! erent log-scale ([p10]), compared to ([Q 10%]) for
Figure 3.4(b). We observe that the compressing time of Comp-LP increases
exponentially with the number of rules. It reaches the limit of one hour we
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(a) ILP (b) Heuristic Algorithms

Figure 3.4: Compression times of forwarding tables as a furmti of the
number of rules in the tables for four methods of compression (two di'erent
scales for Time).

had set for tables with a little bit more than 150 rules. Note tiat a network
with ten nodes cannot have more than 90 entries in a routing table (in the
extreme case of one central node seeing all the possible RowEhus, we
know that we can use Comp-LP for networks with some nodes reaching 10,
and surely a little bit more as all tra"c usually is not routed through a single
node. In fact, we show in Section 4.4, that LP runs on the SNDIib Atlanta
network with 15 nodes, but that it is not usable for larger networks.

On the contrary, the compression time of the heuristic algorithms is very
low and does not increase exponentially, but linearly in the nundy of rules.
A large network with 100 nodes cannot have more than 10000 entries in
a routing table. A forwarding table of this size is compressed in less than
10 ms (around 10ms for Comp-Greedy, 1 ms for Comp-Direction, and less
than 1 ms for Comp-Default). It is even possible to compress a routing table
with a million rules (for a network of more than a thousand nodes) in a little
bit more than 1s for Comp-Greedy and less than 10 ms for Comp-Direction
and Comp-Default. The heuristic algorithms for compressionan thus be
used for very large networks and have a very low execution time.

3.3.2 Network tables

We now compare the solutions on tables from routing on backbone neiks
using the routing module presented in Sectiod.3.1 We use four of the
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(a) atlanta

(d) ta2

Figure 3.5: The four SNDIib topologies used. Each edge corresds to two
directional links. Black nodes are switches with only one port.
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SNDIib instances shown in Figure3.5:

atlanta network with 15 nodes and 44 directed links,

germany50 network with 50 nodes and 176 directed links,

zib54 network with 54 nodes and 216 directed links, and

ta2 network with 81 nodes and 162 directed links.

For each network, we compute a routing of all demands without consid-
ering a limit on the number of rules. We then extract the forwarding tables
for all routers. We then compress each of them with the derent compres-
sion solutions. Since the ILPdoes not scale, we only compare it with the
other solutions on theatlanta network, see Figure3.6a On the other three
networks, we compare the EARC-H-Direction, EARC-H-Greedy and ARC-
H-Default solutions, see Figure8.6bto 3.6d for germany50, ta2, and zib54
networks, respectively.

Compression rates  The brst global observation is that the solutions achi-
evehigher compression rates for network tables than for random tahlesth
median valuesaround 80% for all networks This is good news as it shows
the €' ciency of the algorithms for practical cases. The explanation of this
phenomenon is that real network tables have a larger number of repeating
ports tra"c originating from a source or going to a destination, than random
matrices.

We remark that some tables show a compression ratio near 100% for all
solutions for zib54 and ta2. These tables corresponds to the two routers
with only one outgoing port (the two routers in black in Figure3.5). Thus,
only the default port can be used to route all the demands.

Comparison of the solutions. In the atlanta network, we see that the
di! erence in &ciency between the heuristics, Comp-Direction, and Comp-
Greedy, and the linear program for compression, Comp-LP,ssaller than in
the case of random tables. The compression rate of Comp-Direction is almost
the same as the one of Comp-LP, with a median ratio of 81%. This is also
good news:real network tables are easier to compress than random tables.
We thus can suppose that the results of the heuristics on langaetworks
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should be good. And, in fact, we obtain very high compressiomtes: the
median is 83% forgermany50 86% forta2 and zib54 .

Last, we observe that thedi"erence between the two levels of compression
is more signibcant for real network tables than for random table$he me-
dian ratios of the Comp-Default solution are about 30% lowethan the one
from the Comp-Greedy heuristics. This shows the importance of considering
multi-Peld compression.

The two heuristics using multi-Peld compressionComp-Direction and
Comp-Greedy, show similar results on all network&Vhile the Comp-Greedy
heuristic provides better compression ratios on random tads, the advantage
for real network tables is for the Comp-Direction heuristicthe median ratio
is 4% higher forgermany50 ta2, and zib54 , and 8% foratlanta . We use
both heuristics in the simulations of the next chapter in which we olaiin
results for the EARC problem on practical network instances.

3.4 Conclusion

The Pner control d ered by SDN comes at the cost of more complex for-
warding rules and smaller space constraints for forwarding liees. Even if
newer hardware are expected to increase the capacities of the forwardiag t
bles, the high cost and high power usage of the TCAM is an obstacle to the
deployment of complex routing policies in large networks.

In this chapter, we studied theCompression Problemwhich consists of
minimizing the size of a forwarding table using a default rule and posée
wildcard rules, i.e., aggregating rules on the source or the destination of a
network 3ow.

We studied several solutions to the problem on randomly geraed for-
warding tables as well as routing table generated from SDNlibhstances. We
show that multi-Peld compression signibcantly increases the compression ra-
tio of the table. We also show that the Comp-Direction heuristic provides
the best results on routing tables.

In the next two chapter, we will continue to study theCompression Prob-
lem, Prst, in the EAR context and then in the context of data centes network.
As we showed that the heuristics presented in this chapter ag8' cient, we
re-use them in both settings.
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4.1 Introduction

In this chapter, we debne and explore the Energy Aware Routingttv Com-
pression (EARQ Problem. To the best of our knowledge, we are the brst

64
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to study the EARC problem. As the EAR problem is known to be NP-hard
[Gir+10] (and thus EARC), we propose two Integer Linear Programs for the
default rule and multi-Peld compression (see Sectigh?) as well as an &
cient heuristic algorithm, in Section4.3. The heuristic is composed of three
modules: a routing module, in charge of Pnding paths for each demamd i
the network while respecting link and node capacities; a comgssion module,
responsible for the reduction of the table size in the network; and an energy
saving module that decides which links to shutdown. We furthrevalidated
the solutions proposed for theCompression Problemn Chapter 3 by using
them in the compression module. We compare all solutions oouf SNDIib
instances in Sectiod.4 and show that we can save almost as much power
as possible without capacity constraints, by jointly routing and compressing
routing tables.

4.1.1 Debnition of the problem
Energy Aware Routing with Compression (EARC)

We consider a backbone network asdirectedgraph G = (V, A). The nodes in
V describe routers, and the arcs i represent connections or links between
those routers. The links have a limited capacity. We denote bg,, the
capacity of a link (u,v). The nodes have a limited memory space to store
rules, and we noteS, the maximum number of rules can be installed at
router u. We denote byD*! the demand of trd' ¢ Row from nodes to node

t such that D' " 0,s € t $ V. The objective is to bnd a feasible routing
for all tralc Rows, respecting the capacity and the rule space constraints
and being minimal in energy consumptian We name the problemEnergy
Aware Routing with Compression EARC). Since the power consumption of
routers is mostly independent of tra c load as stated in related work, the
energy consumption of the network is given by the number of active links in
our model. We consider that routers have to stay powered on irabkbone
networks as they are the points of entry and exit of tra"c.

Power Model

Campaigns of measures of power consumption (see, e.@hd+08]) show
that a network device consumes a signibPcant amount of its power as soon as
it is switched on. Following this observation, on/o! power models has been
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proposed and studied. Later, researchers and hardware constors have
proposed more energy proportional hardware modelNi§+12]. To encom-
pass those dilerent models, seddz+16] for a discussion, we use a hybrid
power model in which the power of an active linky, v) is expressed as

bw
PLIBLE + ?\lj\/ PuLvOAD

whereP'PLE (u, v) represents the energy used when the linkv is switched on,
bw,, the bandwidth that is carried on uv, and P'°AP (u,v) the additional
energy consumed byy, v) when it is fully capacitated, i.e., when the amount
of carried bandwidth equals the transport capacity C,,) of link (u,v). We
assume that links can be put into sleep mode, by putting to sleep both
endpoint interfaces. Routers cannot be put into sleep mode, as there are the
sources/destinations of network tra"c.

4.2 Integer Linear Programming

We propose two Integer Linear Programs to solve the EARC problem. In
the prst one, EARC-LP-Default, only the default port compression is allowed,
while multi-Peld compression is used in the seconHARC-LP-Multi. The
Prst program thus is less powerful but runs faster. We were able to obta
optimal solutions for small networks using botHLPs.

The following notations are used in both formulations:

¥ Xy . binary variable to indicate if the link (u, v) is active or not.
¥ D: the set of all tra" ¢ demands to be routed.

¥ D' $ D: demand of tra"c Bow from s to t.

¥ C,y: capacity of a link (u, v).

¥ C,: maximum number of rules that can be installed at routeun.

4.2.1 EARC with default port Compression (EARC-
LP-Default)
In this version of the problem, a Row can be routed following ¢hFIB, that

contains only perfect matchrules, or via the default port. The following
notations are used in the formulation of thdLP:
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¥ 13 ${0,1}: a Bow (5,1) that is routed on the link (u,v) by a distinct
rule. We callf 3, as normal Bow.

¥ g ${0,1}: a Row (,t) that is routed on the link (u,Vv) by a default
rule. g, is called default Bow to distinguish from the normal Row 3t .

¥ f,v $ R": sum of the Bows routed on the link, v).

¥ ky ${0,1}: binary variable to indicate if the default port of the router
u is to go tov or not.

¥ xuw ${0,1}: binary variable to indicate if the link (u,v) is active or
not.

We want to minimize the power consumption of the network4.1).

|
. f
min (P.DYE x,y + PLOAD V) (4.2)
Cuv
(uv)" A

The Bow conservation constraints4.2) express that the total ows en-
tering and leaving a router are equal (except the source and the destination
nodes). It is noted that a normal [3ow entering a router can become a default
3ow on outgoing link and vice versa.

! ! g%l ifu=s,
fou+ oo % eLwft=_1 ifu=t
v' N! (u) V' N+ (u) %0 dse
&u$ V,(s,t)$D (4.2)

A Bow cannot be router as both a default Bow and a normal onéd.8).
fo+gn#1  &u,v)$A(st)$D (4.3)

Link capacities are given by Equation 4.4) and no Bow is allowed to be
forwarded on a disabled link.
!
fu = DSl + o) # CuvXuy &u,v) $ A (4.4)
(s.t)'D
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The total number of rules in the table of a router is equal to the sum
of the normal RBow forwarded from the router. It cannot exceed the table
capacity C, minus the reserved rule for the default port4.5).

! !
fS#C,%l &SV (4.5)

(s,t)"D v" N (u)

Finally, we limit the number of default port to one per router @.6). A
demand can only be forwarded on an edge as a default Row if is the edge of
the default port (4.7).

!
kuv # 1 &Ll $ V (4'6)

V' N (u)

o, # kyy &u,v) $ A, (s,t)$D (4.7)

4.2.2 EARC with multi-pPeld Compression

In this version, we consider that the forwarding table contas several wild-
card rules. These rules can match any Row that comes from a sousc@.e.,
(s,",p)) or goes to a destinatiort (i.e., (' ,t,p)). The following notations are
used for the formulation of the ILP:

¥ S, set of all sources
¥ T, set of all destinations
¥ 3 ${0,1}, wheref 5 = 1 if the Bow (s, t) is routed on the link (u, v)

¥ f,v $ R": sum of the Bows routed on the linky, v).

For each routeru, we also debne the following sets of variables used for the
compression of the tables, similar to the ones debned in Secti®2.2 We
use the notationp, to debne the port of the routeru connected to the router
V.

¥rg

Stpv

${0,1}, wherery, =1if the rule (s,t,py) exists.

¥ sy, ${0 1}, wheresy, =1 if the wildcard rule (' ,t, p,) exists.

¥ tg, ${0 1}, wheretg, =1 if the wildcard rule (s,", p,) exists.
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¥ d;, ${0 1}, whered; =1if p, if the default port.

¥ o} ${0,1}, whereo}, = 1 if the wildcard rule for the sources has
higher priority than the one for the destinationt.

¥ ol ${0,1}, whered =1 if the wildcard rule for the destination t has
higher priority than the one for the sources. By dePnition, of, = 1 %o0.

We want to minimize the power consumption of the network4.8).

o )
. f
(uv)" A uv

Flow conservation is ensured via the following set of consings:

! ! g1 ifu=s,
fav % fol= %l ifu=t,  &u$V,(s,)$D (4.9)
V" N* (u) v" N! (u) %0 dse

The sum of the Bows on a link cannot exceed its capacity. Moreover, if
the link is disabled, no Bow can be forwarded on i4(10.
|

fw= DM  #Cuxw &UV)SA (4.10)
(s;)'D

The following sets of constraints are similar to the ones presented for
Comp-LP. The principal change is that the table is not longer an input of
the problem and depend on the routing of the demands. Thus, ifégemand
(s,t) is forwarded on the link (U, Vv), there must exists a corresponding rule
on the router u (4.11). Moreover, a non aggregated rule can only exists if
the demand §,t) is forwarded on the link u, v) (4.12.

Fop, + Sipy * top,  0p, " foy &UV)$ A (5,1)$D (4.11)
oo, # fov &u,v) $ A (s,) $D (4.12)

The total number of rules in the table of a routeru cannot exceed its
capacity g:u

! ! ! !
Ty, + o, + S+ M4 #Cu, &SV (4.13)

v'" N* (u) (sit)'D t"T s"S
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We limit to one the number of default port @.14), the number of wildcard
rules for one source4.15 and for one destination ¢.16).
!

di#1 &SV (4.14)
v“IN(u)

s #1 0 &US VST (4.15)
v“IN(u)

ot #1 &us$V,s$S (4.16)
v N (u)

For a given demand §, t) routed on a link (u, v4), if a matching wildcard
rule exists with di! erent port than v, the table must contain the unaggregated
rule (s,t, py,) or another wildcard rule, s, ,py,) or (' ,t,py,), with a higher

priority.

rgtpV1 + s{‘pvl" t;‘pvz %1+ fj'lf)v1 &S V,(s,t)$D,vi € Vo $ N"(u)

(4.17)
Fop,, ¥ O " tgp, %1+ fj{hl &S V,(s,t)$D,vi € v2$ N*(u)
(4.18)
r;‘tle + t;‘pvl " s{‘pvz %1+ fj‘lf)v1 &S V,(s,t)$D,vi € Vo $ N*(u)
(4.19)
r;’tle +0oy " s{‘pvz %1+ fj‘lf)v1 &S V,(s,t)$D,vi € Vo $ N"(u)
(4.20)

Finally, we remove cyclic order dependencies between rules.

1# o

S1t1

+0tJ152+ogzt2+0iJ251#3 &U$V,S_|_¢S2$S,tlét2$-r
(4.21)

Both linear programs run for small networks.In particular, we were able
to obtain optimal solutions for theatlanta network from SNDLib, which has
15 nodes and 22 bi-directional links, see Section 4.However, the running
time increases very quickly as the Energy Aware Routing pradin is NP-
Hard [GMM12]. Thus, we propose e"cient heuristic algorithms for larger
networks in the following section.
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4.3 Heuristic Algorithms

As the linear programs proposed in the previous section do nourr for
medium and large networks, we propose here e"cient heuristic alganins.
The problem can be decomposed into three sub-problems:

¥ First, the compression problentonsists in reducing the size of a sin-
gle table by using aggregation rules: the default rule for default port
compression, and, additionally, source or destination rules for the multi-
Peld compression, see Chapter 3.

¥ Second, therouting problemgoal is to compute and assign a path in
the network for each demand while respecting the link and forwarding
table capacities.

¥ Last, the energy saving problengoal is to shut down a maximum num-
ber of links while maintaining a valid routing in the network for dl the
Bows.

The heuristic algorithm is thus composed of three Herent modules designed

to solve these subproblems. For every demand, using the routing module, we
compute a path and the corresponding set of rules to install on the nodes.
Whenever a node become overloaded, the compression modulalied upon
that node. Once all demands have been assigned to a path, the energy saving
module is called.

4.3.1 Routing module

We propose an &ient routing heuristic using a weighted shortest-path al-
gorithm with an adaptive metrics. When several routes are pstble for Row,
we select the one using the less loaded equipment, links, aondters, as mea-
sured by our metrics. The intuition is two-fold:{) we want to avoid sending
new Rows to a router with a very loaded routing table, if there exists antat-
native path using routers with less loaded routing tablesi() load balancing
the tra"c over the multiple possible paths is currently done in data enters
to avoid overloading links. More emphasis can be given to one or the other
thanks to two parameters in the weight computation, name® and %

For every Bow §,t,d), we Prst build a weighted directed graph (digraph)
Gst = (V,Aq, W), where, for every (1,v) $ Ag, Wy is the weight of link
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(u,Vv). Gg represents the residual network after having routed the previously
routed Rows:

- G Is a subgraph ofG where an arc @, V) is removed if its capacity
is less thand or if the Row table of the routeru is full and does not
contain any wildcard rule for s, t, p,) (where p, represents the output
port of u towards v). Note that, when a table is full and compressed,
a nodeu has only one outgoing arc (to the node), corresponding to
the brst existing rule of the form §,",p,), (' ,t,py) or to the default
rule (' ,',pv). As more tables get full, the number of nodes with only
one outgoing arc increases, reducing the size of the graph.

- The weightw,, of a link depends on the overall 3ow load on the link and
the tableOs usage of router We notewS, the weight corresponding to
the link capacity andw],, the weight corresponding to the rule capacity.
They are debned as follows:

WC - FUV

uv Cuv

whereC,, is the capacity of the link (u,v) and F, the total Bow load
on (u,v). The more the link is used, the heavier the weight is, which
favors the use of lower loaded links allowing load-balangnAnd

' |Ru| 1 * H
W= Cu if (*wildcard rule for (s,t,Vv)
Y0 atherwise

where R, is the current set of rules for routeru. Recall that S, is the
maximum number of rules which can be installed in the routingable
of router u. The weight is proportional to the usage of the table. Note
that wg, $ [0,1] andw], $ [0,1]. They measure the percentages of
usage of link (1, v) and the routing table of router u.

The weight wy, of a link (u, V) is then given by:
Wy = 1+ $wg, + %W, (4.22)

The $ and % with %= 1%$, parameters allow for a tuning between link
and node capacity emphasis. The additive term 1 is used to pide the
shortest path in terms of the number of hops when links and routers
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are not used (i.e., whewj, = 0 and w;,, = 0 for all (u,v) $ A). This
term could be replaced by the delay to traverse linku v) to obtain the
shortest paths in terms of delay. When the links and routers arused,
we take into account their usage. Note thatv,, # 2. This ensures that
I(p) # 2! I(p'), wherep is the path found by the routing module,p
is the unweighted shortest path and(p) the number of hops of path
p (indeed, I(p) # w(p) asw,, " 1, w(p) # w(p') as p was selected,
andw(p') # 21(p'), wherew(p) is the sum of the weights of the links
of path p). This means that no path longer than twice the current
available shortest path is selected.

When (Ggt, W) is built, we compute a route for the Row by Pnding the shortest
path betweens and t in the digraph minimizing the weightw. If no such
path exists, the module return that no feasible routing was tnd. We also
compute the set of non-wildcard rules to install on the nodestensure a
valid routing.

Setting the parameters of routing module. The metric Equation (4.22

to bPnd a path for each demand combines link usage and link capggawvith
table capacity and table usage. The importance of links is given by the
parameter$ and the one for the tables by If $ is larger than % we give
more weight to links. In Figure4.1, we compare the kect of giving a higher
priority to one or the other by changing the weight$ or % In particular, we
provide results for values ofp : %1:1, 3:1, and 1:3. We tested other values
which are not presented here for clarity of the plots. We alscompare the
metric with a simple metric, calleddumb where all links have a weight of
one.

On zib54 , the use ofdumband metric 1:1 allow to shutdown between 40%
and 50% of the links, while the use of metric 3:1 and 1:3 allow to shutdown
between 48% and 56% of the network. The same behavior can be observed
on theta2 network where between 48% and 56% of the network is shutdown
with the metric 1:1, 52% and 56% for the dumb metric, 54% and 61% for the
metric 3:1 and 56% and 60% for the metrics 1:3. We also observe that itgy
the ol peak hours, the metrics 3:1 gives better results than the mets 1:3
while it is the other way around for the peak hours. Fogermany5Q the
di'lerence between metrics is smaller, but the metric 3:1 is almost always the
best one.

To summarize, for the three networks, the best metrics are 3dnd 1:3.
We thus choose one of the twapetric 3:1, as the default metric in the
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Algorithm 2:  Finding a path for a Bow

Input: A Bow (s, t,d),

a digraph G = (V, A),

rule space capacityS, &u $ N,

set of rulesR, & $ N,

link capacity C,, & $ A,

RowF, ,& $ A

Output: A path for (s,t,d)

Create a weighted digraphGg; = (V, Ast = +,W);
foreach (u,v) $ A do

if Cw%F, " dthen

if * wildcard rule for (s,t, py) then
add edge (1, V) to Gg;

w, = 0;

Wﬁv = I:uv/C uv s

WUV =1+ $erJv + %V‘zv;

else if |Ry| < Sy then

10 add edge (,Vv) to Gg;

11 W, = |Sul/R y;

12 wg, = Fuw/Cu;

13 Wy =1+ $wy, + %Wv,;

14 return weighted shortest path betweenandt in Gg = (V, A* W)

© o N o o~ W DN PP
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(a) germany50

(b) zib54

(c) ta2

Figure 4.1: Energy savings for the dilerent metrics with EARCH-Direction.
For metric $ : % $ represents the weight of the links an@othe weight of the
table (See Sectior.3.]).

remaining of the chapter.
Note that the Minnie algorithm, presented in Chapter5, use the same
routing module.
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4.3.2 Energy savings module

The energy savings module uses a greedy approach to select the links to
switch o . It tries to remove in priority links that are less loaded and ¢
accommodate their trd c on other links to reduce the total number of active
links.

The algorithm is simple. We start with the full network. We launch the
routing module to try to Pnd a feasible routing for all the demands. If such
a routing exists, we try to remove the edge with the lowest loadWe then
re-launch the routing module on the network without the considered edge.
If a feasible routing is found, we continue and try to switch lo another edge.
If no feasible routing is found, we put back the edge, and we try to remove
the edge with the second lowest load. An edge, which was selecied could
not be removed, is not considered anymore in the following die algorithm.
The algorithm stops when all edges have been selected once.

4.3.3 Compression module

The compression module is called whenever a table is full. Brent levels
of compression can be!ered: default rules only, or wildcard aggregation
on source or destination. Optimal and heuristic solutions are presented in
Chapter 3.

4.4 Energy savings

In this section, we study the energy saved over multiple peds of time
and the four following networks: atlanta , germany50 ta2 and zib54 . We
compare the results obtained for the dierent solutions proposed to solve
the EARC problem, the EAR problem without compression and Classical
Routing (CR) (without energy).

For the power parameters, we look at the Powerlib databas&gn+12]
that collects representative data for major network equipment such as rou-
ters, switches, transponders. In this database, the scope of the values for the
maximal power is huge, going, as an example, from 10 W to 9000 W f{ér
router components. Therefore, in order to present results that do not rely
on a specibc equipment from a specibc vendor, we choose for the parameters
of the power model a classicaDn-Off power model. Several other papers
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Compression| Name Short name Routing | Energy | Compression
kind in Pgures algo
default port | EARC-LP-Default LP (Section4.2.])
multi-Peld | EARC-LP-Multi LP (Section4.2.2
default port | EARC-H-Default EARC-Default Heur Opt. Comp-Default (Section 3.2.}
multi-Peld | EARC-H-LP Heur LP Comp-LP (Section3.2.9
multi-Peld | EARC-H-Greedy | EARC-Greedy Heur Heur Comp-Greedy (Sectior8.2.3
multi-Peld | EARC-H-Direction | EARC-Dir Heur Heur Comp-Direction (Section3.2.4
none EAR yes yes none (but no limit on the number of rules)
none EAR-with-limit yes yes none (with limit on the number of rules)
none Classic Routing CR yes no none (but no limit on the number of rules)

Table 4.1: Names of the solutions to solve the EARC problem (and the
EAR problem without compression for comparison).

g 18

1%

Traffic [normalized]

Daily time (h)

Figure 4.2: Daily tra" ¢ in multi-period

are dealing with this same power model, and among others, wenaate the
very well known and most-cited paper in this area:gha+08].

The di! erent solutions are summarized in Tabl&.1 Unless specibed,
the limit of the forwarding table is 750 rules. We considered a typical daily
pattern of tra"c as shown in Figure 4.2 Data come from a typical France
Telecom link. For each network considered, we rescale the'tra based on the
tra"c matrices provided by SNDib. We then divide the day into bve priods,
with di! erent levels of trdc as shown in Figure 4.2 D1 represents the o!
peak hours with the least amount of tra"c on the network and D5 the pek
hours. We choose a small number of periods as network operators prefer
to carry out as few as possible changes to conbgurations oéithnetwork
equipment to minimize the chance of introducing errors or producing routj
instability. Moreover, most of the energy savings can be a@vied with a
very small number of conbgurations, see for examplkerf+16]. We can not
disable any router since they are all transmitters and receivers of tra'in
the matrices considered. Energy savings is thus computed as the number of
links to sleep divided by the total number of links of the network|E|).
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4.4.1 The need for more space
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Figure 4.3: Number of overloaded routers in three networks withnlimited
rule-space algorithm

In Figure 4.3 we show the number of overloaded routers (with more
than 750 installed rules) when applying the heuristic proposed iIGMM12]
for Energy Aware Routing. This EAR heuristic does not take into ecount
the table size constraint. As a result, we see that for almoswery tra"c
patterns (except for D5 ongermany5(, an EAR needs more than 750 rules
to be deployed. Ingermany5Q up to 10% of the devices are overloaded. For
zib54 , this number goes up to 11% and 16% fda2. This conbrms that to
be able to deploy energy policies on @DN, the table size problem needs to
be resolved.

4.4.2 Optimal vs. Heuristic solution

We compare for a small networkatlanta (15 links and 44 links), the so-
lutions using linear programming and heuristic algorithms. We cordred
solutions for di erent rule capacities on routers: 100, 750 and 2000 rules.
Both linear programs, LP-Default and LP-Multi, proposed in Sectior.2
can be run on theatlanta network (but not on larger networks such as
germany50 zib54 andta2). As expected, LP-Multi, which solves the prob-
lem using more complex wildcards, has a longer execution time as it has more
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