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Abstract

This work focussed on the use of the seismic noise generated by mining activity to
reconstruct the seismic Green’s functions between underground seismic sensors - effec-
tively turning sensors into virtual sources. Over the last decade this method has become
an increasingly popular tool in crustal seismology and volcanology.

In this dissertation I show that the seismic noise generated by mining activity is not
ideally suited to reconstruct seismic Green’s functions. However, good estimates of the
seismic Green’s functions between sensors in an underground mine can be retrieved if
a processing scheme is used that compensates for monochromatic signals and irregular
source distribution. With these Green’s functions, I constructed a 3D body-wave velocity
model of the underground mining environment without using any costly active sources.
The 3D velocity model shows the existence of a high-velocity zone that overlaps with
a known ore-body, highlighting the potential of this method for mineral exploration
purposes. The successful recovery of the seismic Green’s functions enable many other
potential applications in the mining industry.

In this dissertation I also show how these estimates of the seismic Green’s function
can be used to measure small (0.01%) hourly changes in the seismic velocity to investigate
the response of a rock mass to a sudden dynamic and static stress change. I performed
an experiment to examine: (1) the influence of dynamic and static stress perturbation
on seismic velocities, (2) elastic static stress changes and (3) induced earthquake activity
associated with a blast and removal of a piece of solid rock. Overall I observed that the
blast induced a sudden decrease in seismic velocities, followed by a slow relaxation lasting
up to 5 days. Only after this, permanent changes in seismic velocity become apparent.
After comparing the spatial pattern of permanent seismic velocity changes with elastic
static stress modelling, I inferred that the permanent seismic velocity changes are due
to the change in the static volumetric stress induced by the removal of a solid piece of
rock by the blast. This is the first instance that noise-based permanent seismic velocity
changes associated with static stress changes have been observed.

This dissertation shows the potential of using noise-based seismic imaging and moni-
toring methods in conjunction with traditional microseismic monitoring to improve safety
in mines.
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Chapter 1

Introduction

Contents
2.1 Wave equation and seismic Green’s function . . . . . . . . . . . 25
2.2 Reconstructing the Green’s function with interferometry . . . 26

2.2.1 Mathematical derivation . . . . . . . . . . . . . . . . . . . . . . . . 27
2.2.2 A numerical example . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3 Ambient seismic noise . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.1 Background and motivation

Over the last decade, a new branch of seismology has emerged that has proven to be
useful for a wide variety of applications. Essentially this method uses the ambient seis-
mic noise that is recorded everywhere in the earth to turn receivers into virtual seismic
sources. These virtual source signals carry information of the medium through which
they travel and can be used in the same way that earthquakes or active sources are used
to image and monitor the elastic properties of the earth. By using this method it has
been possible to image the earth’s crust, monitor and anticipate volcanic eruptions and
mud landslides, measure the response of the earth’s crust to large earthquakes and many
other applications, without the need for earthquakes or costly active sources.

The method relies on the fact that the interaction of the incoming ocean waves with
the solid earth generate stable seismic signals that are recorded everywhere in the earth’s
crust. The wavelengths of these surface waves are several kilometres long and there-
fore not usable in small scale industrial settings like mines. The seismic noise recorded
at higher frequencies are typically generated by human activity, which can be erratic,
monochromatic and unstable and thus generally unsuitable for the ambient seismic noise
method. This is unfortunate, since many underground and open pit mines have dense



INTRODUCTION

modern seismic monitoring networks that are capable of continuously recording high-
frequency seismic signals.

For my PhD project, I examined whether the ambient noise method can nonethe-
less be applied to seismic noise recorded in an underground mining environment. In my
opinion there are many potential applications for this method in mines (which I discuss
in the following chapter). The primary objective of this project revolves around improv-
ing safety in mines. With the growing global demand for mineral resources, mines are
getting deeper and are approaching depths of up to 4 km (for instance Mponeng gold
mine, South Africa). At these depths, the natural temperature of rock can be as high
as 50 degrees Centigrade and the virgin vertical confining stress can be of the order of
100 MPa. In these high-stress environments rock-bursts and mining induced seismicity
can create environments that are extremely dangerous. Although considerable improve-
ments in monitoring seismic activity in mines have been made over the last 20 years (see
for example Riemer and Durrheim, 2011), mining induced earthquakes are still one of
the leading causes of fatalities in deep underground mines and remain hard to anticipate.

Over the last four years, I have balanced working at the Institute of Mine Seismology
(IMS) and completing my PhD. IMS is the world leader in microseismic monitoring in
mines and currently has more than 200 customers around the world. IMS is an indepen-
dent private research organization focused on developing methodologies, technologies
and services for monitoring and modelling the seismic rock mass response to mining.
My role at IMS gave me the opportunity to experience the technology and methodolo-
gies currently being used in microseismic monitoring for the mining industry first hand.
Unlike regional earthquakes, practically all seismic events in mines are induced. As a
result, the seismic activity in mines is potentially controllable - if the seismic hazard
in an area is elevated, a large seismic event could be prevented or delayed if mining is
temporarily halted in this area. Currently it is standard practise to determine the seismic
hazard with the temporal and spatial clustering of microseismic events. In my opinion,
state-of-the-art seismic techniques (like monitoring with ambient seismic noise) should
be investigated in mining environments to assist in the identification of seismic hazard
and ultimately improve miner safety.

Apart from the safety incentives in investigating new seismic monitoring techniques,
mines are well instrumented underground laboratories that fit naturally between labora-
tory and crustal scales. Currently, more than 300 mines around the world have seismic
monitoring networks. Many of these are dense, modern networks capable of recording
continuous data at high sampling rates. Some of these mines are very seismically active
and record and locate more than 10000 microseismic events per day. As a result, the
data recorded in mines can provide unique insights into unresolved issues in crustal seis-
mology. These issues include: the mechanisms of earthquake triggering, identification of
precursory signs of earthquakes, the spatial and temporal distribution of aftershocks, etc.
Even though in this dissertation I will only consider data recorded in an underground
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mine, I will attempt to extrapolate my findings to provide insights into these phenomena
at different scales.

Since the data recorded in an underground mine differs greatly from data recorded
by seismic surface arrays, it has been necessary to adapt and substantially modify the
methods developed in crustal seismology in order for this method to work in this par-
ticular environment. The techniques I developed towards this goal could potentially be
applied in other industries, like oil and gas, geothermal reservoirs or hydraulic fracturing.

1.2 Outline of the dissertation

During my PhD project I focussed on adapting the revolutionary methods involving
ambient seismic noise correlations so that they can be applied in a mining environment.

Before I could show any useful applications of this method in mines, I needed to
investigate whether it was possible to reconstruct the seismic Green’s functions with the
noise generated by mining activity. Since the nature of the noise generated by human ac-
tivity is completely different from the stable noise emanating from the interaction of the
incoming ocean waves with the solid earth, I encountered many aspects that prevented
the cross-correlation functions to converge to the seismic Green’s function. I developed
a processing scheme that compensates for the imperfect seismic sources and ultimately
succeeded in recovering good estimates of the broadband seismic Green’s function. The
good estimates of the seismic Green’s function were used to image the velocity structure
of the underground mine and to investigate the scattering caused by underground tun-
nels and voids. To my knowledge, this was the first successful application of this method
in a mining environment.

I then turned my attention to using the reconstructed seismic Green’s functions to
make regular estimates of the seismic velocity variations in the vicinity of the under-
ground sensors. Since the seismic velocities are sensitive to a number of physical prop-
erties of solid rock, including stress change and fracturing, the seismic velocities can
provide valuable insights into how the rock mass is responding to mining activities. Ac-
curate (0.01%) measurements of seismic velocity variations were compared to mining and
microseismic activity. I found that these measurements are sensitive enough to monitor
short- and long-term changes of the rock mass in the presence of dynamic and static
stress perturbations. Here I present the first instance in which noise-based permanent
seismic velocity changes associated with static stress changes are observed.

These are the main results presented in my dissertation, which is organized in four
main parts:
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In Part I, I discuss the relevant methods and concepts that will be used throughout
this dissertation. I show a mathematical derivation of how the seismic Green’s function
can be constructed by seismic interferometry and show how this can be applied in prac-
tice by conducting a simple numerical simulation. Good knowledge of the underlying
mathematical theory behind the method proved to be very useful to reconstruct the
seismic Green’s function in the presence of imperfect seismic source distribution I en-
countered in the mine data. I also discuss the nature of seismic noise that is typically
recorded at different scales, the origins of seismic velocity variations in rock and coda-
wave interferometry.

In Part II, I look at the past applications of this method in different settings for two
categories: imaging and monitoring. The past applications served as motivation and lead
me to potential applications of this method in a mining environment, which served as
added motivation for this study. These applications are dependent on whether I can show
that it is possible to use noise recorded in mines to construct seismic Green’s functions
between sensors.

Part III deals with creating seismic Green’s functions with noise induced by mining
activities. Here I discuss the modification of the developed cross-correlation technique
so that it can be applied in a mining environment to reconstruct the seismic Green’s
functions. I also show how the Green’s functions can be used to image the underground
mining environment and investigate the scattering caused by the mining excavations.

Part IV deals with measuring seismic velocity variations in an underground mine
with the Green’s functions constructed with seismic interferometry. In this part I show
that the seismic velocities can be measured accurately enough on an hourly basis to show
how the rock mass is responding to mining activities. In particular, I show how a blast in
an underground mine causes immediate and permanent changes in the seismic velocity
and show how these changes in seismic velocity are related to aftershock activity and
permanent changes in the static stress field.

Finally, I conclude the dissertation by summarising the findings of the project and
discussing the implications and potential future avenues resulting from my work.

1.3 List of publications

My dissertation contains two articles that have been published or accepted by scien-
tific peer-reviewed journals:
• Chapter 6: Body-wave reconstruction from ambient seismic noise correlations in an

underground mine, Geophysics, 2015, 80(3), KS11-KS25, by Gerrit Olivier, Florent
Brenguier, Michel Campillo, Richard Lynch, Philippe Roux, 10.1190/GEO2014-
0299.1
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• Chapter 7: Investigation of coseismic and postseismic processes using in situ mea-
surements of seismic velocity variations in an underground mine, Geophysical Re-
search Letters, 42, 9261–9269, by Gerrit Olivier, Florent Brenguier, Michel Campillo,
Philippe Roux, Richard Lynch, Nikolai Shapiro, 10.1002/2015GL065975
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In this chapter I will introduce some of the methods and concepts that will be used
throughout this dissertation.

2.1 Wave equation and seismic Green’s function

The general form of the seismic wave equation (see Aki and Richards, 1980) is given
by

ρ
∂2u

∂t2
= ∇λ(∇ • u) +∇µ •

[
∇u+ (∇u)T

]
+ (λ+ 2µ)∇∇ • u− µ∇×∇× u. (2.1)

In the case of a homogeneous medium, the first two terms of the wave equation disappear
since they contain gradients of the Lame parameters so the wave equation simplifies to:

ρ
∂2u

∂t2
= (λ+ 2µ)∇∇ • u− µ∇×∇× u. (2.2)

We can write the wave equation in terms of the P-wave velocity, α, and S-wave velocity,
β, by introducing the expressions:

α2 = λ+ 2µ
ρ

, β2 = µ

ρ
, (2.3)
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and substituting them into equation (2.2) to give:

∂2u

∂t2
= α2∇∇ • u− β2∇×∇× u. (2.4)

The seismic Green’s function between points 1 and 2 is a solution to the seismic wave
equation for an impulse source satisfying the boundary conditions G1,2(t = 0) = 0,
∂G1,2
∂t

(t = 0) = 0 and G1,2(t) = 0 if r1,2 →∞, where r1,2 is the distance between points 1
and 2. The Green’s function is given by:

G1,2(t) = 1
4πc

δ(t− r1,2
c

)
r1,2

, (2.5)

where δ denotes the Dirac delta function and c is the wave velocity. The seismic Green’s
function therefore refers to the signal that would be recorded at one of these points
if the other point was an impulsive source and carries information about the medium
between the points. The Green’s function here can represent displacement, velocity or
acceleration.

2.2 Reconstructing the Green’s function with inter-
ferometry

Almost 50 years ago, Claerbout argued that "by cross-correlating noise traces recorded
at two locations on the surface, we can construct the wave field that would be recorded
at one of the locations if there was a source at the other" (Claerbout, 1968). Claerbout’s
conjecture was well before it’s time and only gained momentum in the seismology com-
munity a few decades later after the approach was successfully applied to helioseismic
data (Duvall et al., 1996). A few years later Lobkis and Weaver (2001) showed that
the Green’s function emerges between two ultrasonic sensors when cross-correlating the
signal recorded in them in the presence of a diffuse ultrasonic field. Here the authors
remarked that equipartition of modes or a fully diffuse wavefield is required to retrieve
the Green’s function. This is an condition that is relatively easy to fulfill in ultrasonic
experiments, but not realistic in seismology.

Derode et al. (2003) showed that the Green’s function can be retrieved by cross-
correlation even in the absence of diffusivity with an argument based on time-reversal
symmetry. However, the time-reversal symmetry is not valid in the presence of attenu-
ation. Wapenaar (2004) used a reciprocity theorem to show that the Green’s function
can be retrieved in any inhomogeneous medium by cross-correlating the recordings of
two sensors located at a free surface, also in the absence of diffusivity. However, this
derivation required the receivers to be located at the surface.
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Snieder (2004) showed that in a homogeneous elastic medium with scatterers that act
as secondary sources, one can retrieve the Green’s function by cross-correlating the sig-
nals recorded in two receivers with the stationary phase approximation. This derivation
did not require the receivers to be located at surface and applied to any 3D distribution
of sensors. Since then there have been numerous authors who have shown mathemati-
cally that the Green’s function can emerge from seismic noise recordings (for a thorough
review of these derivations and a discussion of their similarity see Boschi and Weemstra,
2015).

Before I proceed with applying this method to real seismic data, I will examine a
mathematical proof of the method and the circumstances under which it is valid. A
good understanding of the underlying theory could be crucial to apply this method in
an unfamiliar environment.

2.2.1 Mathematical derivation

The mathematical derivation I will present is valid for two receivers in a 3D homoge-
neous elastic medium surrounded by large number of impulsive sources. The derivation
follows the arguments presented in Snieder (2004). I consider this derivation to be the
most appropriate for an underground mining environment, since it holds true for a 3D
distribution of receivers and is valid in the presence of attenuation and absence of diffu-
sivity.

Consider two receivers located in a 3D homogeneous medium surrounded by impul-
sive sources. The reference frame is chosen so that receiver 1 is at the origin and receiver
2 is on the x-axis at a distance R (see Figure 2.1).

The signal recorded at receiver 1 (u1) from an impulsive source, S, is given by the
Green’s function as specified in equation (2.5)

u1(t) = G1,S(t) = 1
4πc

δ(t− rS
1
c

)
rS1

, (2.6)

where δ denotes the Dirac delta function, c is the wave velocity, and rSn is the distance
between receiver n and source S. The cross-correlation function between the signals from
source S recorded at receivers 1 and 2 is then given by

CS(t) =
∫ T

0
G?

1,S(τ)G2,S(τ + t) dt . (2.7)

Imagine a scenario where the receivers are surrounded by a large number of sources.
Now, the signal recorded at a receiver can be written as the superposition of the Green’s
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Figure 2.1 – Illustration of the reference frame used for the mathematical derivation of
the Green’s function between two receivers. Receiver 1 is located at the origin, while
receiver 2 is located on the x-axis at position [R,0,0].

functions between each source and the receiver:

u1(t) =
∑
S

G1,S(t) =
∑
S

1
4πc

δ(t− rS
1
c

)
rS1

. (2.8)

The cross-correlation function between the signals from all sources recorded at receivers
1 and 2 is then given by the double sum

C(t) =
∑
S

∑
S′

∫ T

0
G?

1,S(τ)G2,S′(τ + t) dt . (2.9)

The double sum can be split into diagonal (S = S ′) and cross terms (S ′). In general the
cross terms are non-zero. However, as shown in Snieder (2004), if the sources are spatially
and temporally uncorrelated, the cross terms vanish in the limit S →∞ or T →∞. This
limit is referred to as time/event averaging. Physically, the cross terms are non-zero when
signal recorded at receiver 1 from a source correlates with signal recorded in receiver 2
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from a different source. Ignoring the cross terms, the cross-correlation function becomes

C(t) ≈
∑
S

∫ T

0
G?

1,S(τ)G2,S(τ + t) dt =
∑
S

CS(t). (2.10)

This means that the cross-correlation function of the signals recorded by two sensors for
N randomly placed sources is approximately equal to the sum of the N cross-correlation
functions of signals containing only one source in each of the N locations. The Green’s
function in frequency domain is given by the Fourier transform of equation (2.6)

G1,S(ω) = 1
4πc

1√
2π

exp[−iωrS1 /c]
rS1

. (2.11)

Taking the Fourier transform of equation (2.10) and substituting this in equation (2.11)
gives

F(C(t)) = C(ω)
=
∑
S

G?
1,S(ω) ·G2,S(ω)

= 1
24π3c2

∑
S

1
rS1 r

S
2
exp

[
iω

c
(rS1 − rS2 )

]
.

(2.12)

In the limit S → ∞, we can replace the sum over sources with a volume integral that
is weighted by nv, which is the number of sources per unit volume. Equation 2.12 then
becomes

C(ω) = 1
24π3c2

∫ exp[iω(rS1 − rS2 )/c]
rS1 r

S
2

nv dx dy dz . (2.13)

For large ω
c
the integrand is rapidly oscillating and the integration over the x and y

coordinates can be be approximated with the stationary phase method (see Bender and
Orszag, 1999). The stationary phase approximation is exact in the limit ω

c
→ ∞ or in

terms of the wavelength, λ→ 0. After applying this approximation

C(ω) ≈ i

23π2ωc

∫ ∞
−∞

exp[ iω
c

(|x| − |R− x|)]
||x| − |R− x||

nv dx . (2.14)

To evaluate the remaining integral, I split the integration range into: x < 0, 0 < x < R
and x > R, so that

C(ω) = i

23π2ωc

(∫ 0

−∞

eikf(x)

|f(x)|nv dx+
∫ R

0

eikf(x)

|f(x)|nv dx+
∫ ∞
R

eikf(x)

|f(x)|nv dx
)
, (2.15)

where

f(x) =


−R, if x < 0
2x−R, if 0 > x > R

R, if x > R.
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The integrand for the region 0 > x > R is oscillatory and as a result it’s contribution is
much smaller to the final integral than the integrands for other regions. Neglecting this
term gives

C(ω) = i

2πωc

(
e−ikR

4πR

∫ 0

−∞
nv dx+ eikR

4πR

∫ ∞
R

nv dx

)

= i√
2πω

(
G1,2(ω)

∫ 0

−∞
nv dx+G1,2(−ω)

∫ ∞
R

nv dx
)
.

(2.17)

Now, if we take the inverse Fourier transform of equation (2.17) to go back to time
domain

C(t) = i

2π

(∫ 0

−∞
nv dx

∫ ∞
−∞

1
ω
G1,2(ω)eiωt dω+

∫ ∞
R

nv dx
∫ ∞
−∞

1
ω
G1,2(−ω)eiωt dω

)
.

(2.18)
If we take the time derivative on both sides of equation (2.18) the 1

ω
factors disappear

so that that
d

dt
C(t) = −1

2π

[
G1,2(t)

∫ 0

−∞
nv dx−G1,2(−t)

∫ ∞
R

nv dx
]
. (2.19)

The termG1,2(t) represents the Green’s function from receiver 1 to receiver 2 (causal) and
G1,2(−t) represents the Green’s function from receiver 2 to receiver 1 (acausal). Equation
(2.17) also contains two diverging integrals. These integrals show that all sources on the
receiver line (y = z = 0) for x < 0 or x > R contribute equally to the Green’s function.

The diverging integrals can be handled in a few ways. Firstly we can consider a sce-
nario where the sources are limited to the surface of a sphere centred in the middle of
the receivers, as shown in Boschi and Weemstra (2015). The volume integral in 2.13 can
then be replaced by a double integral over the surface of the sphere. As a result only the
sources on the receiver line at the fixed radius of the sphere contribute to the Green’s
function so that there are no diverging integrals. Although this constraint succeeds in
solving the diverging integrals, it is not realistic to expect the sources to be confined on
the surface of a sphere

Another option, as shown in Snieder (2004), is to consider each of the sources as a
scatterer that scatter an incoming wave from an external source (like an earthquake).
Each scatterer acts as a secondary source, but waves can be multiply scattered on the
way to the receivers. As a consequence, sources (or scatterers) close to the sensors on
the receiver line (y = z = 0) are less likely to scatter and have a stronger contribution
to the final solution than sources (or scatterers) far away that attenuates. To implement
this, I introduce a scattering attenuation term in the Green’s function in equation (2.6)

G1,S(ω) = 1
4πc

1√
2π

exp[−iωrS1 /c]
rS1

(
exp[−rS1 /2L]

)
, (2.20)
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where L is the attenuation length. If the same steps are followed and the stationary
phase integrals solved, this gives

d

dt
C(t) = −L2π [G1,2(t)−G1,2(−t)] . (2.21)

Equation (2.21) indicates that the seismic Green’s function is related to the time deriva-
tive of the cross-correlation function. However, as shown in Roux et al. (2005b) for a
finite bandwidth signal the cross-correlation function and it’s time derivative resemble
each other so that the cross-correlation function is a good estimate of the seismic Green’s
function. The authors here also state that the time derivative could introduce undesired
high frequency noise.

The mathematical derivation presented here shows that estimates of the causal and
acausal Green’s functions between two receivers can be obtained by cross-correlating
data recorded in these receivers, if signals (from sources or scatterers) travel from all
directions. The derivation relies on the stationary phase method, which states that only
sources (or scatterers) located in the stationary phase locations contribute to the cross-
correlation function.

A few assumptions are necessary for this proof to be valid. Firstly, for the cross-
terms in the sum in equation (2.9) to be negligible, the sources (or scatterers) should be
spatially and temporally uncorrelated, a large number of sources should be distributed
around the receivers and we need to cross-correlate a long time series. The cross terms
represent signals recorded in one receiver that are cross-correlated with signals recorded
in the other receiver, when these signals are from different sources. In an industrial en-
vironment, these cross-terms could be problematic since some stable mechanical sources
could be present in different locations. For instance in a mine there are many ventilation
fans in the underground tunnels. The seismic signals from these fans are quite similar and
spatially stable so that the influence of the cross-terms could therefore be non-negligible.

Unfortunately, when applying this method to real data we have little to no control
over the temporal and spatial distribution of sources. However, some processing tech-
niques can be used so that unfavourable spatial and/or temporal distributions of sources
do not prevent the recovery of the Green’s function. In practice, the recorded data is
split into smaller sections and cross-correlated. All these cross-correlation functions are
then summed (or stacked) to produce a cross-correlation function for the entire time
series. This reduces the influence of cross-terms at longer lag-times and is analogous to
equation (2.10). By splitting the data series in smaller sections, we can also speed up
the recovery of the Green’s function and reduce the influence of the cross-terms by using
stacking and filtering techniques like adaptive covariance filtering (Nakata et al., 2015)
or selective stacking (presented in the Section 6).
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Figure 2.2 – Setup of the numerical simulation. The triangles indicate the locations of
the sensors while the circles indicate the positions of the sources. The locations of the
stationary phase locations, as described in the previous section, are shown in red.

Secondly, for the stationary phase approximation to be exact, the limit ω
c
→ ∞ or

equivalently λ→ 0 has to be taken in equation (2.14). In real situations, this is of course
not possible. Considering the rest of the exponent in (2.14), the parameter we need to
consider for this approximation to be reasonable, is that the wavelength is much shorter
than the distance between the sources and receivers. The error of the stationary phase
approximation has been studied as a function of frequency in Zhan and Ni (2010) and a
similar observation was made.

2.2.2 A numerical example

To illustrate the validity of the mathematical derivation even when all the conditions
are not strictly met, I conducted a simple finite difference numerical simulation. Consider
a situation where two seismic sensors in 2D are surrounded by seismic sources spread on
circle so that all azimuths (θ) are represented between them. The scenario is depicted in
Figure 2.2.

According to the mathematical derivation presented in the previous section, the sta-
tionary phase integral in equation (2.14) states that only the sources that are located in
the stationary phase locations will contribute to the final solution for the integral. The
simulation consisted of two sensors and 1000 sources placed around the two sensors so
that all azimuths between the sensors were represented. One simulation was performed
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Figure 2.3 – The cross-correlation functions for each azimuth along with the sum of all
azimuths. The sum of all azimuths represents the signal that would be recorded if one
of the sensors are replaced by a source.

for each of the 1000 source locations and a Ricker-wavelet source was used for each sim-
ulation. Here, by performing a different simulation for each source location, the cross
terms in (2.9) are automatically zero. The same result could have been achieved by ran-
domly offsetting the sources in time and having an infinite number of sources (time/event
averaging).

The cross-correlation functions for all azimuths are shown in Figure 2.3 along with
the sum of all cross-correlation functions. Even though a finite number of sources were
used in the simulation, from the sum of all azimuths it is clear that cross-correlation
function at azimuths inbetween the stationary phase locations destructively interfere
and only the sources located in stationary phase locations (0 and 180 degrees) remain.

Since the sources in non-stationary phase locations destructively interfere, the sum of
the stationary phase correlation functions should be the same as the sum for all angles. A
comparison of the two situations is shown in Figure 2.4. From the comparison, we see that
the two sums produce approximately the same result. The difference in the two sums are
due to the fact that only a relatively small number of simulations (1000) were performed.

The numerical example shows how the mathematical derivation of the underlying
theory can be applied in practice if seismic signals are coming from all directions. Since
the seismic signals in a mining environment are almost exclusively from human activity,
it is probable that the locations of the seismic sources are confined to the mining tun-
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Figure 2.4 – A comparison of the sum of all azimuths and a sum of the cross-correlation
functions when sources were located in stationary phase locations.

nels. In this case, it seems unlikely that sensors would be surrounded in all directions
by seismic sources. However, according to the mathematical derivation, even if signals
are not coming from all directions, we can still recover the seismic Green’s functions as
long as there are sources located in the stationary phase locations (close to receiver line).
This attribute will prove to be useful in Chapter 6.

2.3 Ambient seismic noise

Ambient seismic noise refers to the continuous vibrations that are present in the earth
at different frequencies. For a long time, it was believed that the seismic noise is nothing
more than a nuisance and a lot of studies were devoted to minimising the seismic noise
that was thought to only obscure useful signals from earthquakes or active sources. In
pioneering work, Aki (1969) showed that the seismic noise carries information about the
medium. Since then it has been shown that seismic noise consists of multiply scattered
waves and, if processed carefully, can be used to illuminate and monitor the earth’s in-
terior at different scales.

The origin of these ambient vibrations depend on the wavelength considered. The
longest period seismic noise (above 100 s) is often referred to as earth "hum". These
long-period seismic waves have been attributed to atmospheric motion (Tanimoto and
Um, 1999; Ekström, 2001). More recent studies have attributed the seismic noise at these
frequencies to a long-period ocean gravity wave (Tanimoto, 2005; Rhie and Romanowicz,
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Figure 2.5 – Fourier spectra of the high-frequency noise for (a) vertical component and (b)
north-east component recorded in an urban area (Grenoble, French Alps) from Bonnefoy-
Claudet et al. (2006). The spectral amplitudes exhibit clear daily and weakly variations
related to human activity.

2004, 2006).

Seismic noise in the period band between 5 to 20 seconds have been attributed to the
interaction of the incoming ocean waves with the solid earth (Webb, 1998). The seismic
noise in this band is referred to as oceanic microseisms. Within this band, there are two
distinct peaks (at roughly 7 seconds and 14 seconds) that can be observed everywhere in
the earth’s crust. The origin of the primary microseism (14 seconds) is well understood
and results from the direct interaction of the incoming ocean waves with the shallow
sea floor (Hasselmann, 1963). The origin of the secondary microseism is less obvious and
has been attributed to the non-linear interaction of the retracting ocean waves with the
incoming ocean waves of the same frequency, which creates a compressional wave on the
sea floor (Longuet-Higgins, 1950).

High frequency seismic noise with period below 1 second results mostly from an-
thropogenic sources and have daily and weekly variations linked to human activity (see
Figure 2.5 from Bonnefoy-Claudet et al., 2006). The origins of the cultural noise include
strong machinery, traffic and industrial activity. Since the high-frequency seismic waves
attenuates relatively quickly, the dominant sources of seismic signal are very dependent
on the location of recording. In Bonnefoy-Claudet et al. (2006), the authors note that the
origin of seismic noise can be classified in frequency bands as follows: (1) Seismic noise
below 0.5 Hz originates from oceanic and global meteorological conditions; (2) seismic
noise between 0.5 and 1 Hz are from wind and local meteorological effects; (3) above 1
Hz the seismic noise is generated by human activity.
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For seismic surface arrays used in crustal seismology, the interaction of the ocean
with the solid earth provides stable ambient seismic noise coming from all azimuths that
(mostly) satisfy the conditions necessary to reconstruct the seismic Green’s function be-
tween two sensors by cross-correlating the signals recorded in them.
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In this chapter I will discuss the dependence of seismic velocity in rock on physical
processes and show the method commonly used to measure small changes in seismic
velocity.

3.1 Seismic velocities in rock

Seismic velocities can either be measured by passive or active methods in the earth’s
crust. Active methods are inconvenient, sometimes very expensive and have limited
range. On the other hand, most passive methods (like travel time tomography with
passive seismic events) can only measure velocity changes accurately enough to detect
relative velocity variations of the order of 1 percent and with temporal resolution on the
order of 1 month (Patanè et al., 2006), which are not accurate or frequent enough to de-
tect processes associated with earthquake nucleation or relaxation. Over the last decade,
it has been shown that the use of ambient seismic noise can bridge the gap between
active and passive methods - it can enable us to make daily (or better) measurements
of seismic velocity variations over long ranges without any extra instrumentation (eg.
Brenguier et al., 2014). In this section I will briefly discuss the two main parameters
driving the seismic velocity changes in the earth’s crust.

The seismic velocities of rock are dependent on the elastic moduli, the stress (direc-
tion and magnitude) and fractures (density, orientation and saturation). For intact rock,
only the stresses and fractures are likely to change. In this section I will briefly discuss
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Figure 3.1 – Schematic showing how a change in pressure can cause a change in rock
mass and seismic velocity. Here the increased atmospheric air pressure closes microcracks
and results in a slight increase in velocity.

the dependence of seismic velocity on these two parameters.

3.1.1 Dependence on stress

The dependence of seismic velocity on applied stress has long been known (e.g. Birch,
1961; Nur and Simmons, 1969; Nur, 1971; O’Connell and Budiansky, 1974; Lockner et al.,
1977). This effect has been observed in a variety of laboratory (Eberhart-Phillips et al.,
1989; Verdon et al., 2008; Larose and Hall, 2009) and field studies (Fazio et al., 1973;
Reasonberg and Aki, 1974; Leary et al., 1979; Yamamura et al., 2003; Silver et al., 2007).
The dependence of the seismic velocity on stress differs for different rock types, but for
a certain pressure range this relationship appears to be linear to a first order approxi-
mation (Eberhart-Phillips et al., 1989; Verdon et al., 2008; Larose and Hall, 2009).

There are two descriptions for the influence of changing stresses on seismic veloci-
ties. The first is the closing of microcracks which elastically stiffens the rock so that an
increase in stress results in an increase in velocity and vice versa. A simple illustration
of this description is shown in Figure 3.1, where an increase in atmospheric air pressure
closes microcracks and thereby increases the seismic velocity. This description is very
intuitive, but hard to formulate and implement mathematically.

The second description comes directly from third-order elasticity theory (Murnaghan,
1951), where the seismic velocities can be expressed in terms of isotropic strain and elastic
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moduli as

Vp =

√√√√λ+ 2µ+ 1
3(7λ+ 10µ+ 6l + 4m)θ

ρ0
. (3.1)

and

Vs =
√
µ+ (λ+ 2µ+m− n/6) θ

ρ0
. (3.2)

where θ is the volumetric strain, λ and µ are the second-order elastic moduli (or Lamé’s
constants), and l, m and n are the third-order elastic moduli (or Murnaghan constants).
The difference between the expressions for the P- and S-wave velocities shown here and
in (2.3) are from the contributions of the third-order terms of the strain energy function,
which were neglected in (2.3). As shown in Aoki (2015) in the absence of damage from
dynamic stress perturbations, change in seismic velocity due to infinitesimal change in
isotropic strain can be approximated by

1
Vp

dVp
dθ

= 7λ+ 10µ+ 6l + 4n
6(λ+ 2µ) . (3.3)

and
1
Vs

dVs
dθ

= 2 + λ+m− n/6
2µ . (3.4)

This description can be used relatively easily to estimate the response of the seismic
velocities to strain changes, but no physical interpretation of the moduli have been for-
mulated so that their values are hard to estimate (Aoki, 2015). Tsai (2011) modeled the
expected velocity change from the thermoelastic and poroelastic strain changes with rea-
sonable values of the third-order elastic constants to investigate if seasonal variations in
seismic velocity observed by Meier et al. (2010) in southern California can be explained
by this theory. Here the author found that the observed velocity variations are generally
too large to be explained by third-order elasticity theory so that another mechanism was
probably responsible for the velocity variations. Although it is hard to determine which
one of the two descriptions best describes the susceptibility of seismic velocity to stress
change, knowing the exact mechanism is not strictly necessary for the purposes of this
dissertation.

The influence of stress on seismic velocity, along with the fact that earthquakes are
initiated by accumulating tectonic stress, has for a long time lead researchers to be-
lieve that accurate measurement of time dependent seismic velocity variations could
potentially be a method to predict earthquakes (Whitcomb et al., 1973; Mjachkin et al.,
1975). Seismic velocity variations have been reported prior to a few large earthquakes
(Niu et al., 2008; Lucente et al., 2010), but more results are needed for the correlation
to be convincing.
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Figure 3.2 – A schematic showing how a sudden dynamic stress perturbation (like a
blast) can cause a change in the rock mass and seismic velocity. Here the blast induces
damage and opens microfractures so that the velocity decreases.

3.1.2 Dependence on damage

The linear relation between stress and seismic velocity is not always valid. In the
presence of a sudden dynamic stress perturbation, like an earthquake or a blast, the rock
responds in a very complex and non-linear fashion. In this scenario, the dynamic stress
perturbation causes a sudden decrease in velocity followed by slow relaxation. These
observations have been made in laboratory studies and is referred to as anomalous non-
linear fast dynamics and slow dynamics (Johnson and Sutin, 2005). This has also been
observed in numerous crustal studies, specifically in relation to damage from large earth-
quakes (Brenguier et al., 2008a; Wegler et al., 2009; Cheng et al., 2010; Taira et al., 2015).
Damage here could refer to motions at grain joints or the opening of microfractures. A
simple illustration of this is shown in Figure 3.2. Recently, non-linear damage rheology
models have been developed to explain such behaviour (Lyakhovsky et al., 2009). It is
also possible that the short-term velocity decrease prior to volcanoes are related to this
non-linear effect (Brenguier et al., 2011).

Both the linear and non-linear behaviour of rock in response to stress changes are of
interest in a mining environment - this will be discussed in Chapter 5. For example, ac-
curate measurements of damage induced by development blasts or induced earthquakes,
a non-linear behaviour, can help determine the influence range of these events and time
dependent relaxation can be used to determine re-entry times. Measurements of stress
change, a linear behaviour, can be used in conjunction with conventional passive seismic
monitoring to determine seismic hazard as a function of space and time.
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Figure 3.3 – Two hammer shots recorded in a mining pillar after the stress was changed,
from Grêt et al. (2006). The change in the medium is not visible in the direct arrival,
but clearly visible in the coda.

Although the non-linear effects of a dynamic perturbation on the seismic velocities
have been shown with ambient seismic noise for a number of studies, to my knowledge
changes in static stress have not been observed.

3.2 Coda-wave interferometry

In this section, I will briefly discuss the method that is commonly used to measure
small changes in seismic velocity. Coda is the Italian word for "tail" and coda-waves refer
to the multiply scattered waves that arrive after the direct waves. For a long time it was
thought that extracting useful information from coda waves was impossible. This was
changed by the pioneering work of Keitii Aki, which showed that the coda-waves contain
information of the local medium that is independent of the source (Aki, 1969; Aki and
Chouet, 1975).

Since the coda waves are multiply scattered between source and receiver, they sample
the medium for much longer intervals than the direct waves. As a result, the coda-waves
are very sensitive to changes in the medium and can illuminate changes in the medium
that can not be observed from the direct arrivals. This is shown in Figure 3.3 for two
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hammer shots in a mining pillar after the stress in the pillar was increased (Grêt et al.,
2006). In Figure 3.3, we can clearly see the effect of the change in the medium in the
coda part of the wave, even though the direct arrival appears unchanged.

This attribute of coda-waves have been used in recent years along with repeating
sources (highly similar earthquakes or active sources) to measure small changes in seis-
mic velocity (Wang et al., 2008; Wegler et al., 2009; Kanu et al., 2014; Sawazaki et al.,
2015). The method is referred to as coda-wave interferometry (CWI). For a mathemati-
cal description of the method, I refer the reader to Snieder (2006).

In recent years, it has been shown that reconstructing the late part of the seismic
Green’s functions with ambient seismic noise correlations, is less dependent on the seis-
mic source distribution than the direct arrivals (Colombi et al., 2014). This means that
the late part of the cross-correlation functions (or the coda) converges to the seismic
Green’s function faster than the direct arrivals. Hadziioannou et al. (2009) have also
shown that the fully converged Green’s functions are not needed to measure changes
in seismic velocity. Here the authors showed that the phase information of the Green’s
function is retrieved much faster than the amplitude information. Therefore the velocity
variation measurements can be made in the coda even if the cross-correlation function
has not converged to the seismic Green’s function. Since the coda of the cross-correlation
function is very stable, can be retrieved relatively fast and is not very dependent on the
seismic source distribution, CWI is a very applicable method to measure velocity varia-
tions in cross-correlation functions from ambient seismic noise.
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Past applications in crustal
seismology
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In this chapter I will show examples where the Green’s functions retrieved from seis-
mic interferometry has been used to deduce physical properties of the earth’s crust. I
will group these applications in two categories: tomography and monitoring. A review of
the past applications in these categories can be useful, since these are two applications
that I identified to be useful in a mining environment.

4.1 Tomography

Shapiro and Campillo (2004) were the first to show that Raleigh waves emerge from
the correlation of ambient seismic noise coming from the oceanic microseisms. Shortly af-
ter this discovery, the potential applications of this method started to become clear with
two studies showing how this method can be used to construct high-resolution images of
the upper crust of California (Shapiro et al., 2005; Sabra et al., 2005a). This started a
revolution in seismology: there was no longer a need for inconvenient controlled seismic
sources to image and monitor the earth at different scales, instead we can turn each
sensor into a virtual seismic source. This happened at a time when the deployment of
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Figure 4.1 – (a) Raleigh wave isotropic phase speed map from ambient seismic noise and,
(b) amplitude and fast direction of the Raleigh wave phase velocities from Ritzwoller
et al. (2011).

large seismic arrays (like USArray) became more and more prevalent.

Since the first images of the crust of California were created with ambient seismic
noise, there have been a multitude of studies using ambient seismic noise to image the
earth. It became apparent that the method is very well suited to dense seismic arrays.
Yang et al. (2007) used 125 broadband stations to create Raleigh wave images across
Europe. Lin et al. (2008) used more than 250 sensors from the transportable component
of the USArray and applied the method to the western United States with unprecedented
resolution. Ritzwoller et al. (2011) used more than 1000 stations from the USArray to cre-
ate Raleigh wave phase velocity and anisotropy maps (see Figure 4.1). Recently, Nakata
et al. (2015) used a network of about 2500 sensors with 100 m spacing to extract body
waves and image the subsurface in Long Beach, California with higher accuracy than was
previously possible with surface waves. Since the body waves are harder to extract than
the surface waves (Forghani and Snieder, 2010), the authors used a filter that selected
time periods with strong body waves coming from local traffic.

Although the majority of the ambient noise tomography studies in the literature were
conducted with regional seismic surface arrays, there are a few notable examples where
ambient seismic noise imaging was performed in smaller scale environments. Brenguier
et al. (2007) applied the method to Piton de la Fournaise volcano on Reunion island to
create a 3D S-wave velocity model of the region surrounding the volcano and succeeded
in imaging the magma chamber. Similar studies have since been performed at other
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Figure 4.2 – 3D reflection image of the Sirte basin created with ambient seismic noise
correlations, from Draganov et al. (2009). The horizontal lines indicate discontinuities in
the crust.

volcanoes, for instance Yellowstone (Seats and Lawrence, 2014). Draganov et al. (2009)
used ambient seismic noise recorded along 8 parallel lines in the Sirte basin to construct
a migrated reflection image of the subsurface, showing the promise the method has to be
used in seismic exploration (see Figure 4.2). Nakata and Snieder (2011) showed that the
seismic noise generated by traffic can be used to perform small scale shear wave imaging.

Although ambient noise tomography has not been applied in a mining environment,
the small scale applications and the applications where the noise from local traffic was
used, are encouraging signs that the method could be applied in a mining environment.

4.2 Monitoring changes in seismic velocity

If I am able to construct the seismic Green’s function between sensors, this process
could be performed regularly so that I essentially have a repeatable source. If I use these
repeatable sources with CWI (discussed in Section 3.2), it could enable me to detect
very small changes in the seismic velocity in the medium. In this section I will show
examples where ambient seismic noise was used exactly in this way - as a repeatable
virtual seismic source.

By using ambient seismic noise and CWI, Wegler et al. (2009) detected a sudden
0.6% decrease in seismic velocity following the M6.6 Mid-Niigata earthquake. Here the
authors interpreted the decrease in seismic velocity as a decrease in stress in the earth’s
crust due to the earthquake. Similarly, Brenguier et al. (2008a) used ambient seismic
noise correlations to measure the response of the crust to the M6.0 Parkfield earthquake.
This study showed that the earthquake caused an immediate decrease in the seismic

47



PAST APPLICATIONS IN CRUSTAL SEISMOLOGY

Figure 4.3 – Seismic velocity changes during the M6.0 Parkfield earthquake measured
with ambient seismic noise, as reported in Brenguier et al. (2008a).

velocity followed by a slow relaxation. In this paper, the authors attributed the decrease
in velocity to the damage and fracturing caused by the dynamic strain wave from the
earthquake. An interesting finding in the study was that the seismic velocities take more
than 4 years to return to the values they were before the earthquake. The results of the
study show the non-linear behaviour of the seismic velocities to stress perturbations that
has also been observed in laboratory studies (Johnson and Sutin, 2005).

Sens-Schönfelder and Wegler (2006) used seismic interferometry to measure seismic
velocity on a daily basis up to 0.1% accuracy at Merapi volcano. The authors detected
strong seasonal variations of the seismic velocities which they described with a depth de-
pendent hydrological model. Seasonal variations in seismic velocity have since also been
detected in the Los Angeles basin and San Jacinto fault area with ambient seismic noise
(Meier et al., 2010; Hillers et al., 2015a). Brenguier et al. (2008b) showed the potential
of using ambient seismic noise to forecast volcanic eruptions. The paper showed that
there was a notable systematic short-term decrease in seismic velocity prior to volcanic
eruptions, which the authors related to the dilation of a part of the volcanic edifice as a
result of magma pressurisation.

Recently, a new method of imaging the earth’s interior with ambient seismic noise has
been developed. This method relies on monitoring changes in the seismic velocity and
comparing these changes to expected (or measured) strain changes (Brenguier et al.,
2014). In this study, the authors measured seismic velocity variations with the dense
(more than 900 stations) Japanese Hi-net seismic network during the M9.0 Tohoku-
Oki earthquake. A comparison of the measured velocity change and the expected strain
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Figure 4.4 – (A) Image of the instantaneous seismic velocity change in Japan due to the
M9.0 Tohoku-Oki earthquake and (B) seismic velocity susceptibility, determined by the
seismic velocity response compared to the dynamic strain change from the earthquake.
Figure from Brenguier et al. (2014).

change from the earthquake, show the susceptibility of the seismic velocities to strain
changes (see Figure 4.4). This imaging method clearly illuminated the Japanese vol-
canic front, which indicated that areas with high pore-pressure are more susceptible to
dynamically-induced seismic velocity change than others.

Most of the applications where ambient seismic noise has been used to monitor veloc-
ity variations were either during large earthquakes or volcanic eruptions. There are other
areas where ambient seismic noise correlation have been used to monitor seismic velocity
variations, including geothermal reservoirs (Hillers et al., 2015b; Obermann et al., 2015)
and mud landslides (Mainsant et al., 2013). The diverse environments where ambient
seismic noise correlations have been used to monitor seismic velocity variations are en-
couraging and indicate that the same method could be useful in mines.
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The previous applications of ambient seismic noise correlations in crustal seismology
led me to a discussion of the potential applications in a mining environment in this
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chapter. The potential applications in mines serve as motivation for this project.

5.1 3D Seismic velocity models

In the previous chapter, it was shown that the direct waves in the reconstructed
Green’s functions can be used to create 3D velocity models of the subsurface. If I am
able to construct the Green’s functions in mines, this would enable the construction of
3D velocity models and a number of useful applications would follow. In this section I
will briefly discuss some of these applications.

5.1.1 Imaging the subsurface

The ability to accurately image the deep subsurface below a mine and create ac-
curate 3D models of mineral resources could cause a dramatic decrease in the cost of
production and improve output. To image the subsurface, the mining industry uses a
variety of geophysical methods, like electromagnetic, magnetic and gravimetric surveys.
Unfortunately, as mines are getting deeper the depth of penetration and the resolution
of these methods have been found wanting.

A commonly used mineral exploration technique for existing mines is analysing drill
core samples. This involves drilling long exploration holes into future mining areas and
retrieving the drill cores to identify mineral deposits. This method is attractive since the
samples are easy to analyse, but only provides localised measurements and is extremely
expensive.

The potential of using seismic surveys for mine planning have been known for a long
time and a few notable studies have been published (see Figure 5.1), but unlike the oil
and gas industry the mining industry has been slow to adopt it. This is partly because
of the costs involved in a high-resolution survey and partly because other geophysical
methods have been adequate for the shallow depths involved in early mining projects. For
a review on the seismic methods used in the mineral exploration industry, see Malehmir
et al. (2012). The difficulty of applying seismic imaging could be due to the relatively
low acoustic impedance contrast between ore-bodies and host rock, which makes the re-
flections from ore-bodies weak and hard to identify. Additionally, the presence of strong
scatterers in the form of mining tunnels and voids can make the task of identifying weak
reflections from ore-bodies even more difficult (Ahmadi et al., 2013). It is interesting to
note that the strong scattering caused by the mining structures that makes it difficult to
use conventional seismic imaging from the surface, will eventually aid in reconstructing
the seismic Green’s function at depth in Chapter 6.
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Figure 5.1 – Seismic surveys at the Outokumpu sulfide deposits in Finland taken from
Kukkonen et al. (2011). The strong reflectors here are from an ophiolite unit that hosts
the sulfide mineralisation.

Passive seismic imaging with recorded microseismic events recorded in a mine has
also been investigated in a number of studies (Jackson et al., 1995; Friedel et al., 1995,
1996; Scott et al., 1996). The main constraint of this method is the unknown location and
initiation time of the microseismic event, which decreases the accuracy of the method.
Additionally, we have little control over the locations of the microseismic events so that
high resolution imaging with this method is not guaranteed. This can be circumvented
by using a controlled active source, where we have control over the location, initiation
time and coverage (Cai et al., 2014). However, active seismic sources can be expensive
and have limited range.

During my PhD project, I investigated whether virtual seismic sources (created by
cross-correlating ambient seismic noise) can be used as a complimentary technique to
image the subsurface in a mining environment. Essentially, each of the virtual seismic
sources would be used as an active source. With this method, existing seismic sensors
can be used along with data that would normally be discarded, potentially reducing the
costs involved in conventional seismic imaging. The exact start times and locations of
the virtual seismic sources are also known, so that these sources can potentially give
more accurate results than passive imaging with microseismic event sources.
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5.1.2 Accurate microseismic event locations

At present, it is common for mines with microseismic monitoring systems to use
homogeneous velocity models to locate microseismic events (Mendecki, 1997). Creat-
ing inhomogeneous 3D velocity models and using methods like ray-tracing could enable
more accurate microseismic event locations (Lurka and Swanson, 2009; Spottiswoode
and Linzer, 2005). Accurate microseismic event locations are important to identify spa-
tial clustering of events that could indicate fault zones or areas with increased seismic
risk. Furthermore, it has been shown that the spatial clustering of microseismic events
achieved with 3D velocity models can enable the tracking and migration of cave fronts
(Lynch and Lotter, 2007; Sewee et al., 2008).

By creating an accurate inhomogeneous 3D seismic velocity model of the underground
mining environment with ambient seismic noise, it can enable more accurate locations
of microseismic events, improving the overall usefulness of mine seismology.

5.2 Monitoring velocity variations

As shown in Section 3.1, the seismic velocities of solid rock in a mining environment
are dependent on stress and damage. Therefore, accurately measuring small changes in
the seismic velocity would enable me to monitor the time dependent changes in these
parameters. This method has been attempted by a few studies in mines with active
sources or earthquakes (Maxwell and Young, 1992; Huang et al., 2013; Westman et al.,
2012; Luxbacher et al., 2008; Grêt et al., 2006), but to my knowledge not with ambient
seismic noise. Monitoring these parameters accurately could be of great use in mines,
and below I discuss a few potential applications.

5.2.1 Measuring stress changes

Currently stress meters, borehole strain cells, gauges, etc. are used in mines to deter-
mine the values of stress and deformation in different areas in the mine (Fairhurst, 2003).
However, many of these measurements are very localised in space and can be plagued by
site effects. Additionally, most of these methods are not practical to implement regularly.

It is well known that seismic velocities of rock are sensitive to applied stress (see 3.1).
Unfortunately, the susceptibility of seismic velocity to stress change is very low - of the
order of 10−8/Pa (see table in Yamamura et al., 2003). Therefore, in order to measure
kPa level stress changes, seismic velocities need to be measured with up to 0.001% ac-
curacy. Some studies have attempted to measure the changes in seismic velocity due to
changes in stress with microseismic events (Maxwell and Young, 1992; Westman et al.,
2012) or active sources (Grêt et al., 2006; Huang et al., 2013) to evaluate the response
of the rock to mining activities (see for example Figure 5.2), but have not been able to
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Figure 5.2 – Figure from Westman et al. (2012) showing velocity contours from double-
difference tomography around caved regions indicating the redistribution of stresses.

reach the desired level of accuracy.

If virtual seismic sources can be used to regularly measure small changes in seis-
mic velocity, it can provide information about how stresses are evolving as a function
of time. Since the rate of microseismic activity in mines can be controlled to a certain
degree (Mendecki, 1997), it could be possible to evaluate the evolution of stress and plan
mining activities accordingly and ultimately improve safety.

During my PhD project, I investigated whether changes in seismic velocity can be
used to monitor kPa level stress change on an hourly basis in a mine. This is shown in
Chapter 7, where I investigate the influence of a blast in the mine on the local stress
distribution by accurately measuring seismic velocity variations.

5.2.2 Measuring damage and relaxation for re-entry protocols

Another mechanism by which seismic velocities can change, is by damage - the open-
ing of microfractures or motions at the grain joints. As shown in the previous section,
a large dynamic stress perturbation, like a large earthquake or a blast, can damage the
surrounding rock and cause a sudden decrease in seismic velocity. After the dynamic
stress perturbation has damaged the rock, the confining static stress can "heal" the rock
by systematically closing the fractures (Brenguier et al., 2008a). In some cases, it has
been shown that the seismic velocities can take years to return to the original value (see
Figure 4.3).

Currently the most common parameter used for re-entry times in mines after blasts
or earthquakes is the microseismic event activity rate with Omori’s law (Vallejos and
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Figure 5.3 – Photo of the landslide that occurred at Bingham Canyon mine (Ravell Call,
Deseret News, 2013)

McKinnon, 2010). I believe that the damage and relaxation of the rock, as indicated by
seismic velocity variations, could be an alternative method to examine re-entry times in
mines. In Section 7, I will compare the aftershock activity rate with the relaxation of
the seismic velocities after a blast and show that the seismic velocity is a more sensitive
parameter than aftershock activity rate and has the potential to be used as an alternative
method to determine re-entry times after large blasts or seismic events.

5.2.3 Monitoring slope stability in open pit mines

In open pit mines, landslides are very serious threats. This was illustrated by the
landslide that occurred at the Jiama copper and gold mine in Tibet in 2013 that cost
the lives of 83 workers. A potentially lethal landslide also occurred at Bingham Canyon
open pit mine in 2013 (see Figure 5.3). Bingham Canyon has a monitoring network
consisting of radar, laser, gps and seismic sensors. As a result, they were able to detect
slope movement and evacuate the mine roughly 12 hours before the landslide and no
fatalities or injuries occurred.

Recently, it has been shown that ambient seismic noise can be used to monitor areas
prone to mud landslides (Mainsant et al., 2013). In this study the authors showed that
there was a significant velocity decrease that started roughly 4 days prior to the Port
Bourquin landslide in Switzerland. Due to the similarity in these two settings, I believe
that this indicates that monitoring seismic velocity variations can give open pit mines
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an additional tool to monitor pit walls that might be prone to failure. Since many open
pit mines already have seismic monitoring networks in place, they have the ability to
implement this method for relatively low costs as no extra hardware would be required.
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A crucial aspect of my project was to determine whether the seismic noise induced by
mining activity could be used to construct the seismic Green’s function between under-
ground short-period sensors. This proved to be a difficult task, since the noise generated
by mining activity is not well suited to apply the standard methodologies developed in
crustal seismology. My first published paper addressed these issues.
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Abstract: The reconstruction of seismic Green’s functions from correla-
tions of ambient seismic noise recently developed as a promising approach
for exploring the Earth’s interiors without the requirement of costly active
seismic sources. This approach has been widely employed for imaging the
crust at a kilometer scale. However, few studies report noise-based Green’s
functions reconstruction at smaller scales in industrial environments. In this
study, we investigate the possibility of constructing seismic Green’s func-
tions between sensors in an active underground mine (Garpenberg, Sweden)
by cross-correlating seismic noise generated by mining activities. We show
with realistic numerical simulations that the mining excavations in an un-
derground mine leads to a regime of strong scattering, which is favorable
for constructing seismic Green’s functions by cross-correlating seismic noise.
One month of continuous data was recorded by 18 seismic sensors located
more than 1 km below surface. A variety of broadband (10 - 3000 Hz) seis-
mic sources are present, but the seismic wavefields are directional and often
monochromatic, so that the conditions for constructing Green’s functions by
cross-correlating ambient seismic noise are not ideal (isotropic illumination
and spectrally white). We developed a stacking scheme that dismisses data
during periods when the seismic noise is dominated by monochromatic sig-
nals or when noise sources are not in stationary phase locations. Estimates of
the seismic Green’s functions were retrieved for a broad frequency range (20
- 400 Hz) for almost all of the correlation pairs when we used the selective
stacking scheme. We used the direct body-waves present at low frequencies
(below 100 Hz) in the reconstructed seismic Green’s functions to invert for
the 3D S-wave velocity structure of the mine. The results show the existence
of a high and low velocity zone that corresponds with known ore bodies.

6.1 Introduction

Cross-correlating ambient seismic noise can be used to construct seismic Green’s func-
tion between sensors pairs, effectively turning one of the sensors into a virtual source
(Shapiro and Campillo, 2004; Campillo, 2006; Sabra et al., 2005b; Stehly et al., 2008).

Over the last decade Green’s functions, constructed by cross-correlating ambient
seismic noise, have been predominantly used to image the upper crustal structure of the
earth (Shapiro et al., 2005; Moschetti et al., 2007; Sabra et al., 2005a; Boué et al., 2014;
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Lin et al., 2013a,b). The vast majority of ambient noise tomography studies have been
performed with surface waves, since the sensor arrays used for these studies are located
at surface and the seismic noise is dominated by the surface waves emanating from the
interaction of the ocean with the solid earth (Webb, 1998). Constructing body waves by
cross-correlating ambient seismic noise has proven to be much more difficult (Forghani
and Snieder, 2010), but there are a few notable examples where body waves have been
extracted from ambient seismic noise (Nakata and Snieder, 2011; Roux et al., 2005a;
Zhang et al., 2009; Boué et al., 2013).

To construct full Green’s functions between sensors by cross-correlating seismic noise,
sensors should be surrounded in all directions by a large (theoretically infinite) number
of spectrally white sources (Lobkis and Weaver, 2001) or spectrally white sources should
only be located in stationary phase locations (Roux and Kuperman, 2004). The sta-
tionary phase locations of a sensor pair refer to the conical areas behind each sensor
pointing toward the other. An isotropic seismic wavefield and a directional seismic wave-
field can produce the same cross-correlation function - for isotropic wavefields, signals
not coming from stationary phase locations destructively interfere so that only signals
from sources located in stationary phase locations contribute to the cross-correlation
function (Gouedard et al., 2008). This property is useful for small scale and high fre-
quency applications where local sources strongly contribute to the seismic wavefields so
that the resulting seismic wavefields are not isotropic.

Currently, most mines with seismic monitoring networks only use a small fraction
of the recorded vibrations - in the form of microseismic events - while all other data
are discarded. Although a large number of these microseismic events are recorded in a
given day, using them to examine the properties of the surrounding medium is difficult
since the exact location and start time of these events are unknown. This means prior
information about the seismic velocities have to be used to determine the start time and
location of the events. These same events are then used to try and iteratively improve
the velocity models, which is somewhat ambiguous. Therefore, not knowing the exact
start time and location of the source signals reduce the achievable accuracy of the final
velocity model. Furthermore there is no control over the location of the events, so that
the spatial resolution is dependent on the distribution of the microseismic events - we can
not perform tomographic inversion in areas where no rays from microseismic events pass
through. Here the advantages of using ambient seismic noise to construct virtual source
signals becomes apparent: we know the exact location (location of the sensors) and start
time (zero lag time in correlation functions) of our virtual source signals so that the accu-
racy of the achievable velocity model is higher. We can also control the spatial resolution
by installing sensors where greater resolution is required and we use all the available data.

In this study, we investigated the possibility of constructing seismic Green’s functions
between sensors by cross-correlating ambient noise recorded in an active underground
mine. One month of continuous data recorded with the standard mine seismic moni-
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toring network (http://www.imseismology.org) at Boliden’s Garpenberg mine (Sweden)
was examined.

In the first section of this article, we construct and use a 3D model of the mining
excavations (tunnels, stopes, voids, caves, etc.) inside homogeneous host rock to gener-
ate numerical estimates of the seismic Green’s functions between sensor pairs. We use
these numerical Green’s functions to approximate the scattering (caused by known min-
ing excavations) of the seismic waves propagating between sensors to examine if these
excavations create favorable conditions for reconstructing seismic Green’s function by
cross-correlating ambient noise.

In the following section we describe the different seismic noise sources that contribute
to the recorded continuous data and examine the associated spectral properties. We found
that the ambient seismic noise recorded in the underground mining environment is not
ideal to construct seismic Green’s functions between sensors by cross-correlating ambi-
ent noise with conventional methods - although sources of seismic energy were located
in many different locations during the recording period, the noise is dominated by vi-
brations associated with mining activities which are often peaked in frequency and not
distributed evenly around the seismic sensors. In other words, seismic noise sources in
an active underground mine are not spectrally white and the seismic wavefield is not
isotropic but directional.

In the final section we show that the large number of noise sources and the strong
scattering caused by mining excavations create similar conditions where estimates of
the Green’s function can be retrieved, if cross-correlation functions are only considered
when broadband noise sources are positioned, or scattered off excavations, in stationary
phase locations. To identify time periods where these conditions are reasonably met, we
develop and implement a selective stacking algorithm.

For the majority of the station pairs, we retrieve convincing Green’s functions in the
frequency band 20 - 400 Hz after the selective stacking algorithm is implemented. Two
different frequency bands are used for different applications: we pick the arrival times of
the body waves to perform an inversion for the 3D velocity structure of the underground
mine for frequencies below 100 Hz and we use the multiply scattered waves in the recon-
structed Green’s functions to determine the scattering properties of the seismic waves
caused by the mining excavations at frequencies above 200 Hz.

6.2 Numerical simulations

Seismic sources generated by industrial activity are not favorable for Green’s function
reconstruction as they are localized in space and peaked in frequency. However the seis-
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Figure 6.1 – Section view and plan view of Boliden’s Garpenberg mine in Sweden. The
sensors are indicated by blue triangles, the ray paths of the cross-correlation pairs are
shown in red and mining tunnels are gray. The red dot on the inset shows the regional
location of the mine.

mic waves are scattered and each scatterer can act as a secondary source when enough
seismic energy is present to excite it. The combination of these primary and secondary
sources could yield more isotropic illumination, which is favorable for Green’s function
reconstruction by cross-correlating seismic noise. It is thus important to understand the
scattering caused by known excavations in the studied medium. In this section, we use
numerical simulations of seismic waves propagating between sensors to evaluate the scat-
tering caused by mining excavations in the studied underground mine.

In many underground mines the locations of the strong scatterers (mining excava-
tions) are known to a good accuracy. Additionally, the average P- and S-wave velocities
are known from calibration blasts. This gives an excellent opportunity to numerically
calculate Green’s functions between sensor pairs.
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To numerically model seismic Green’s functions between sensor pairs, we construct
a 3D structural model of the mining excavations inside the host rock and use a finite-
difference kinematic seismic wavefield modeling code to generate synthetic seismograms
between sensors. Since we use an impulsive, spectrally white source to generate the
synthetic seismograms, these seismograms can be considered as numerical Green’s func-
tions. With these numerical Green’s functions, we examine the scattering of the seismic
waves caused by the mining excavations by calculating the average distance the seismic
waves travel before they scatter (mean-free-path). Since the mining excavations are the
only heterogeneities included in the otherwise homogeneous numerical model, we can
compare the mean-free-path calculated from the numerical Green’s function and the
mean-free-path calculated from actual seismic data to reveal if the mining excavations
are predominantly responsible for the scattering of the seismic waves in an underground
mining environment.

6.2.1 Creating a realistic model

We constructed the numerical model from the known mining excavations that are
present at Boliden’s Garpenberg mine in Sweden (see Figure 1). In the numerical model
we modeled all the points inside tunnels as air points with vs = 0 m/s, vp = 300 m/s,
ρ = 1 g/m3 and near zero Q-factor (Q = 0.01). We constructed the rest of the model
as the host rock with vp = 6650 m/s, vs = 3850 m/s, ρ = 2700 kg/m3 and frequency
dependent Q-factor Q(f) = 10∗Qf

f
with Qf = 1000Hz. The P- and S-wave velocities

we chose are close to the values used by the mine to locate seismic events and have
been determined by 5 calibration blasts that were performed on the 8th of August 2012
(vp = 6645 ± 70 m/s and vs = 3828 ± 85 m/s), whereas the density is representative of
the average density of the host rock and Q-factor is chosen so that Q(100Hz) = 100. To
eliminate reflections from the boundaries of the model, we used absorbing boundary lay-
ers below and alongside the model, with a reflecting surface at the top which represents
the surface of the earth.

The resulting model was roughly 4.2 km3 in size (3.5 km x 1.7 km x 0.7 km). With 2
m grid spacing, this amounts to about 500 million grid points. The grid spacing here is
dependent on the frequency content we want to consider. Since signals of up to 400 Hz
will be considered, the shortest wavelengths will be around 10 meters. The rule of thumb
with numerical simulations is that each wavelength has to be sampled by at least 5 sam-
ples, so at most 2 m grid spacing is needed to adequately sample waves of all frequencies
considered. Although the grid spacing is not small enough to sample the propagation of
the acoustic waves through the air in the tunnels, we do not care about these acoustic
waves but only the seismic waves scattered off the mining excavations.
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Although the model contains realistic approximations of the mining excavations, it
assumes that the excavations are surrounded by homogeneous host rock. Reality is some-
what more complicated: excavations have a fracture zone surrounding them and the host
rock is inhomogeneous, especially close to surface where the host rock is layered. These
inaccuracies make the multiply scattered coda part of the Greenâs function hard to
model. The goal of generating the numerical Green’s functions are therefore not to ex-
actly retrieve the seismic Green’s function, but rather to examine the scattering of the
seismic waves by the known mining excavations so that we can determine if the exca-
vations are the dominant cause of scattering of the seismic waves in the underground
mining environment. If the mining excavations do cause significant scattering of the seis-
mic waves propagating in the mining area, it could prove beneficial for reconstruction
seismic Green’s functions by cross-correlating seismic noise in sensor pairs since these
excavations would themselves act as secondary sources (Derode et al., 2003).

6.2.2 Scattering caused by mining excavations

We want to investigate the influence of the mining excavations on the seismic waves
propagating between sensors, to determine if the scattering caused by them are bene-
ficial for constructing cross-correlation functions (CCFs) that resemble seismic Green’s
functions. To do this, we generated numerical Green’s functions between all seismic sen-
sors. In each simulation, we replaced one of the 18 sensors with an impulsive, spectrally
white source in a downward (-Z) direction and recorded the vertical ground motion (Z)
traces on the other sensors. We created the source by applying a bandpass-filter in the
frequency range 20 to 400 Hz to an impulsive signal. We chose this frequency range in
order to compare the results with the ambient noise cross-correlations later in this article.

In Figure 2 we show a comparison of the seismograms of a source-receiver pair 400
meters apart, where the tunnels and excavations were included and excluded in the
numerical model. The inclusion of the tunnels dramatically changes the shape of the
recorded seismograms in three ways: (a) the coda part of the waveform is extended due
to the scattering caused by excavations (b) when the tunnels are included, a clear direct
S-wave arrival is only visible in the low frequency part (below 100 Hz) of the seismogram
and (c) the highest amplitude is observed after the direct wave arrivals.

When strong multiple scattering occurs, it has been shown that the amplitude of
the coda waves can be larger than the direct arrivals (Nakamura, 1977). For multiply
scattered waves, we can model seismograms with the diffusion model when the time is
larger than the average time the seismic waves travel before scattering (mean-free-time)
(Wegler and Luhr, 2001). By transforming seismograms to energy density and compar-
ing them with different energy densities that are modeled by the diffusion model, we
can isolate the energy loss due to scattering and intrinsic attenuation (see details in
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Figure 6.2 – The difference between synthetic seismograms with and without the tunnels
and excavations included in the model but with the same source time function (impulsive
downward). When tunnels and excavations are included in the model, the seismic waves
scatter multiple times and a lot of energy is present in the coda part of the seismogram.
For the synthetic seismogram recorded when the tunnels are not included, the only
remarkable feature after the body-wave arrivals (weak P- and strong S-wave) is the
reflection off the free surface at roughly 0.31 seconds. When the tunnels are included,
the direct S-wave arrival is only visible for lower frequencies (below 100 Hz) and the
reflection off the free surface is buried by the multiply scattered waves in the coda.

Appendix A). When we constructed the numerical model, we explicitly specified the in-
trinsic attenuation (Q-factor), therefore when modeling the numerical seismograms with
the diffusion model, the only parameter to fit is the scattering attenuation coefficient (ηs).
The mean-free-path is given by the inverse of the scattering attenuation coefficient (η−1

s ).
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In Figure 3 we show the process of transforming a seismogram to the energy density
and inverting for the mean-free-path with the diffusion model. The details of this inver-
sion are given in Appendix A. The average value of the mean-free-path for the 153 station
pairs was found to be 33 meters with a standard deviation of 9 meters. The minimum
value was 16 meters and the maximum value 56 meters. In general, the mean-free-path
was found to be slightly higher in the Lappberget section than in the Kaspersbo section
(see Figure 1).

Figure 6.3 – The processing steps taken to invert for the mean-free-path with the syn-
thetic seismograms. The top left figure shows the seismogram band-pass filtered in the
range 170 - 220 Hz. The top right figure shows the seismogram after it has been trans-
formed to energy density defined in Equation A.3. The bottom left figure shows the
energy density after it was smoothed by a 100 millisecond box window with the control
curve (inversion result) in red. The bottom right figure shows the logarithmic function
from Equation A.2 along with the computed inversion result in red. The mean-free-path
that fits the synthetic data the best was found to be 32 meters for this frequency range.

The diffusion model is a very simplified model that assumes strong scattering. The
conditions necessary for strong scattering to occur and the diffusion model to be rea-
sonable is that the wavelength of the seismic waves should be much smaller than the
mean-free-path and the distance between the source and receiver. The mean-free-path
we found in Figure 3 was 32 meters for the frequency range 170 - 220 Hz. This length is
roughly the same as the wavelength of a S-wave of frequency of 120 Hz. Therefore, for the
rest of the article we will only attempt to calculate the mean-free-path for frequencies
above 200 Hz. For frequencies above 200 Hz, we also ensure that the distance between
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the source and receiver is much larger than the wavelengths of the seismic waves for
almost all station pairs.

6.2.3 Influence of source-receiver distance on scattering regime

The level of diffraction of the seismic signal is related to the ratio of the source-
receiver distance to the mean-free-path. If the distance between the source and receiver
is much larger than the average distance before the seismic wave scatters, multiply scat-
tered waves arrive at the receiver shortly after the primary waves (Margerin et al., 2000).
This scenario is referred to as the multiply scattered regime. However, if the distance
between source and receiver is less than the average distance before the seismic wave
scatters, this is not the case and the waves are in the single-scatter regime.

The signatures of the single scatter regime are clear direct arrivals and short coda
waves indicating little scattering. For the numerical simulations we found that the waves
are in the single-scatter regime for lower frequencies as clear direct arrivals are visible.
For higher frequencies, the direct arrivals are not clearly visible and the coda part of the
waveforms are extended - in this case the signals are in the multiply-scattered regime.
Although the frequencies where the different scattering regimes occur are different for
each source-receiver pair, we generally found that for frequencies below 100 Hz the waves
are in the single-scatter regime and for frequencies above 200 Hz the waves are in the
multiply-scattered regime (see Figures 5 and 11).

The fact that for frequencies below 100 Hz the waves propagating between sensors
are in the single scatter regime does not mean that the low frequency seismic waves in
the ambient noise are not scattered by the mining excavations before they are recorded
by the seismic sensors. Rather the seismic sensors are too close to each other for the
longer wavelengths going from one sensor to the other to be multiply scattered.

Throughout this article, we use the two scattering regimes for two different applica-
tions: for frequencies below 100 Hz (single-scatter regime) we identify the direct arrivals
and use them with tomographic inversion to determine the local velocity structure,
whereas for frequencies above 200 Hz (multiply-scattered regime) we fit the diffusion
model to the waves and determine the mean-free-path of the medium.

6.3 Data

The seismic monitoring network consists of 7 tri-axial and 11 uni-axial short-period
14 Hz geophones. The geophones were permanently installed into boreholes 10 meters
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above tunnel structures. Signals were sampled at 6000 samples per second and time syn-
chronization is achieved over dedicated fiber-optic cables from the central GPS receiver
to each of the underground stations. The inter-sensor distances range between 13 and
900 meters and the sensors are located roughly 1 km below surface. In Figure 1, we show
the mine plans with the location of the seismic sensors relative to the mining excava-
tions. At this depth, the sensors are not in the layered host rock close to the surface
and far enough above the tunnels to be out of the zone of fractured rock surrounding
them (estimated by the mine to be 5 meters). This is advantageous when looking at high
frequency content which is normally attenuated very quickly close to the surface (Picozzi
et al., 2009; Frankel et al., 1990).

In Figure 4 we show an example of 5 seconds of continuous seismogram data. The first
part of the seismogram shows the repetitive signal resulting from impacts of a hammer
drill that was roughly 120 meters away from the sensor. Drilling, which will typically
occur in many places simultaneously, is very energetic and has broad spectral content
which is beneficial for reconstructing a seismic Green’s function if drilling occurs in sta-
tionary phase locations. The second part of the signal has no noteworthy attributes and
consists of noise generated by multiple sources far away, like air vents and trucks. Al-
though the strength of this section of noise is low compared to first section, the level is
still an order of magnitude above the electronic self-noise level of the analogue/digital
converter. The power spectral density of this part shows that mechanical sources are very
peaked in frequency. The third part of the signal shows a microseismic event. This event
has a local magnitude of -3 and was located roughly 30 meters away from the seismic
sensor. The data slice shows the sources of seismic signal can change in a short period
of time - the drilling in this example changes the amplitude of the background seismic
signal multiple orders of magnitude in a matter of seconds. The power spectral density
of each of the three parts show that during the second part of the signal, the noise is
dominated by monochromatic sources.

6.3.1 Examining scattering properties with microseismic events

To examine how realistic the mean-free-paths obtained from the numerical simula-
tions are, we considered microseismic events recorded and located by the seismic moni-
toring network during June, 2013. In Figure 5 we show one of these microseismic events
in two different frequency bands. In the low frequency band (below 100 Hz) the direct P-
and S-wave arrivals are visible (indicated on the figure), whereas in the high frequency
band (above 200 Hz) the arrivals are not clear. We can confirm that these arrivals are P-
and S-waves by (a) determining the travel time residual of the direct arrivals after the
event is located by the seismic monitoring system and (b) by the ratio of the apparent
P-wave velocity over the S-wave velocity of the direct arrivals - if the travel time resid-
ual is small and the Vp

Vs
ratio is close to

√
3 the arrivals are confirmed to be P- and S-waves.
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Figure 6.4 – A seismogram of length 5 seconds showing the changes in seismic noise.
Three distinct time periods have been marked in the seismogram: In the first block the
repetitive impacts of a hammer drill are visible. Drilling occurs in multiple places during
a normal day of mining. The second block shows no distinct features. The noise here is
due to a combination of far away sources like trucks, ventilation fans and ore crushing. In
the third block a recorded microseismic event is shown. This event has a local magnitude
of -3 and was located roughly 30 meters away from the seismic sensor. Thousands of these
microseismic events happen in a given day. The bottom three windows show the power
spectral density of each time period. For the middle time period with background noise,
it is clear that the signal is very peaked in frequency whereas for the other two periods
seismic energy is present in a broad frequency range from 10 - 3000 Hz.

In Figure 5 we show the inversion for the mean-free-path for frequencies above 200 Hz
(see Appendix A for details). The value of the mean-free-path we found by the inversion
is 43 meters. This value is close to the value found with the numerical simulations. Since
we only included mining excavations inside the homogeneous host rock in the numerical
model, and we obtain similar values for the mean-free-path with actual seismic data, it
confirms that the mining excavations are the dominant cause of scattering in an under-
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ground mining environment.

Figure 6.5 – A recorded microseismic event filtered in the low frequency band (below
100 Hz) and high frequency band (above 200 Hz). In the low frequency band the direct
P- and S-wave arrivals are picked and in the high frequency band the mean-free-path
is determined (see Appendix A). The mean-free-path found by the inversion here is 43
meters. The low value of the mean-free-path for the microseismic event is in agreement
with the numerical simulations performed in Section 1.

By filtering the seismogram in different frequency bands, we show the possibility of
using the same signal for different applications. The low frequency content of the seismic
waves display direct body wave arrivals; we pick these arrivals and use it to establish
a velocity model of the medium. The high frequency content does not show clear body
wave arrivals since the wavefield is diffuse; we use this part to approximate the scattering
properties (like the mean-free-path) of the medium.

From the dramatic change in the waveforms after the tunnels were inserted in the
numerical model and the low mean-free-path obtained from the inversion of synthetic
and real data at high frequency, it is clear that the tunnels and excavations cause the
seismic waves to be highly scattered before they are recorded by the seismic sensors.
This scattering ensures that high frequency signals are in the multiple scattering regime
even when the source-receiver distance is as low as 100 meters which will prove to be
beneficial when we are constructing cross-correlation functions. If we can construct good
estimates of the Green’s functions by cross-correlating ambient seismic noise, we can
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examine the material properties of the surrounding medium with greater accuracy than
by using microseismic events.

6.4 Ambient noise cross-correlations

In general, it is assumed that the longer the duration of the seismic signal used to
construct cross-correlation functions, the better the convergence of the correlation func-
tion to the Green’s function will be due to the reduction of random fluctuations and
enhanced contribution of weak sources (Larose et al., 2008). In this section we explore
an optimized way of retrieving Green’s functions in the conditions of non-stationary in-
dustrial sources of seismic noise.

6.4.1 Stationary phase locations

The seismic Green’s functions can be reconstructed by cross-correlating spectrally
white seismic noise coming from all exterior directions recorded in two sensors (Lobkis
and Weaver, 2001) or by cross-correlating spectrally white noise only coming from sta-
tionary phase locations (Roux and Kuperman, 2004). In an active underground mine, the
seismic noise is dominated by local mining activities so that the resulting seismic wave-
fields are directional. When cross-correlating directional seismic wavefields, only station
pairs that are favorably aligned so that the noise is propagating in the stationary phase
directions will succeed in recovering the seismic Green’s functions.

Because of the noisy nature of an underground mine it is reasonable to assume after
an adequate amount of time that there are noise sources located at almost every loca-
tion in the mining excavations (all excavations should at least experience traffic from
underground vehicles at some point in a one month period). Additionally, the mining
excavations could scatter incoming seismic waves and therefore themselves act as sec-
ondary seismic sources when enough seismic energy is present to excite them (Derode
et al., 2003). Although the seismic wavefields are directional and the mining excavations
are not spatially distributed all around the seismic sensors, when we consider Figure 1
it seems likely that many of the sensor pairs could at some point have seismic energy
propagating from (or scattered off) their corresponding stationary phase locations.

6.4.2 Monochromatic sources

In general mechanical sources (pumps, fans, etc.) are expected to be peaked in fre-
quency. When monochromatic sources dominate the noise records, the cross-correlation
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function will have regularly spaced peaks where the lag-time between peaks correspond
to the monochromatic phase. When we blindly use all data the recorded for this study to
construct correlation functions, the correlation functions have peaks at regular intervals,
which shows that it is dominated by monochromatic sources or sources that are peaked
in frequency (see the middle section of Figure 4).

We determined that these regularly spaced peaks in the correlation functions are due
to ventilation fans in the tunnels, which are very strong, stable sources that are peaked
in frequency. These fans are so stable that whitening the signals before cross-correlating
is not sufficient to suppress them - if we stack enough of the individual cross-correlation
functions, the regularly spaced peaks reappear due to their stability and strength. This
phenomenon can be seen in Figure 6, where we show that selectively stacking a subset
of one month of data yields a more convincing estimate of the Green’s function than
stacking all the data. We discuss the selective scheme used to determine the subset of
data in the following section.

The abundant sources, together with the strong scattering properties established ear-
lier, indicate that theoretical conditions exist for creating good estimates of the seismic
Green’s functions by cross-correlating ambient noise for station pairs that are favorably
orientated. The challenge is to only use the sources in stationary phase locations to cre-
ate the correlation functions and to dismiss the data from strong, stable monochromatic
sources or sources in non-stationary phase locations.

6.4.3 Selective stacking

To dismiss data from monochromatic sources and sources in non-stationary phase
locations, we developed a selective stacking scheme. This scheme identifies time periods
when noise sources are located in stationary phase locations (and are not monochro-
matic) and only uses correlation functions during these times to add to the stacks for
individual station pairs.

To identify the periods when the noise is coming from stationary phase locations,
we calculate the root-mean-square (RMS) of the signal in the lag-time window of the
correlation function around the expected arrival times of the S-waves and divide it by
the RMS of the signal in the far coda part of the signal to get an effective signal-to-noise
ratio (SNR). The lag-time window we consider for calculating the SNR is the distance
between sensors divided by the S-wave velocity ± 30 % (

[
d

0.7∗Vs
, d

1.3∗Vs

]
). This lag-time

window is wide enough to ensure that sufficient individual time periods pass the stacking
criteria so that the stacked correlation functions converge to stable waveforms.
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Figure 6.6 – Comparison of the cross-correlation function for one station pair when a
subset of 43% of the data is stacked (bottom) compared to the cross-correlation function
when all of the data is stacked (top). The cross-correlation function shows direct P and
S-wave arrivals when 43% of the data is used. The expected P- and S-wave arrivals are
indicated by black lines. The direct arrivals are not clearly visible when all the data is
used. Instead we see regularly spaced peaks because of the influence of monochromatic
sources.

If we only stack the cross-correlation functions when the SNR is high in the expected
arrival time window, it increases the chances of selecting time periods where the noise
sources are located in or scattered off the stationary phase locations. For sources in non-
stationary phase locations (that do not scatter off mining excavations in stationary phase
locations) the correlation functions will have a peak at earlier lag-times and no peaks in
the expected arrival time window. Selective stacking also dismisses time periods where
the noise is dominated by monochromatic sources or sources in non-stationary phase
locations - in the presence of monochromatic sources the correlation functions have a
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low SNR because of the regularly spaced peaks.

We spectrally whitened short continuous data slices (10 seconds) between 20 and
400 Hz for each seismic sensor and cross-correlated them to construct individual cross-
correlation functions. Although a lot of seismic energy is present at higher frequencies
(see Figure 4), we found that the frequency window maximizes the SNR of the final
cross-correlation functions. Also - as shown in the previous section - the higher frequency
content is not useful for tomography since the waves are in the multiply scattered regime.
As the nature of the noise can change rapidly in a matter of seconds (see Figure 4) it is
important that we only consider 10 second intervals at a time, since longer period could
contain a mix of short seismic signals in stationary phase locations and monochromatic
sources or sources that are not located in stationary phase locations. We did not perform
time domain normalization (one-bit normalization) in order to try to preserve the dom-
inant influence of energetic seismic signals (like microseismic events, drilling, blasting,
etc.) in stationary phase locations. If the SNR of an individual cross-correlation function
for a station pair is higher than 4, the individual cross-correlation function is weighted
by the square of the SNR and added to the total stack for the station pair. By weighting
the cross-correlation functions, we favor the time periods when energetic seismic sources
are in stationary phase locations in the stack. For some station pairs we found that the
weighting of the correlation functions are enough to suppress the monochromatic signal,
but for most of the station pairs (with one or more sensors close to a ventilation fan)
that this is not the case and the selection criterion is necessary.

In Figure 7, we show 10 second intervals of continuous data recorded by the same
sensor at different times. In the top figure the noise is usable for many station pairs since
multiple sources are present and seismic energy is contained in a broad frequency band.
During this time 61% of the correlation pairs pass the selective stacking criterion. For
the time period shown in the bottom figure, the magnitude of the seismic noise is signif-
icantly less and the noise is dominated by monochromatic signals from the ventilation
fans. During this time period only 13% of the correlation functions pass the stacking
criterion due to the monochromatic nature of the seismic noise recorded in most of the
sensors.

In Figure 8 we compare the results of conventional blind vertical stacking and selec-
tive stacking for all 153 ZZ-components of the correlation functions between sensor pairs.
For the top figure where we used blind vertical stacking, no clear wave arrival fronts can
be seen. For the middle figure where we used the selective stacking, an arrival front is
visible at positive and negative lag-times. The velocity of the arrival front is close to the
current S-wave velocity used with the monitoring network to locate microseismic events
(3828 m/s), even though the selection window is wide. For the 3-component sensors that
were available, we examined the polarity of these waves to confirm that they are in fact
S-waves. The SNR of the S-wave arrivals are significantly increased by using the ampli-
tude selective stacking scheme. In the bottom figure we show the ZZ-component of the
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Figure 6.7 – Two 10 second periods of continuous data recorded by the same sensor at
different times. At the time of the top figure, 61% of the correlation pairs passed the
selective stacking criteria. This is thanks to the multiple sources and broadband content
of the data. At the bottom figure only 13 % of the correlation pairs passed the selective
stacking criteria. During this time the noise is dominated by ventilation fans that are
very peaked in frequency.

numerical Green’s functions generated in Section 1. The ZZ-components of the numerical
Green’s functions show a weak P-wave arrival front and a strong S-wave arrival front
(indicated by black lines).

The ZZ-components of the cross-correlation functions do not show a clear P-wave
arrival front. For some cross-correlation functions, an apparent P-wave arrival is visible
(see Figures 6,10 and 11), but most cross-correlation functions do not. This is contrary
to the idea that anthropogenic noise (drilling, hammers, etc.) consists mostly of P-wave
energy, but we argue that there are 3 main reasons why the S-wave arrival front is more
clearly visible than a P-wave arrival front: (1) The ZZ-component cross-correlation func-
tions represent the signal recorded on the Z-component of one sensor if the other sensors
was an impulsive source in the Z-direction. Since the sensors are roughly on the same hor-
izontal plane, we therefore expect the S-waves to be the strongest. The ZZ-components
of the numerical Green’s tensor in Figure 8 show a weak P-wave arrival front and a
stronger S-wave arrival front which confirms this observation (2) The selective stacking
scheme selects periods when the SNR of the correlation functions in the lag-time window
corresponding to the expected S-wave arrival time are high - therefore with the stacking
scheme we explicitly select times when the noise consists of S-waves. We purposefully
chose the lag-time window around the expected S-wave arrival time window, since it is
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Figure 6.8 – The cross-correlation functions arranged by the inter-sensor distance. Figure
(A) shows the CCFs when conventional blind vertical stacking are applied. No clear
arrival fronts are visible. Figure (B) shows the CCFs when the selective stacking scheme
is applied. A S-wave arrival front is visible. The picks that were obtained by the kurtosis-
based algorithm are shown in red. Figure (C) shows the synthetic Green’s functions
generated with numerical simulations. The synthetic Green’s functions show a weak P-
wave arrival and a strong S-wave arrival. The expected arrival times in the synthetic
Green’s functions are shown with black lines.

hard to determine if the seismic energy in the lag-time window corresponding to the
expected P-wave arrival time consists of P-waves in stationary phase locations or of S-
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waves in non-stationary phase locations (3) It is known that multiply scattered waves
consists mostly of S-waves, since P-waves are converted to S-waves more frequently than
vice versa (Aki, 1992) so that continuous data is expected to consist mostly of multiply
scattered S-waves, regardless of the source.

6.4.4 Directional bias from non-isotropic wavefields

Since sources of seismic signal (and mining excavations that act as secondary sources)
are not uniformly distributed around our monitoring network, a directional bias is possi-
ble in the cross-correlation functions that could influence the tomography results (Tsai,
2009; Weaver et al., 2009). The potential error in the apparent velocity is inversely pro-
portionate to the inter-station distance, so that sensor pairs close to each other are more
likely to be affected. Furthermore, since we choose the time window for the selective
stacking scheme to be wide (Vs ± 30 %), if there are constant strong noise sources that
dominate the stack of cross-correlation functions the error in apparent velocity can be
up to 30 %. To reduce the potential errors in the final tomography result, we could either
narrow the window of the selective stacking scheme and/or we could only consider pairs
far apart. If we narrow the window, we greatly reduce the amount of data used and
artificially constrain the velocity to the expected value. Also since most of the sensors
are less than 200 m apart, the achievable resolution of the model decreases significantly
if we only consider sensors further apart. Instead, we only considered sensors further
than 100 m apart and only accepted S-wave picks that are within 10 % of the expected
S-wave velocity (see Appendix B). This results in 121 of the 153 cross-correlation pairs
to be usable in the tomography.

Apart from phase shifts, the causal (positive lag-time) and acausal (negative lag-
time) could have different amplitudes depending on how frequently sources are located
in each corresponding stationary phase location. This is confirmed in Figure 9, where we
show a sensor pair where many mining excavations are located in the stationary phase
location of signals going from sensor A to B, but not many excavations for signals going
from B to A. Accordingly, the cross-correlation function has a strong apparent S-wave
arrival in the causal part (signal from A to B) and a comparatively weak S-wave in the
acausal part (signal from B to A) present in the cross-correlation function.

6.4.5 Convergence of cross-correlation functions to the seismic
Green’s functions

In Figure 10 we show the convergence of a cross-correlation function to a stable func-
tion after a sufficient amount of data has been processed. In this case after roughly 12
hours of raw time (8 hours effective time), a strong S-wave arrival is visible. When we

80



6.4 Ambient noise cross-correlations

Figure 6.9 – The location of two sensors and the cross-correlation of the seismic noise
recorded in them when the selective stacking scheme is used. The causal part (orange) of
the cross-correlation function has a strong apparent S-wave arrival whereas the acausal
part (purple) has a comparatively weak S-wave arrival. The directional bias of the cross-
correlation function can be described by the scatterers in the stationary phase locations:
behind sensor A there are many mining excavations that ensures that seismic waves
propagate from the stationary phase location from A to B regularly, while behind sensor
B there are not as many mining excavations so that seismic waves do not propagate from
the stationary phase location from B to A as frequently.

correlate and stack more data, the amplitude of non-physical arrivals (around zero lag
time) is decreased and finally after processing one month of raw continuous data (20
days effective time) a weak P-wave arrival is visible. In general, we found that the rate
of convergence of the cross-correlation function to the Green’s function is dependent on
the inter-sensor distance, with the pairs closer together converging faster than the pairs
further apart, as expected. Additionally, the larger the inter-sensor distance, the more
energetic sources are needed to satisfy the selective stacking criteria. This means that
the percentage of data used to construct the cross-correlation functions is inversely pro-
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portional to the inter-sensor distance.

Figure 6.10 – The convergence of the cross-correlation function to the Green’s function.
The S-wave arrival is stable after 12 hours (8 hours effective time). After 30 days (20
days effective time), the non-physical arrivals are weaker and a faint P-wave arrival can
be seen. The effective time refers to cumulative time that passed the selective stack-
ing criteria and therefore the actual amount of data used to construct the correlation
functions.

6.4.6 Frequency content of the cross-correlation functions.

Since we found that seismic Green’s functions can be constructed for a broad fre-
quency range (20 - 400 Hz), we can use different frequency bands for different appli-
cations (as discussed in the previous section). In Figure 11 we show a cross-correlation
function split in two frequency bands. Below 100 Hz direct P- and S-waves arrivals can
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be seen (indicated on the figure), whereas above 200 Hz this is not the case. This is
because above 200 Hz the wavefield is diffuse due to the scattering caused by the mining
excavations. The bottom figure shows the result of the inversion we obtained for the
mean-free-path when the cross-correlation function is high-pass filtered above 200 Hz.
The average value of the mean-free-path calculated for all of the 153 cross-correlation
functions was found to be 39 meters with a standard deviation of 17 meters; this ob-
servation is consistent with the results from the numerical simulations and microseismic
data. In the following section we use the lower frequency content of the cross-correlation
functions to invert for the local velocity structures by picking the arrival times of the
direct S-waves.

6.4.7 3D S-wave velocity model

Most underground mines use an isotropic homogeneous seismic velocity model in rou-
tine microseismic monitoring. The average velocities are determined by calibration blasts
or minimizing the travel time residual for a large number of events recorded by multiple
sensors (Mendecki, 1997). This simple velocity model is predominantly used because of
the relatively small errors in seismic event locations and also because of the difficulty of
conducting the many calibration blasts required to calibrate a full 3D velocity model. An
accurate three dimensional inhomogeneous velocity would improve the location accuracy
of seismic events and could also indicate geological features near the mine.

The details of the automatic picking of the S-wave arrivals and the inversion process
are given in Appendix B. We show the successful picks of the cross-correlation functions
with inter-sensor distance larger than 100 meters in Figure 12. The travel time misfit of
the S-wave picks for the homogeneous model with least squares solution of Vs = 3862m/s
is 3.2 ms. The travel time misfit for the final result of the inversion is 2.5 ms. This cor-
responds to a misfit reduction of 22%.

We show the final result of the velocity inversion in Figure 13. The 3D S-wave ve-
locity model shows a high S-wave velocity zone in the Kaspersbo section (on the right)
and a low S-wave velocity structure in the Lappberget section (on the left). These two
sections consist of two known ore bodies. The locations of these ore bodies are shown by
wire frames determined by drill samples in the bottom of Figure 13. The location of the
ore body in the Kaspersbo section is in agreement with the high velocity zone from the
inversion, but the low velocity zone is mispositioned with regard to the Lappberget ore
body. This is because most of the Lappberget ore body is outside the grid where we invert
for the velocity. According to geologists at Garpenberg, the ore body in Kaspersbo has
significantly different material properties to the ore body in Lappberget - most notably
there are many silica and skarn intrusions in Kaspersbo. The silica and skarn intrusions
simultaneously decrease the average density and increase the shear modulus of the bulk
medium as observed in laboratory measurements on core samples (Boliden, 2014). Both
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Figure 6.11 – The different frequency components of the cross-correlation function. Direct
P- and S-wave arrivals are visible for the low frequency part of the CCF, whereas the
high frequency part is diffuse due to the scattering by the tunnels and excavations. As a
result there is no clear direct P- and S-wave arrivals. The inversion of the mean-free-path
is shown in the bottom window and was determined to be 37 m.

a decrease in density and increase in shear modulus are expected to increase the S-wave
velocity of the medium (Aki and Richards, 1980).

An alternative explanation for the higher and lower S-wave velocity found in the
Kaspersbo and Lappberget sections could be the uneven distribution of noise sources,
since it has been shown that an non-isotropically distributed noise sources can lead to er-
rors in the apparent arrival times in cross-correlation functions as discussed earlier. The
error in travel times for direct arrivals induced by non-isotropically distributed wave
intensities have been studied with theoretical methods (Froment et al., 2010) and with
field data (Yao and van der Hilst, 2009) and in both cases found to be negligible (less
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Figure 6.12 – The S-wave picks (blue) from the automatic Kurtosis based algorithm along
with the homogeneous least squares solution (solid red) as a function of distance for
cross-correlation functions with successful S-wave picks. The maximum allowed picking
variations are indicated by the dashed red lines. The picking constraints ensure that other
local maxima (scattered P- or S-waves) are not mistakenly picked as S-wave arrivals.

than 1 %) for tomographic studies. Therefore we consider that the different material
properties are the true explanation for the apparent high and low velocity structures in
the final S-wave velocity model.

6.5 Conclusions

In this article we investigated the possibility of using seismic sensors installed at
depth along with seismic noise generated by mining activities to estimate the seismic
Green’s functions between sensors. The results of numerical simulations indicate that
seismic waves are highly scattered by mining excavations, indicated by the average dis-
tance the waves travel before they are scattered (mean-free-path) that we found was
roughly 35 meters by modeling the numerical seismograms with the diffusion model in
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Figure 6.13 – 2D cross section of the result of the 3-dimensional S-wave velocity inversion.
The velocity is slightly higher in the tunnel network in the Kaspersbo section on the
right and slightly lower in the tunnel network in the Lappberget section on the left. The
outlines of known ore bodies are shown in the bottom figure. The locations of these ore
bodies are determined by drill samples. The high velocity structure overlaps with the
Kaspersbo ore body.

the frequency band [170-220] Hz.

By inspecting the continuous data we found that a large number of noise sources with
broad frequency content are present in an active mine. Not all seismic waves generated
by mining activities are useful to construct seismic Green’s functions between sensors;
more specifically stable, monochromatic vibrations from ventilation fans and sources in
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non-stationary phase locations dominate some cross-correlation functions and retard con-
vergence to the seismic Green’s functions. We developed a selective stacking scheme that
identifies time periods when sources were located in stationary phase locations (and not
monochromatic) and that would therefore contribute positively towards reconstruction
of the seismic Green’s functions. This stacking scheme, along with the highly scattering
medium, enabled us to retrieve estimates of the seismic Green’s functions between sen-
sors.

After we identified and used periods of time where noise sources are in stationary
phase locations (and not monochromatic), the cross-correlation functions show direct
S-wave arrivals and, in the case of favorable orientation, weak P-wave arrivals for low
frequency bands (below 100 Hz). We used the strong S-wave arrivals that are present for
most of the cross-correlation pairs at low frequencies to perform an inversion for the 3D
S-wave velocity structure of the area enclosed by the sensors. The 3D S-wave velocity
structure shows the existence of a high and a low velocity zone that correspond to known
ore bodies with different material properties.

We used the higher frequencies contained in the cross-correlation functions (above 200
Hz) to determine the average distance the seismic waves travel before they are scattered
(mean-free-path). We found the value of the mean-free-path with the cross-correlation
functions to be around 37 meters. This value compares well with the mean-free-path we
found with numerical simulations when only mining excavations were included in the
otherwise homogeneous model. This indicates that the mining excavations are predomi-
nantly responsible for the scattering in this environment.

The methodology we used in this study not only shows many potential applications in
an underground mining environment, but also in any setting where sensors are installed
at depth and broadband seismic noise is locally generated. Other potential applications
include imaging and monitoring oil and gas reservoirs, hydraulic fracturing wells, CO2
sequestration reservoirs, geothermal reservoirs and active fault zones with down hole
sensors.
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6.6 Appendix A

6.6.1 Inversion of the mean-free-path

As shown in (Dainty and Toksoz, 1977), the diffusion model describes the seismic
energy for body waves as a function of space and time as

W (r, t) = E0(4πVst
3ηs

)−3/2exp[−ηiVst−
3r2ηs
4Vst

], (A.1)

where E0 is the source energy, Vs the S-wave velocity, r is the distance and ηi and ηs
are the coefficients for intrinsic and scattering attenuation respectively. By choosing a
reference distance, r1, so thatW1(r1, t1) = 1 J m−3 for t1 = 1s in the same way as Wegler
and Luhr (2001) we can linearize the diffusion model as

lnU(t) = a1 + a2t+ a3
1
t
, (A.2)

here U(t) = W (r,t)
W1

(
t
t1

)3/2
, a1 = ln

[
E0
W1

(4πVst1
3ηs

)−3/2
]
, a2 = −ηiVs and a3 = −3r2ηs

4Vs
.

To use the linearized form of the diffusion model and to determine the scattering
coefficients for different frequencies, we filter seismograms in different frequency bands
and transform from ground motion to energy density, W (r, t), by

W (r, t) =
3∑
i=1

[fi(r, t)]2 + [H{fi(r, t)}]2 , (A.3)

where H{f } is the Hilbert transform of f and fi(r, t) is the filtered i-component seismo-
gram at location r at time t. By now multiplying the energy density by the geometrical
factor t3/2 and taking the logarithm on both sides, we see that we have constructed the
left-hand side of equation A.2 which is only linearly dependent on the three base func-
tions 1, t and 1/t. We can now perform a simple least squares inversion to fit the linear
function with the parameters a1, a2 and a3 to the energy density. Since we know the
S-wave velocity to a good degree, we can calculate the coefficients for intrinsic (ηi) and
scattering attenuation (ηs) from a2 and a3 respectively.

When we are considering synthetic data, the uncertainty of the result of the scatter-
ing attenuation coefficient is reduced by the fact that the inversion is performed for two
variables (a1 and a3) since the intrinsic attenuation is a specified value in our numerical
model (ηi = 10

Vst1
). When using the microseismic data or the cross-correlation functions,

where the intrinsic attenuation is unknown, our inversion is identical to that used in
Wegler and Luhr (2001).
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6.7 Appendix B

6.7.1 Determination of S-wave arrival with kurtosis estimator

To construct a 3-dimensional S-wave velocity model from the source-receiver functions
constructed by cross-correlating ambient seismic noise, we have to determine the arrival
times of these waves in the source-receiver functions. To do we use the commonly used
method of constructing kurtosis estimators of the source-receiver functions (Langet et al.,
2014). The standard definition of the kurtosis, K, of a signal, x, is given by:

K(x1 · · ·xn) = 1
n

n∑
j=1

[
xj − x̄
σ

]4
, (B.1)

where x̄ is the mean of x and σ is the standard deviation of x. As discussed in (Langet
et al., 2014), the maximum value of the kurtosis will be delayed in terms of the true
first arrival. To reduce the bias (the delayed maximum of the kurtosis) we consider the
arrival of the seismic wave to be the maximum of the positive time derivative of the K,
defined as dK+ = dK

dt
if dK

dt
≥ 0 or dK+ = 0 if dK

dt
< 0. In Figure B.1 we show the result

of the kurtosis estimator on one of the cross-correlation functions. The maximum of the
Kurtosis gradient is still slightly delayed with respect to the S-wave arrival. To reduce
this delay, we use the Akaike information criteria (AIC) as defined in (Zhang et al., 2003)
in a window around the peak of the maximum of the Kurtosis gradient and locate the
minimum of the AIC. As explained in (Zhang et al., 2003), this gives a better estimate
of the exact S-wave arrival time.
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Figure 6B.1 – Determining the S-wave arrival by the kurtosis estimator. We consider
maximum value of the positive derivative of the kurtosis estimator as the arrival of the
S-wave.

Automatic picking and detection of seismic waves is hard for a number of reasons (see
for example the introduction of Langet et al. (2014)). For our study it is much simpler,
since we know the S-wave velocity, start time and position of the virtual sources to a
good degree. In other words, we only need to search for the S-wave arrivals in a small
time window.

6.7.2 3D Tomography

To invert for the three-dimensional velocity model, we divided the area enclosing all
source-receiver pairs into blocks. The size of these blocks will determine the resolution
of our 3D velocity model. The volume enclosing the sensors are divided into blocks of
8000 m3 (20 m × 20 m × 20 m). When picking the arrival times of the S-waves, we
considered waves of frequency between 20 and 100 Hz. S-waves with frequency of 100
Hz have a wavelength of roughly 40 m. Bearing this in mind, we spatially smoothed the
final velocity model in 3D with 40 m smoothing windows, since smaller structures can
not be resolved with these wavelengths.

To ensure that the arrival times of the S-waves can accurately be picked, the inter-
sensor distance needs to be larger than the wavelengths of the S-waves so that signals are
not in the near-field. For S-waves of 100 Hz the wavelengths are roughly 40 m. Bearing
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this in mind, sensor pairs with inter-sensor distance of more than 100 m was used to
invert for the S-wave velocity model. Of the 153 cross-correlation pairs, 144 had inter-
sensor distances larger than 100 m. Of these 144 possible S-wave arrivals, 121 S-waves
were successfully picked by the Kurtosis estimator. For the 23 pairs that didn’t have
successful picks, the peak of the Kurtosis estimator was less than a predefined threshold.

Figure 6B.2 – 2D cross section of the synthetic 3D velocity model used to create the
Green’s functions for the checkerboard resolution test.

In order to obtain realistic results, the solution is constrained to a certain range. Since
large deviations in the S-wave velocity is not expected at these depths, the solution is
constrained to the range [0.8×vS; 1.2×vS]. In Figure 12 we can see that the S-wave picks
that were obtained by the Kurtosis estimator fall comfortably inside this constraint. If
the constraint is eased, some of the S-wave picks fall outside the 20% range and cause
random scatter in the final velocity model. This indicates that if the constraint is too
wide, the Kurtosis estimator could mistake other local maxima in the cross-correlation
function as the S-wave arrivals. The value of 20% was chosen because it resulted in a
large reduction in travel time misfit (22%), while not causing random scatter in the final
velocity model.

An important point to note here is that straight rays are assumed between sensors.
Although this assumption is incorrect, it is reasonable in this case for two reasons. Firstly,
the velocity variations are expected to be small in magnitude for the bulk medium. Sec-
ondly, the areas where the velocity contrasts are high, like the mining excavations, are
spatially small enough so that the low frequency components of the direct arrivals in
the estimates of the seismic Green’s functions will not be affected by them (see Fig-
ures 2,5 and 11). To test if this assumption is valid, a numerical checkerboard velocity
model is constructed. Synthetic Green’s function between sensors are generated with full
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waveform modeling (see numerical modeling section), the arrival times of the S-waves
are picked and the 3D inversion is performed to see if the input velocity model can be
recovered. If the correct model is recovered, it will show that the straight-ray assumption
is reasonable in this case. Although we made no direct estimates of the picking error,
if the synthetic test reasonably recovers the checkerboard velocity model, we can also
assume that the picking error is negligible for current purposes.

6.7.3 Checkerboard resolution test

To assess the achievable resolution of the S-wave velocity inversion, we introduced
blocks of consecutive high and low velocity zones in our velocity model, constructed
synthetic Green’s functions with numerical simulations, picked the arrival times of the
synthetic S-waves and finally attempted to retrieve the blocks of high and low veloc-
ity zones. All the steps used in this synthetic test mimic the steps described in the
manuscript for the cross-correlation functions.

Figure 6B.3 – 2D cross section of the result from the inversion of data generated by the
synthetic checkerboard velocity model. This shows the achievable resolution with the
number of successful picks made of the S-wave arrivals of the cross-correlation functions.
The outer edges of the checkerboard model can not be retrieved since no rays pass
through them. For the interior of the array, the correct velocities structures were mostly
recovered.

The difference between the velocity model obtained by the inversion and the actual
synthetic checkerboard velocity model used to generate the seismograms indicates the
areas where the achievable resolution is poor. It also indicates if the straight ray assump-
tion is reasonable and if the S-wave picking algorithm is accurate. The blocks were chosen
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to be 3.4×106 m3 (150 m ×150 m ×150 m) and the variations used were 10% higher and
lower than the background S-wave velocity, as shown in Figure B.2. These parameters
were chosen bearing in mind the maximum velocity excursion we are expecting from the
real data and the inter-sensor distance.

In order to do a realistic resolution test, only the 121 source-receiver functions for
which we could find accurate S-wave picks in cross-correlation functions with real data
are considered. The results of the checkerboard inversion are shown in Figure B.3. Al-
most all of the high and low velocity zones are recovered except for the section between
the Kaspersbo and Lappberget ore bodies, which was to be expected due to the limited
ray orientations of this section.
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Chapter 7

Measuring seismic velocity
variations in an underground mine

After having shown that the seismic Green’s functions can be retrieved between sen-
sors in an underground mine, I now turn my attentions to measuring time dependent
changes in seismic velocity. In my second paper, I show that the reconstructed Green’s
function can be used to make robust, regular estimates of the seismic velocity variations
in the vicinity of the seismic sensors. I measured the time dependent seismic velocity
variations during a blast in a tunnel in the underground mine. I also investigated the
timing and location of aftershocks and the expected static stress change from the blast.
This experiment offered the unique opportunity to provide insights into the effects of a
large dynamic stress perturbation on the surrounding medium, like the mechanisms of
earthquake triggering.



MEASURING SEISMIC VELOCITY VARIATIONS IN AN UNDERGROUND MINE

7.1 Preliminary methods and parameters

Before I show the final results of the experiment, I will briefly discuss some of the
technical parameters I needed to investigate, before applying the methods developed to
measure velocity variations in crustal seismology in an underground mine.

7.1.1 Determining window for measuring velocity variations

As shown in Chapter 6, many of the sources present in an underground mining en-
vironment are monochromatic and stable (for instance ventilation fans). While I have
developed a processing scheme that succeeds in recovering good estimates of the direct
arrivals of the seismic Green’s functions, I have to make sure that the coda parts of the
cross-correlation functions are representative of real multiply scattered seismic waves and
not an aliasing effect of monochromatic signals. To investigate this, I have to ensure that
the seismic waves decay exponentially as expected (Aki, 1969; Aki and Chouet, 1975).
If I incorrectly mistake the aliasing of a monochromatic signal as stable seismic coda,
it will lead to an underestimation of the seismic velocity change, because the changes
measured in the sections that are dominated by the monochromatic signal will tend to
zero.

In Figure 7.1, I show the stack of all correlation functions for one station pair for the
entire time period, along with its envelope. The coda part of the cross-correlation func-
tion decays exponentially up to roughly 0.4 seconds positive lag-time and -0.6 seconds
negative lag-time. After these times, the coda waves do not decay exponentially and
the envelope flattens out. From this figure, it appears likely that the cross-correlation
function only represents real scattered seismic waves between -0.6 and 0.4 seconds and
the apparently stable coda at larger lag-times is an aliasing effect from monochromatic
sources. I investigated the envelope of the total stack of each of the 153 cross-correlation
functions and in the following section used the windows that represent real scattered
seismic waves to calculate the travel time variations for each station pair.

7.1.2 Calculation of relative velocity variations

In the next section, I construct hourly estimates of the seismic Green’s function
and measure relative travel time variations between them by using the moving-window
cross-spectral technique (Clarke et al., 2011). The method is a variation of CWI (see
Section 3.2) and entails calculating delay-time shifts between two cross-correlation func-
tions in the frequency domain for different lag-time windows and performing a weighted
least squares linear regression to estimate the travel time change between the two cross-
correlation functions. In the linear regression, the delay-time measurements are weighted

98



7.1 Preliminary methods and parameters

Figure 7.1 – Stack of cross-correlation functions for the entire 25 day period for one
station pair (top) and the envelope and smoothed envelope (bottom). The coda part of
the cross-correlation function decays exponentially up to -0.6 and 0.4 seconds lag-time,
after which the aliasing of the monochromatic signals prevent the coda waves to decay
as expected.

by the coherence of the cross-correlation functions in the corresponding windows. The
frequency band that resulted in the most stable measurements was found to be 100 -
240 Hz. The low frequency band (≤ 50 Hz) was found to be particularly affected by the
aliasing effect of the monochromatic sources I described in the previous section.

In Figure 7.2, the measurement of the travel time shift between two cross-correlation
functions is shown. The measurements up to different maximum lag-times are indicated
on the figure, namely up to 0.5 second lag-time and up to 0.95 second lag-time. The
two measurements illustrate the effect that I suggested in the previous section - after
0.5 seconds the coda part of the cross-correlation function is no longer representative
of real scattered seismic waves travelling between seismic sensors, but an artefact of
monochromatic signal aliasing. As a result, if I measure the travel time variations up to
0.5 seconds, I find a shift of 2.5× 10−4, whereas if I measure up to 0.95 seconds, I only
find a shift of 1.2×10−4. The aliasing effect of the monochromatic signals that dominate
at longer lag-times cause the travel time change estimate to be underestimated, because
the cross-correlation functions are very coherent during these times, but the delay time
measurements indicate low values.
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Figure 7.2 – Travel time variations measured with the MWCS technique for two cross-
correlation functions. The colors of the points (bottom) indicate the coherence of the
cross-correlation functions in each lag-time window. After 0.5 seconds there are points
with high coherence, but with small delay times. This is due to the aliasing of monochro-
matic signals.

7.1.3 Inversion for time dependent velocity changes

In order to obtain the time dependent velocity variations for an entire period, it is
common to measure changes between individual cross-correlation functions and an ar-
bitrary reference cross-correlation function. The reference cross-correlation function can
be the average of all available cross-correlation functions or the average of a subset. In
an environment where it is possible that the cross-correlation functions can change due
to medium or source changes, using this method could introduce large errors if the cross-
correlation functions become incoherent over time (Hillers et al., 2014).

In the subsequent section, I will use a way to determine the time dependent seismic
velocity variations that eliminates the need to introduce an arbitrary reference function.
In this method, the travel time variations between each cross-correlation function and
all the other cross-correlation functions are measured and a Bayesian least squares in-
version is performed to find the time dependent seismic velocity variations (Brenguier
et al., 2014). This method requires N×(N−1)

2 measurements compared to N measurements
when using an arbitrary reference. However, the advantage of this method is that all mea-
surements, weighted by their coherences, are inverted simultaneously, which reduces the
potential errors introduced by changing cross-correlation functions. This method could
be of particular use if the cross-correlation functions are not coherent for the entire time
period.
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Figure 7.3 – Travel time variations for one station pair. The travel time variations are
shown using the standard stack and compare method (top). The color indicates the
coherence of the value and is indicative of the error. The large fluctuations are obtained
when the coherence is low. The travel time variations obtained by inverting for the travel
time curve are shown in the bottom panel along with the standard method. Since the
inversion takes the coherence of each measurement as a weight, the large fluctuations
when the coherence is low for the standard method disappears.

In Figure 7.3, the relative velocity variations for one station pair using both methods
are shown. In panel a, it is clear that when using a reference consisting of all cross-
correlation functions, the travel time variations are large when the coherence between
the current cross-correlation function and reference cross-correlation function is low (see
days 3 to 5 or days 22 to 25 for instance). In panel b, the travel time variations are
shown when using the Bayesian least squares inversion. The large fluctuations during
times of low coherence disappear, so that the only fluctuations that are consistent for
the two methods are when the coherence is high for the arbitrary reference measurement.
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Key points:
• Seismic velocity variations were examined with seismic noise correlations in a mine during a
blast.
• A sudden decrease, gradual relaxation and permanent changes in the seismic velocity are
observed.
• Elastic modelling shows that the permanent changes in velocity are due to changes in static
stress.

Abstract: The in situ mechanical response of a rock mass to a sudden dy-
namic and static stress change is still poorly known. To tackle this question,
we conducted an experiment in an underground mine to examine (1) the
influence of dynamic and static stress perturbations on seismic velocities,
(2) elastic static stress changes, and (3) induced earthquake activity asso-
ciated with the blast and removal of a portion of hard rock. We accurately
(0.01%) measured seismic velocity variations with ambient seismic noise cor-
relations, located aftershock activity, and performed elastic static stress mod-
eling. Overall, we observe that the blast induced a sudden decrease in seismic
velocities over the entire studied area, which we interpreted as the damage
due to the passing of strong seismic waves. This sudden process is followed
by a slow relaxation lasting up to 5 days, while seismic activity returns to its
background level after 2 days. In some locations, after the short-term effects
of the blast have subsided, the seismic velocities converge to new baseline
levels and permanent changes in seismic velocity become visible. After com-
paring the spatial pattern of permanent seismic velocity changes with elastic
static stress modeling, we infer that the permanent seismic velocity changes
are due to the change in the static volumetric stress induced by the removal
of a solid portion of rock by the blast. To our knowledge, this is the first ob-
servation of noise-based permanent seismic velocity changes associated with
static stress changes.

7.2 Introduction

The behaviour of the crust shortly after earthquakes has been the subject of numer-
ous studies but many co- and post-seismic processes remain poorly understood. These
processes are important to properly model and understand the behaviour of faults and
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earthquake cycles. Damage and healing of the bulk rock mass, post-seismic deformation
and the mechanisms of triggering are still not well understood (Scholz, 2002; Gonzalez-
Huizar and Velasco, 2011; Johnson et al., 2015). This is partly due to the complexity of
the stress distribution and heterogeneities in the fault zone and partly due to the lack
of information and measurements close to faults. Laboratory stick slip experiments have
provided insights into earthquake cycles and dynamic triggering (Johnson and Jia, 2005),
but real faults have complex frictional properties and can be triggered by environmental
factors like groundwater depletion (Amos et al., 2014), fluid pressure (Shapiro et al.,
2003), dynamic stress perturbations from large earthquakes (Gomberg et al., 2001; Hill
et al., 1993; Gomberg et al., 2004) and quasi-static stress changes from slow-slip events
(Bouchon et al., 2011), which makes dynamic triggering and real earthquakes hard to
model (Bakun and Lindh, 1985).

The mechanism of dynamic triggering is not well understood since the dynamic strain
from large earthquakes is small beyond a few fault radii (Gomberg et al., 2003). Often
delay times of minutes to hours between the initial large event and the "triggered" mi-
croseismic events are reported, which makes it hard to attribute the triggering of the
latter to the former. Earthquakes can be considered to be dynamically triggered if the
start time is within seconds of the arrival of the direct waves of the triggering event,
allowing for a reasonable nucleation time (Tape et al., 2013). In other cases, the occur-
rence of triggered events are attributed to changes in the elastic static stress induced
by the large earthquakes, where the relatively small change in elastic stress by a large
earthquake moves another fault closer to failure (Stein, 1999; Mantovani et al., 2010).
This mechanism allows for much larger delay times between the initial earthquake and
triggered earthquakes.

To better understand how the crust responds to large earthquakes, there is a need
to improve current methods for measuring in-situ stress change and damage near active
faults. Strain cells, tiltmeters and extensometers have all been used in active fault zones,
but the measurements are very localised and do not provide a complete picture of what
is happening at depth.

On the other hand, seismic velocities of rock are sensitive to changes in applied stress
(Nur, 1971; O’Connell and Budiansky, 1974; Lockner et al., 1977). The relation between
applied stress and seismic velocity has been attributed to the opening and closing of
microcracks, which will decrease and increase the seismic velocities, respectively. If the
seismic velocity variations can be determined to the required accuracy, known stress
changes like the deformation of the earth’s crust due to the earth tides or the stress
caused by atmospheric air pressure changes can be used to calibrate these stress-induced
velocity variations (Fazio et al., 1973; Reasonberg and Aki, 1974; Leary et al., 1979). Un-
fortunately the sensitivity of seismic velocity to applied stress is low (Yamamura et al.,
2003), so that the seismic velocities have to be measured very accurately to be able to
detect the processes of interest.
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Over the last decade a new method has emerged that eliminates the need for an
active source or repeating earthquakes. Cross-correlating ambient seismic noise can be
used to construct estimates of the seismic Green’s function between sensors pairs, ef-
fectively turning one of the sensors into a virtual source (Shapiro and Campillo, 2004;
Roux and Kuperman, 2004; Sabra et al., 2005b; Campillo, 2006). This creates stable
virtual seismic signals with which we can regularly measure small changes in the seis-
mic velocity (Sens-Schönfelder and Wegler, 2006). With this method, it has been shown
that large earthquakes have measurable effects on seismic velocity. Significant co-seismic
velocity drops have been reported along with a gradual relaxation back to pre-seismic
levels (Brenguier et al., 2008a; Cheng et al., 2010). The velocity drops have been shown
to be located in the rupture zone of the large event or in areas where the susceptibility of
seismic velocities to stress change is large, like volcanic regions with high pore pressure.
Significant precursory velocity changes have also been reported for volcanic eruptions
(Brenguier et al., 2008b), mud landslides (Mainsant et al., 2013) and even earthquakes
(Niu et al., 2008).

In this study, we investigate whether accurate measurements of seismic velocity vari-
ations can provide insights into the immediate and long-term effects of a sudden dynamic
stress perturbation on the surrounding rock. The experiment was conducted in an en-
vironment that is well instrumented and fits naturally between laboratory and crustal
scale - an active underground mine.

7.3 Data and methods

In an effort to understand the immediate and long-term effects of a sudden dynamic
stress perturbation and elastic static stress changes on the surrounding medium, we
conducted a small scale experiment in an active underground mine while recording con-
tinuous seismic data with the standard mine IMS microseismic monitoring network. The
experiment consisted of simultaneously detonating multiple explosives in a 20 m3 volume
in a mining tunnel and examining the effects on the surrounding rock by considering trig-
gered seismicity, seismic velocity variations and modeled elastic static stress behaviour.
The blast produced peak ground motions of up to 30 mm/s on geophones roughly 50 m
away.

The location of the blast and subsequent aftershocks relative to the mining tun-
nels and sensors are shown in Figure 1. The aftershocks are not grouped evenly around
the location of the blast, but appear clustered. The locations of the aftershocks stay
reasonably constant over a 2-day period and no convincing migration patterns were ob-
served. The time distribution of the aftershocks follows Omori’s law with a p value of
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Figure 7.4 – Side view of the mine plans of Boliden’s Garpenberg mine in Sweden along
with the locations of the seismic sensors (top). Zoomed view of the location of the blast
and the proceeding aftershocks (bottom). The aftershocks are coloured by the amount
of time elapsed after the blast. The aftershocks are not located homogeneously around
the area where blasting occurred and no clear migration pattern is visible.

0.48, which seems low but is reasonable in a mine setting (Vallejos and McKinnon, 2010).

To better understand the immediate effect of the blast on the surrounding medium
and the mechanism behind the aftershocks, we examined hourly measurements of the
seismic velocity variations. Most of the previous studies where ambient seismic noise
correlations have been used to measure seismic velocity variations have used surface
seismic sensor arrays. In these scenarios, the surface waves from the interaction of the
ocean waves with the solid earth provide stable seismic noise sources that can be used
to make daily measurements of seismic velocity variations. However, these surface waves
have limited sensitivity and resolution for structures located at depths larger than the
considered wavelengths. Therefore, they are not ideally suited for many sub-surface ap-
plications.
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Recently it has been shown that the noise generated by mining activity can be used to
construct good estimates of the seismic Green’s function if the noise is carefully selected
(Olivier et al., 2015). This potentially creates a stable, repeatable signal with which we
can regularly measure small seismic velocity variations in an underground mining envi-
ronment. In order to measure small changes in the seismic velocity, we want to construct
robust, regular estimates of the seismic Green’s functions between sensors.

The processing scheme that we employed in this study is a variation of the method
described in detail in Olivier et al. (2015) and only briefly outlined here. Every hour
of continuous data is split into 10 second sections, spectrally whitened between 20 and
240 Hz and one-bit normalised. The resulting sections are cross-correlated among station
pairs. If the 10 second cross-correlation function (CCF) for a specific station pair has a
signal-to-noise ratio of 2 or more in a window around the lag-time corresponding to the
expected arrival time of the primary S-wave, the CCF is added to the hour stack for this
station pair. The resulting stack is used as the hourly CCF.

This processing scheme succeeds in recovering stable estimates of the seismic Green’s
function every hour. All CCFs for one station pair are shown in Figure 7.5. Each coloured
line in the bottom part represents an hourly CCF while the average for the entire time
period is shown at the top of the figure. A remarkable feature visible here is the temporal
stability of the cross-correlation functions, especially in the coda of the CCFs. The coda
of the CCFs are expected to be more stable as a function of time than the direct arrivals.
This is due to the fact that the direct arrivals are more sensitive to changes in seismic
sources than the coda when constructing CCFs (Froment et al., 2010).

These stable hourly estimates of the seismic Green’s function are used to measure
time dependent relative seismic velocity variations by using the moving-window cross-
spectral technique (Poupinet et al., 1984; Clarke et al., 2011). This method is only used
to measure changes of the seismic velocity in the coda of the CCFs. By excluding the
direct arrival when measuring the relative velocity variations, we reduce the errors due
to potential changes in the seismic sources. Relative velocity variations were measured
in the frequency band 100-240 Hz and in the lag-time window between 0.02 s after the
expected arrival of the direct S-wave and up to 0.4 seconds. A large number of differ-
ent processing parameters were tested and these particular parameters resulted in the
smallest errors.

In order to obtain the time dependent velocity variations for an entire period, it is
common to measure changes between individual CCFs and an arbitrary reference CCF.
The reference CCF can be the average of all available CCFs or the average of a subset.
In an environment where it is possible that the CCFs can change due to medium or
source changes, the use of this method could introduce large errors if the CCFs become
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Figure 7.5 – Stack of all cross-correlation functions (top) and hourly cross-correlation
functions for one station pair for the 12 day period (bottom). The time of the blast
is indicated by a black dotted line. The cross-correlation functions appear stable for
up to at least 0.7 second lag-time. The inset indicates which stations were used to
construct the cross-correlation functions. The grey rectangles indicate the windows that
were considered when measuring the velocity variations (after the direct S-wave, up to
0.4 seconds).

incoherent over time (Hillers et al., 2014).

Recently, a new way to determine the time dependent seismic velocity variations has
been proposed that eliminates the need to introduce an arbitrary reference function. In
this method, the travel time variation between each CCF and all the other CCFs are
measured and a Bayesian least squares inversion is performed to find the time dependent
seismic velocity variations (Brenguier et al., 2014). This method requires K×(K−1)

2 mea-
surements compared toK measurements when using an arbitrary reference. However, the
advantage of this method is that all measurements, weighted by their coherences, are in-
verted simultaneously, which reduces the potential errors introduced by a changing CCF.

In order to locate the regions where the velocity variations occur, we average the ve-
locity variations for the N−1 cross-correlation pairs involving a specific sensor (where N
is the number of sensors). The seismic velocity variations are measured in the frequency
band 100-240 Hz. At these frequencies the seismic wavefield is diffuse due to the scat-
tering caused by the mining excavations and tunnels (Olivier et al., 2015). As a result
the sensitivity kernels, based on diffusion approximations, has a pronounced maximum
close to the sensors. The average of N − 1 velocity variations involving a specific sensor
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is therefore a good approximation for the velocity change at this sensor. This averaging
process also decreases the errors in the apparent seismic velocity variations introduced
by changing noise source locations, since the sensor pairs are orientated at different az-
imuths to the changing noise sources.

7.4 Results

The relative velocity variations averaged for one sensor is shown in Figure 3 along
with the temporal distribution of the aftershocks. The aftershocks occur minutes to hours
after the blast (see bottom of Fig. 3). This is much later than the arrival of the direct
seismic waves, which indicates that the microseismic events are not directly triggered
by the passing dynamic strain wave. The spatial clustering and delayed timing of the
aftershocks indicate that they were either triggered by the changed static stress or by
another mechanism.

Three remarkable features are visible in the relative velocity variation curve. Firstly,
an immediate decrease of roughly 0.025 % is visible at the time of the blast. The velocity
drop is followed by a slow relaxation that takes roughly 5 days. For large earthquakes in
a crustal setting, the relaxation can take years (Brenguier et al., 2008a). Finally, after 5
days the velocity has converged to a new baseline value.

The mechanism by which seismic velocities decrease in response to dynamic stress
perturbations is often described as related to damage, that is the opening of cracks or mo-
tions at the grain joints. Therefore, we attribute the immediate velocity drop to damage
and plastic deformation induced by the strong shaking of the production blast, whereas
the subsequent relaxation is interpreted as the closing of the newly opened cracks and
fractures by the confining static stress. Our results are very similar in shape to lab-
oratory experiments (e.g. Figure 4d in Johnson and Jia (2005)) showing the so-called
instantaneous weakening (fast dynamics) followed by a gradual healing of the medium
(slow dynamics).

Arguably the most interesting feature of the velocity variations in Figure 3 is that
the seismic velocity ultimately increases in response to the blast for this sensor. This
result might seem unusual, since it is expected that the seismic velocity will decrease in
response to the weakening of the medium by the blast. For other sensor locations, we do
see a permanent decrease in the seismic velocity after the relaxation. In our opinion, the
only physical mechanism for an increase of the seismic velocities in this scenario could be
an increase in elastic static stress due to the removal of a piece of solid rock by the blast.
Such modifications to excavations combine with the virgin stresses to produce zones of
increased stress as well as zones of decreased stress.
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Figure 7.6 – Seismic velocity variations averaged for one sensor (top). Three features
are present: an immediate decrease during the blast, relaxation that takes up to 5 days
after the blast and the permanent change in baseline of the seismic velocity. The bottom
figure shows the cumulative number of events recorded during the 15 day period, along
with the number of events recorded every 10 minutes. The inset shows a zoomed view of
the hour in which the blasting took place. The seismic activity rate peaks at 7 minutes
after the blast.

To estimate the 3D elastic stress changes due to the blast, we constructed and solved
an elastic static stress model. This entails creating a 3D model with the mined-out regions
enclosed by free-surfaces and surrounded by homogeneous isotropic rock and using the
displacement discontinuity boundary-element method (Jager and Ryder, 2002). In short,
this method estimates the value of the stress at each element in our model as the sum
of the Kelvin solutions for the stress induced at this element by the virgin stress acting
individually on each of the other elements in our model. This process is repeated after a
20 m3 piece of rock is removed in the location where blast was detonated and the differ-
ence between the two model solutions represents the modeled static stress change. The
virgin stress used in the model was measured by CSIRO cell over-coring measurements,
and measured values of the Young’s modulus and Poisson’s ratio were used (Boliden,
2014).

To approximate the values of the velocity change between sensors we used a 3D
triangulation-based linear interpolation method. To visualize the velocity changes, iso-
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Figure 7.7 – Comparison of iso-surfaces of the immediate change in the seismic velocity,
the permanent change in the seismic velocity and the modeled volumetric stress change.
The permanent change in the seismic velocity (5 days after blast) and the modeled static
stress change are qualitatively in agreement for most locations.

surfaces of the interpolated values were created. Even though it is possible to create
high-resolution 3D images of the modeled elastic static stress changes, we chose to only
calculate the elastic static stress changes in the vicinity of each seismic sensor and use the
same 3D interpolation and visualisation method used to visualize the velocity changes.
This was done in order to minimise the influence of the interpolation method on our
final interpretations. The average of all elements within 10 m of each sensor was used as
the value of the modeled stress change at this sensor.

Figure 4 shows the locations of the blast and aftershocks along with immediate
changes of the seismic velocity (A), the permanent changes of the seismic velocity (B)
and the changes in the modeled elastic static stress (C).

The permanent change in seismic velocity and the modeled change in volumetric
stress 1

3(σ11 + σ22 + σ33) are generally in agreement for most locations - there is an in-
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crease in modeled volumetric stress to the north-east of the blast and a decrease to the
south-west. A comparison of the relative velocity change to the modeled stress change
indicate a velocity-stress sensitivity of the order of 10−8/ Pa, which compares well with
values reported in literature (see table in Yamamura et al. (2003)). The similar spatial
distribution, along with the plausible value for the velocity-stress sensitivity, indicates
that the change in baseline of the seismic velocity could be a good proxy for the change
in elastic static volumetric stress.

Although the comparison between the two independent methods are qualitatively
convincing, there are a few areas where the methods are not in complete agreement. The
difference is especially clear in the area where the aftershocks are clustered (directly to
the south of the blast in Fig. 4). The presence of fractured zones, as indicated by the
spatial clustering of the aftershocks, could explain the discrepancy between the modeled
stress change and the observed velocity changes. In other words, the homogeneous static
stress model could be too simple to accurately represent the complex rock mass in these
zones.

The majority of the aftershocks are clustered in an area where we see an immedi-
ate decrease in the seismic velocity and also a change in modeled elastic static stress.
However, the aftershocks are not necessarily located in areas where we see the largest
change in either of these quantities. This could indicate that the aftershocks occur on an
optimally orientated fault that was activated by the changes in elastic static stress from
the blast. The location of the cluster of aftershocks could also indicate that this area was
highly stressed before the deformation and more susceptible to induced fracturing. This
observation is consistent with previous results obtained in a mine environment (Castel-
lanos and Van der Baan, 2015).

7.5 Conclusions

An experiment was performed in which a blast was detonated in a tunnel in an un-
derground mine while seismic velocity variations were accurately (0.01 %) measured with
ambient seismic noise correlations. Additionally, aftershock activity was examined and
the influence of the removal of a piece of solid rock was estimated with elastic static
stress numerical modeling. The majority of the aftershocks were delayed with respect to
the passing of the dynamic waves from the blast, while the locations of the aftershocks
appeared clustered and not homogeneously spread around the blast location.

A significant velocity drop is visible during the time of the blast, which is interpreted
as a consequence of damage and plastic deformation. These non-elastic effects are healed
by the confining stresses over a period of 5 days until the seismic velocity converges to
a new baseline level. The instantaneous weakening and gradual healing observed from
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the velocity variations are qualitatively similar to results reported in laboratory studies.
The change in the baseline level of the seismic velocity before and after the blast indi-
cates a change in the static stress that is comparable to the results of elastic static stress
modelling. The differences between the elastic model predictions and the seismic velocity
variations could be due to zones of fractured rock, suggested by the spatial clustering
of the aftershocks, that are not represented by the simple homogeneous isotropic elastic
model.
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Conclusions

In this dissertation, I presented the results of my research into applying noise-based
methods to seismic data recorded in mines. The application of this method is of great
interest as it could potentially be used to improve safety in mines and increase produc-
tivity. Since many mines have modern seismic monitoring networks, this method could
be applied at relatively low cost, because no extra hardware is required and data is used
that would normally be discarded.

In Chapter 2 and 3 I introduced the fundamental methods and concepts that I used
throughout my dissertation. I then showed the past imaging and monitoring applications
of the method in crustal seismology in Chapter 4. The diverse range of environments
where this method has been successfully applied, served as encouragement that the
method could be applied in mines. In Chapter 5, I discussed some of the potential
applications of this method in mines, including seismic exploration, re-entry protocols
and stress change monitoring. All these applications depended on an unresolved question:
can the noise generated by mining activity be used to reconstruct the seismic Green’s
function between sensors in an underground mine?

In Chapter 6, I set about carefully evaluating the seismic noise recorded in mines and
it’s potential use to construct seismic Green’s functions. To my knowledge, this has never
been done successfully in a mining environment. Before I calculated the cross-correlation
functions, I constructed a finite difference numerical model that consisted of the tunnels
and mined out areas, to generate numerical estimates of the seismic Green’s functions.
This was created to investigate if the scattering caused by mining tunnels and voids
create favourable conditions to reconstruct the seismic Green’s function. I found that
the tunnels and excavations cause severe scattering of the seismic waves, indicated by a
mean-free-path of roughly 30 meters. Since each of these scatterers can act as secondary
seismic sources when excited, the scatterers improve our chances of recovering the seismic
Green’s function - even in the absence of stable seismic sources.

When considering actual seismic data recorded in an underground mine, I found
that some of the seismic noise is not suitable to use to reconstruct the seismic Green’s
function. In particular, the presence of stable monochromatic signals from mechanical
sources (like ventilation fans) prohibit the convergence of the cross-correlation functions
to the seismic Green’s function. In an effort to suppress these monochromatic signals
and amplify the signals that could aid the recovery of the seismic Green’s function, I
developed a selective processing scheme. By implementing this scheme, I showed that
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good estimates of the seismic Green’s functions can be retrieved for 80% of the 153
station pairs for the frequency band 20 - 400 Hz.

In the low frequency band (< 100 Hz), the cross-correlation functions are in the single
scatter regime and had clear direct arrivals. I used the direct arrivals and an automatic
picking algorithm to create a 3D S-wave velocity model of the mining area. The location of
a high-velocity anomaly was in agreement for a known ore-body. The differences between
the velocity of the ore-body and host rock were estimated from laboratory measurement
on core samples and were generally in agreement with my 3D model. This application
showed the promise of using the method to create 3D velocity models that can be used
for mineral exploration and for locating microseismic events more accurately.

In Chapter 7, I used the reconstructed Green’s functions to measure small changes in
the seismic velocity during a blast in the mine. I also examined the aftershock activity
and modelled the elastic static stress changes associated with the removal of a piece
of rock in the location where the blast was performed. This experiment presented a
unique opportunity to examine the response of the medium to a large dynamic stress
perturbation, and the mechanisms behind earthquake triggering.

A significant velocity drop is visible during the time of the blast, which is interpreted
as damage and plastic deformation. This observation has been seen in numerous crustal
studies for large earthquakes. These non-elastic effects are healed by the confining stresses
over a period of 5 days, until the seismic velocity converges to a new baseline level. The
instantaneous weakening and gradual healing observed from the velocity variations are
qualitatively similar to results reported in laboratory studies. In my opinion, the most
interesting aspect about the velocity variations is that some sensors experience a perma-
nent increase in seismic velocity. The change in the baseline level of the seismic velocity
before and after the blast indicates a change in the static stress, that is comparable to
the results of elastic static stress modelling. The differences between the elastic stress
model predictions and the seismic velocity variations could be due to zones of fractured
rock. These zones are indicated by the spatial clustering of the aftershocks, that are not
represented by the simple homogeneous isotropic elastic model.

When considering the induced earthquakes, I found that the the locations of the
aftershocks appeared clustered and not homogeneously spread around the blast location.
The spatial clustering of the aftershocks, along with the location of the damage-driven
(immediate) and stress-driven (long-term) velocity changes, indicate that the aftershocks
are either located on an optimally orientated fault that was activated by the change in
the elastic static stress, or in an area that was highly stressed and more susceptible to
fracturing by the blast.

The results presented in this dissertation indicate that ambient seismic noise cor-
relations and the corresponding seismic velocity changes can be used for imaging and
monitoring applications in underground mines.
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Future work and outlook

I hope that the results presented in this dissertation will form the foundations of some
future studies. During the course of my PhD studies, I have found that for the method
to work, a thorough investigation of the seismic data is required in order to set up the
correct processing parameters. Due to the complexity of the method and the substantial
differences between sites, the method can not be used as a "black box" to monitor the
elastic properties of the rock inside mines at this stage. Ultimately, I am working towards
turning this into a method that can be used routinely in all underground mines with mi-
croseismic monitoring networks around the world. I believe this method has tremendous
potential in the mining industry to improve miner safety and increase productivity.

Currently, I am working on a few other mining projects where I plan to use the ambi-
ent seismic noise based methods developed during my PhD studies, in conjunction with
conventional microseismic monitoring. I plan to implement this method to attempt to
detect movement in the pit walls of an open pit mine in the near future. For this goal,
I have collected more than 1 year of continuous data in an open pit mine. I am also
interested in applying this method to underground mines that are prone to relatively
large seismic events (for instance deep gold mines in South Africa), since I believe that
this method could indicate whether seismic velocity changes can be detected before large
earthquakes (which have previously been hinted at). I am currently involved in an indus-
try funded research project to examine whether seismic velocity variations can be used
to predict large seismic events in mines. Finally, I hope to implement this method in a
mine with a dense sensor network. Some mines have more than 200 seismic sensors in a
relatively small region (< 4 km3). As stated in Chapter 2.3, this method is ideally suited
for large sensor networks. A network with this density provides great potential for this
method to image and monitor the mining area with high resolution.
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