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Abstract 

Membrane proteins are essential components of all cellular life forms. Apart from 

helping the lipid membrane maintain its main barrier function, membrane proteins are 

responsible for a vast variety of cellular functions ranging from the perception of external 

stimuli to membrane fusion. Huge effort is thus directed towards the study of membrane 

proteins particularly as their defective function is often a cause of serious medical disorders. 

However, a major factor that makes in vitro investigations of membrane proteins 

complicated is the problem of reconstruction of their natural environment, i.e. the lipid 

bilayer. This is especially relevant to the structural investigations of membrane proteins. 

Currently the main source of high-resolution information for membrane proteins is X-ray 

crystallography and here the production chain is full of difficulties, starting from protein 

expression, purification and crystallisation and ending with diffraction data collection and 

structure solution. 

In the work presented here two methodological developments aimed at helping to 

produce high-resolution crystal structures of membrane proteins are reported and applied 

to the biologically-relevant, ‘real world’ case of the elucidation of the mechanism of signal 

transduction of a transmembrane histidine kinase. 

In X-ray crystallography samples vary in size, shape and diffraction quality. Thus, in 

order to collect diffraction data in the most efficient way the crystal sample should be 

properly characterised prior to the actual data collection step. Raster X-ray scanning has 

proved to be the most viable technique to do this and in this context a method of sample 

pre-characterisation, applicable throughout protein crystallography is presented. The 

method developed estimates the positions, sizes and quality of diffraction of each crystal in 
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the scanned area, information which can then be used for the rational design of the data 

collection process. The performance of the method is demonstrated on several different 

types of protein crystal samples. 

A bottleneck in production of crystal structures of proteins is often in the solution of 

the so-called ‘phase problem’. When molecular replacement cannot be used for this the 

most widespread techniques are SAD or MAD-based experimental phasing, both of which 

imply incorporation of anomalous scatterers into the crystal(s) being analysed. In the list of 

potential useful anomalous scatterers halides particularly stand out, mostly because their 

low toxicity and ease of handling, but also because of the potentially large anomalous signals 

introduction of such ions into a crystal can produce. Indeed, the protocol of the cryo-soaking 

of protein crystals in halide-containing solutions has been shown to be successful in the 

resolution of many crystal structures of soluble proteins. Here, similar protocols were tested 

in the solution of the crystal structures of four different classes of membrane protein, work 

which suggests that the introduction of iodide into crystals of membrane proteins could be 

a routinely successful method for addressing the phase problem in the case of membrane 

protein crystal structures. 

Sensor histidine kinases are one of the most common transmembrane receptors, 

present in all kingdoms of Life. However, understanding the mechanism of signal 

transduction employed by sensor histidine kinases is a fundamental question that currently 

remains unanswered. In order to shed light on the structural changes involved in the 

transmission of the signal across the lipid membrane also presented here is the crystal 

structure of a construct of the histidine kinase NarQ – a sensor of nitrates/nitrites – from 

Escherichia coli. The construct studied contains periplasmic sensor domain, the 

transmembrane helices and the cytoplasmic HAMP domain and crystal structures were 
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determined in both ligand-bound and mutated apo states. The crystal structures presented 

provide insight into the conformational changes occurring in the transmembrane domain 

and in the downstream HAMP domain during the ligand-induced signal transduction. The 

progress of the structural investigation was greatly enhanced by applying methodological 

developments presented in this work.  
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Résumé 

Les protéines membranaires sont des composants essentiels de toutes les formes de 

vie cellulaire. En plus que d'aider la membrane lipidique à maintenir sa principale fonction 

de barrière, les protéines membranaires sont responsables d'une grande variété de 

fonctions cellulaires allant de la perception des stimuli externes à la fusion membranaire. 

Un énorme effort est donc dirigé vers l'étude des protéines membranaires, d'autant plus 

que leur fonction défectueuse est souvent cause de graves maladies. Cependant, un facteur 

majeur qui rend compliqué les recherches in vitro des protéines membranaires est le 

problème de la reconstruction de leur environnement naturel, c'est-à-dire la bicouche 

lipidique. Ceci est particulièrement pertinent pour les études structurelles des protéines 

membranaires. Actuellement, la principale source d'informations à haute résolution pour 

les protéines membranaires est la cristallographie aux rayons X et, ici, la chaîne de 

production des structures est pleine de difficultés, à partir de l'expression des protéines, de 

la purification et de la cristallisation et se terminant par la collecte de données de diffraction 

et la solution structurale. 

Dans le travail présenté ici, deux développements méthodologiques visant à aider à 

produire des structures cristallines à haute résolution des protéines membranaires sont 

rapportés et appliqués au cas réel de l'élucidation du mécanisme de transduction du signal 

d'une histidine kinase transmembranaire. 

Dans la cristallographie aux rayons X, les échantillons varient en taille, en forme et 

en qualité de diffraction. Ainsi, afin de collecter les données de diffraction de manière plus 

efficace, l'échantillon devrait être correctement caractérisé avant l'étape de collecte de 

données. L’analyse raster par rayons X est la technique la plus viable pour ce faire et, dans 
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ce contexte, une méthode de pré-caractérisation de l'échantillon, applicable dans toute la 

cristallographie protéique, est présentée. La méthode développée estime les positions, les 

tailles et la qualité de la diffraction de chaque cristal dans la zone scannée, des informations 

qui peuvent ensuite être utilisées pour la conception rationnelle du processus de collecte 

de données. La performance de la méthode est démontrée sur différents types 

d'échantillons de cristaux de protéines. 

Un goulot d'étranglement dans la production des structures cristallines des protéines 

est souvent dans la solution du soi-disant «problème de phase». Lorsque le remplacement 

moléculaire ne peut pas être utilisé pour cela, les techniques les plus répandues sont les 

techniques de mise en phase expérimental basé sur SAD ou MAD, ce qui implique 

l'incorporation de diffuseurs anormaux dans le(s) cristal(s) à analyser. Dans la liste des 

diffuseurs potentiellement utiles, les halogénures se distinguent particulièrement, 

principalement parce que leur faible toxicité et leur facilité de manipulation, mais aussi 

parce que la grande capacité à produire un signal anormal de ces ions dans un cristal. En 

effet, le protocole du cryo-trempage des cristaux de protéines dans les solutions contenant 

des halogénures a été démontré pour réussir dans la résolution de nombreuses structures 

cristallines de protéines solubles. Ici, des protocoles similaires ont été testés dans la solution 

des structures cristallines de quatre classes différentes de protéines membranaires, ce qui 

suggère que l'introduction de l'iodure dans des cristaux de protéines membranaires pourrait 

être une méthode facilement et efficacement utilisé pour traiter le problème de phase dans 

le cas des cristaux de protéines membranaires. 

Le capteur histidine kinases est l'un des récepteurs transmembranaires les plus 

courants, présents dans tous les royaumes de la Vie. Cependant, la compréhension du 

mécanisme de la transduction du signal utilisée par les histidine kinases sensorielles est une 
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question fondamentale qui reste actuellement sans réponse. Afin d'éclairer les 

changements structurels impliqués dans la transmission du signal à travers la membrane, 

on retrouve ici la structure cristalline d'une construction de l'histidine kinase NarQ – un 

capteur de nitrates/nitrites – de Escherichia coli. La construction étudiée contient le 

domaine du capteur périplasmique, les hélices transmembranaires et le domaine HAMP 

cytoplasmique et les structures cristallines ont été déterminés dans les états lie à un ligand 

et apo muté. Les structures cristallines présentées fournissent un aperçu des changements 

de conformation qui se produisent dans le domaine transmembranaire et dans le domaine 

HAMP pendant la transduction en aval du signal induite par le ligand. Les avancements de 

la recherche structurelle ont été grandement améliorés en appliquant les développements 

méthodologiques présentés dans ce travail. 
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Popularised summary of the thesis 

Membrane proteins are important components of a living cell located at or partially 

inside cellular membranes. Investigations of the three-dimensional structure of membrane 

proteins is of fundamental importance as they shed light on the mechanism of action of 

membrane proteins and provide a structural framework for drug development and other 

important applied disciplines. To date the most efficient way to elucidate the structure of a 

membrane protein is X-ray crystallography. The work presented here showcases the 

development of two methods aimed at optimising diffraction data collection and structure 

solution processes in membrane protein crystallography and shows how these can be 

applied in the solution of crystal structures of a transmembrane receptor histidine kinase. 

Analysis of the crystal structures obtained sheds new light on the mechanism of 

transmembrane signal transduction used by histidine kinases. 
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Résumé vulgarisé 

Les protéines membranaires sont des composants importants d'une cellule vivante 

située sur ou partiellement dans la membrane cellulaire. Les recherches de la structure 

tridimensionnelle des protéines membranaires sont d'une importance fondamentale car 

elles mettent en lumière le mécanisme d'action des protéines membranaires et fournissent 

un cadre structurel pour le développement de médicaments et d'autres disciplines 

appliquées importantes. À ce jour, le moyen le plus efficace d'élucider la structure d'une 

protéine est la cristallographie aux rayons X. Le travail présenté ici combine le 

développement de deux méthodes visant à optimiser les processus de collecte de données 

de diffraction et de solution de la structure dans la cristallographie des protéines 

membranaires et montre comment elles peuvent être appliquées dans le cas réel de la 

solution des structures cristallines des récepteurs transmembranaires. L'analyse des 

structures cristallines obtenues éclaire une nouvelle lumière sur le mécanisme de 

transduction du signal utilisé par les histidine kinases transmembranaires. 
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FFT fast Fourier transform 
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HK histidine kinase 

RR response regulator 

HAMP 
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PAS 

 

a domain first discovered in periodic circadian 

proteins, aryl hydrocarbon nuclear translocator 
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Preamble 

Membrane proteins (MPs, (Langel et al., 2010)) are the key functional machinery of 

a living organism. Being located in, or close to, the lipid membrane of a cell, MPs help 

maintain the essential barrier function of the membrane. At the same time, however, they 

are also responsible for the interaction of a cell with its environment and a wide variety of 

MPs are involved in crucial cellular functions including ion and molecule transport, signal 

transduction and energy accumulation, to name but a few. Because of their important role 

in the life cycle of an organism malfunctioning MPs have a severe impact on its health and 

although MPs are encoded only by one third of the human genome (Wallin & Heijne, 2008) 

they currently constitute up to 60% of the targets for drugs (Overington et al., 2006). Thus, 

the importance of investigating and elucidating the mechanisms of action of MPs, as well as 

being of fundamental interest, is strongly reinforced by prospective medical applications, 

particularly drug design. 

The study of MPs is made difficult by a range of factors which are mainly associated 

with their amphiphilic nature (Figure 1a): certain surfaces of MPs are hydrophobic, allowing 

them to be embedded into the lipid bilayer and to interact with it. Lipid bilayers are complex, 

heterogeneous systems which vary in lipid composition in different organisms or even 

different cell types of the same organism. Indeed, MPs require a natural lipid environment 

for proper folding and function and are normally insoluble in aqueous solution. In vitro 

studies thus imply reconstitution of a MP in synthetic objects (Figure 1) such as lipid vesicles 

or detergent micelles (Seddon et al., 2004). Lipid vesicles (Figure 1b) are artificial objects of 

near-spherical shape formed by lipid bilayers. They are able to carry few MP molecules 

inserted into the bilayer and in such manner allow them to freely diffuse across aqueous 

solution. Due to their flexibility in many aspects such as size or lipid composition lipid 
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vesicles offer a broad potential for single-molecule studies of MPs. Detergent micelles 

(Figure 1c) create a shell around the hydrophobic surface of an MP and within this shell the 

MP molecule can then be dissolved in aqueous solutions. However, the detergent shell may 

seriously interfere with the internal interactions within a MP molecule, affecting its usual 

mode of action. Employing lipid vesicles or detergent micelles in the study of MPs requires 

some effort but has now become routine as have, in the last decade or so, more complex 

techniques such as reconstitution of MPs in nanodiscs (Figure 2) (Nikolaev et al., 2017). 

 

Figure 1. Membrane proteins (MPs) embedded in various environments. The hydrophobic surfaces of MPs are 
shown in orange, their hydrophilic surfaces in blue. Lipid molecules are shown (a and b) with orange tails, 
detergent molecules (c) with red tails. a. Schematic illustration of different types of membrane proteins in their 
natural environment – a lipid bilayer. The proteins interact with the bilayer and are anchored in it differently 
owing to the amphiphilic nature of a MP. b. Schematic illustration of a MP inserted into lipid vesicles. c. 
Schematic illustration of a MP assembled into detergent micelles. 



 25 

 

Figure 2. Formation of MP-carrying nanodiscs formed through the self-assembly of lipid-detergent micelles. A 
scaffold protein (MSP) wraps around the lipid bilayer with a MP inserted. Adapted from (Civjan et al., 2003). 

A further bottleneck in the study of MPs is in their recombinant expression and 

purification. Lipid composition may vary considerably between the host cell and the 

expression system and this often affects the final protein yield. Moreover, a given MP is 

usually present in low amounts at the surface of the cell and when overexpressed it gathers 

into inclusion bodies. Some MPs also require post-translational modification, making 

production much more difficult (Walsh et al., 2005). For example, human GPCRs cannot be 

expressed in E. coli which is the most popular expression system. 

The function of any protein, including MPs, is closely connected with its three-

dimensional (3-D) structure. If we are to reveal the mechanism of a MP we must therefore 

obtain its 3-D structure, usually in several states. The dawn of structural biology of MPs 

began with the elucidation of a low-resolution structure (Figure 3) (Henderson & Unwin, 

1975) of the purple membrane of Halobacterium Halobium in which molecules of the MP 

bacteriorhodopsin (Oesterhelt & Stoeckenius, 1971) were self-organised into two-
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dimensional crystals. The structure was obtained by combining electron microscopy and 

electron diffraction. Since this first membrane 3-D structure, those of roughly 700 of unique 

MPs have been determined and, of these, about 500 were produced in the last ten years 

(http://blanco.biomol.uci.edu/mpstruc/). However, despite this exponential growth (see 

Figure 4), the 3-D structures of MPs deposited in the Protein Data Bank (PDB; (Berman et 

al., 2003)) still constitute only ~2% of the total number of known protein structures 

(Hendrickson, 2016). To date the most prominent method in obtaining the high-resolution 

structures of MPs has been X-ray crystallography, accounting for almost 88% of the 

deposited structures. Other methods used include Nuclear Magnetic Resonance (NMR, 3.3% 

of deposited MP structures) and cryo-electron microscopy (Cryo-EM, 8.2% of deposited MP 

structures). 

 

Figure 3. The 7 Å-resolution structure of bacteriorhodopsin (bR) obtained by Henderson and Unwin (Henderson 
& Unwin, 1975). a. A section of three-dimensional electron density map showing 50 Å-thick region of the purple 
membrane of Halobacterium Halobium. A trimer of bR molecules can be easily identified. b. A model of the 
structure of a bR constructed based on the studies of Henderson and Unwin. Adapted from (Henderson & 
Unwin, 1975). 
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Figure 4. The number of unique membrane protein structures deposited in the PDB since 1985. The red line 
represents expected exponential growth of the number of structures calculated based on 1985-2005 data. 
Adapted from http://blanco.biomol.uci.edu/mpstruc/. 

The role of NMR in the determination of the 3-D structures of MPs is, at least in the 

near future, likely to remain limited the maximal macromolecule size that can be analysed 

employing conventional Overhauser effects is ~25kDa (Duss et al., 2015) due to the fact that 

for large macromolecular ensembles peaks in the spectra overlap. The role of EM in the 

determination of the 3-D structures of MPs is likely to increase sharply thanks to recent 

breakthroughs in instrumentation and experimental methodology (Kuhlbrandt, 2014; 

Subramaniam et al., 2016; Callaway, 2015) that have meant it is now possible to obtain the 

3-D structures, using cryo-EM, of relatively small proteins at medium resolution (~90 kDa at 

3.8 Å in (Merk et al., 2016); (Bartesaghi et al., 2015; Banerjee et al., 2016)). Nevertheless, 

and as is currently the case, Macromolecular crystallography (MX) – especially on 



 28 

synchrotron beamlines – will likely remain the technique of choice for the determination of 

high resolution 3-D structures of MPs. 

MX implies producing relatively large three-dimensional crystals of a protein which, 

particularly in the case of MPs, is the main bottleneck of the method. The first three-

dimensional crystals of MPs suitable for high-resolution MX were obtained using so the 

called in surfo method. Here a MP is solubilised in detergent micelles and, thus, with its 

hydrophobic area covered can be handled and subject to crystallisation trials using standard 

protocols in the same way as a soluble protein (Michel, 1983). Using this technique, the 

crystal structure of the photosynthetic reaction centre from the purple bacterium 

Rhodopseudomonas viridis was determined at the resolution of 3 Å (Deisenhofer et al., 

1984). The in surfo method remains widely employed in MP MX. However the technique has 

certain drawbacks: firstly, detergents used in in surfo protocols often decreases the number 

of possible protein crystal contacts (Caffrey, 2003; Seddon et al., 2004); secondly, being 

wrapped into the detergent micelle a MP could adopt a state far from its natural 

conformation. These drawbacks can thus limit the value of the structural information 

obtained from in surfo grown crystals. 

In the 1990s the field of MP crystallisation was revolutionised by the appearance of 

the in meso method (Landau & Rosenbusch, 1996). The term “in meso” implies the use of a 

mesophase, mostly cubic or swollen cubic phases (Landau & Rosenbusch, 1996; Cherezov et 

al., 2006) formed by lipids, as a container for crystallisation. Lipidic cubic phases (LCPs) are 

complex three-dimensional ordered lipid bilayer arrays permeated by water channels (see 

Figure 5). MP molecules introduced into the lipid bilayer in such structures can often 

crystallise more readily and the MP itself has better chances to assume a conformation 

reflecting that adopted in vivo. 
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Figure 5. Principle of MP crystallisation in the lipidic cubic phase. The protein is integrated into the curved 
bilayer of the lipidic cubic phase (bottom left corner) penetrated by bicontinuous water channels and is able to 
diffuse throughout the whole its volume. The addition of the precipitant shifts the equilibrium and the protein 
assembles into a layer-structured crystal (upper right corner). Adapted from (Caffrey, 2009). 

The in meso method of MP crystallisation was used for the first time in experiments 

to produce large crystals of bacteriorhodopsin (bR) from Halobacterium Halobium which 

were then used to determine the crystal structure of bR at high resolution (Figure 6) (Pebay-

Peyroula et al., 1997). Since this first use in meso MP crystallisation has been used to 

produce crystals from which diffraction data collection has resulted about 20% of all MP 

crystal structures deposited in the PDB. More than half of these depositions have occurred 

during the past two years, indicating that in meso method of MP crystallisation is becoming 

widely used. 
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Figure 6. The bR trimers, viewed from above the membrane in the 2.5 Å-resolution crystal structure of bR 
determined using the in meso method by Pebay-Peyroula et al. Each bR monomer comprises 7 transmembrane 
helices (A-G, highlighted for one bR monomer). Two monomers are shown as Cα traces, the third in stick 
representation. The colours of the original figure were inverted to adapt to white background. Adapted from 
(Pebay-Peyroula et al., 1997). 

However, although structural studies of MPs are of great importance in both medical 

applications and in fundamental biology and despite the advances in MP protein handling 

and crystallisation briefly outlined above, the number of structurally characterised MPs is 

still negligible compared to that for soluble proteins. A major reason for this is that, even 

once they are obtained, crystals of MPs are often not straightforwardly amenable to 

structure solution by MX. The crystals obtained (see, for example, GPCRs (Cherezov et al., 

2007) are often small and/or fragile and/or mechanically twinned and/or sensitive to 

radiation damage and the collection of high-quality diffraction data from such samples is a 

very difficult undertaking. The work presented in this thesis contributes to the development 

of protocols facilitating MP MX: Chapter 1 presents X-ray based methods for the rational 

design of MX data collection via pre-interrogation of a single crystal or of many crystals 

contained in the same sample holder; Chapter 2 demonstrates a potentially universal 
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method, based on the incorporation of iodide ions, for the de novo solution of MP crystal 

structures; Chapter 3 then shows the result of applying of the methods developed in 

Chapters 1 and 2 on a real case study aimed at revealing the mechanism of signal 

transduction of sensor histidine kinase proteins.  
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1. The rational design of data collection by the 

determination of crystal sample parameters 

1.1. Summary 

In Chapter 1 I present MeshBest which comprises novel methods and a software 

program for the X-ray based on-axis pre-analysis of protein crystals prior to macromolecular 

crystallography data collections. The method is based on the X-ray diffraction mesh (raster) 

scan technique and produces a two-dimensional crystal map of the sample area showing 

estimates of each crystal’s dimensions, positions and diffraction qualities. Sample regions 

where several crystals are superimposed at the beam producing multi-crystal diffraction 

pattern are distinguished from the regions with single-crystal diffraction. The applicability 

of the method is demonstrated on several cases.  
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1.2. Introduction 

In MX experiments the measured quantity is the intensity of the X-rays diffracted by 

a protein crystal. Many factors affect the quality of the intensity data obtained. These 

include the flux of the incident beam, measurement time and the general ‘quality’ of the 

crystal being studied. A wide range of factors affect crystal quality including crystal size, the 

conformational and dynamic heterogeneity of the molecules making up the crystal, 

potential lack of long range order, mechanical or merohedral twinning and sensitivity to 

radiation damage (MacPherson, 1982). The size of the X-ray beam used to illuminate crystals 

is also an important factor in determining diffraction data quality. In MX experiments 

crystals are nearly always mounted in crystallisation mother liquor (or mesophase) 

supplemented with a cryo-protectant and, here, X-ray beam size should ideally be optimised 

to maximise diffraction signal from the crystal and reduce the noise (diffuse scattering) 

resulting from the medium on which the crystal is mounted. 

In recent decades rapid advances in technology, software and experimental 

protocols have dramatically improved data quality in MX experiments. At synchrotron 

sources, notable amongst these advances are the development of highly automated, highly 

advanced, high brilliance MX beamlines at 3rd generation sources including the ESRF 

(Mueller-Dieckmann et al., 2015) and the advent of single photon counting pixel-array 

detectors (Henrich et al., 2009) capable of shutterless (Hülsen et al., 2006) data acquisition 

that enables rapid data collection using fine-slicing techniques (Pflugrath, 1999). Taken 

together, these have facilitated experiments on more challenging samples, particularly 

micron sized crystals, allowing diffraction data collection employing complex sample 

motions from a series of crystals or from different regions of the same crystal (Flot et al., 

2010; Svensson et al., 2015). However, such experiments can only be optimised via a pre-
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interrogation of the sample(s) contained in a sample holder (Bourenkov & Popov, 2006; 

Zander et al., 2015). Such pre-interrogation provides essential information concerning 

crystal shape, size, position and diffraction strength. The conventional way of estimating 

crystal sizes and positions is to use optical microscope and most, if not all, modern 

synchrotron-based MX beamlines are equipped with on-(X-ray beam)-axis optical 

microscopes which allow experimenters to manually (Snell et al., 2004) or automatically 

(Andrey et al., 2004; Karain et al., 2002; Lavault et al., 2006; Pothineni et al., 2006) detect 

and align crystals in the X-ray beam (Figure 7Figure 8). 

 

Figure 7. The experimental setup for MX on synchrotron beamline (ESRF ID23-1). The microphotograph of the 
sample area with a trypsin crystal inside a micro loop is shown in the right. 

Automatic detection and alignment of crystals using on-axis visible light microscopes 

implies using intensity-based pixel bright-field image processing algorithms to retrieve the 

position(s) of the crystal sample(s). Such techniques gets very complicated when the sample 

holder is opaque, for example due to improper cryo-protection or due to the handling of 

crystals grown in lipidic mesophases. In such cases, another option for crystal detection is 

to use fluorescent microscopy. Mostly targeted on the excitation of tryptophan fluorescence 

in protein crystals, this method implies using an UV laser for single-photon excitation (Figure 

9a) (Vernede et al., 2006) or a 532 nm laser for two-photon excitation (TPE-UVF, (Madden 

et al., 2011; Newman et al., 2016)). In addition to fluorescence microscopy, the non-linear 

technique based on the phenomenon of second-harmonic generation (SHG, Figure 9b) has  
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also been employed for crystal detection prior to MX experiments (Haupert & Simpson, 

2011; Kissick et al., 2013; Madden et al., 2011, 2013; Newman et al., 2016). SHG is observed 

in crystals of which the point group lacks a centre of symmetry (i.e. crystals of chiral protein 

and/or nucleic acid molecules). Upon excitation of such a crystal with light, typically in the 

infrared region ( ~ 1000 nm), the energy of the re-emitted photons is doubled and 

detectable at  ~ 500 nm. Both fluorescence-based and SHG techniques give high signal-to-

noise ratios due to the application of spectral-selective filters which remove the (Rayleigh) 

light scattering contribution of the crystal environment to the image background. However, 

both have their drawbacks: UV-based methods will not work in some cases where the 

protein is lacking aromatic amino acid residues or will give false positive results for non-

crystalline protein precipitates and some sample holder materials; SHG is better suited to 

low-symmetry crystals as the signal is reduced with higher order symmetry crystals. Indeed, 

SHG is not allowed in the cubic 432 symmetry class (Haupert & Simpson, 2011). Moreover, 

some salts or other organic compounds in precipitants may form non-centrosymmetric 

crystals resulting in false-positive protein crystal detection. However, by using these two 

 

Figure 8. The graphical user interface (GUI) for the MX beamline control software MxCUBE (Gabadinho et 
al., 2010; de Sanctis et al., 2016). The on-line image of the on-axis light microscope is shown in the centre of 
the interface. Crystal centring could be performed manually via interactive communication with goniometer 
through the interface. Adapted from www.esrf.eu/. 
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techniques in conjunction it could be possible to eliminate all false-positive detections. 

Another method that has been tried for the detection of protein crystals is Raman 

spectroscopy (Nitahara et al., 2012). This, however, does not seem a routinely applicable 

technique as measurement times are very long even on beamlines equipped with an on-line 

Raman spectroscopy set up such as on ESRF beamline ID29 (von Stetten et al., 2015). 

 

Figure 9. Principles of UV- and SHG-based protein crystal detection. a. A protein crystal under exposure of UV 
light produces fluorescence from aromatic side chains, primarily tryptophan. b. A crystal of chiral molecule 
exhibits non-linear SHG with absorption of two infrared photons and reemission of one visible photon with 
doubled energy (c). c. The mechanism of SHG described on an energy diagram. Two photons with energy ΔE 
are absorbed and the system goes back to the ground state with single photon emission. 

A major drawback of all light-based techniques for crystal detection is that they can 

be affected by refraction, particularly from the curved surface of the mother liquor in a 

micro loop in which protein crystals may be mounted. This may cause significant inaccuracy 

in determining crystal positions and sizes. Thus, a better option is to use X-ray based 

techniques. One possibility here is X-ray tomography (Brockhauser et al., 2008; Warren et 

al., 2013). However, the application of this is limited as a major requirement is a relatively 

large X-ray beam size (several hundreds of microns) needed to capture the entire sample 

area. It is therefore quite inconvenient to modify modern MX beamline installations by 

unmounting X-ray-focusing optics and adding further tomography-coupled equipment such 

as scintillator and a suitable area detector. X-ray scanning transmission microscopy, which 

does not need modifications of the ‘standard’ beamline setup (Figure 7), has thus been 

proposed as an alternative approach (Wojdyla et al., 2016). 
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Despite the developments outlined above, by far the most popular approach for 

crystal detection is the two-dimensional raster X-ray diffraction scan, implemented with 

slight variations on several MX synchrotron beamlines worldwide (Cherezov et al., 2009; 

Bowler et al., 2010; Aishima et al., 2010; Svensson et al., 2015; Zander et al., 2015; Wojdyla 

et al., 2016). In Figure 10 the principle of the two-dimensional raster X-ray scan, which does 

not require modification of the standard set up, is presented. During such a scan the sample 

area is translated under the exposure of the X-ray beam and diffraction images are 

accumulated at each point of a pre-defined two-dimensional grid, the number of points in 

which is defined by the size of the incident X-ray beam. The resulting diffraction images are 

then analysed (i.e. using DISTL&Spotfinder (Zhang et al., 2006), CrystFEL (White et al., 2012), 

MOSFLM (Battye et al., 2011), XDS (Kabsch, 2010), EDNA/BEST (Bourenkov & Popov, 2010), 

Dozor (Zander et al., 2015) etc.) for the presence of diffraction spots and the resolution 

range to which they extend. The diffraction signal on each particular image is then ranked 

and the results displayed in a two-dimensional heat map. 

 

Figure 10. The sample area with thermolysin crystals mounted in the sample holder (left) and the diffraction 
heat map (right) based on the mesh scan performed in the sample area depicted with red rectangular mesh. 
Mesh scan diffraction images were recorded at the positions of unit elements of the mesh using beam aperture 
with a size of a unit mesh element. The color-coded value on the heat map is based on diffraction signal 
estimates produced by Dozor for each image of the mesh scan, namely Dozor-scores. 

At the ESRF this two-dimensional diffraction-scanning technique is called an ‘X-ray 

mesh scan’ (Svensson et al., 2015; Zander et al., 2015) and is implemented on all its MX 
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beamlines with the software program Dozor (Zander et al., 2015) being used for the analysis 

of diffraction images. Dozor determines the coordinates and strength of diffraction spots 

and produces an estimate of diffraction signal – the Dozor score – for each image. The main 

feature of Dozor is in its complex diffraction ranking algorithm that allows protein crystal 

diffraction to be distinguished from any other signal such as ice rings. Figure 10 shows a 

typical diffraction heat map based on the Dozor-score. On such map it is possible to locate 

the areas of stronger protein crystal diffraction signal and determine accurately positions in 

the mesh scan for potential subsequent MX data collection. 

As implied above, for a large single crystal a Dozor-score heat map straightforwardly 

shows the regions of best quality diffraction which should be used in subsequent data 

collection experiments. Likewise, for a sample holder containing many crystals a Dozor-

score heat map will show the regions in the sample holder showing the highest diffraction 

signal. However, when many crystals are present on the sample holder the Dozor heat-map 

does not provide information as to which (well-diffracting) adjacent regions in the map – if 

any – a given individual crystal belongs (i.e. Dozor does not provide specific information 

concerning the number, size and disposition of crystals contained in a sample holder). Such 

information can be extremely important in MX experiment planning and in this Chapter a 

method is presented for the recognition, based on the X-ray mesh scan technique and image 

analysis carried out by Dozor, of individual protein crystals contained in the sample area. 

The method developed both distinguishes regions belonging to different crystals and 

detects regions where several crystals are exposed to the beam simultaneously, producing 

multi-crystal diffraction patterns. The algorithms developed are implemented in the 

program MeshBest which outputs descriptions of all individual crystals in the sample area 

including crystal sizes, shapes, centre positions and diffraction strength.  
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1.3. Methods 

The MeshBest workflow is presented in Figure 11 and comprises three major steps: 

firstly, mesh scan images containing multi-crystal diffraction patterns, if any, are detected. 

This is done by analysing inter-spot distance statistics on each diffraction image (see §1.3.1). 

Secondly, diffraction images containing diffraction only from one crystal are analysed and 

grouped into those belonging to the same crystal (see §1.3.2). Finally, the size and 

disposition of all single crystals contained in the sample loop are described using an elliptical 

shape approximation (§1.3.3). 

1.3.1. Detecting superposition of multiple diffraction patterns 

Mesh scan regions in which several crystals are simultaneously illuminated by the 

incident X-ray beam produce diffraction images on which the diffraction patterns from the 

crystals illuminated are superposed (see, for example, Figure 12c). 

Such ‘multi-pattern’ diffraction images can cause problems for diffraction image 

processing packages including the misindexing of the diffraction patterns and/or degraded 

estimation of the intensities, and their standard deviations, of reflections. In severe cases, 

such areas are thus best removed from subsequent diffraction data collection protocols 

based on mesh scans. To recognise multi-pattern regions in a mesh scan MeshBest uses the 

distribution of inter-spot distances (Figure 12) observed on the diffraction images collected 

during the scan (full algorithm described in §1.3.1.3). 

In the case of diffraction from a single crystal, the inter-spot distances observed in a 

diffraction pattern can be only of certain values because all the spots are at the positions of  
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Figure 11. Overview of the workflow of the MeshBest method. Each X-ray mesh scan produces M×N diffraction 
images (M and N are the numbers of grid points in orthogonal directions). These are individually analysed by 
Dozor which produces the estimate of diffraction signal and determines diffraction spot coordinates and partial 
intensities in each image. MeshBest then carries out analyses described in the main text. 
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Figure 12. Multi-pattern diffraction analysis. a-b. A spot diagram in the detector plane of an example of single-
pattern diffraction (a) and the corresponding inter-spot distance histogram (b) for a crystal of thermolysin 
(§1.4.2). c-d. A spot diagram in the detector plane of an example of multi-pattern diffraction (c) and the 
corresponding inter-spot distance histogram (d) for thermolysin crystals (§1.4.2). Blue lines in the histograms 
show the fitted baselines. e. A cumulative inter-spot distance histogram of all images of the mesh scan for 
crystals of thermolysin (§1.4.2) with the determined baseline regions depicted by red circles. The numbers in 
the histograms are presented for 100 bins in the interval of the analysis. 
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the nodes of the crystal’s reciprocal lattice. The distribution of inter-spot distances thus 

consists of several peaks with each peak representing a particular subset of distances 

between reciprocal lattice nodes (Figure 12a, b). The frequency at which these peaks occur 

depends on crystal orientation in the X-ray beam. The superposition of two or more 

diffraction patterns on a single diffraction image leads to an inter-spot distance distribution 

composed of single lattice inter-spot distances following the usual multi-peak distribution 

and the distances between the spots from different lattices. As will be shown below, the 

resulting distribution of all inter-spot distances will comprise the peaks of intra-lattice 

distances imposed on a monotonous, roughly linear baseline (Figure 12c, d). As the slope of 

the baseline is proportional to the total number of the inter-spot vectors between the 

different lattices in a diffraction image, fitting the baseline (i.e. determining its slope) thus 

allows a quantitative judgement as to whether a diffraction image contains multi-pattern 

diffraction. The theoretical model describing this is discussed in the next paragraph. 

1.3.1.1. Approximating multi-pattern diffraction image inter-spot 

distributions 

Here it is considered how the distribution of inter-spot distances is changed when 

two independent crystals contribute to the diffraction pattern observed on a single 

diffraction image. Inter-spot distances between the spots of the same crystal lattice obey a 

multi-peak distribution as described in above. However, for two random spots of different 

lattices inter-spot distance has the same probability distribution as the distance between a 

pair of random points in certain area due to the two crystals being oriented randomly. This 

area is, in fact, a resolution circle in the detector plane. The distribution of the distance (𝑑) 

between two random points chosen in a circular area of radius 𝑟 is calculated as shown in 

equation (1) (García-Pelayo, 2005): 



 43 

𝜌(𝑑) =
4𝑑

𝜋𝑟2
arccos

𝑑

2𝑟
−

2𝑑2

𝜋𝑟3
√1 −

𝑑2

4𝑟2
       (1) 

In our method, the range of inter-spot distance analysis is limited to 0.001 – 0.04 Å-1. 

This covers the typical unit cell parameter range observed for protein crystals. The radius of 

the resolution circle 𝑟 (discussed below) is always much larger than 0.04 Å-1, for example, if 

the crystal diffracts to the resolution of 3 Å then it equals ~0.3 Å-1. Therefore, in the range 

of the analysis (1) can be linearly approximated to (2) (see Figure 13). 

𝜌(𝑑) =
2𝑑

𝑟2
       (2) 

 

Figure 13. The probability distribution 𝜌(𝑑), calculated using equation (1), of the distances between random 
points in a circle with radius r. 

Considering that the first (main) crystal contributes to the diffraction image with 𝑁𝑚 

spots and the second (satellite) crystal contributes with 𝑁𝑠 spots we expect to count 
2𝑑∆𝑑

𝑟2 ∙

𝑁𝑚𝑁𝑠 distances of value (𝑑 ±
∆𝑑

2
) between the spots from different crystals. As already 

mentioned above, this will add a roughly straight baseline to the peaks in the distribution. 

The slope of this baseline in the probability distribution (equation (2)) is: 
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𝑘 =
2

𝑟2
∙ 𝑁𝑚𝑁𝑠       (3) 

and in the case of a histogram with the bin size ∆𝑑 is: 

𝑘0 =
2∆𝑑

𝑟2
∙ 𝑁𝑚𝑁𝑠       (4) 

where 𝑟 represents the radius of the highest-resolution circle where diffraction is detected. 

Protein crystal diffraction image may contain rings originating from diffraction due 

to salt crystals or crystalline ice. Such regions are usually detected and removed by spot-

searching software programs and if not – seriously violate the initial assumption (1) that the 

area in which two random spots from different lattices are found is circular. However, in the 

linear range of the distribution (𝑑 ≪ 𝑟, equation (1), Figure 13) the distribution of inter-spot 

distances is not affected by the shape of the area because they are relatively small. This is 

further supported by the linear approximation (2) where only the area term 𝑟2 stays. 

Therefore, based on simple additivity of area regardless of the shape of the spot-containing 

region the term 𝑟2 could be replaced by the effective area taking into account all removed 

regions. Besides, the diffraction spot density is different in the centre and at the edge of 

detector due to the projections from the Ewald sphere. After all corrections 𝑟2 in (2) is 

replaced by the area S of the Ewald’s sphere cap that contain the detected spots in the 

diffraction pattern from which the corresponding salt/ice rings have been removed. 

Therefore, based on (4): 

𝑘0 =
2∆𝑑

𝑆
∙ 𝑁𝑚𝑁𝑠       (4𝑎) 
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where 𝑘0 is the slope value of the baseline in the inter-spot distance histogram with the bin 

size ∆𝑑, based on the diffraction pattern with 𝑁𝑚 spots from the main crystal and with 𝑁𝑠 

spots from the satellite crystal, 𝑆 – the mentioned above area of the Ewald’s sphere cap. 

1.3.1.2. Measuring multi-pattern diffraction 

Based on the analysis shown above, the slope value of the linear fit of the baseline 

(hereinafter, 𝑘0, or the slope) is used as a marker for determining whether an image from a 

mesh scan (or any other single diffraction image) contains multi-pattern diffraction. Indeed, 

according to (4a) the slope is proportional to the number of spots 𝑁𝑠 in the satellite crystal 

pattern: 

𝑘0 ∝ 𝑁𝑠       (5) 

To examine the applicability of the model derived in §1.3.1.1 simulations of 

diffraction images containing diffraction patterns from two separate crystals were 

constructed using pairs of diffraction images collected from a series of single crystals 

(thermolysin, thaumatin and NarQ) during standard MX experiments (Figure 14). 

 

Figure 14. Simulating multi-crystal diffraction patterns. Two single-crystal patterns (left, 1 and 2) are chosen 
for combination. An intensity filter (γ < 1) is applied to pattern 2 and only spots of which the resulting intensity 
is still above background (σ, as determined by Dozor) is retained. Then, the new pattern 2 is rotated around the 
beam axis by the random angle. Finally, the lists of spot coordinates of patterns 1 and modified pattern 2 are 
merged to produce a simulated multi-crystal diffraction pattern (right). 
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Figure 15. The sample inter-spot distance histograms calculated in the multi-pattern simulation experiment 

based on thermolysin (a), thaumatin (b) and NarQ (c) crystal diffraction patterns. The numbers 𝑁𝑚 and 𝑁𝑠 in 
the simulated pattern are presented. The blue lines show the fitted linear approximations of the baselines. 

Dozor was used to produce a list of detector spot coordinates and corresponding 

reflection intensities for each image. The spot lists of the second image in a pair were then 

computationally modified by applying an intensity filter (γ in Figure 14) and/or rotating the 

spots by the random angle around the X-ray beam axis. Such a manipulation allowed 

simulations of decreased diffraction strength and of randomness in satellite crystal 

orientation, respectively. The spot lists of both images in the pair were then merged to 

obtain simulated multi-pattern diffraction images. Inter-spot distance histograms were then 

generated and the slope of the resulting baselines estimated (Figure 15). As can clearly be 

seen from Figure 15, the inter-spot histograms produced from the simulated multi-pattern 

diffraction images all have a baseline with a slope much greater than 0. 

The slope values were then normalised by the main crystal surface spot density 

𝜌 = 𝑁𝑚/𝑆 where 𝑁𝑚 is the number of spots in the main crystal pattern (pattern 1) and 𝑆 

the surface of the Ewald sphere cap containing all the detected spots, and plotted against 

the number of spots 𝑁𝑠 in the satellite pattern (pattern 2) remaining after the intensity filter 

was applied (see Figure 16). As can be seen, the slope of the histogram baselines is clearly 

proportional to 𝑁𝑠, further validating the correctness of the model outlined in §1.3.1.1. 
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Figure 16. The dependence of the slope normalised by the spot surface density 𝑘0 𝜌⁄  (where 𝜌 = 𝑁𝑚/𝑆) from 
the number of satellite spots 𝑁𝑠 in the simulations of multi-pattern diffraction. There are 1000 data points in 
total; each point represents one simulated pattern. The simulations were based on the data sets from standard 
rotational data collection from individual crystals of thermolysin (a), thaumatin (b) and NarQ (c). 

Unfortunately, however, using 𝑘0 presented as a determinant of multi-pattern 

diffraction is not ideal because the exact numbers of spots from each lattice contributing to 

the diffraction image is usually unknown and only the total number 𝑁 of spots in the image 

is available. To account for all this a better measure is  

K =
𝑘0

𝜌𝑁
= 𝑘0 ∙

𝑆

𝑁2
       (6) 

which is 𝑘0 normalised by spot density 𝑁/𝑆 and the total number of spots, 𝑁, on a 

diffraction image. 

Taking into account, that from (4a): 

𝑘0 = 2∆𝑑
𝑁𝑚𝑁𝑠

𝑆
 

where 2∆𝑑 is the proportionality constant, and that in two-crystal case: 

𝑁 = 𝑁𝑚 + 𝑁𝑠 

one can state from (6): 

K = 2∆𝑑
𝑁𝑚𝑁𝑠

𝑆
∙

𝑆

(𝑁𝑚 + 𝑁𝑠)2
= 2∆𝑑

𝑁𝑚𝑁𝑠

(𝑁𝑚 + 𝑁𝑠)2
= 2∆𝑑

𝑁𝑠
𝑁𝑚

⁄

(1 +
𝑁𝑠

𝑁𝑚
⁄ )

2        (7) 
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In (7) the dependence of K on the fraction of satellite crystal spots 𝑁𝑠 𝑁𝑚⁄  is shown. 

This hypothetical behaviour of K was analysed by multi-pattern diffraction simulations. The 

patterns were again simulated in the manner described above, and the value of K was 

calculated based on the histogram baseline fit. The results of this analysis are shown in 

Figure 17 in which the dependence of K on 𝑁𝑠 is in accordance with (7) taking into account 

that the number of spots in the main pattern 𝑁𝑚 was nearly constant for each protein. 

 

Figure 17. The dependence of the 𝐾 value and of the possibility of pattern indexing from the number of satellite 
spots 𝑁𝑠 in the simulations of multi-pattern diffraction. Each point represents one simulated pattern, 1000 
points in total. The successful indexing of the simulated pattern is shown by green point, the failed indexing is 
shown by red point. The simulations were based on the data sets from standard rotational data collection from 
individual crystals of thermolysin (a), thaumatin (b) and NarQ (c) which had nearly 900, 600 and 150 as the 
number 𝑁𝑚 of spots in the original diffraction pattern, respectively, as determined by Dozor. The black 
horizontal line indicates the threshold level. 

The relation between K value, the number of spots 𝑁𝑠 in the satellite pattern and the 

possibility to index multi-pattern diffraction images was also examined using XDS (Kabsch, 

2010). Here, simulated multi-pattern diffraction images were introduced by modification of 

the spot-list file SPOT.XDS and a total of 5 multi-pattern images (which corresponded to 

maximum 0.5° of rotation) was used for indexing starting with the image on which the 

histogram (see Figure 15) was calculated. The results are also presented in Figure 17 which 

shows, at least for the three crystalline systems on which the simulations were based, that 

XDS successfully indexes multi-pattern diffraction images producing inter-spot histograms 

with K < 1.4∙10-4 Å-1 and this threshold was set for determining at which point multi-pattern 

diffraction regions of mesh scans should be removed from subsequent data collection 
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protocols. The threshold chosen corresponds (equation (7), Figure 17) to a two-pattern 

diffraction image in which the fraction of satellite crystal spots 𝑁𝑠 𝑁𝑚⁄ = 0.3. 

1.3.1.3. Technical details of the baseline estimation 

To construct an inter-spot distance histogram for a given diffraction image the 

coordinates of the spots on the image are transformed from the detector plane system to 

three-dimensional reciprocal space, all inter-spot distances are then calculated and the 

histogram is computed in 100 bins in the boundaries from 1000-1 Å-1 to 25-1 Å-1 which cover 

typical protein unit cell parameters. 

The estimate of the baseline is made in every image histogram by linear fit to the 

data in the chosen baseline regions (Figure 12b, d) which are different for different types of 

crystals, but the same within the same type of protein crystal lattice. A cumulative histogram 

from all mesh scan images exhibiting diffraction gives improved accuracy and is used in 

determination of the baseline regions (see red dots in Figure 12e). Baseline regions are 

determined in three steps. In the first step the local minima of the cumulative inter-spot 

distance histogram are found using the algorithm for automatic multiscale-based peak 

detection (AMPD) (Scholkmann et al., 2012). This algorithm employs a computation of scale-

dependent occurrences of local maxima and is used for peak detection in noisy periodic or 

quasi-periodic signals. Then, an initial baseline of the cumulative histogram is found by linear 

fitting on the data in local minima. In the second step the baseline of the cumulative 

histogram is estimated more precisely by applying weights to the least squares minimisation 

to downgrade the data points which lie higher than the initial baseline. Finally, baseline 

regions are determined by those data points lying in the cumulative histogram below its 

baseline or not more than one standard deviation (of these data points from the baseline) 

higher its baseline. 
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1.3.2. Discriminating between distinct crystals using hierarchical 

clustering 

Following a mesh scan, once MeshBest has identified and discarded all images with 

unacceptable multi-pattern diffraction every pair of the remaining images is then analysed 

to find how similar their diffraction patterns are. This is done by comparing the positions of 

the common diffraction spots on the two images. To be independent of instrument 

parameters, the angle between two reflections (or between their scattering vectors) is taken 

as the criterion for position similarity. The image with the smaller number of spots is taken 

as a reference image. We define the distance score D between two images as the following 

(8): 

𝐷 = √
∑ ∆𝑖

2𝑁
𝑖=1

𝑁
       (8) 

where 𝑁 is the number of spots in the reference image, ∆𝑖 – the angle expressed in degrees 

between the centres of the ith spot in reference image and the corresponding spot in the 

compared image. 

For every diffraction spot in the reference image, the corresponding spot in the 

second (compared) image is searched for in an angular vicinity of 0.1° of the same 

coordinates as in the reference image. The angular deviation between centre positions of 

the two spots is then calculated. If no spot is found within 0.1° of the reference spot ∆𝑖 is 

set to 0.1°. Finally, the distance score, which is independent of the numbers of spots in the 

two images being compared, is calculated as the root mean square value of the spot centre 

deviations between the two images (𝐷, equation (8)). 
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Figure 18. a. The behaviour of the distance score 𝐷 as a function of the angular difference in crystal orientations 

(). In this experiment several standard fifty-frame data collections were carried out from the same crystal of 
thaumatin using the same data collection parameters except beam transmission which was changed to imitate 

different diffraction strength. 𝐷 was then calculated between pairs of images and plotted against (). The 
average crystal mosaicity was 0.04° as determined by XDS (Kabsch, 2010). Different colours show the results 
with different X-ray beam transmissions (from 100%, blue, to 0.1%, yellow). b. The histogram of the distance 
scores obtained between randomly selected images of the same rotational data set. Several data sets were 
used with different crystal mosaicities. 

Figure 18a shows how 𝐷 behaves as a function of the angular difference () 

between crystal orientations when pairs of images from a standard rotation data collection 

are compared. As can be seen, 𝐷 tends to a value of 0.1° as the orientation of the crystal in 

the X-ray beam becomes more and more different. Figure 18b shows that the random error 

in the determination of the distance score can be estimated from the histogram of the 

distance scores between totally independent (i.e. from non-adjacent images in the 

rotational data set) diffraction patterns as shown in Figure 18b. The histogram has been 

calculated based on comparing independent images of the same rotational data set and 

averaged on different protein crystals with different mosaicities and shows the deviation 

from the expected (for independent images) value of 𝐷 = 0.1° due to the random spot 

position coincidence. For mesh scans, a threshold of 0.093° in 𝐷 is thus introduced to 

distinguish diffraction images arising from different crystals. The value of the threshold is 

chosen as ten standard deviations from the centre of the peak in the histogram of the 

distance scores between independent images. 



 52 

 

Figure 19. Sample diffraction heat map of the mesh scan of protein crystals based on the Dozor-score (indicated 
on colour bar). The mesh scan regions 1, 2 and 3 are not connected in terms of diffraction signal and therefore 
belong to different crystals. 

MeshBest searches for the regions of the mesh scan that are interconnected in terms 

of diffraction signal. Those regions that are not connected obviously are of different crystals 

(see Figure 19). The comparison of images is thus done only inside each interconnected 

region. The values of 𝐷 (equation (8)) for every pair of images are then accumulated in the 

upper triangular matrix 𝐿 × 𝐿, where 𝐿 is the total number of diffraction images in a 

particular interconnected region of the mesh scan. When the matrix is complete hierarchical 

cluster analysis (HCA, (Sneath & Sokal, 1962)) is performed. Clustering is performed using 

the “average” linkage method which takes the averaged distance between the elements of 

two different clusters as the real distance between them. If the mesh scan images are taken 

with rotation then the linkages are calculated excluding the scores between the images with 

crystal orientations farther than 0.5 degrees from each other. This is done because when 

the sample is rotated during mesh scan diffraction images from the same crystals can be 

collected at different orientations. This obviously limits the ability of comparing mesh scan 

regions that are far from each other by the similarity of their diffraction pattern. The final 
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clusters are formed by applying the distance cut-off of 0.093° determined above to the 

dendrogram. Subsequently, these images that have been clustered together are treated as 

from individual crystals. 

1.3.3. Creating a crystal map and fitting elliptic crystal shapes 

Once the HCA step has been carried out, MeshBest estimates the size and shape of 

each individual crystal region determined (Figure 20 left). This is an essential step for the 

determination of optimal data collection strategies. For this 2D projections of the positions 

of individual crystals identified by HCA are approximated by an elliptical shape. However, as 

different regions of a crystal may have different diffraction signal, additional information 

concerning this should be taken into account when describing the 2D area of a crystal. For 

this reason on crystal maps produced by MeshBest the Dozor scores for each grid point 

represented on the map are plotted on a third axis perpendicular to the mesh scan plane 

and the resulting three-dimensional diagram of each crystal approximated using a semi-

ellipsoid shape (see Figure 20 right) parameterised by five quantities. The optimization 

algorithm of differential evolution (Storn & Price, 1997) is used to fit the shape into the 

diagram region by the least squares minimisation of the residual function (equation (9)). 

𝑅𝑒𝑠𝑖𝑑𝑢𝑒(𝑥𝑖, 𝑦𝑖) = 𝛼 ∙ (𝐷𝑜𝑧𝑜𝑟𝑆𝑐𝑜𝑟𝑒(𝑥𝑖, 𝑦𝑖) − 𝐻 ∙ √1 − 𝑋𝑖
2 − 𝑌𝑖

2) , 

(
𝑋𝑖

𝑌𝑖

1
) = (

1

𝑎

1

𝑏
1) ∙ 𝑹(𝜑) ∙ (

1 0 𝑥0

0 1 𝑦0

0 0 1
) (

𝑥𝑖

𝑦𝑖

1
) 

where 𝛼 = {
2, 𝐷𝑜𝑧𝑜𝑟𝑆𝑐𝑜𝑟𝑒(𝑥𝑖, 𝑦𝑖) = 0
1, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

       (9) 
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where 𝑥𝑖, 𝑦𝑖  – mesh scan coordinates of ith image; 𝑹(𝜑) – basis rotational matrix; H, x0, y0, 

a, b, ϕ – parameters of the ellipse being optimised; when the expression under the square 

root turns negative it is set to zero. 

 

Figure 20. The principle of fitting an elliptical shape into the mesh scan map. The mesh scan of a single crystal 
of NarQ is taken here as an example. Left: a diffraction score (estimated by Dozor) heat map of the mesh scan. 
Right: A schematic view of a semi-ellipsoid shape fitted to the three-dimensional representation of the map 
with the Dozor-score indicated on the third axis. 

In this way the characteristics of each crystal region are determined as those of the 

corresponding semi-ellipsoid including size, centre position and average diffraction 

strength. The individual crystals identified are sorted in a list according to the integral 

diffraction signal calculated as the volume of semi-ellipsoid approximating each crystal (𝐼 =

2

3
𝜋𝑎𝑏𝐻). This list can then be used to select the best diffracting crystals for subsequent data 

collection. To visualise the result MeshBest creates a crystal map in which every crystal 

region is illustrated in one of nine colours tinted according to the diffraction signal (for 

example see Figure 25g). Use of a standard palette of nine colours allows neighbouring 

regions of different crystals to be clearly separated by eye. The appropriate ellipses are 

drawn over each individual crystal region. Those regions of the mesh identified as producing 

unacceptable multi-pattern diffraction images are coloured in grey.  
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1.4. Results and discussion 

To test the applicability of the algorithms and methodology implemented in 

MeshBest five experiments were carried out (Table 1). These include the MeshBest analyses 

of a large, homogeneous, nearly perfect crystal (§1.4.1); a long crystal with high mosaicity 

(§1.4.2); a mesh scan performed prior to subsequent multi-crystal data collection (§1.4.3); 

a mesh scan containing crystals of lysozyme where diffraction was measured only to 

moderate resolution (~3.7 Å, (§1.4.4)); a mesh scan from a sample holder containing a 

crystal mess with “dirty” diffraction patterns (§1.4.5). In all cases MeshBest demonstrated 

itself to be a robust tool in sample characterisation for protein crystallography. 

Table 1. Mesh scan experiment parameters for experiments aimed at testing the applicability of 
MeshBest 

Case № 1 2 3 4 5 

Protein Trypsin Thermolysin NarQ Lysozyme Thaumatin 

Crystal size, μm 700×70×70 600×120×100 
20−100 

(range) 

~10 

(average) 

40−100 

(range) 

Space group P212121 P6122 I212121 P43212 P41212 

Unit cell parameters, Å 
a = 62, b = 64, 

c = 69 

a = b = 93, 

c = 130 

a = 40, b = 59, 

c = 240 

a = b = 79, 

c = 38 

a = b = 58, 

c = 151 

Beamline (ESRF) ID23-1 ID23-1 ID29 ID23-1 MASSIF3 

Wavelength, Å 0.972 0.972 1.00 1.85 0.97 

X-ray beam size, μm 10×10 30×30 20×20 10×10 15×15 

Mesh scan grid 
dimensions, points 

13×22 13×21 26×19 18×37 33×43 

Flux, photons/s 1.6·1010 5.6·1010 8.6·1011 8.0·109 4·1011 

Sample rotation per 
image, ° 

0.05 0.14 0.05 0.1 0.02 

Detector edge 
resolution, Å 

1.6 1.5 2.5 3.7 1.7 

Exposure time per 
image, ms 

37 37 62.4 37 50.6 
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Table 1 shows the data collection parameters used in these experiments. Data were 

collected at ESRF beamlines ID23-1, ID29 and MASSIF-3 (Nurizzo et al., 2006; de Sanctis et 

al., 2012; Theveneau et al., 2013) using X-ray beams with near gaussian profiles and FWHM 

(denoted as the beam size) ranging from 10 to 50 μm (see Table 1 for details). Prior to data 

collection, grid locations and sizes were defined manually in the MxCuBE2 beamline control 

interface (Gabadinho et al., 2010; de Sanctis et al., 2016) with the number of grid points in 

each direction automatically calculated based on the incident X-ray beam size and allowing 

for no overlap between adjacent grid points. Mesh scans were then carried out in a 

shutterless fashion and diffraction images were collected using noise-free Dectris PILATUS 

6M or PILATUS3 2M pixel array detectors. In all experiments there was a constraint – defined 

by the need to trigger detector readout – to perform a slight rotation around Ω axis when 

collecting each row of the mesh. The program MeshBest was implemented as a Python 

module using standard libraries. 

1.4.1. Case 1: A large, homogenous crystal 

A large crystal of bovine trypsin (Sigma-Aldrich) was cryocooled and mounted on the 

beamline. The mesh scan was performed in the area shown in Figure 21a. No signs of multi-

crystal diffraction were recognised in the images of this mesh scan (Figure 21b). Based on 

the 210 interconnected diffracting regions of the mesh scan a distance matrix, 210×210 in 

size was calculated. As might be expected based on the appearance of the crystal in region 

of the mesh scan, subsequent HCA (Figure 21c) determined this to be a single crystal and an 

ellipse was fitted to the crystal shape (Figure 21g).  
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Figure 21. MeshBest analysis of the mesh scan of a large, homogeneous, nearly perfect crystal of trypsin. a. A 
snaphot of the crystal as mounted on the beamline goniometer, red rectangular mesh indicates the area and 
the dimensions of the mesh scan. b. Cumulative inter-spot distance histogram used in multi-pattern diffraction 
analysis with the baseline regions determined marked with red circles. The blue line shows the fitted baseline 
of the cumulative histogram the slope of which indicates no presence of multi-pattern diffraction in the images 
of the mesh scan. c. Dendrogram based on HCA of mesh scan images (see §1.3.2), the colours correspond to 
the crystal map in g. d. A sample of raw diffraction image from the mesh scan. e. A diagram of spots detected 
by Dozor corresponding to the image in d. f. Dozor-score heat map of the mesh scan. g. A crystal map of the 
mesh scan generated by MeshBest. 
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Figure 22. MeshBest analysis of the mesh scan of large thermolysin crystal. a. A snapshot of the sample as 
mounted on the beamline goniometer, red rectangular mesh indicates the area and the dimensions of the mesh 
scan. b. Cumulative inter-spot distance histogram used in multi-pattern diffraction analysis with determined 
baseline regions marked with red circles. The blue line shows the fitted baseline of the cumulative histogram 
the slope of which indicates the presence of multi-pattern diffraction in the images of the mesh scan. c. 
Dendrogram based on HCA of mesh scan images (see §1.3.2), the colours correspond to the crystal map in g. 
d. A sample of raw diffraction image from the region of the mesh scan with multi-pattern diffraction (shown in 
grey in (g)). e. A diagram of spots detected by Dozor corresponding to the image in d. f. Dozor-score heat map 
of the mesh scan. g. A crystal map of the mesh scan generated by MeshBest. Numbered white crosses show 
the positions at which the partial data sets were collected to determine lattice orientations. 
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1.4.2. Case 2: a large crystal with lattice disorientation 

A large crystal of thermolysin (from Bacillus thermoproteolyticus, Sigma-Aldrich) was 

analysed with a mesh scan as shown in Figure 22. The inter-spot distance distribution 

analysis found multi-pattern diffraction in the region (grey in Figure 22g) between the 

principal crystal and, most likely, a small satellite subsequently identified (in yellow, Figure 

22g). One main interconnected region of diffraction was found in the mesh scan area 

(neglecting very small crystal below the main one). The distance matrix 115×115 in size was 

calculated and used to perform HCA which indicated the presence of two different crystals 

in the sample holder (Figure 22cg). 

Figure 22a shows that the mesh scan area used to analyse the diffraction properties 

of the crystal of thermolysin includes a section of crystal within the sample loop and a 

section outside the loop. Anecdotal evidence suggest that in such cases there is often a 

misorientation between the two ends of the crystal due to the bending action of the loop. 

To examine whether MeshBest had not taken into account such a misorientation, different 

parts of the main crystal a series of partial data collections were carried out at different 

positions, shown in Figure 22g, on the main crystal identified. Fifty images of 0.1° rotation 

data were collected at each position and the crystal  orientation in the X-ray beam was 

determined using XDS (Kabsch, 2010). Figure 23 shows the orientations of the c* vector, 

expressed in Euler angles, at the different crystal positions tested. Clearly, the crystal has a 

discrepancy in lattice orientation between the two ends of about 1°. However, Figure 23 

also shows that this misorientation is gradual over the length of the crystal which is thus 

better considered one large single crystal rather than two or three smaller ones. 
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Figure 23. A diagram of orientations of c* vector of the reciprocal lattice in different regions of the thermolysin 
crystal shown in Figure 22. The orientations are presented here by two Euler angles with the values calculated 
from the data collected at the positions given by corresponding numbers in Figure 22g. The precision is denoted 
by circles with the radius being equal to the standard deviation of the spindle position. 

 

Figure 24. A diagram of orientations of c* vector of the reciprocal lattice in two different regions of the trypsin 
crystal shown in Figure 21. The orientations are presented by two Euler angles with the values calculated from 
the diffraction images of the mesh scan: first 10 images in row 3 (see Figure 21g) were taken for calculation of 
the orientation for the point 1 on the graph and last 10 images in row 10 (see Figure 21g) were taken for 
calculation of the orientation for point 2 on the graph. The precision here is denoted by circles with the radius 
being equal to the standard deviation of the spindle position which was ~0.5°. 
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The discrepancy in the crystal orientations between the parts of trypsin crystal from 

§1.4.1 was also examined. The orientations were determined with XDS based on the images 

of the mesh scan itself. The difference in the lattice orientation in that case did not exceed 

0.06° with the precision of 0.5° confirming that trypsin crystal was homogeneous. 

1.4.3. Case 3: Multi-crystal data collection in the MeshAndCollect 

pipeline 

Crystals of recombinant transmembrane construct of nitrate/nitrite-dependent 

histidine kinase NarQ of E.coli (R50K mutant, (Gushchin et al., 2017)) were obtained in meso 

as detailed in (Gushchin et al., 2017). Crystals were harvested in a micromesh sample holder 

(Figure 25a) and a mesh scan was performed. Around 4% of images in this mesh scan were 

found to be affected by multi-crystal diffraction, however in all cases this was below the 

threshold determined in §1.3.1. The mesh scan area consisted of two large and two small 

diffraction regions that were not connected to each other (see Figure 25f). MeshBest divided 

these areas into 41 individual crystal regions (Figure 25g in different colours). The mesh scan 

was then characterised for subsequent multi-crystal data collection by retrieving the 

dimensions and the centre coordinates of each crystal by elliptical shape approximations. 

Partial crystallographic data sets were collected from NarQ crystals similarly to 

(Zander et al., 2015) from the best positions ranked by integral diffraction score given by 

MeshBest. Each data set was collected using a beam aperture in accordance with the size of 

diffracting area targeted (white crosses in Figure 25g denote the beam size used at each 

position). Where an identified crystal was significantly larger than a particular beam size, 

more than one partial data set was collected at different positions on the crystal (i.e. crystals 
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Figure 25. MeshBest analysis of the mesh scan of NarQ crystals for subsequent multi-crystal data collection a. 
A snapshot of the sample as mounted on the beamline goniometer, red rectangular mesh indicates the area 
and the dimensions of the mesh scan. b. Cumulative inter-spot distance histogram used in multi-pattern 
diffraction analysis with baseline regions marked with red circles. The blue line shows the fitted baseline of the 
cumulative histogram the slope of which indicates the presence of multi-pattern diffraction in the images of 
the mesh scan. c. A diagram of spots detected by Dozor in the sample image with small portion of multi-pattern 
diffraction (below the threshold for detection). d. An example of a raw diffraction image from the mesh scan. 
e. A diagram of spots detected by Dozor corresponding to the image in d. f. Dozor-score heat map of the mesh 
scan. g. A crystal map of the mesh scan generated by MeshBest. The crystals used for data collection are 
numbered according to their diffraction score rank. White crosses with a size of beam aperture mark the 
positions on which the partial data sets were collected. 
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Figure 26. Dendrogram of the HCA carried out on the partial data sets collected from NarQ crystals at the 
positions shown in Figure 25. The final merged data set was composed of the cluster shown in green. 

Table 2. Data collection and processing for the production of a MeshBest-guided Mesh&Collect dataset from 
crystals of the R50K mutant of nitrate/nitrite-dependent histidine kinase NarQ of E. coli. Values for the outer 
resolution shell are given in parentheses. 

Diffraction source ESRF ID29 MX beamline 

Wavelength, Å 1.00 

Detector Dectris Pilatus 6M 

Crystal-detector distance, mm 378.8 

Rotation range per image, ° 0.1 

Total rotation range (per partial data set), ° 20 

Exposure time per image, s 0.05 

Number of merged partial data sets 10 

Space group I212121 

a, b, c, Å 40.0, 59.7, 239.2 

α, β, γ, ° 90, 90, 90 

Resolution range, Å 60.0-2.0 (2.1-2.0) 

Total No. of reflections 138753 (19314) 

No. of unique reflections 34226 (4734) 

Completeness, % 92.1 (93.4) 

Redundancy 4.05 (4.08) 

<I/σ(I)> 7.37 (1.13) 

CC1/2, % 99.1 (73.2) 

R r.i.m., % 8.4 (203.3) 

Overall B factor from Wilson plot, Å2 61.4 
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1 and 2 in Figure 25g). In total, 11 partial sets of 20°-rotation data (ϕ in the range from -10° 

to 10°) were acquired. The diffraction images from each partial data set were then 

processed with XDS (Kabsch, 2010) and HCA (Figure 26) (Giordano et al., 2012) applied to 

decide which partial data sets to merge (XSCALE; (Kabsch, 2010)) to produce a final data set 

to dmin = 2.0 Å, the statistics for which are presented in Table 2. 

1.4.4. Case 4: MeshBest at moderate diffraction resolution 

Crystals of hen egg-white lysozyme (Roche) of a size of 10 μm were harvested in a 

micromesh sample holder and a mesh scan was performed (Table 1; Figure 27) by Ulrich 

Zander. 

The recorded diffraction of the crystals was limited by the detector position to the 

maximum resolution (at the edge of detector) of 3.7 Å (Figure 27c); thus this experiment 

could be considered as a test of the performance of MeshBest at low resolution as well as 

demonstrating how MeshBest performs when there are relatively few diffraction spots on 

the images being analysed. It was determined that the mesh scan region consisted of 78 

different groups/crystals (Figure 27f) with few crystals stacked together and producing 

multi-pattern diffraction. Every particular crystal region was approximated with an elliptical 

shape. 

1.4.5. Case 5: The case of a crystal mishmash 

Thaumatin from Thaumatococcus daniellii (Sigma-Aldrich) crystals were harvested in 

a micromesh container in a messy way and then subjected to a mesh scan (Figure 28) by 

Ulrich Zander. 
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Figure 27. MeshBest analysis of the mesh scan of lysozyme crystals. a. A snapshot of the sample holder as 
mounted on the beamline goniometer, red rectangular mesh indicates the area and the dimensions of the mesh 
scan. b. Cumulative inter-spot distance histogram used in multi-pattern diffraction analysis with baseline 
regions marked with red circles. The blue line shows the fitted baseline of the cumulative histogram the slope 
of which indicates the presence of multi-pattern diffraction in the images of the mesh scan. c. An example of a 
raw diffraction image from the mesh scan. d. A diagram of spots detected by Dozor corresponding to the image 
in c. e. Dozor-score heat map of the mesh scan. f. A crystal map of the mesh scan generated by MeshBest. 
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Many of the diffraction images collected during the scan were polluted by intensive 

salt ring sectors, reflection splitting, the superposition of diffraction patterns from many 

crystals and other artefacts of unclear origin (Figure 28e, g). From the diffraction heat map 

itself (Figure 28c) it was unclear which regions would be suitable for diffraction data 

collection. As might be expected, based on image spot lists produced by Dozor and in which 

regions originating from salt or crystalline ice had been removed, MeshBest analysis 

revealed (and a steep slope of the baseline of the cumulative inter-spot distance histogram 

in Figure 28b indicate that) a large area in the central region of the sample holder (grey in 

Figure 28d) containing almost exclusively images affected by superposed multi-crystal 

diffraction. The images from individual crystals with similar diffraction patterns were then 

clustered together into 37 different crystal groups (see Figure 28d in different colours). The 

dimensions and centre coordinates of each crystal were then estimated by elliptical shape 

approximation. 

1.4.6. Discussion 

The results presented above clearly show that the MeshBest analysis of X-ray mesh 

scans provides reliable information about the positions, sizes and relative diffraction 

strengths of crystals of macromolecules mounted in the sample holder. Such information is 

critical for the proper organization and design of subsequent diffraction data collection 

protocols. Where MeshBest indicates that the sample holder contains one (or relatively few) 

crystal(s) the assessment of crystal size would allow a more precise description of radiation 

damage effects arising during measurements when the size of the sample is smaller than X-

ray beam (Zeldin et al., 2013) and thus define more realistic and correct strategy of data 

collection (Bourenkov & Popov, 2010). In cases where MeshBest indicates that large crystals  
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are essentially homogenous (i.e. (§1.4.1, §1.4.2) then such an approach combined with 

‘helical’ style data collections (Flot et al., 2010) might be the preferred mechanism of 

optimising data quality. Here though, the analysis presented in §1.4.2 shows that care 

should be exercised to define a protocol in which the direction of the helical scan and or 

the beam size used avoids illuminating satellite crystals and the production of multi-

pattern diffraction images. 

In cases where MeshBest indicates the presence of multiple small crystals packed 

tightly together on the sample support, data collection might be best carried out by 

accumulating many partial data sets from different individual crystals with subsequent 

HCA-guided merging producing complete data sets (i.e. (Zander et al., 2015)). Here, in 

order to avoid noise from the diffraction patterns of adjacent crystals or from the medium 

in which the crystals are mounted care should be taken to adjust incident beam size to 

crystals size. Indeed, it can be imagined that future versions of MeshBest will pass 

information concerning crystal size directly to beamline control interfaces in order to 

further help in the automation of the optimisation of diffraction data collection in MX. In 

such experiments the ability of MeshBest to separate areas of single-crystal and multi-

crystal diffraction based on the threshold (§1.3.1.2) is also important: processing 

diffraction images collected in the latter regions can be problematic for data processing 

packages, however, those images when indexable can provide useful intensity 

information, and thus should not always be excluded from potential data collection 

protocol. 

However, multi-pattern diffraction images should not be associated with single 

crystal region on the map though. The reason for this is that including them would break 

the logic of the pattern similarity-based HCA algorithm aimed at finding distinct crystal 



 69 

areas (see §1.3.2, as multi-pattern images in terms of defined distance metric could be 

proximal to several clusters/crystals and in that case violate the hard-clustering linkage). 

Nevertheless, the protocol for data collection strategy calculation must ensure that 

diffraction data from those areas where multi-crystal diffraction is above the threshold can 

be included in data collection protocols whenever this might be necessary.  
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2. Experimental phasing for crystal structure 

determination of membrane proteins 

2.1. Summary 

Halide-SAD is a promising method to obtain the phases for crystal structures of 

soluble proteins. Based on the common for MPs ‘positive-inside’ rule it was discovered 

that MP crystal derivatisation with iodide can be a potentially universal tool for phasing 

MP crystal structures via iodide-SAD (I-SAD). The hypothesis of the universality was tested 

on four different target MP – representatives of different species. The crystals of these 

proteins were derivatised employing the protocol of cryo-soaking in iodide-containing 

solutions. In all cases the anomalous data collected were sufficient for successful MP 

structure solution. At the same time, an alternative approach of Br-SAD was tested and 

none of the attempts at structure solution were successful. In this chapter the work on 

halide soaking attributed to the solution of crystal structures of MP via I-SAD and Br-SAD 

is presented and discussed.  
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2.2. Introduction 

Although, once X-rays were first described by W. Röntgen and then proved, by Laue 

and the Braggs, to be diffracted by the periodically arranged molecules in a crystal, it took 

almost fifty years to determine the first crystal structure of a macromolecule, X-ray 

crystallography has evolved as the prominent method of elucidating the 3-D structures of 

biological molecules. The first protein structures of myoglobin and haemoglobin were 

solved by X-ray diffraction by Kendrew and Perutz in the late 1950s (Kendrew et al., 1958; 

Perutz et al., 1960). Since then macromolecular crystallography (MX) has been used to 

determine thousands of crystal structures of proteins, nucleic acids and their complexes, 

revolutionising our understanding of Nature. 

Since the 1990s, the original methodology employed in MX experiments has 

evolved extensively. Modern, high-brilliance synchrotron X-ray beamlines produce fluxes 

greater than 1012 photons/s in a highly-collimated, micron-sized beam (i.e. ID23-1, ESRF; 

(Nurizzo et al., 2006)). Such beamlines are equipped with high-precision goniometers 

(Brockhauser et al., 2013) and noise-free pixel detectors (Henrich et al., 2009) which allow 

the recording diffraction patterns even from micron-sized crystals of poor quality. 

Moreover, advances in automation (Svensson et al., 2015) and diffraction image 

processing (Kabsch, 2010) during past two decades has transformed how MX experiments 

are carried out. 

𝜌(𝑥, 𝑦, 𝑧) = 𝐹𝑇−1[𝑭ℎ𝑘𝑙] =
1

𝑉
∑ 𝑭ℎ𝑘𝑙 ⋅ 𝑒−2𝜋𝑖(ℎ𝑥+𝑘𝑦+𝑙𝑧)

∞

ℎ,𝑘,𝑙

=
1

𝑉
∑|𝑭ℎ𝑘𝑙| ⋅ 𝑒𝑖𝜑ℎ𝑘𝑙 ⋅ 𝑒−2𝜋𝑖(ℎ𝑥+𝑘𝑦+𝑙𝑧)

∞

ℎ,𝑘,𝑙

       (10) 
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In order to obtain the electron density distribution 𝜌(𝑥, 𝑦, 𝑧) – and thus the 

structure – of molecules making up a crystal one must use a Fourier transform (equation 

(10)). However, in order to calculate this one must know both the amplitude and the phase 

of the structure factor 𝑭ℎ𝑘𝑙 (|𝑭ℎ𝑘𝑙| and 𝜑ℎ𝑘𝑙, respectively, in equation (10)). However, 

while an X-ray diffraction experiment provides information as to the amplitude of 𝑭ℎ𝑘𝑙, it 

provides no information as to the phase and this must be retrieved indirectly. Retrieving 

the correct value of the phase for each 𝑭ℎ𝑘𝑙 is commonly known as the phase problem and 

solving this can, in some cases be very challenging. 

Three main approaches that have been developed to solve the phase problem: 

direct methods; molecular replacement; methods implying the introduction of a 

substructure of heavy atoms into a crystal. 

Direct methods use implicit relationships (Karle and Hauptman, 1956; Sayre, 1952) 

within the phase values of the structure factors, such as triplet relations, to make an initial 

estimate of the phases. The resolution limit for their implementation is named Sheldrick’s 

rule: direct methods are generally only successful if more than a half of the full number of 

possible reflections in the resolution shell of 1.1-1.2 Å are measured well enough (𝐹 >

4𝜎(𝐹)) (Sheldrick, 1990). This is usually the case for small molecule crystals exhibiting high 

order. However, crystals of biological macromolecules rarely diffract to ‘atomic resolution’ 

and thus, direct methods are hardly ever applied in protein crystal structure solution. 

The Molecular Replacement (MR, (Rossmann, 1990), Figure 29) method for solution 

of the phase problem requires a pre-existing model – usually the crystal structure of a 

protein with a high amino acid sequence similarity to the protein under study. This model 

(the ‘search model’) is then placed at the right position in the crystal lattice of the target 
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protein by rotation and translation while, at the same time, searching for the best 

correlation of Patterson functions of the model structure and that calculated from 

structure factors measured from the target crystals. MR is the most popular method for 

solution of the phase problem in MX due to the increasing number of solved crystal 

structures which can be used as search models. However, MR has a major drawback in that 

the phases derived are initially biased by the search model which can lead the solution to 

converge to a local minimum, i.e. to an incorrect electron density map. 

 

Figure 29. The principle of molecular replacement (MR). Molecule A with known structure (red duck) shows 
high sequence similarity to target molecule B (in green). Upon rotation R and translation T molecule A is 
moved to the position which is held by B. The calculation of Patterson map correlation would indicate how 
well A at this position reflects the unknown structure (B). 

When MR protocols are not successful or suitable search models are not available, 

experimenters must resort to experimental (de novo) approaches for solving the phase 

problem. These usually rely on the introduction of a substructure of heavy atoms into a 

crystal. This is known as heavy atom derivatisation and there are a number of ways this 

can be done: soaking a crystal in heavy atom-containing solution (Morth et al., 2006); co-

crystallisation in the presence of heavy atoms (Morth et al., 2006); modifying residues of 

protein polypeptide chain (i.e. substitution of methionine for selenomethionine (Walden, 
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2010)). The basis of experimental methods is the determination of the resulting heavy 

atom substructure in the crystals. This is done by the use of diffraction intensity differences 

caused by heavy atom incorporation. 

The resulting structure factors 𝑭𝑃𝐴 for a crystal structure with heavy atoms added 

are calculated by simple summation of native structure factors 𝑭𝑃 and the structure 

factors of heavy atom substructure 𝑭𝐴 (see equation (11)). 

𝑭𝑃𝐴 = 𝐹𝑇[𝜌𝑃𝐴] = 𝐹𝑇[𝜌𝑃 + 𝜌𝐴] = 𝐹𝑇[𝜌𝑃] + 𝐹𝑇[𝜌𝐴] = 𝑭𝑃 + 𝑭𝐴       (11) 

If the exact positions of the heavy atoms in the unit cell of the crystal are known we 

can calculate 𝑭𝐴 precisely. As amplitudes of both 𝑭𝑃 and 𝑭𝑃𝐴 are known experimentally 

the original phase of 𝑭𝑃 can be determined from equation (11) simply by the use of the 

law of cosines: 

𝜑 = ± arccos (
𝐹𝑃𝐴

2 − 𝐹𝑃
2 − 𝐹𝐴

2

2𝐹𝑃𝐹𝐴
)      (12) 

A better understanding of the solution is given by a geometrical interpretation 

called Harker diagram (Figure 30). 

Here, we draw circles of the sizes of structure factor amplitudes 𝐹𝑃 and 𝐹𝑃𝐴 centred 

at the origin point and moved by the vector −𝑭𝐴 from the origin correspondingly. The 

intersections of these circles occur where the equation (11) is correct. As it is clearly seen, 

the solution provides two values of phase (as we got in algebraic form in the equation (12)) 

and at this point it is impossible to say which one is correct. To calculate initial electron 

density maps (equation (10)) one thus uses a weighted mean of these solutions, also called 
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centroid phase value. This method is called Single Isomorphous Replacement (SIR). 

Following calculation of the initial electron density map, this is then subject then to density 

modification procedures (see the end of this chapter) which allow retrieval of the correct 

phase angle. 

 

Figure 30. A Harker diagram showing solution to the phase problem using the single isomorphous 
replacement (SIR) method. The two possible solutions, one correct and one wrong can be found at the 
intersection of the structure factor circles. 

The phase ambiguity resulting from a SIR experiment can be resolved by using 

several derivatives of protein crystals. In the MIR (Multiple Isomorphous Replacement) 

method multiple protein crystals are derivatised by different heavy atom molecules and 

diffraction data collected from these. Figure 31 illustrates how MIR resolves the SIR phase 

ambiguity. As can be seen, by using at least two derivatives we obtain a set of equations 

with the only solution. However, MIR experiments are often not successful: firstly, it is 

often not straightforward to derivatise a protein crystal even with one type of heavy atom; 
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secondly, adding heavy atoms to a crystal lattice often induces non-isomorphism between 

crystals of the heavy atom derivative and crystals of the native protein. 

 

Figure 31. A Harker diagram showing phase calculation using the MIR method. Here, two heavy atom 

derivatives with structure factors 𝑭𝑃𝐴1 and 𝑭𝑃𝐴2 are shown. A unique solution can be found at the intersection 
of all three structure factor circles. 

Increasingly, experimental (de novo) approaches relying on the introduction of 

heavy atoms into a crystal lattice take advantage of the phenomenon of anomalous 

scattering. This phenomenon arises from the fact that heavy atoms can absorb X-ray 

photons changing their energy state. When this phenomenon, known as anomalous 

scattering, is significant at the energy of an incident X-ray beam, it alters the atom’s 

contribution to the diffraction pattern as shown in equation (13). The terms 𝑓′(𝜆) and 

𝑓′′(𝜆) are known as anomalous scattering coefficients related to inelastic scattering. They 

do not depend on the scattering direction, but only on the energy of the X-ray photons. 
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Conversely, basic term 𝑓0(𝒔) is a Thomson scattering component depending only on 

scattering vector s. 

𝑓 = 𝑓0(𝒔) + 𝑓′(𝜆) + 𝑖 ∙ 𝑓′′(𝜆)      (13) 

 

Figure 32. A schematic diagram showing the breakdown of Friedel’s law. The protein structure factors 𝑭𝑃+ 
and 𝑭𝑃− are Friedel mates. The addition of 𝑭𝐴 from the anomalous substructure makes the resulting structure 

factors 𝑭𝑃𝐴+ and 𝑭𝑃𝐴− different. 

This modification to the structure factor breaks Friedel’s law because of the 

imaginary term (see Figure 32) and for a protein heavy atom derivative the two Friedel 

mates 𝐅𝑃𝐴+ and 𝐅𝑃𝐴− are no longer complex conjugates. As shown in Figure 33, this 
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phenomenon can be used in Single-wavelength Anomalous Dispersion (SAD) experiments 

to retrieve the phase value. Knowing the amplitudes of 𝐅𝑃𝐴+ and 𝐅𝑃𝐴− two circles of these 

radii can be drawn, shifted from the origin by −𝐅𝐴+ and −𝐅𝐴−, correspondingly. The 

solution can be found at the intersection of two circles. Again, and as for SIR, the problem 

of phase ambiguity occurs (only one of the two intersections corresponds to the correct 

value of the phase). At this point, and again as for SIR, this problem can often be solved 

using density modification. 

 

Figure 33. A Harker diagram showing the solution for single wavelength anomalous dispersion method. The 
two solutions, correct and wrong ones can be found at the intersection of the structure factor circles 𝑭𝑃𝐴+ 
and 𝑭𝑃𝐴−. 

As should be clear from Figure 33, SAD phasing does not require the measurement 

of diffraction data from a native crystal of a protein; only the measurement of diffraction 

data from a single heavy atom derivative is required and, importantly the phase angles 

derived are for the structure factors of the derivative crystal. However, if a diffraction data 
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Figure 34. A Harker diagram showing the solution for the single isomorphous replacement with anomalous 
scattering (SIRAS) method. The only solution can be found at the intersection of the structure factor circles 
𝑭𝑃, 𝑭𝑃𝐴+ and 𝑭𝑃𝐴−. 

from a native crystal are available phases can be derived using Single Isomorphous 

Replacement with Anomalous Scattering (SIRAS). As can be seen from Figure 34, addition 

of a 𝐹𝑃 circle to a Harker diagram allows for a unique determination of the phase angle. 

Proper use of the anomalous scattering properties of a heavy atom derivative can 

also produce a unique value for structure factor phase angles without the need to collect 

diffraction data from a native crystal. In Figure 35 and Figure 36 experimentally obtained 

normalised X-ray absorption spectra of iodide and bromide are shown in the energy ranges 

4500 – 4750 eV and 13460 – 13550 eV, respectively. These show the iodide LIII-edge and 

bromide K-edge, respectively. The corresponding anomalous scattering factors 𝑓′(𝜆) and 

𝑓′′(𝜆) (equation (13)) can be calculated from equations (14) and (15). Figure 37 shows the  
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Figure 35. LIII-edge of iodide absorption spectra. The normalised X-ray absorption coefficient is denoted on 
vertical axis. Adapted from (Pham et al., 2010). 

 

Figure 36. K-edge of bromide absorption spectra. The normalised X-ray absorption coefficient is denoted on 
vertical axis. Adapted from (Merkling et al., 2003). 

theoretical variation of the anomalous scattering factors 𝑓′(𝜆) and 𝑓′′(𝜆) near the LIII 

absorption edge of iodine and the K absorption edge of bromine (Cromer & Liberman, 

1970). 
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𝑓′′
𝜆

=
𝑚𝑐

4𝑒2ℏ
𝐸𝜇𝜆       (14) 

𝑓′
𝜆

=
2

𝜋
∫ 𝐸𝑡 ∙

𝑓′′
𝐸𝑡

𝐸2 − 𝐸𝑡
2 𝑑𝐸𝑡

∞

0

       (15) 

where 𝐸 is the X-ray energy, 𝜇𝜆 is the atomic X-ray absorption coefficient. 

 

Figure 37. The theoretical variation of the anomalous scattering factors (𝑓′(𝜆) and 𝑓′′(𝜆)) near the (a) the 
LIII absorption edge of iodine and (b) the K absorption edge of bromine. Calculated at 
http://skuld.bmsc.washington.edu/. 
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Figure 38. A Harker diagram for the MAD method. The only solution of the system can be found at the 

intersection of at least four structure factor circles 𝑭𝑃𝐴𝒑−, 𝑭𝑃𝐴𝒑+, 𝑭𝑃𝐴𝒓−, 𝑭𝑃𝐴𝒓+ obtained at different X-ray 

energies (“peak” and “remote”). The native structure factor circle is drawn for the convenience in transparent 
blue. 

As can be seen, there is a rapid variation of 𝑓′(𝜆) and 𝑓′′(𝜆) around an absorption 

edge which will result in different structure factors at different wavelengths. This particular 

phenomenon is employed in the Multi-wavelength Anomalous Dispersion (MAD) 

technique. Typically, when employing MAD diffraction data are collected at least at three 

points around an absorption edge: “peak” (corresponding to the peak of absorption 

spectra), “inflection point” (as corresponds to the point of inflection of the spectra) and 

“high or low remote” (corresponding to the low or high energy sides of absorption edge). 

Then, anomalous structure factors are retrieved for each data set. Figure 38 shows 

geometrically how the correct phase value can be found using the structure factors from 
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“peak” and “low remote” data sets. Indeed, there is no phase ambiguity problem here as 

it is resolved by using more equations. So, MAD is a very powerful technique. However, it 

requires an X-ray facility with tuneable beam energy. 

 

Figure 39. Scheme of a solvent flattening algorithm. Cycling is done until no possible further map 
improvement. 

Once experimental phases have been determined using one of the methods 

described above, they usually need to be improved before an interpretable electron 

density map can be produced. Phase improvement is usually carried out using density 

modification techniques which include solvent flattening (Wang, 1985), solvent flipping 

(Abrahams & Leslie, 1996), density averaging and histogram matching (Lunin, 1988). In 

solvent flattening first the protein mask area is defined in the experimentally-phased 

electron density map and distinguished from the solvent environment. Typically, solvent 

region of a crystal has an average electron density of 0.32e-/Å3 ((Terwilliger, 1999), 

excluding extreme salty solutions). The density in solvent region is set to this average value 

and new structure factors are calculated via Fourier transform of the modified electron 

density map. Improved phases are then combined with original experimental amplitudes 

and used to compute a new map where next cycle of solvent flattening is applied (Figure 

39). More complicated algorithms are introduced in software programs for density 

modification such as sphere of influence method in SHELX (Sheldrick, 2002). In most cases, 
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density modification is used to improve the initial phases obtained by the other phasing 

techniques rather than being itself the main method of structure determination. 

2.2.1. Halide SAD 

It has been reported that so-called ‘halide-SAD’ is a promising technique for solving 

the phase problem in the crystal structures of soluble proteins (Dauter et al., 2000; 

Abendroth et al., 2011). Here, the simple protocols of soaking and fast cryo-soaking of 

protein crystals in a halide-containing solution were used for successful structure solution 

of the structures via SAD experiments using iodide (I-SAD) and bromide (Br-SAD) 

derivatives of native crystals. In the cryo-soaking protocol the crystals are soaked in 

solution for several minutes and then are frozen immediately in liquid nitrogen. More 

recently, the structure of a MP (Gu et al., 2016) has been solved via I-SAD based on the 

introduction of iodide ions by co-crystallisation. 

Several studies (Lund et al., 2008; Heyda et al., 2009) suggest a high affinity of halide 

ions to positively charged protein residues. MPs typically contain positively charged 

residues located at the membrane hydrophobic/hydrophilic interface. This can favour the 

interaction between MPs and halide ions. Indeed, the concept, widely known as the 

“positive-inside rule” (vonHeijne, 1989; von Heijne, 1992; Heijne, 1994) suggests that 

positively charged residues of a MP are necessarily present at the inner interface of the 

membrane. This was defined as the major determinant of topology of integral MPs and is 

essential for proper folding and insertion of the entire MP polypeptide into the membrane. 

However, positive charges close to the lipidic membrane surface seeks to be compensated 

due to the polarizing properties of the membrane and halides ions are thus expected to 

strongly interacting with MPs. 
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Due to the ion size and increased polarizability, bulkier halides also have an increased 

tendency for non-polar interactions with hydrophobic residues and cavities close to a 

protein surface. The prevalence of some aromatic residues at or close to the 

hydrophobic/hydrophilic interface in the structures of MPs (Yau et al., 1998) again supports 

that this region would also be a good target for the binding of ions such as iodide. This, 

coupled with the observations above, suggests that halide-SAD might prove a routine 

technique for solving the phase problem in the determination of the crystals structures of 

MPs. Part of this thesis work was dedicated to testing this hypothesis. A manuscript 

describing the results of this work was recently published and is, along with the relevant 

Supplementary Materials, reproduced here.  
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2.3. Fast iodide-SAD phasing for high-throughput membrane protein 

structure determination 
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Fast iodide-SAD phasing for high-throughput
membrane protein structure determination
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We describe a fast, easy, and potentially universal method for the de novo solution of the crystal structures ofmem-
braneproteins via iodide–single-wavelength anomalousdiffraction (I-SAD). The potential universality of themethod
is based on a common feature of membrane proteins—the availability at the hydrophobic-hydrophilic interface of
positively charged amino acid residues with which iodide strongly interacts. We demonstrate the solution using
I-SAD of four crystal structures representing different classes of membrane proteins, including a human G protein–
coupled receptor (GPCR), and we show that I-SAD can be applied using data collection strategies based on either
standard or serial x-ray crystallography techniques.

INTRODUCTION
Membrane proteins (MPs) are the key functional components of cell
membranes. They carry out the main functions of cells including ion
and solute transport and energy and signal transduction.MPs represent
roughly one-third of the proteins encoded in any genome, including the
human one (1). However, although they are also extremely important
drug targets [up to 60%of all existing drug targets areMPs (2)], they still
remain poorly structurally characterized compared to soluble proteins,
mainly because their production and crystallization are two major bot-
tlenecks of structural biology. Structural investigations by x-ray crystal-
lography thus remain a significant challenge. This challenge becomes
even more demanding if the crystal structure cannot be solved by mo-
lecular replacement (MR) methods. In these cases, the most popular
approaches are the use of heavy atomderivatization (3), the substitution
of methionine with selenomethionine (4), and native sulfur single-
wavelength anomalous diffraction (SAD) phasing (5, 6). However, these
techniques can be expensive and hazardous and are often not very ef-
ficient (6–8). A reliable, fast, and easy method of preparing these deriv-
ativeswould thus be a huge step forward in the production ofMP crystal
structures.

Several reports have shown halide-SAD to be a promising method
for phasing the crystal structures of water-soluble proteins (9, 10), and
more recently, iodide-SAD (I-SAD) has been used to solve the structure
of an MP (7). The distribution of positively charged amino acids at, or
close to, the membrane hydrophobic-hydrophilic interface is con-
sidered to be a major determinant of the transmembrane topology of
integral MPs (11) and is one of their most universal features. In this
context, the “positive-inside” rule suggests that regions of polytopic

(multispanning) MPs facing the cytoplasm are enriched with arginine,
lysine, and, to a lesser extent, histidine amino acid residues (11–13). In
addition, there are also observations of an enrichment of tryptophan
and tyrosine residues at the membrane surface interfaces (14). From
an electrostatic point of view, the existence of uncompensated charge
in close proximity to a medium with lower dielectric constant
(for example, the membrane hydrophobic-hydrophilic interface) is
unfavorable, and to compensate for this, the positively charged residues
placed at the interface are likely to interact particularly stronglywith bulk
halide ions. Thus, we hypothesized that halide-SADmight be a universal
phasing method in x-ray MP crystallography.

To test this hypothesis and to develop protocols for halide-SAD
phasing, we selected four target representatives for different large
classes of MPs varying in the sizes of their membrane and soluble
components: the recently discovered and characterized light-driven
sodium pump from the marine bacterium Krokinobacter eikastus
(KR2) (15), the light-driven proton pump from marine actino-
bacterial clade rhodopsins (MACRs) (16), a fragment of histidine
protein kinase NarQ from Escherichia coli (17), and a human aden-
osine A2A G protein–coupled receptor (GPCR) (18). We attempted
to solve their crystal structures by preparing iodide or bromide de-
rivatives via the cryo-soaking of native crystals in solutions of either
NaI (I-SAD) or NaBr (Br-SAD). The results we report here suggest
that I-SAD is an efficient, fast, nontoxic, and potentially universal
technique for the de novo (that is, not MR-based) solution of MP
crystal structures that will help to improve throughput in MP structure
determination.

RESULTS
Iodide–single-wavelength anomalous diffraction
Diffraction data sets were collected from several different crystals of
each of the target proteins after first soaking them in precipitant solu-
tion supplemented with 0.5 M NaI (Table 1). In all cases, diffraction
data were collected using x-rays of l = 1.85 Å, where f″ for iodine/
iodide = 9.2 e− (6.7 keV; all values of f″ quoted are taken from http://
skuld.bmsc.washington.edu/scatter/). For each target, several indi-
vidual data sets weremerged to obtain a single high-redundancy data
set for use in structure solution (Table 1). In all four cases, I-SAD

1European Synchrotron Radiation Facility, 38043 Grenoble, France. 2Institut de Biolo-
gie Structurale Jean-Pierre Ebel, Université Grenoble Alpes–Commissariat à l'Energie
Atomique et aux Energies Alternatives–CNRS, F-38000 Grenoble, France. 3Institute of
Complex Systems (ICS), ICS-6, Structural Biochemistry, Research Centre Jülich, 52425
Jülich, Germany. 4Moscow Institute of Physics and Technology, 141700 Dolgoprudny,
Moscow Region, Russia. 5Institute of Crystallography, University of Aachen (RWTH),
Aachen, Germany. 6Department of Vegetal Production and Microbiology, Universidad
Miguel Hernández de Elche, San Juan de Alicante, Valencia, Spain. 7Departments of
Chemistry, Biological Sciences, and Physics & Astronomy, Bridge Institute, University
of Southern California, Los Angeles, CA 90089, USA.
*These authors contributed equally to this work.
†Corresponding author. Email: valentin.gordeliy@ibs.fr (V.G.); apopov@esrf.fr (A.P.)
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Table 1. I-SAD/I-SIRAS data collection statistics. Entries in parentheses represent values for the highest-resolution bin. All statistics and data quality indicators

are calculated, treating Friedel’s pairs as separate reflections. Linear merging R value Rmerge ¼ ∑h ∑Ni¼1 I hð Þi� I hð Þh ij j
∑h ∑Ni¼1 I hð Þi

; redundancy-independent merging R value Rmeas ¼
∑h

ffiffiffiffiffi
N

N�1

p
∑Ni¼1 I hð Þi� I hð Þh ij j

∑h ∑Ni¼1 I hð Þi
; CC1/2—correlation coefficient between intensities from random half–data sets; SigAno ¼ Fþ�F�j j

s Fþ�F�ð Þ
D E

.

Protein/
space
group

Crystal/
data
set

Unit cell dimensions (Å, o)

a b c a b g Resolution
range (Å)

Multiplicity Completeness
(%)

Rmerge

(%)
Rmeas

(%)
<I/s(I)> CC1/2

(%)
SigAno CCanom

(%)
SigAnoinnerCCanom_inner

(%)

NarQ
F222 Native 57.58 73.87 235.56 90 90 90 60–2.0

(2.1–2.0) 3.61 (3.50) 99.8 (99.7) 8.8
(79.7)

10.4
(94.2)

10.58
(1.58)

99.9
(62.3)

0.76
(0.73) −3 (−4) 0.68 −4

1 57.27 73.64 236.15 90 90 90 60−2.9
(3.1−2.9) 6.69 (5.99) 99.7 (99.1) 15.8

(77.1)
17.2
(84.6)

10.23
(2.45)

99.8
(87.5)

1.24
(0.88) 47 (26) 4.12 92

2 57.40 73.79 237.02 90 90 90 60−3.3
(3.5−3.3) 6.73 (6.78) 99.7 (99.8) 20.8

(75.9)
22.6
(82.2)

7.33
(2.36)

99.6
(86.1)

1.15
(0.76) 41 (8) 3.17 90

3 57.22 73.59 236.42 90 90 90 60−3.1
(3.3−3.1) 6.74 (6.53) 99.7 (99.7) 14.2

(62.0)
15.4
(67.5)

9.87
(3.20)

99.8
(88.8)

1.43
(1.08) 57 (32) 4.03 93

4 56.92 73.20 236.25 90 90 90 60−2.9
(3.1−2.9) 6.69 (6.69) 99.7 (99.8) 11.3

(50.3)
12.3
(54.6)

12.37
(3.30)

99.8
(93.3)

1.57
(0.78) 64 (5) 5.82 96

5 57.21 73.52 236.54 90 90 90 60−2.7
(2.9−2.7) 6.69 (6.59) 99.8 (99.8) 11.4

(73.3)
12.4
(79.6)

11.93
(2.47)

99.9
(85.3)

1.51
(0.82) 61 (16) 6.03 97

6 57.12 73.34 236.74 90 90 90 60−2.9
(3.1−2.9) 6.72 (6.52) 99.4 (99.5) 11.3

(67.4)
12.3
(73.2)

12.20
(2.67)

99.9
(87.1)

1.53
(0.80) 60 (1) 5.85 96

7 56.99 73.12 236.07 90 90 90 60−2.9
(3.1−2.9) 6.73 (6.68) 98.9 (98.4) 11.1

(71.4)
12.0
(77.4)

12.56
(2.51)

99.7
(82.5)

1.57
(0.80) 62 (8) 6.00 97

8 57.24 73.66 236.43 90 90 90 60−2.7
(2.9−2.7) 6.73 (6.68) 99.8 (99.8) 12.6

(71.2)
13.6
(77.4)

11.03
(2.67)

99.9
(86.8)

1.41
(0.94) 54 (16) 5.15 96

Merged 57.17 73.48 236.45 90 90 90 60−2.7
(2.9−2.7)

42.95
(13.26) 99.9 (99.8) 17.5

(76.0)
17.7
(79.1)

20.68
(3.12)

99.8
(91.7)

2.26
(0.85) 78 (17) 10.14 98

KR2
I222 Native 40.62 83.66 234.46 90 90 90 60−2.5

(2.65−2.5) 6.58 (6.45) 99.7 (99.6) 9.6
(85.9)

10.5
(93.7)

13.73
(2.10)

99.8
(81.2)

0.84
(0.81) 15 (19) 1.42 44

1 40.50 83.66 234.13 90 90 90 60−2.8
(3.0−2.8) 6.85 (6.72) 99.7 (99.8) 13.5

(83.0)
14.6
(89.9)

11.87
(2.44)

99.8
(80.7)

1.22
(0.80) 41 (10) 6.76 97

2 40.52 83.63 233.80 90 90 90 60−2.8
(3.0−2.8) 6.82 (6.71) 99.8 (99.7) 13.7

(77.0)
14.8
(83.5)

11.92
(2.60)

99.6
(87.2)

1.24
(0.79) 44 (7) 7.26 98

3 40.51 83.75 234.10 90 90 90 60−2.5
(2.65−2.5) 6.73 (6.60) 99.9 (100) 11.3

(75.4)
12.3
(82.0)

11.95
(2.35)

99.9
(79.7)

1.22
(0.76) 42 (0) 7.64 98

4 40.72 83.99 234.21 90 90 90 60−2.65
(2.8−2.65) 6.71 (6.40) 99.8 (99.7) 10.6

(64.0)
11.5
(69.7)

12.70
(2.66)

99.6
(89.0)

1.25
(0.77) 46 (5) 6.96 98

Merged 40.56 83.76 234.06 90 90 90 60−2.5
(2.65−2.5) 22.06 (6.60) 100 (100) 13.7

(75.1)
14.0
(81.6)

19.43
(2.30)

99.9
(80.0)

1.64
(0.75) 60 (1) 13.23 99

MACR
P1 Native 40.76 56.85 57.65 63.679.080.1 60−2.0

(2.2−2.0) 1.05 (1.07) 76.2 (73.1) 7.3
(26.7)

10.3
(37.9)

6.43
(1.81)

99.5
(86.2) n/a n/a n/a n/a

1 40.77 56.89 57.28 63.878.680.2 60−2.2
(2.4−2.2) 1.86 (1.81) 70.1 (23.0) 5.1

(27.2)
7.2

(38.5)
10.40
(2.61)

99.5
(87.0)

1.16
(0.88) 43 (8) 3.61 91

2 40.75 56.87 57.32 63.678.480.2 60−2.4
(2.6−2.4) 1.85 (1.79) 72.5 (20.0) 6.4

(44.9)
9.0

(63.4)
7.86
(1.55)

99.5
(72.4)

1.07
(0.87) 36 (22) 3.14 89

3 40.79 56.77 57.29 63.678.580.2 60−2.0
(2.2−2.0) 1.88 (1.84) 81.9 (72.3) 5.1

(38.3)
7.2

(54.2)
8.64
(1.86)

99.7
(70.4)

1.07
(0.76) 35 (−5) 3.49 90

Merged 40.77 56.84 57.30 63.778.580.2 60−2.0
(2.2−2.0) 3.68 (1.84) 89.4 (71.8) 7.9

(38.7)
9.0

(54.8)
11.03
(1.81)

99.7
(69.5)

1.22
(0.75) 46 (−5) 4.85 95

continued on next page
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phasing of the crystal structure was straightforward (Fig. 1 and Table 2),
providing experimental phases that allowed the automated building of
initial models, which could be further refined. By including native data
sets, we could also test the efficiency of I-SIRAS (single isomorphous
replacement with anomalous scattering) phasing of all four crystal
structures. This approach (Fig. 2) provided even higher contrast solu-
tions than I-SAD protocols, suggesting that introduction of iodide ions

into the crystals had not resulted in significant non-isomorphism. In
addition to the above methods, in experiments based on the serial x-ray
crystallographyMeshAndCollect pipeline (19), we also collected a succes-
sionof partial data sets froma series of iodide-soaked crystals ofKR2, each
with a maximum dimension of ~10 to 15 mm (Table 3 and Fig. 3). Here,
structure solution was also successful using either I-SAD or I-SIRAS
(Fig. 3), suggesting that large crystals are not necessary for the collection

Fig. 1. I-SAD phasing of MP crystal structures. Heavy atom substructure determination (SHELXD, left) and phase calculation and extension (SHELXE, right) for each of
the four targets investigated. In all four cases, plots of CCall versus CCweak (1000 trials) from SHELXD show a bimodal distribution indicative of a correct iodide ion
substructure solution, whereas the difference in contrast (SHELXE) between the two possible hands (red, original; blue, inverted) indicates successful structure solution.

Protein/
space
group

Crystal/
data
set

Unit cell dimensions (Å, o)

a b c a b g Resolution
range (Å)

Multiplicity Completeness
(%)

Rmerge

(%)
Rmeas

(%)
<I/s(I)> CC1/2

(%)
SigAno CCanom

(%)
SigAnoinnerCCanom_inner

(%)

A2AAR-
BRIL-
DC
C2221

Native 39.62179.54139.71 90 90 90
60−2.4
(2.6−2.4) 2.94 (2.98) 99.6 (99.8)

9.4
(41.1)

11.5
(50.2)

9.60
(2.74)

99.5
(80.4)

0.77
(0.77) −4 (−1) 0.74 −14

1 39.63179.66139.57 90 90 90
60−3.4
(3.6−3.4) 6.93 (6.96) 100 (100)

24.8
(73.6)

26.8
(79.5)

7.33
(2.56)

99.1
(81.2)

0.96
(0.79) 17 (0) 1.94 71

2 39.65179.79139.81 90 90 90
60−2.8
(3.0−2.8) 6.87 (6.87) 99.7 (99.0)

18.5
(78.1)

20.0
(84.5)

8.83
(2.29)

99.4
(76.0)

0.98
(0.76) 18 (−5) 2.57 82

3 39.40179.87139.52 90 90 90
60−3.6
(3.8−3.6) 6.67 (6.54) 99.9 (99.8)

23.5
(72.1)

25.5
(78.5)

8.45
(3.21)

99.2
(82.8)

1.13
(1.08) 46 (41) 1.96 72

4 39.57179.76139.99 90 90 90
60−3.8
(4.0−3.8) 6.83 (6.79) 99.9 (99.9)

30.7
(84.7)

33.3
(91.9)

6.67
(2.97)

98.6
(72.0)

0.96
(0.91) 19 (8) 1.59 63

5 39.60179.10139.42 90 90 90
60−3.0
(3.2−3.0) 3.02 (2.98) 98.9 (99.0)

14.5
(65.7)

17.6
(80.1)

7.06
(1.67)

98.7
(56.6)

0.93
(0.75) 16 (−3) 2.06 74

6 39.50179.46139.40 90 90 90
60−3.4
(3.6−3.4) 6.85 (6.52) 99.9 (100)

19.9
(69.1)

21.5
(75.2)

9.61
(3.20)

99.4
(80.6)

1.07
(0.89) 27 (5) 2.46 81

7 39.63179.65139.96 90 90 90
60−3.2
(3.4−3.2) 6.27 (5.83) 99.9 (99.7)

21.1
(68.3)

23.1
(75.1)

8.86
(2.61)

98.9
(84.4)

1.02
(0.92) 24 (12) 2.06 76

Merged 39.57179.61139.67 90 90 90
60−2.8
(3.0−2.8) 27.10 (6.88) 99.8 (99.1)

24.5
(77.6)

24.9
(83.9)

14.55
(2.25)

99.8
(76.1)

1.24
(0.73) 35 (−3) 4.83 94
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Table 2. I-SAD structure solution and refinement statistics.

Protein

NarQ KR2 MACR A2AAR-BRIL-DC

Structure solution and initial model building

Data Eight anomalous +
native

Data set #8 +
native

Four anomalous +
native

Three anomalous +
native

Seven anomalous +
native

Method I-SAD I-SIRAS I-SAD I-SIRAS I-SAD I-SIRAS I-SAD I-SIRAS

Initial resolution range (Å) 60−2.7 60−2.7 60−2.5 60−2.5 60−2.0 60−2.0 60−2.8 60−2.8

Number of residues in
the protein 237 288 220 447

Substructure 14·I 10·I 16·I 17·I 26·I†

14·I
16·I 8·I 10·I

Resolution cutoff for
substructure search (Å)

3.0 2.8 2.8 2.8 2.5 2.9 3.7 3.9

Resolution extension by
native data (Å)

1.95 1.95 2.5 2.5 2.0 2.0 2.4 2.4

CCall/CCweak 40/15.4 31.8/18.1 42.6/20.7 37.7/25.1 28.8/15.3 29.8/19.6 35.0/14.8 36.7/21.4

Solvent content used
in SHELXE (%)

47 47 58 59 50 50 49 49

CCmap, highest-resolution shell (%) 74 77 67 84 87 81 73 74

Number of Ala residues
traced by SHELXE

178 187 212 208 190 272 155 250

Rwork/Rfree after initial
model building (%)

23.0/28.5* 24.8/32.9* 22.4/30.1* 22.6/29.3* 24.2/29.2†‡

29.4/32.7‡
29.7/46.2*
29.9/32.7‡

30.7/32.9‡ 29.5/45.8*

Number of residues built
in initial model building

215* 216* 235* 265* 343†‡

300‡
69*
319‡

277‡ 168*

Structure refinement

Data set (see Table 1) 8 3 3 2

Rwork/Rfree final (%) 19.0/26.2 19.0/22.6 17.7/21.9 23.4/29.4

Number in the ASU (asymmetric unit)

Protein residues 223 268 431 388

Water molecules 60 49 78 64

Iodide ions 12 20 22 6

Averaged B-factors (Å2)

Protein residues 43 40 38 38

Water molecules 34 44 47 27

Iodide ions 70 66 71 50

Ramachandran plot

Preferred 216 (99.1%) 259 (97.4%) 419 (98.4%) 373 (97.9%)

Allowed 2 (0.9%) 6 (2.2%) 7 (1.6%) 7 (1.8%)

Outliers 0 1 (0.4%) 0 1 (0.3%)

*Initial model built by ARP-wARP. †Phasing carried out using phenix.autosol (all others used SHELXC/D/E). ‡Initial model built by phenix.autobuild.
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of high-quality I-SIRAS/I-SAD diffraction data for the solution of MP
crystal structures.

The positions of the iodide binding sites for all four target proteins
are shown in Fig. 4. Iodide binding sites (12, 20, 22, and 6), reproduced
in most of the individual data sets for each target (fig. S1), are seen for
NarQ, KR2,MACR, andA2AAR-BRIL-DC, respectively. As can be seen,
the highest-occupancy (as estimated fromanomalous difference Fourier
maps) sites are clustered close to the predicted membrane interfaces. In
the same way as was previously observed in the I-SAD crystal structure
solution of soluble proteins (9, 10), the iodide ions interact with a wide
variety of positively charged amino acid residues, ordered water mole-
cules, and hydrophobic side chains (Fig. 4 and fig. S3).

To examine the potential universality of the I-SAD method in the
de novo solution ofMP crystal structures, we examined the availability
at the membrane interface of five amino acid residues, namely, argi-
nine, lysine, histidine, tryptophan, and tyrosine in 445 unique trans-
membrane protein structures deposited in the Protein Data Bank
[PDB; www.rcsb.org (20); the database of unique MP structures:
http://blanco.biomol.uci.edu/mpstruc/]. According to our analysis
(Table 4), 96% of the structures contain aromatic amino acids close
to themembrane interface, and 100% of the structures contain positive-
ly charged amino acids in this region. This, coupled with the recent re-
port of the crystal structure of the outer membrane b-barrel assembly
machinery complex, solved by I-SAD phasing (7), suggests that I-SAD
could be a universal technique for the solution of MP crystal structures.

Bromide–single-wavelength anomalous diffraction
To test whether derivatization with bromide might be an alternative
method to the I-SAD/I-SIRAS approach described above, we soaked
crystals of NarQ and KR2 in precipitant solutions supplemented with
0.5 M NaBr and collected diffraction data sets as presented in Table 5.
For both proteins, despite constructing merged data sets with multiplici-
ties greater than 20, all attempts at Br-SAD/Br-SIRAS structure solution

were unsuccessful regardless ofwhether diffraction datawere collected far
from (NarQ, l = 0.873Å;E= 14.2 keV; f″= 3.4 e−) or close to the peak of
the Br K-absorption edge (KR2, l = 0.920Å; E = 13.476 keV; f″ = 3.8 e−).

DISCUSSION
The results outlined above suggest that I-SAD is a potentially universal
method for the de novo solution of MP crystal structures. Further ad-
vantages of I-SAD are speed, nontoxicity, and simplicity because
soaking can be easily done at the crystal-harvesting stage and does
not require any additional equipment or safety precautions. In addition,
iodide soaking does not, at least in the experiments described here, ap-
preciably disturb crystal quality. Another—not insignificant—advantage
lies in the anomalous scattering properties of iodide itself. Although
anomalous signals in I-SAD experiments would be optimized by target-
ing the peak of the L1 absorption edge of iodine (f″ ~ 13.4 e

−; l = 2.4 Å;
E = 5.19 keV), routinely accessing the photon energy required is not
always possible even on tuneable synchrotron macromolecular crystal-
lography beamlines. However, at l = 1.85 Å, a wavelength usually ac-
cessible on these beamlines, the anomalous scattering properties of
iodide are still significant (f″ = 9.2 e−), and in many cases, particularly
because our studies suggest the presence of several iodide binding
sites in each of the different classes of MPs (Fig. 4), experiments at, or
close to, this wavelength will be more than sufficient for structure solu-
tion. Therefore, we carried out our experiments at l = 1.85 Å, using a
multicrystal approach to produce the highly redundant data (Table 1),
which is often required for SAD structure solution (21). Our experi-
ments also show that I-SAD phasing of MP crystal structures using
data collected in a serial fashion from many microcrystals mounted
on a so-called fixed target is also possible. Considering that often it is
hard to grow MP crystals of sufficient size for standard data collec-
tion, this latter conclusion is very important, suggesting that serial
I-SAD data collectionmethodsmight also be successful forMP crystal

Fig. 2. I-SIRASphasingofMP crystal structures. Heavy atom substructure determination (SHELXD, left) and phase calculation and extension (SHELXE, right) for I-SIRAS phasing
for each of the four targets investigated. Asmight be expected, I-SIRAS produces both clearer substructure solutions andbetter contrast in electrondensitymaps phased using the
two possible hands (see Fig. 1 for a comparison).
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structure solution using diffraction data collected at x-ray free-electron
lasers (22) or at next-generation diffraction-limited storage ring syn-
chrotron sources.

A notable result of the investigations described here is that
Br-SAD does not appear to be a routinely viable method for the
de novo solution of the crystal structures of MPs. This is intriguing,
particularly because Br-SAD is a relatively well-used technique for

the solution of the crystal structures of soluble proteins (9). Sub-
sequent analysis of NarQ and KR2 Br-SAD anomalous difference
Fourier maps (Fig. 5) revealed peaks indicating both that Br− binds
to these proteins and, moreover, that many of the Br− binding sites
observed coincide with the sites observed for binding of I− in the
corresponding I-SAD experiments. Thus, Br-SAD/Br-SIRAS
phasing of MP crystals structures should be possible. However, a

Table 3. Data collection, structure solution, and initial model building statistics resulting from I-SAD/I-SIRAS phasing of the crystal structure of KR2
using diffraction data collected using serial methods.

I-SAD I-SIRAS I-SAD I-SIRAS

Data
collection

No. of crystals 136 39 Structure
solution
and Refinement

Initial resolution
range (Å) 60–2.8 60–2.9

Method SAD SIRAS
Number of
residues in
the protein

288 288

Space group I222 I222 Substructure 16·I 12·I

Unit cell

a 40.6 41.0

Resolution
cutoff for

substructure
search (Å)

3.9 3.4

b 83.6 84.0

Resolution
extension
by native
data (Å)

2.5 2.5

c 233.5 234.3 CCall/CCweak 38.7/11.0 26.7/9.6

No. of frames 13,600 3900 Solvent
content (%) 63 60

Oscillation
range (°) 0.1 0.1

CCmap,
highest-resolution

shell (%)
47 67

Resolution
range (Å)

60–2.8
(3.0–2.8) 60–2.9 (3.1–2.9)

Number of
Ala

residues
traced by
SHELXE

122 165

Measured
reflections 469,213 (85,461) 124,613 (22,610)

Rwork/Rfree
after initial
model

building (%)

29.6/35.7† 24.2/31.6*
29.9/35.4†

Multiplicity 24.79 (24.13) 7.19 (7.13)

Number of
residues
built in

initial model
building

207† 248*
196†

Completeness (%) 100 (100) 99.8 (100)

Rmerge (%) 61.7 (220.7) 23.8 (154.6)

Rmeas (%) 63.0 (225.4) 25.6 (166.6)

<I/s(I)> 10.64 (2.27) 7.71 (1.69)

CC1/2 (%) 99.8 (70.1) 99.3 (56.2)

SigAno 1.21 (0.78) 1.03 (0.73)

CCanom (%) 39 (0) 29 (−1)

*Model built by ARP-wARP. †Model built by phenix.autobuild.
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Fig. 4. Cartoon representations of the crystal structures of the four classes of MP solved using the I-SAD/I-SIRAS technique. (A) KR2. (B) MACR (noncrystallographic
dimer). (C) A2AAR-BRIL-DC. (D) NarQ. On the left of each representation, peaks in I-SADanomalous difference Fouriermaps [purple chickenwire, highest-resolution I-SADdata sets
for each target (Table 1), contoured at the 3.5 × r.m.s. (rootmean square) level] are shown superposed on the Ca backbone of the protein. On the right of each panel, the blue and
red lines represent outer and inner lipidic membrane surfaces, respectively, with the hydrophobic region of the lipidicmembrane represented in yellow. Iodide ions are shown as
orange spheres, divided into three sizes based on the height of anomalous difference map peaks. Two iodide binding sites per crystal structure are highlighted to illustrate their
environment. In (D), it is clear that protein residues may change their side-chain conformation upon binding of iodide (conformation in native structures shown as shadows).

Fig. 3. I-SAD/I-SIRAS phasing of the crystal structure of KR2 using diffraction data collected using serial methods. Left: Photograph of crystals, 10 to 15 mm inmaximum
dimensions, of KR2 in its monomeric blue form. Top right: Heavy atom substructure determination (SHELXD, left) and phase calculation and extension (SHELXE, right) for I-SAD
phasing using data collected via serial methods. Bottom right: Heavy atom substructure determination (SHELXD, left) and phase calculation and extension (SHELXE, right) for I-SIRAS
phasing using data collected via serial methods.
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major disadvantage of Br-SAD experiments is that the maximum f″ that
can be induced around the Br K-absorption edge is ~4 e−. This compares
to f″ ~9.2 e− for I-SAD experiments carried out at l = 1.85 Å. Anom-
alous signals in Br-SAD experiments will thus be significantly lower

than for long-wavelength I-SAD (see Fig. 6 for an illustration of this).
Successful MP Br-SAD experiments will thus demand higher-accuracy
data than I-SAD. This will generally require higher multiplicity
measurements and/or the merging of more individual data sets,

Table 4. The analysis of presence at the membrane hydrophobic-hydrophilic interface of arginine (R), lysine (K), histidine (H), tryptophan (W), and
tyrosine (Y). As outlined in the main text, 445 unique transmembrane protein crystal structures deposited in the PDB were analyzed with, in each case, the
membrane surfaces represented by two parallel planes calculated by Lomize et al. (42). Amino acid residues were considered to be present at the membrane
interfaces if its Ca atom was not more than 7 Å from the membrane surfaces defined above.

R/K/H R/K W/Y R K H W Y

Number of entries where the amino acid
residues are present at the membrane interface

445
(100%)

442
(99.3%)

428
(96.2%)

429
(96.4%)

414
(93.0%)

353
(79.3%)

393
(88.3%)

422
(94.8%)

Table 5. Br-SAD data collection statistics. Entries in parentheses represent values for the highest-resolution bin. All statistics and data quality indicators are

calculated treating Friedel’s pairs as separate reflections. Linear merging R value Rmerge ¼ ∑h ∑Ni¼1 I hð Þi� I hð Þh ij j
∑h ∑Ni¼1 I hð Þi

; redundancy-independent merging R value Rmeas ¼
∑h

ffiffiffiffiffi
N

N�1

p
∑Ni¼1 I hð Þi� I hð Þh ij j

∑h ∑Ni¼1 I hð Þi
; CC1/2—correlation coefficient between intensities from random half–data sets; SigAno ¼ Fþ�F�j j

s Fþ�F�ð Þ
D E

.

Protein/
space
group

Crystal/
data
set

Unit cell dimensions (Å, o)

l (Å) a b c a b g Resolution
(Å)

Multiplicity Completeness
(%)

Rmerge

(%)
Rmeas

(%)
<I/s(I)> CC1/2

(%)
SigAno CCanom

(%)
SigAnoinner CCanom_inner

(%)

NarQ
F222

1 0.8729 57.87 74.79 237.85 90 90 90 60–2.8
(3.0–2.8)

2.09 (2.11) 83.2 (45.2) 14.5
(105.4)

18.2
(132.8)

5.53
(1.21)

99.4
(47.7)

0.82
(0.71)

6 (10) 1.12 37

2 0.8729 57.70 74.34 237.70 90 90 90 60–2.8
(3.0–2.8)

4.03 (4.12) 98.2 (92.6) 18.1
(106.9)

20.8
(122.7)

6.99
(1.36)

99.5
(58.3)

0.83
(0.74)

8 (3) 1.56 55

3 0.8729 58.21 73.57 237.42 90 90 90 60–2.8
(3.0–2.8)

4.81 (4.87) 99.2 (99.2) 21.3
(105.1)

24.0
(117.9)

5.85
(1.43)

99.5
(65.2)

0.82
(0.67)

13 (1) 1.27 45

14 0.8729 57.53 73.91 237.23 90 90 90 60–2.6
(2.8–2.6)

4.31 (4.06) 93.2 (68.4) 15.7
(101.1)

17.9
(116.5)

7.38
(1.26)

99.5
(60.1)

0.86
(0.71)

11 (3) 1.50 61

15 0.8729 57.52 74.44 237.76 90 90 90 60–2.8
(3.0–2.8)

2.58 (2.40) 93.5 (87.6) 14.0
(59.6)

17.5
(74.6)

5.83
(1.47)

98.9
(66.1)

0.85
(0.74)

18 (−2) 1.14 56

16 0.8729 57.76 74.22 238.68 90 90 90 60–2.6
(2.8–2.6)

2.89 (2.98) 97.4 (98.4) 10.8
(73.5)

13.0
(88.8)

8.13
(1.55)

99.6
(59.7)

0.87
(0.75)

9 (2) 1.80 74

24 0.8729 57.51 74.20 237.26 90 90 90 60–2.2
(2.4–2.2)

2.31 (2.22) 91.6 (76.8) 11.4
(125.6)

14.5
(160.1)

5.85
(0.62)

99.6
(69.2)

0.83
(0.65)

12 (4) 1.69 79

Merged 57.73 74.21 237.70 90 90 90 60–2.8
(3.0–2.8)

22.3 (21.3) 94.2 (100) 19.7
(85.9)

20.1
(88.0)

17.3
(5.0)

99.9
(96.6)

0.98
(0.75)

20 (3) 2.77 90

KR2
I222

32 0.91968 40.67 83.73 234.46 90 90 90 60–2.8
(3.0–2.8)

6.68 (6.45) 89.4 (44.7) 24.0
(176.7)

26.1
(191.6)

7.44
(1.11)

99.6
(49.4)

0.97
(0.65)

43 (3) 1.75 67

33 0.91968 40.78 83.62 234.38 90 90 90 60–3.0
(3.2–3.0)

6.82 (7.05) 100 (100) 26.3
(159.7)

28.6
(172.5)

7.43
(1.33)

99.6
(47.5)

0.92
(0.70)

21 (−8) 1.87 71

37 0.91968 40.67 83.32 234.10 90 90 90 60–2.8
(3.0–2.8)

6.77 (6.64) 99.5 (99.2) 16.1
(118.5)

17.4
(128.7)

9.85
(1.61)

99.8
(78.1)

0.88
(0.72)

17 (7) 1.69 67

38 0.91968 40.58 83.31 234.04 90 90 90 60–2.8
(3.0–2.8)

6.85 (7.05) 99.6 (99.4) 14.4
(103.8)

15.6
(112.3)

10.06
(1.73)

99.8
(84.9)

0.90
(0.76)

19 (7) 1.75 69

39 0.91968 40.56 83.46 233.45 90 90 90 60–3.0
(3.2–3.0)

6.74 (6.54) 96.1 (79.3) 17.0
(121.3)

18.4
(131.7)

9.52
(1.35)

99.9
(74.9)

0.90
(0.73)

21 (14) 1.65 61

Merged 40.65 83.49 234.09 90 90 90 60–2.8
(3.0–2.8)

31.56
(23.48)

100 (100) 23.9
(166.0)

24.3
(169.7)

16.72
(2.49)

99.9
(85.7)

1.03
(0.74)

23 (0) 2.63 80
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and Br-SAD will thus be less conducive to high-throughput MP
structure determination.

MATERIALS AND METHODS
Protein expression and purification
Expression and purification of the sodium-pumping rhodopsin KR2
(UniProt IDN0DKS8) and the chimeric proteinA2AAR-BRIL-DCof hu-
man A2A adenosine receptor (A2AAR) with a thermostabilized apocyto-
chrome b562RIL (UniProt IDs P0ABE7 and P29274) in complex with
ZM241385 were performed as described by Gushchin et al. (23) and
Liu et al. (24), respectively.
Expression and purification of the nitrate/nitrite sensor
kinase NarQ
The nucleotide sequence encoding residues 1 to 230 of the nitrate/nitrite
sensor kinase NarQ (17) (UniProt ID P27896) was cloned from E. coli
strain BL21 (DE3) and introduced into the pSCodon1.2 expression
vector (StabyCodon T7, Eurogentec) via Nde I and Xho I restriction
sites. Consequently, the construct harbored aC-terminalHis6 tag.NarQ
was then expressed in E. coli strain SE1 (StabyCodon T7, Eurogentec).
Cells were cultured in shaking baffled flasks in ZYP-5052 auto-inducing
medium (25) containing ampicillin (100 mg/liter). After incubating for

2 hours at 37°C, the temperature was decreased to 30°C, and incubation
continued overnight. Harvested cells were disrupted in M-110P Lab
Homogenizer (Microfluidics) at 25,000 psi in a phosphate-buffered sa-
line buffer with addition of deoxyribonuclease (DNase) I (50 mg/liter;
Sigma-Aldrich) and EDTA-free protease inhibitor cocktail (cOmplete,
Roche). The membrane fraction of cell lysate was isolated by ultra-
centrifugation at 90,000g for 1 hour at 4°C. The pellet was resuspended
in a buffer containing 50 mM NaH2PO4/Na2HPO4 (pH 8.0), 0.3 M
NaCl, and 2% n-dodecyl-b-D-maltoside (DDM) (Anatrace, Affymetrix)
and stirred overnight for solubilization. The insoluble fraction was then
removed by ultracentrifugation at 90,000g for 1 hour at 4°C. The super-
natant was loaded on a gravity flow column containing Ni-NTA resin
(Qiagen), and the protein was eluted in a buffer containing 20mM tris-
HCl (pH 8.0), 0.3MNaCl, 0.2M imidazole, and 0.1%DDM. Imidazole
was then removed by dialysis against 20 mM tris-HCl (pH 8.0), 0.3 M
NaCl, and 0.1% DDM for 3 hours. The eluate was subjected to size-
exclusion chromatography on a 125-ml Superdex 200 PG column (GE
Healthcare Life Sciences) in a buffer containing 20 mM tris-HCl (pH
8.0), 0.3 M NaCl, and 0.1% DDM. Protein-containing fractions were
pooled and concentrated to 30 mg/ml for crystallization.
Expression and purification of proton-pumping
rhodopsin MACR
The nucleotide sequence encoding Candidatus Actinomarina minuta
opsin gene (MACR, UniProt ID S5DM51) (16) was cloned frommeta-
genomic fosmid MedDCM-OCT-S44-C50 without any optimization
and was introduced into the pSCodon1.2 vector via Xba I and Bam
HI restriction sites. Consequently, the expressed construct harbored
an additional C-terminal tag with a sequence PGGGSHHHHHH.
E. coli strain SE1 cells were transformed with the pSC-MACR-His6
plasmid. The cells were grown at 37°C in shaking baffled flasks in
ZYP-5052 auto-inducingmedium containing ampicillin (100mg/liter).
After the glucose level in the growing bacterial culture dropped below
10 mg/liter, 10 mM all-trans-retinal (Sigma-Aldrich) was added, the
temperature was reduced to 20°C, and incubation continued overnight.
Collected cells were disrupted using the M-110P Lab Homogenizer at
25,000 psi in a buffer containing 20 mM tris-HCl (pH 8.0), 5% glycerol,
0.5% Triton X-100 (Sigma-Aldrich), and DNase I (50 mg/liter). The
membrane fraction of cell lysate was obtained by ultracentrifugation at
90,000g for 1 hour at 4°C. The pellets were resuspended in a buffer
containing 50 mM NaH2PO4/Na2HPO4 (pH 8.0), 0.1 M NaCl, and 1%
DDM. The mixture was left overnight for solubilization. The insoluble
fraction was removed by ultracentrifugation at 90,000g for 1 hour at 4°
C. The supernatantwas loaded on aNi-NTAcolumn, and theHis-tagged
protein was eluted in a buffer containing 50 mM NaH2PO4/Na2HPO4

(pH 7.5), 0.1 M NaCl, 0.5 M imidazole, and 0.2% DDM. The eluate
was subjected to size-exclusion chromatography on a 125-ml Superdex
200 PG column in a buffer containing 50mMNaH2PO4/Na2HPO4 (pH
7.5), 0.1MNaCl, and 0.01%DDM. Protein-containing colored fractions
were collected and concentrated to 40 mg/ml for crystallization.

Protein crystallization and iodide soaking
All crystals were grown using the in meso approach used in some of our
previouswork (23, 24, 26, 27).NarQ,MACR, andKR2 in their respective
crystallization buffers (see above) were added to the monoolein-formed
lipidic phase (Nu-Chek Prep), whereas the solubilized A2AAR-BRIL-
DC/ZM241385 complex was mixed with monoolein containing 10%
(w/w) cholesterol. The protein-LCP (lipid cubic phase) mixtures (40- to
50-nl aliquots in the case of A2AAR-BRIL-DC and 100-nl aliquots in
all other cases) were spotted on 96-well LCP glass sandwich plates

Fig. 5. Comparison of peaks in anomalous difference Fourier maps in I-SAD
and Br-SAD experiments. (A) Peaks in anomalous difference Fourier maps in Br-
SAD (left) and I-SAD (middle) experiments for NarQ, with a superposition of the
two maps shown on the right. (B) Peaks in anomalous difference Fourier maps in
Br-SAD (left) and I-SAD (middle) experiments for KR2, with a superposition of the
two maps shown on the right. Only the regions close to the proteins are shown,
and the maps are contoured at the 3.5 × r.m.s. level. For both NarQ and KR2, the
anomalous difference Fourier maps shown are those calculated using anomalous
differences in the individual I-SAD data sets of the highest resolution, as detailed
in Table 1, and in the merged Br-SAD data sets, as detailed in Table 5.
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Fig. 6. Comparisonofanomalous signal in I-SADandBr-SADdiffractiondata sets forNarQ (A) andKR2 (B). (A) Comparisons of SigAno (left) andCCanom (right) in I-SAD (top
panel) and Br-SAD (bottom) panel data setsmeasured fromderivatizedNarQ crystals. (B) Comparisons of SigAno (left) and CCanom (right) in I-SAD (top panel) and Br-SAD (bottom)
panel data sets measured from KR2 crystals. Individual andmerged data sets for I-SAD experiments are as detailed in Table 1, whereas those for Br-SAD are as detailed in Table 5.
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(Marienfeld) and coveredwith 800 nl of precipitant solution (see below)
using the NT8-LCP crystallization robot (Formulatrix). Crystals were
grown at 20°C and reached their final sizes within 2 to 8 weeks.

The best crystals of NarQ were obtained using 0.6 M KH2PO4/
Na2HPO4 (pH 4.6) (Qiagen) and 5 mM NaNO3 as the precipitant so-
lution and grew to 50 to 100 mm in size. For KR2, the best crystals were
obtained using 2.0 M sodium malonate (pH 4.3) (Hampton Research)
as a precipitant solution and grew to 70 to 100 mm in size. The best
crystals of MACR were obtained using 2.6 M (NH4)2SO4 and 0.1 M
sodium acetate pH 5.2 (Qiagen) as the precipitant and were 100 to
150 mm in size. The best crystals of the A2AAR-BRIL-DC/ZM241385
complex were obtained using a precipitant solution comprising 32%
polyethylene glycol 400, 25 mM NaSCN, and 0.1 M sodium acetate
(pH 5.0) and grew to 40 to 60 mm in size. For serial crystallography
SAD experiments, we obtained crystals of KR2 (10 to 15 mm in size)
(Fig. 3) using 2.5 M sodium malonate (pH 4.3) (Hampton Research)
as the precipitant.

Once crystals reached their final size, crystallization wells were
opened as described elsewhere (28), and drops containing the protein-
mesophase mixture were covered with 50 ml of the respective precipitant
solution. For native data collection (Table 1), harvested crystals were
incubated for ~5 min in the respective precipitant solutions. In the case
of NarQ, this was supplemented with 20% glycerol as a cryoprotectant.
For I-SADexperiments, the incubation solutionwas supplementedwith
0.5 M NaI. For Br-SAD experiments, the incubation solution was sup-
plementedwith 0.5MNaBr. After incubation, crystals were loaded onto
MicroMounts and MicroMeshes (MiTeGen), flash-cooled, and stored
in liquid nitrogen.

X-ray crystallography
X-ray diffraction data were collected on the European Synchrotron
Radiation Facility (ESRF) beamlines ID23-1 (29) or ID23-2 (30)
equipped with Dectris pixel array detectors. For I-SAD experiments,
diffraction data from crystals soaked in NaI were collected at l = 1.85 Å.
The x-ray beam size at the sample position was varied from 10 to 50 mm
in maximum dimension depending on the crystal size. Experimental
parameters for optimal data collectionwere designed using the program
BEST (31). Diffraction images were processed with XDS (32) and
XSCALE (32), which was also used to merge and scale different data
sets (see Table 1 for details). Structure factor amplitudes, anomalous
differences (DANO), and FreeR labels were then generated using the
CCP4 programs POINTLESS and AIMLESS (33).

The KR2 I-SAD serial data collection was carried out as described
by Zander et al. (19) using x-rays of l = 1.85 Å. Here, 171 partial data
sets were successfully processed, and hierarchical cluster analysis (34)
was then used to select 136 of these for merging/scaling to produce the
final data set. Structure solution and refinement were then carried out
as described below for data sets obtained in a “standard” fashion. For
the serial crystallography I-SIRAS experiments, the native data set was
collected in a standard way, and only 39 of the I-SAD partial data sets
were merged to provide the derivative data set.

For Br-SAD experiments, diffraction data from crystals of NarQ
soaked in 0.5 M NaBr were collected at l = 0.872 Å, whereas for
KR2 crystals soaked in 0.5 M NaBr, diffraction data were collected
at l = 0.9198 Å. Data processing, merging, and reduction were then
carried out as described above for I-SAD experiments (see Table 5
for details). The native data sets were required for both I-SIRAS and
Br-SIRAS structure solution protocols and were recorded at either l =
1.85 Å (KR2 only) or l = 0.972 Å, with data processing and reduction

carried out as described above for I-SAD experiments (see Table 1 for
details).

Structure solution and refinement
I-SAD and I-SIRAS phasing protocols were carried out using the
SHELXC/D/E pipeline as implemented in HKL2MAP (1000 trials for
substructure determination) (35, 36). ARP-wARP (37) or phenix.
autobuild (38) was then used for automated model building. Final
structural models (Table 2) were obtained by alternating cycles of
manual building in Coot (39) with refinement in REFMAC5 (40).
Figures illustrating the final models obtained were prepared using
PyMOL (41). Anomalous difference Fourier maps were calculated
with fast Fourier transform (FFT) (CCP4) using DANO and acalc
+ 90o as coefficients (acalc = calculated phases from the final refined
models) and were then used to verify the number, position, and oc-
cupancy of iodide ions in the individual and the merged I-SAD data
sets (Tables 1 and 2 and fig. S1), with, for each target, only those com-
mon to at least half of the data sets included in the final models.

Br-SADandBr-SIRAS de novo phasing protocols forNarQ andKR2
were also carried out using the SHELXC/D/Epipeline as implemented in
HKL2MAP (10,000 trials for substructure determination). However,
none of our attempts resulted in successful structure solution. This being
the case, structure refinement based on the model obtained from native
crystals was carried out using REFMAC5 and Coot. Anomalous
difference Fourier maps were then calculated with FFT (CCP4) using
DANO and acalc + 90o as coefficients (acalc = calculated phases from
the final refined models) and were used to verify the number, position,
and occupancy of bromide ions in each of the individual and themerged
Br-SAD data sets.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at http://advances.sciencemag.org/cgi/
content/full/3/5/e1602952/DC1
fig. S1. Comparison of peaks in anomalous difference Fourier maps calculated from individual
data sets in I-SAD experiment.
fig. S2. The distribution of positively charged and aromatic residues in the crystal structures
obtained in I-SAD experiment.
fig. S3. The bound iodide ions and their environment.
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fig. S1. Comparison of peaks in anomalous difference Fourier maps calculated from individual data 

sets in I-SAD experiment. Only the regions close to the proteins are shown and the maps are 

contoured at the 3.5 x r.m.s. (root mean square) level. Each individual data set (see Table 1) is 

represented by its individual color (red, green, marine, teal, orange, magenta, firebrick, skyblue) for 

each of the structures displayed: (A) KR2, (B) MACR, (C) A2AAR-BRIL-ΔC, (D) NarQ. 

  



 
 
fig. S2. The distribution of positively charged and aromatic residues in the crystal structures 

obtained in I-SAD experiment. Positively charged protein residues (Arg, Lys, His) are represented as 

blue sticks, aromatic residues (Trp, Tyr) are represented as yellow sticks. The anomalous difference 

Fourier maps from I-SAD experiment (purple chicken wire, calculated from highest-resolution I-SAD 

data sets for each target (Table 1), contoured at 3.5 x r.m.s. level) are shown superposed on the 

structures of KR2 (A), MACR (B), A2AAR-BRIL-ΔC (C), NarQ (D). The blue and red lines represent outer 

and inner lipidic membrane surfaces, respectively.  



 
 
fig. S3. The bound iodide ions and their environment. Two figures (top and bottom) illustrating 

iodide environment at different binding sites are shown for each of the proteins investigated:           

(A) KR2, (B) MACR, (C) A2AAR-BRIL-ΔC, (D) NarQ. The blue and red stripes represent outer and inner 

lipidic membrane surfaces respectively with the hydrophobic region of the lipidic membrane 

represented in yellow. Iodide ions are shown as orange spheres. Water molecules are shown as red 

spheres. 
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2.4. Discussion 

The work described in (Melnikov et al., 2017) aimed at testing the applicability of I-

SAD and Br-SAD as methods of solving the phase problem in the determination of the 

crystals structures of MPs. The results obtained suggest that I-SAD is a potentially universal 

method for the de novo solution of MP crystal structures, combining speed, nontoxicity, 

and simplicity in derivative preparation with the advantageous anomalous scattering 

properties of iodide even when experiments are carried out relatively far from the L-

absorption edges of iodide. This latter property is strengthened by the fact that for each 

of the systems investigated, several I- sites were identified, meaning that anomalous 

signals remain high even if the anomalous scattering properties of I- are not optimised 

during an experiment. One of the experiments described also suggests that the I-SAD 

phasing of MPs should be relatively straightforward using diffraction data collected in a 

serial fashion (i.e. (Zander et al., 2015), see also §1.4.3) from many microcrystals mounted 

on a fixed target that can be moved through the X-ray beam. This is an important 

observation as it is often difficult to obtain MP crystals of sufficient size for standard data 

collection. It also suggests that similar serial data collection protocols might also be 

successful for MP crystal structure solution using diffraction data collected at X-ray free-

electron lasers (Batyuk et al., 2016) or at next-generation diffraction-limited storage ring 

synchrotron sources. 

An interesting result of the investigations described in (Melnikov et al., 2017) is that 

Br-SAD does not appear to be as routinely viable as I-SAD for the de novo solution of the 

crystal structures of MPs. Indeed, Br-SAD did not result successful structure for any of the 

four targets studied. For two of the targets investigated anomalous difference Fourier 
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maps contained peaks indicating that Br- binds to these MPs. Moreover, many of the Br− 

binding sites identified were the same as those observed for binding of I− in corresponding 

I-SAD experiments. This, suggests that Br-SAD and/or Br-SIRAS phasing of the crystal 

structures of MPs should be feasible. A clear disadvantage, however, in Br-SAD 

experiments is that the maximum 𝑓′′ that can be induced around the Br K-absorption edge 

is ~4 e−. This compares to 𝑓′′~9.2 e− for I-SAD experiments carried out, as in (Melnikov 

et al., 2017), at  = 1.85 Å. Because of this, anomalous signals in Br-SAD experiments will 

be appreciably lower than in their I-SAD equivalents. Successfully applying Br-SAD to the 

crystals structures of MPs will thus clearly require higher-accuracy data (i.e. higher 

multiplicity measurements probably based on the merging of more individual (partial) data 

sets) than when applying I-SAD. Br-SAD will therefore be less favourable to high-

throughput MP structure determination. 
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3. Transmembrane signal transduction by bacterial sensor 

histidine kinases 

3.1. Summary 

In meso and single wavelength anomalous dispersion (SAD) approaches were used 

to crystallise and determine the crystal structures of a fragment of the nitrate sensor NarQ 

that contains the sensor, TM and HAMP domains. The symmetric apo state structure of a 

conserved mutant and the symmetric (holo-S) and highly asymmetric (holo-A) holo state 

structures of the wild type protein were obtained. Comparison of the apo and holo states 

reveals extensive structural rearrangements and provides a direct demonstration of signal 

transduction through the TM and HAMP domains, including a piston-like motion of TM 

helices and a lever-like rotation of HAMP domain protomers. Comparison of holo-S and 

holo-A structures shows that the signal transduction in NarQ can be achieved via different 

sets of conformational changes. Overall, the presented findings clarify the mechanism of 

TM signalling in TCS receptors and particularly the role of HAMP domain in it.  
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3.2. Introduction 

3.2.1. Two-component systems are major bacterial means of 

adaptation to the environment 

Sensing and reacting to the environment is essential for the survival of every living 

organism and in order to adapt to rapid environmental changes the sensory signals must 

be rapidly transformed into a regulatory response of a cell. There are three main signal 

transduction systems in bacteria (Mascher, 2014): one-component systems, two-

component system (TCS) and the alternative σ-factors of extracytoplasmic function (σECF). 

One component systems are responsible mainly for intracellular perception and comprise 

sensor and regulatory as two separate domains of one molecule. TCS and σECF respond 

mainly to extracellular cues and, in contrast to minimalistic one-component systems, have 

a multi-modular organisation. The principle of σECF regulation (see Figure 40a) is usually 

based on signal-dependent binding of the σ-factor to the anti-σ domain of the 

transmembrane sensor. Because σ-factors initiate DNA transcription directly, signal-

dependent capturing or releasing of them by the transmembrane sensor modulates their 

activity and thus directly regulates the response (Raivio & Silhavy, 2001; Heimann, 2002). 

TCS represent the most prevalent bacterial signalling pathway for responding to 

environmental changes (Egger et al., 1997). TCS comprise two proteins (see Figure 40b): a 

transmembrane sensor histidine kinase (HK) which receives the signal at its extracellular 

sensor module and an intracellular response regulator (RR) which acts as a DNA 

transcription factor. Through TCS bacteria react to various environmental factors such as  
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Figure 40. Schemes showing different mechanisms of bacterial signalling by TCS and σECF. a. Overview of 
σECF-dependent signalling. The σECF factor is shown in green. The transmembrane sensor – the cognate anti-
σ factor is shown in blue. Upon receiving the signal σECF factor is released and binds to RNA polymerase 
initiating transcription. Adapted from (Mascher, 2013). b. Mechanism of signalling by TCS. A signal is received 
by the histidine kinase sensor domain which causes ATP-dependent phosphorylation of the kinase domain 
histidine. This phosphate is then transferred to the cognate response regulator protein which in turn 
modulates its activity in transcription activation or repression. Adapted from (Francis et al., 2013). 
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pH level, osmotic pressure or concentration of various nutrients, etc. (Forst et al., 1989;  

Stewart, 2003; Watts et al., 2004). Bacterial mechanisms for quorum sensing, virulence 

and resistance to the innate immune system attacks are also driven by TCS (Walker et al., 

2013; Mike et al., 2014; Herrera et al., 2014). Most bacterial species possess tens to 

hundreds of different TCS (Podgornaia & Laub, 2013) (in E. coli, the number of unique TCS 

identified is around 30 (Mizuno, 1997)) which share similar modes of action. Importantly, 

TCS are almost absent in eukaryotes (Parkinson & Kofoid, 1992) making them potential 

targets for anti-microbial treatments. 

The principle of TCS response is in transmitting the signal from the sensor protein 

(HK) to the response regulator (RR) (Figure 40b). Having received a stimulus at the sensor, 

HKs undergo structural rearrangements which pass downstream to its auto-kinase 

domains (Figure 40b, Figure 41). Here, the conformational rearrangements lead to the 

favouring of ATP-binding and the transfer of its γ-phosphate to a conserved histidine 

residue in the kinase module. This γ-phosphate is then transferred to a conserved 

aspartate residue of the receiver domain of the RR. The free energy change induced by 

phosphorylation of this aspartate then trigger conformational changes in the whole RR 

molecule (Stock et al., 2000). Thus, by altering RR conformations aspartate 

phosphorylation can activate or repress DNA transcription. Indeed, conformational 

changes in RRs can induce their binding or release to or from DNA or affecting directly (i.e. 

induce degradation) of the σ-subunit of RNA-polymerase (Zhou, 2001; Yamamoto et al., 

2005). 

The domain structure of a typical HK is shown in Figure 41. Comparisons of different 

HKs show areas of structural similarity and difference. Here, the greatest diversity is 

observed in the structures of the sensor domains of different HKs (blue in Figure 41) while, 
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for example, the amino acid sequences and structures of HK catalytic domains located at 

the C-terminus (navy blue and yellow in Figure 41) are quite conserved (Song et al., 2004; 

Xie et al., 2010; Ferris et al., 2014). RR receiver domains are also relatively structurally 

conserved (Volz & Matsumura, 1991; Gouet et al., 1999; Solà et al., 1999; Buckler et al., 

2002). This raises the question as to how the specificity of an individual HK to its cognate 

RR is maintained is such a structurally conserved environment and, major determinants of 

TCS specificity are likely to include molecular recognition (Skerker et al., 2005), 

phosphatase activity and competition of substrates (Podgornaia & Laub, 2013). 

 

Figure 41. The domain architecture of a typical bacterial TM sensor histidine kinase (HK). A HK dimer is shown 
inserted in the cytoplasmic membrane: cytosol at the bottom, periplasm is at the top. The sensor domains 
are shown in blue, the transmembrane helices in orange, the HAMP domains in red, signalling S-helices in 
pickle, GAF domains in teal and the dimerisation and histidyl phosphotransfer (DHp) and catalytic and ATP-
binding domains in navy blue and yellow, respectively. 
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3.2.2. Signal transduction by transmembrane sensor histidine 

kinases 

HKs generally function as dimers (see Figure 41). However some pathways include 

inactivation of HK by homo- or hetero-oligomerisation (Krell et al., 2010; Willett & Crosson, 

2017). As can be seen from Figure 41, the extracellular signal captured is usually 

transmitted across the membrane by an anti-parallel bundle of four transmembrane 

helices, two from each HK monomer. Downstream of the TM helices HKs comprise various 

transmitter domain homodimers. Such domains include HAMP (present in histidine 

kinases, adenylate cyclases, methyl-accepting chemotaxis proteins and phosphatases 

(Aravind & Ponting, 1999)), PAS (first discovered in periodic circadian proteins, aryl 

hydrocarbon nuclear translocator proteins, and single-minded proteins, (Taylor & Zhulin, 

1999)) and GAF (also found in cGMP-specific phosphodiesterases, adenylate cyclases, and 

formate hydrogenases, (Aravind & Ponting, 1997)) which are supplemented with coiled-

coil elements such as signalling helices (S-helix, (Winkler et al., 2012)) which further 

transmit the signal to, and regulate the activity of, the catalytic unit composed of 

dimerisation and histidine-phosphotransfer (DHp) and catalytic and ATP-binding (CA) 

domains (Bhate et al., 2015). 

Several studies have reported the successful construction of HK chimeras 

comprising sensor, transducer and catalytic domains from different HKs (Ward et al., 2002; 

Zhu & Inouye, 2003; Ward et al., 2006). These engineered chimeras possess the 

functionality to receive and transmit extracellular signals, clearly suggesting that the 

mechanisms of TM signal transduction are shared amongst HKs. However, exactly how a 

signal captured in the sensor domain is transmitted across the membrane to the 
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downstream domains of transmembrane HKs remains a central issue of investigation and 

debate. 

The structure of the extracellular sensor domain varies between different HK 

proteins. These can be PAS domain-like structure with α/β-fold (Cheung & Hendrickson, 

2008; Cheung et al., 2008; Sevvana et al., 2008; Affandi et al., 2016) or fully α-helical 

(Cheung & Hendrickson, 2009; Moore & Hendrickson, 2012) (see Figure 42). The 

conformational signal transmitted by sensor domain to the TM region is proposed to be a 

helical displacement towards the membrane plane ((Cheung & Hendrickson, 2009), Figure 

43a-left, Figure 45). However, this hypothesis is not proven because it is based on the 

isolated structures of HK sensor domains (Cheung & Hendrickson, 2009). 

 

Figure 42. Cartoon representation of the structures of extracellular sensor domains of HKs. The crystal 
structures of a. E. coli DcuS sensor (of malate) domain monomer (PDB code: 3BY8); b. CusS sensor (of copper 
and silver) domain dimer in the ligand-bound state (PDB code: 5KU5); c. CitA sensor (of citrate) domain dimer 
in the ligand-bound state (PDB code: 2J80); d. E.coli PhoQ sensor (of bivalent cations) domain dimer (PDB 
code: 3BQ8); e. E. coli NarX sensor (of nitrate) domain dimer in the ligand-bound state (PDB code: 3EZH); f. 
TorS (in transparent teal) in complex with histidine kinase TorT sensor domain (in red) in the absence of ligand 
(TMAO; PDB code: 3O1I). Secondary structure is colour-coded with α-helices shown in red, β-sheets shown in 
yellow whereas the loops are shown in green. 
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Figure 43. Schematic representation of hypothetical mechanisms of signal transduction employed by 
sensor/TM domain helices (a) and by HAMP domain helices (b). The sensor domain helical endings are only 
shown in (a) which prolong to TM helices. Adapted from (Bhate et al., 2015). 

How the signal is transmitted across the membrane by HK TM helices is also far 

from clear as, until now, insight into this phenomenon has been provided either by low 

resolution structural studies or structural studies of isolated fragments (Pakula & Simon, 

1992; Moukhametzianov et al., 2006; Maslennikov et al., 2010; Molnar et al., 2014). 

Nevertheless, three hypotheses have been made (Figure 43a, (Bhate et al., 2015)) 

proposing piston-like helix displacement (Cheung & Hendrickson, 2009; Moore & 

Hendrickson, 2012), scissoring helical movement (Molnar et al., 2014) and helical rotation 

(Neiditch et al., 2006; Wang et al., 2014) as potential mechanism of signal transduction by 

TM helices. 

The critically important part in signal propagation is taken by the cytoplasmic 

transmitter domains. Of the transmitter domains found in HKs, HAMP is present in one 

fifth of all histidine kinases (Hulko et al., 2006). The structure of a HAMP domain dimer 

represents parallel four-helix coiled-coil (see Figure 44) connected by a flexible linker; this 

was predicted (Butler & Falke, 1998) and later proved (Hulko et al., 2006) by multiple 
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reported structures of HAMPs from different proteins. Studies on mutated HAMP domains 

showed that these can seriously impede functioning of different sensor proteins. It is 

considered thus that HAMP is more an active element of signal transduction chain rather 

than a simple connector (Zhu & Inouye, 2004). 

 

Figure 44. Cartoon representation of the dimeric structure of the HAMP domain of hypothetic kinase Af1503 
of the hyperthermal archae Archaeoglobus fulgidus, obtained using NMR. N-terminal end is up while C-
terminal end of polypeptide chain is down in the figure. The four helices of the homodimer (the two monomers 
are shown in red and blue, respectively) constitute a parallel coiled-coil fold. The motile linker is also shown 
which connects the two helices of one monomer. Reconstructed based on PDB entry 2L7H (Hulko et al., 2006). 

No evidence has been provided for the mechanism of signal transduction by HAMP 

domain dimers. However, three main hypotheses have been made to try to match the 

available experimental facts (Figure 43b): the dynamic-bundle hypothesis propose that the 

downstream to HAMP domain activity is regulated via changing the stability of four-helix 

HAMP bundle from tight to loose packing or even to helix dissociation (Parkinson, 2010; 

Stewart, 2014); the gearbox hypothesis suggests that the helices of the HAMP are rotated 

coherently around the bundle axis like gears between the two states (Hulko et al., 2006; 

Ferris et al., 2011); the scissoring mechanism proposes that the HAMP helices undergo 

scissoring motion from the tightly-packed bundle thus creating the large output amplitude 

(Airola et al., 2010; Gushchin et al., 2013). However all proposed mechanisms (Figure 43) 
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of HAMP signalling are different, the real case might be also in their combination as they 

are not mutually exclusive. 

3.2.3. NarX and NarQ – E. coli sensors of nitrates and nitrites 

The E. coli TCSs which have been the most extensively studied are the paralogous 

systems NarX-NarL and NarQ-NarP which regulate anaerobic oxidative metabolism in 

bacteria. In the absence of oxygen, bacteria are able to use many other electron acceptors 

to perform anaerobic respiration. Among these acceptors are nitrates, nitrites, fumarates, 

sulfates, etc. The necessity of sensing the environmental concentrations of these acceptors 

is caused by the fact that energy gain is different for different anaerobic pathways and, 

bacteria use the most profitable oxidation that is available. In the presence of oxygen the 

production of all anaerobic reductase ferments is repressed. However, in the absence of 

oxygen, the production of reductases for the next most valuable acceptor is activated. 

Most often, the next best substrate for respiration is nitrate or nitrite. 

Initially NarX-NarL was discovered and assumed to be the only pathway for the 

sensing of nitrates in E. coli (Stewart & Parales, 1988). However, after it had been shown 

that nitrate sensing was not disturbed in NarX-deletion strains a NarX homologue, NarQ 

and its cognate RR, NarP were discovered (Chiang et al., 1992; Rabin & Stewart, 1992, 

1993). It was also shown that while NarX-NarL is responsible only for nitrate sensing, NarQ-

NarP is also sensitive to nitrites (Rabin & Stewart, 1993). As typical bifunctional HKs, NarX 

and NarQ can stimuli-dependently phosphorylate and dephosphorylate their cognate RRs. 

However studies on phosphorylation kinetics (Noriega et al., 2010) have shown that NarQ 

can cross-phosphorylate NarL and, at a much reduced level, NarX can cross-phosphorylate 
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NarP. Such cross-phosphorylation might be essential for the fine tuning of bacterial 

machinery. 

 

Figure 45. The comparison of the apo (in blue, PDB code: 3EZI) and ligand-bound (holo, in red, PDB code: 
3EZH) structures of NarX truncated sensor domain (Cheung & Hendrickson, 2009). The structures of each 
monomer of the apo-state molecules (in blue) are aligned by the residues 79-105 (membrane-anchoring part 
of helices H2 and H3) of the amino acid sequence to the corresponding monomers of the dimeric structure of 
the holo-state molecule (in red). The alignment shows the displacement of ~1 Å between the ends of the H1 
helices of the sensor in two states (shown in green). The sensor domain helices H1, H2, H3, H4 and a part of 
transmembrane helix TM2 are shown. Left: side view; right: top view. 

NarX and NarQ architecture is similar as they are homologues and monomers of 

both comprise a periplasmic sensor domain, two TM helices, HAMP domain, then S-helix 

downstream, GAF domain, DHp and CA domains at the C-terminus (Figure 41). No 

particular structural information is available for NarQ. However, there are crystal 

structures available for the isolated sensor domain of NarX in the apo and nitrate-bound 

states (Cheung & Hendrickson, 2009). In that work it was determined that binding of the 

ligand induces piston-like displacement perpendicular to the membrane of the end of the 

sensor helix that in the full-length protein is prolonged by the second TM helix (Figure 45). 

However, since the crystal structures are of an isolated fragment, it is not clear whether 

this conformational change occurs in fuller length NarX constructs. There are also several 

crystal structures available of isolated HAMP, GAF, DHp and CA domains of other proteins 

(Bhate et al., 2015; Zschiedrich et al., 2016) As for the crystal structures of the isolated 
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sensor domain of NarX, these also provide little insight on how these domains cause the 

transmission of a signal when assembled in the whole protein structure. Structural analysis 

of constructs of HKs containing several domains would clearly help in this regard. Part of 

this thesis work therefore was dedicated to the elucidation of the crystal structure in both 

apo- and ligand-bound states, of a construct of NarQ, comprising periplasmic sensor 

domain, transmembrane helices and HAMP domain (Figure 41). A manuscript describing 

the results of this work was recently published and is, along with the relevant 

Supplementary Materials, reproduced here.  
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3.3. Mechanism of transmembrane signalling by sensor histidine 

kinases 
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INTRODUCTION: Microorganisms obtain
most of the information about their environ-
ments through membrane-associated signal-
ing systems. One of the most abundant classes
ofmembrane receptors, present in all domains
of life, is sensor histidine kinases, members of
two-component signaling systems (TCSs). Tens
of thousands of TCSs are known.Many
of these systems are essential for cell
growth, survival, or pathogenicity and
consequently can be targeted to reduce
virulence. Several large families of trans-
membrane (TM) TCS receptors are
known: (i) sensor kinases, which gen-
erally possess a periplasmic, mem-
brane, or intracellular sensor module;
a transmembrane domain; often one
or more intracellular signal transduc-
tion domains such as HAMP, PAS, or
GAF; and an intracellular autokinase
module (DHpandCAdomains), which
phosphorylates the response regulator
protein; (ii) chemoreceptors, which
also possess the sensor module and
the TM domain but lack the kinase
domain and control a separate kinase
protein (CheA) via a kinase control
module; and (iii) phototaxis systems,
which are similar to chemotaxis sys-
tems except that the sensor module—
a light receptor sensory rhodopsin—is
a separate protein.

RATIONALE: Despite the wealth of
biochemical data, the structural mecha-
nisms of transmembrane signaling by
TCS sensors are poorly understood at
the atomic level. In particular, high-
resolution structures of the TM segments
connected to the adjacent domains are
lacking. Deciphering of the signaling-
associated conformational changes
would shed light on the details of long-
range transmembrane signal transduc-
tion andmight help in the development
of novel classes of antimicrobials tar-
geting TCSs.

RESULTS: We used the in meso crystalliza-
tion approach and single-wavelength anom-
alous dispersion to determine the crystal
structures, at resolutions of up to 1.9 Å, of a
fragment of Escherichia coli nitrate/nitrite
sensor histidine kinase NarQ that contains
the sensor, TM, and HAMP domains in a sym-

metric ligand-free apo state and in symmetric
and asymmetric ligand-bound holo-S and
holo-A states. In all of the structures, the TM
domain is an antiparallel four-stranded coiled
coil (CC) consisting of nine CC layers. The
sensor domain is connected to the TM do-

main through continuous
a-helical linkers that are
partially disrupted in the
holo state. The intracel-
lularHAMPdomain is con-
nected to the TM helices
via flexible proline junc-

tions and robust hydrogen bonds conserved
in all signaling states. The structures reveal
the mechanism of transmembrane signal
transduction in NarQ and show that binding
of ligand induces displacement of the sensor
domain helices by ~0.5 to 1 Å. This displace-
ment translates into rearrangements and
~2.5 Å pistonlike shifts of transmembrane
helices and is later converted, via leverlike
motions of the HAMP domain protomers, into
7 Å shifts of the output helices and changes

of the CC helical phase. The structures
also demonstrate that the signaling-
associated conformational changes in
the TM domain do not need to be
symmetric.

CONCLUSION:The determined struc-
tures of the transmembrane and
membrane-proximal domains of the
nitrate/nitrite receptor NarQ in ligand-
free and ligand-bound forms present a
template for studies of other TCS re-
ceptors, establish the importance of the
pistonlike displacements of the TM heli-
ces for TM signal transduction, and
highlight the role of the HAMP domain
as an amplifier and converter of a piston-
like displacement into helical rotation.
Overall, the results show how a mech-
anistic signal is generated and ampli-
fied while being transduced through
the protein over distances of 100 Å or
more. Because membrane-associated
TCSs are ubiquitous in microorganisms
and are central for bacterial sensing,
we believe that our results will help
to elucidate a broad range of cellular
processes such as basic metabolism,
sporulation, quorum sensing, and vir-
ulence. They may also provide in-
sights useful for the development of
novel antimicrobial treatments tar-
geting TCSs.▪
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One of the major and essential classes of transmembrane (TM) receptors, present in all
domains of life, is sensor histidine kinases, parts of two-component signaling systems
(TCSs). The structural mechanisms of TM signaling by these sensors are poorly
understood. We present crystal structures of the periplasmic sensor domain, the TM
domain, and the cytoplasmic HAMP domain of the Escherichia coli nitrate/nitrite sensor
histidine kinase NarQ in the ligand-bound and mutated ligand-free states. The structures
reveal that the ligand binding induces rearrangements and pistonlike shifts of TM helices.
The HAMP domain protomers undergo leverlike motions and convert these pistonlike
motions into helical rotations. Our findings provide the structural framework for complete
understanding of TM TCS signaling and for development of antimicrobial treatments
targeting TCSs.

M
icroorganisms obtain most of the infor-
mation about their environments through
membrane-associated signaling systems.
One of the most abundant classes of mem-
brane receptors, present in all domains

of life, is sensor histidine kinases, members of
two-component signaling systems (TCSs) (1–3).
Tens of thousands of TCSs are known (4). Many
of these systems are essential for cell growth,
survival, or pathogenicity and consequently can
be targeted to reduce virulence (5–7).
Membrane-associated sensor kinases gener-

ally function as homodimers and possess a peri-
plasmic, membrane, or intracellular sensor module;
a transmembrane (TM) domain; often one or
more intracellular signal transduction domains
(such as HAMP, PAS, or GAF); and an intra-
cellular autokinasemodule (DHpandCAdomains),
which phosphorylates the response regulator pro-
tein (1, 8, 9) (fig. S1). Other TCS TM sensors, chemo-
and photoreceptors, have domain organization
similar to that of sensor histidine kinases; they
possess the sensor module, TM, and HAMP do-

mains but lack the autokinase module and con-
trol a separate kinase protein (CheA) via the
kinase control module (fig. S1). Also, the core
functional unit of chemoreceptors and photo-
taxis systems is not a dimer but a trimer of
dimers (10–12), which may then pack into higher-
order oligomeric assemblies (13).
The molecular mechanisms of TM signal trans-

duction in different TCS classes are expected to be
somewhat similar, because a vast majority of the
sensors feature a dimeric four-helix TM core in
the TM domain, often followed by the HAMP
domain downstream. At present, only two re-
ports on atomic-resolution structures of the TM
domains are available, both describing isolated
TM fragments and thus providing little insight
into the signal transduction in and out of the TM
domain of a typical TCS sensor. One report (14)
provided a crystallographic structure of the com-
plex between the photoreceptor sensory rhodop-
sin and the TM domain of its transducer protein.
The other report (15) described nuclear magnetic
resonance (NMR) structures of nonphysiological
monomeric TM domains of histidine kinases
from three different classes. Additionally, several
low-resolution models of the TM helices in the
context of full-length proteins such as chemo-
receptor Tar or histidine kinase PhoQ have been
constructed on the basis of disulfide cross-linking
and modeling (16, 17). Because of the limitations
of all these studies, atomic details of TM signal
transduction are still not resolved (8, 9). As for the
HAMP domain, multiple experimental structures
of the domains from different proteins are avail-
able, and there are several competing hypotheses
of HAMP domain signaling (8, 9, 18).
To complement the above reports, we present

our studies of the E. coli nitrate/nitrite sensor

kinase NarQ. Similarly to NarX, another E. coli
nitrate/nitrite sensor, NarQ consists of seven
major structural elements: the periplasmic sen-
sor domain, the TM domain, the HAMP do-
main, the signaling helix, the GAF-like domain,
the DHp domain, and the kinase CA domain
(18–20) (fig. S1). Whereas no structural infor-
mation is available for NarQ, crystal structures
of NarX sensor domain in apo and holo states
have been determined (21), as well as multiple
structures of the HAMP, GAF, DHp, and kinase
domains of other proteins (8, 9).
Here, we used the in meso (22–24) and single-

wavelength anomalous dispersion (SAD) (25) ap-
proaches to crystallize and determine the crystal
structures, at resolutions of up to 1.9 Å, of a frag-
ment of the nitrate sensor NarQ that contains
the sensor, TM, and HAMP domains. We deter-
mined the symmetric apo (ligand-free) state
structure of a conservativemutant and symmetric
and highly asymmetric holo-S and holo-A (ligand-
bound) state structures of the wild-type protein
(Fig. 1 and fig. S2). Comparison of the apo and
holo structures reveals extensive structural rear-
rangements and provides a direct demonstra-
tion of signal transduction through the TM and
HAMPdomains, including a pistonlikemotion of
TM helices and a leverlike rotation of HAMP do-
main protomers. Comparison of holo-S andholo-A
structures shows that the signal transduction in
NarQ can be achieved via different sets of con-
formational changes. Overall, our findings clarify
themechanism of TM signaling in TCS receptors.

Structure of the sensor domain

In all of the presented structures, including the
asymmetric ligand-bound form, the NarQ sen-
sor domain is a symmetric dimer of two mono-
mers comprising four a helices, H1 to H4, with
helices H2 and H4 broken into subhelices (fig.
S3). The loop between helices H2 and H3 is
anchored into the membrane by residues Trp89

and Tyr90. Nitrate binds at the symmetry axis
between helices H1 and H1′ of the two pro-
tomers, where it is coordinated by the side chains
of the residues Arg50 and Arg50′ (fig. S3E). The
ligand was observed in all crystals of the wild-
type protein, including those obtained without
supplementation of the protein purification and
crystallization solutions with nitrate. This might
be a consequence of several factors: (i) the high
ligand affinity of the crystallized fragment for
nitrate, (ii) the presence of nitrate impurities in
the aforementioned solutions, and (iii) the very
small amount of nitrate needed to saturate the
binding sites in the ~0.5 mM receptor solution
used for crystallization. Consequently, we gen-
erated a conservative Arg50 → Lys (R50K) mutant
to obtain the crystal structure of NarQ in its apo
state. This mutation is known to lock the receptor
in the off state (26) but was not expected to alter
the local structure of the sensor domain, because
Arg and Lys side chains are similar in size and
charge. Indeed, the structures of the NarQ sensor
domain in the apo R50K and holo-S and holo-A
wild-type forms reported here closely resemble
those of the apo and holo wild-type NarX sensor
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domain (21), respectively. In particular, the
positions of the membrane-proximal ends of
helices H1 and H4, responsible for downstream
signaling, are identical in the corresponding
structures (fig. S3, C and F), and we thus con-
clude that introduction of the mutation results
in correct reproduction of the structural features
of the wild-type ligand-free protein.

Structure of the TM domain

In all of the structures presented here, the NarQ
TMdomain is an antiparallel four-stranded coiled
coil (CC) consisting of nine CC layers (Figs. 1 and 2
and fig. S4). Several ordered lipid fragments are
observed in the holo-S structure, one fragment is
observed in the holo-A structure, and no frag-
ments are observed in the apo structure. How-
ever, reliable identification of the corresponding
lipidic moieties is not possible because of the
small size of the fragments.
There are notable variations in the packing

of the TM helices. The apo state structure is best
described as a dimeric CC comprising helices
TM1 and TM1′, with TM2 and TM2′ flanking
this. The symmetric holo-S state structure is a
traditional four-helix CC, switching from a
7/2-period left-handed CC at the periplasmic side
to an 11/3-period structure with close to zero
supercoil twist on the cytoplasmic side. Finally,
in the asymmetric holo-A state, the TM domain
is a highly distorted CC, where the relative ar-
rangement of the helices in layers 1 to 4 and 9
resembles that observed in the symmetric holo-S

state and the arrangement in layers 7 and 8 re-
sembles that seen in the apo state (fig. S4).
In general, the cytoplasm-proximal layers

are more hydrophobic and are packed tightly,
whereas those proximal to the periplasm contain
hydrated cavities and multiple polar (Ser22, Ser25,
Thr26, Thr32, Ser154, and Thr163) and somewhat dis-
ordered glycine residues (Gly27, Gly157, Gly158, and
Gly160; fig. S2E). Although the role of water
molecules and glycine residues in the NarQ TM
domain is not clear, similar a helix–destabilizing
features are observed in the TM domains of
other histidine kinases (fig. S5), and they prob-
ably impart to the TM domain the flexibility
needed to accommodate signaling-associated tran-
sitions, similarly to the glycine hinge in the cyto-
plasmic part of chemoreceptors (27).
The a-helical composition of the TM region of

TCS receptors has long beenpredicted (8, 9, 14–17).
However, the structure of the NarQ TM domain is
notably different from that of the sensory rhodop-
sin transducer TM domain (fig. S5). In NarQ, the
TM region is either a simple four-helix CC or has a
dimeric CC core consisting of the TM1 helices,
whereas NpHtrII has a dimeric CC core consist-
ing of the TM2 helices (14, 28). Also, in NarQ,
there is either zero or left-handed supercoil twist,
whereas in NpHtrII this changes from close to
zero at the periplasmic side to right-handed at
the cytoplasmic side (fig. S5). As for the compar-
ison with the TM fragments of ArcB, QseC, and
KdpD, the NMR structures unfortunately do not
provide information about the dimerization inter-

faces and CC packing in the physiological dimers
of any of these kinases (15).

Junctions between TM and
adjacent domains

Our crystal structures of NarQ reveal details
of the interactions of the TM domain with the
membrane-proximal domains (fig. S6). On the
periplasmic side of the protein, in the apo state,
there is a continuous transition of the TM1 and
TM2 helices into the H1 and H4 helices, respec-
tively, whereas in both holo-A and holo-S states
there is a break in the a-helical structure be-
tween TM1 and H1 (see fig. S6, A and D, for
comparison of apo and holo-S states).
At the cytoplasmic side, in all states the cyto-

plasmic side of TM1 and the protein’s N terminus
make extensive contacts with the HAMP do-
main. The highly conserved residue Glu207 of the
membrane-proximal region ofHAMPdomain helix
AS2 (29) forms two hydrogen bonds with the
backbone nitrogens of helix TM1 residues (fig.
S6, B and E), similarly to what has been observed
in the structure of the soluble mutant of protein
Af1503 (30) (fig. S7A). As for the TM2-AS1 junc-
tion, there is a proline-induced kink (fig. S6, C and
F), again as also seen for Af1503 (30) (fig. S7B).

The HAMP domain

The NarQ HAMP domain displays a typical
parallel four-stranded CC fold (18), with each
protomer consisting of two a helices, AS1 and
AS2, separated by an unstructured linker (fig. S8).
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Fig. 1. Overall structure of the crystallized NarQ fragment in apo
and holo states. The protein is observed as a symmetric dimer in both
the apo and holo-S states in the space groups I212121 and F222,
respectively, and as an asymmetric dimer in holo-A state in the space
group P2. Termini of the second protomer are denoted with primes. The
crystallized fragment comprises the transmembrane domain (helices

TM1 and TM2), the periplasmic sensor domain (helices H1 to H4) with
the nitrate ion binding at the dimerization interface, and the intracellular
HAMP domain (helices AS1 and AS2). The structures are aligned by
sensor domains. Hydrophobic membrane boundaries (black) were
calculated using the OPM server (69) with the symmetric ligand-bound
structure as a template.
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In all of the structures, the HAMP domain is less
ordered than the sensor and TM domains, and in
the apo state structure, the positions of the side
chains of Leu225 and Tyr226 are not resolved.
Overall, the apo state structure is similar to the
structure of the Af1503 HAMP domain (fig. S9).
The structure observed for the symmetric holo-S
state HAMP domain is influenced by crystal con-
tacts: The AS2 helices are interspersed with the
same helices of an adjacent dimer (figs. S2 and
S8), and consequently there is no contact be-
tween the Leu225 side chains facing toward the
CC core. Although such conformation would be
consistent with an antiparallel four-helix CC down-
stream domain, such as in bacterial chemorecep-
tors (31), it is unusual in the structural context of
histidine kinases. The crystal contacts mentioned
above are absent in the asymmetric holo-A state
structure (space group P2). There, the hydropho-
bic Leu225 side chains are less exposed to the
solvent and are in contact with each other. Thus,
we conclude that the holo-A structure represents
a better model of the activated NarQ HAMP
domain.

The signaling helix region

To obtain insights into signal transduction through
and downstream of the HAMP domain, we con-
structed atomic models of the adjacent signaling
helix region (residues 224 to 245; see NarQ do-
main architecture in fig. S1). The signaling helix

is a common sequence motif in sensor kinases
(32) and sensory rhodopsin transducers (33), and
the positions of hydrophobic and hydrophilic
residues indicate that two CC heptad repeat pat-
tern assignments are possible for NarQ (fig. S10).
Neither of the models is compatible with the
holo state HAMP domain structures, but both—
especially model 2—are compatible with the
structure of the apo state HAMP domain (see
layer 6 in fig. S8 and layer 1 in fig. S10). Model
1 comprises a phase stutter that is also observed
in other histidine kinases and chemoreceptors
(18, 19, 34) and may be required for destabiliza-
tion of the signaling helix for it to be able to
adopt different signaling states. However, model
2 appears to be more probable, judging from the
protein sequence (19).

Discussion

Signal transduction in NarQ
Comparison of the apo and holo state crystal
structures of NarQ reveals that binding of ni-
trate causes extensive rearrangements in the
TM region that can be represented as a com-
bination of changes in the lateral arrangement
of the TM helices and pistonlike shifts of the
helices in the direction perpendicular to the
membrane plane. At the same time, comparison
of the holo-S and holo-A states reveals profound
differences in the middle of the TM segment
but identical conformations at its periplasmic

and intracellular sides (see movie S1 for com-
parison of apo and holo-S state structures, and
movie S2 for comparison of holo-S and holo-A
structures). We make several observations from
these comparisons.
First, binding of nitrate in the vicinity of

Gly47 causes disruption in the a helix H1 and
appearance of a 310-helix element: Gly47 carbonyl
switches from Met51 amide hydrogen to Arg50

amide hydrogen (from i→ i + 4 helical hydrogen
bonding to i→ i + 3; figs. S3 and S11). 310 helices
have a higher helical rise per residue than a
helices (35), and as a result the membrane-
proximal part of H1 moves slightly toward the
membrane and rotates. This rotation of the
membrane-proximal part of H1 opens a “hole”
near residues Ile43 and Ala46, which is then
occupied by a Val136 “knob” (36). Consequently,
H4 rotates as well and moves away from the
membrane, which results in a pistonlike dis-
placement of H4 relative to H1 for ~0.5 to 1.0 Å.
Also, the H4 and H4′ helices are brought much
closer to the H1 and H1′ helices. This interpre-
tation is supported by mutagenesis data: Muta-
tion of Ala46 to Ser is inconsequential, mutation
to Thr results in impaired signaling, and muta-
tions to the much bulkier Asn and Ile lock NarQ
in the “off” state (37). The observed conforma-
tional changes in NarQ are identical to the changes
observed in isolated NarX sensor domain (fig.
S3) (21).
The rotation of the membrane-proximal parts

of H1 and H1′ and the approach of H4 and H4′
upon binding of nitrate result in disruption of
the TM1/H1-TM1′/H1′ CC interface, appearance
of discontinuity between a helices TM1 and H1,
and distancing of the TM1 and TM1′ periplasmic
sides (Fig. 3, fig. S11, and movie S1). The intro-
duced discontinuity between TM1 and H1 further
increases the relative pistonlike displacement
from ~1 Å for H1 relative to H4 [as in NarX (21)]
to ~2.5 Å for TM1 relative to TM2 (fig. S11). The
importance of the TM1-H1 helical break for kinase
activation is also highlighted by a mutagenesis
study inwhich the introduction of a proline into
the TM1-H1 junction (mutation E41P) locks the
receptor in the “on” state, whereas other non-
conservative mutations of Glu41 to Arg, His, and
Leu (E41R, E41H, and E41L) do not disrupt the
function of the receptor (37).
Conformational changes in the sensor domain

and at the sensor-TM junction are moderate and
identical in holo-A and holo-S structures; how-
ever, the rearrangements in the TM domain are
much more pronounced and are different be-
tween holo-A and holo-S. The TM1 helices, which
form a tight CC interface in the apo state, are not
fully separated in the holo-A structure (fig. S4).
In the holo-S state, the four TM helices form a
traditional four-helix CC (Fig. 2 and fig. S4).
But there is a similarity between the holo-A
and holo-S structures: In both, the ~2.5 Å relative
pistonlike displacement of the TM helices is fully
transduced toward the HAMP domain (Figs. 2
and 3 and movies S1 and S2). Conformational
changes at the TM-HAMP interface are also
identical in the holo-S and holo-A structures
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Fig. 2. Signaling-associated conformational changes in the NarQ TM domain. Superposition of
the apo state structure (gray) and symmetric holo state structure (colored) is shown. Left: Changes
in conformation of helix TM1. Center: Changes in conformation of helix TM2. Right: Changes in
the arrangement of the TM helices. Ca atom positions of the residues from CC layer 9 are marked
with the spheres to highlight the displacements in the direction perpendicular to the membrane. The
structures are aligned by the sensor domains.
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as compared to the apo state structure. Thus,
comparison of the asymmetric holo-A and sym-
metric holo-S state structures offers insight into
the receptor flexibility and robustness of signal
transduction by the TM domain despite the ~9 Å
difference in the position of the HAMP domain
(Figs. 1 and 3 and figs. S4 and S8).
Finally, in the cytoplasmic part of NarQ, the

pistonlike displacements of the TM helices,
caused by binding of the ligand, are amplified
through the leverlike rotations of the HAMP
domain protomers around the Pro179 hinge into
roughly 7 Å displacements of the output ends of
the AS2 helices (Fig. 3). During these conforma-
tional rearrangements, each HAMP domain pro-
tomer behaves essentially as a rigid body. The
RMSD values of the backbone atom positions
of helices AS1 (residues 179 to 192) and AS2
(residues 206 to 225) are ~0.6 Å between the
apo and both holo-S and holo-A structures, and
~0.4 Å between the holo-S and holo-A struc-
tures; these values are comparable to crystal-to-
crystal variation and typical crystallographic error
of atomic positions. However, as a result of the
relative motions of the HAMP domain protomers,
the whole dimeric HAMP domain itself changes
profoundly: The RMSDs of the backbone atom
positions of helices AS1 and AS2 are ~2.9 Å
between the apo and holo-S structures and
~3.0 Å between the apo and holo-A structures,
as opposed to ~1.2 Å between the holo-S and
holo-A structures.
Details of the signal transduction in NarQ

downstream of the HAMP domain are less clear
because of truncation of the crystallized construct.
In the apo state, the CC register of the AS2 output
ends is consistent with the CC register of the
signaling helix. However, in the holo-A and holo-S
states the CC helical phase is much less consistent

with that of the signaling helix. Therefore, it
appears that the signaling helix should be de-
stabilized and/or dissociated upon binding of
the ligand (Fig. 4). Signaling-related dissociation
or destabilization of signaling helix was also
observed in Af1503-EnvZ chimeras (34) and
in the histidine kinases BvgS and DesK (38, 39)
and may thus be the general mechanism for sig-
nal propagation toward the DHp domain in TCS
sensor kinases.

Mechanism of transmembrane signaling
by TCS receptors

Several hypotheses concerning TM signaling
mechanisms in TCS receptors have been pro-
posed (8, 9). For sensor histidine kinases, the
crystal structures of a-helical NarX and TorS
sensor domains hinted at pistonlike conforma-
tional changes (21, 40). The crystal structures of
the mixed a/b tandem PAS sensor domain of
HAMP-less kinase LuxQ revealed rotation of sig-
nal output helices (41); this was also demonstrated
in another HAMP-less kinase, AgrC, where the
sensor domain is integral to the membrane (42).
A recent cross-linking study revealed scissorlike
diagonal displacement of the TM helices in the
kinase PhoQ (17). For chemoreceptors with a-helical
sensor domains, such as aspartate receptor Tar,
the major model is pistonlike displacement of
the TM helices in the direction normal to the
membrane plane (13, 31). For chemoreceptorMcpB
with mixed a/b tandem PAS sensor domain, the
signal was found to be transduced via rotation of
TM helices (43). Finally, in the sensory rhodopsin–
cognate transducer complex, where the sensor
is integral to the membrane, a combination of a
pistonlike motion and a rotation of the signal
output helices was observed (44). Although the
pistonlike displacements, helical rotations, CC

phase changes, and scissoring motions are not
mutually exclusive and are possibly coupled
to each other, consensus on the TM signal-
ing mechanism in TCS sensors is currently
lacking (8, 9).
Our results show that binding of ligand to

NarQ causes a pistonlike displacement of the
TM helices, which is accompanied by extensive
symmetric or asymmetric rearrangements and
scissoring of the TM helices. The rearrangements
are different in the two presented holo state
structures, but the pistonlike displacement is
perfectly conserved. Thus, the latter appears
to be a more robust mechanism of TM signal
transduction.
Also, our data show that symmetrical changes

in the sensor domain may result in both sym-
metrical changes in the TM domain (as in the
holo-S structure) and asymmetrical changes (as
in the holo-A structure). Asymmetry only changes
the position of the HAMP domain relative to the
TM domain and not its signaling state (Fig. 1).
Sensor domains of several histidine kinases are
known to reside in asymmetric conformations
in the inactive state and in symmetric conforma-
tions in the active state (40). The aspartate che-
moreceptor can be activated by asymmetric
changes in the sensor domain upon binding of a
ligand (31, 45) and presumably also by symmetric
conformational changes uponmutations of amino
acids at the membrane-water interfaces (46, 47).
Thus, it is still unclearwhether asymmetric changes
in the sensor domain can result in symmetric
changes in the TM domain, and the exact re-
lations between asymmetry and activation also
remain obscure.

Signal transduction through
the HAMP domain

Currently, there are several competing hypothe-
ses concerning the mechanism of signal trans-
duction through the HAMP domain (8, 9, 18):
The gearbox model postulates rotation of the
HAMP domain helices in opposite directions
(48, 49); the dynamic bundle model proposes
that signal transduction is associated with changes
in HAMP domain stability (50, 51); and several
reports based on cross-linking and crystallo-
graphic studies propose a variety of scissoring
models (52–54).
Our results indicate that in NarQ, the HAMP

domain serves as an amplifier and converter of
the pistonlike conformational changes in the TM
domain. Pistonlike displacements of TM1 and
TM1′ cytoplasmic ends for 2.5 Å relative to the
proline hinge result in leverlike rotations of the
protomers around their respective proline hinges
and consequent 7 Å displacements in opposite
directions of AS2 andAS2′membrane-distal ends.
This results in a ~90° change in the helical phase
and the output CC register (Fig. 3 and fig. S8).
Thus, the membrane-proximal HAMP domain
acts as a converter of the pistonlike motions of
TM domain helices into helical rotation at its
output helices. These conformational changes
are similar to the scissoring models (52–54) and
are possibly accompanied by changes in the

Gushchin et al., Science 356, eaah6345 (2017) 9 June 2017 4 of 7

Fig. 3. Details of the signal transduction from the TM domain to and through the HAMP
domain. (A) Inactive apo state. (B) Active holo-S state. (C) Superposition of the apo (gray) and
holo-S (colored) states. A pistonlike displacement of the cytoplasmic end of TM1 relative to TM2 and
the TM2-AS1 hinge is transmitted to the membrane-proximal end of AS2 and results in leverlike
rotations of the HAMP domain protomers around the hinges. Because the HAMP domain protomers
move in opposite directions, the positions of membrane-distal ends of the AS2 helices also change
relative to each other. Positions of the Leu225 Ca atom are marked by spheres. The gray bar shows
the position of TM1 ends in the apo state structure. The domains are aligned by residues 175 to 177.
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stability of the HAMP or adjacent do-
mains. However, our results do not sup-
port the gearbox hypothesis. We observe
that theHAMPdomain protomersmove
relative to each other in a rigid-body
fashion, without rotation of the AS1
and AS2 helices within each protomer.
Also, observations of slightly different
HAMPdomain conformations in holo-A
and holo-S structures and increased B
factors in the HAMP domain region
support its dynamic nature. It is pos-
sible that the domain exists in an en-
semble of similar conformations in vivo,
whereas crystallographic structures pro-
vide only static snapshots. Finally, as a
result of the absence of the adjacent
signaling helix region in the crystallized
construct, the observed conformational
changesmay under- or overestimate the
actual transformations associated with
signal transduction.
The signal converter role of theHAMP

domain might reconcile the data on TM
signal transduction in histidine kinases
that contain and those that lack the
HAMP domains. In sensors containing
a membrane-proximal HAMP domain,
binding of a ligand causes a pistonlike
displacement of the TM helices (which
may be accompanied by scissoring); this
displacement is then converted into
helical rotation by the HAMP domain.
In sensors lacking the HAMP domain,
binding of ligand directly causes rota-
tion of the TM signal output helices
(41, 42). In both cases, the signal that
is passed downstream is the helical ro-
tation.Whether pistonlike displacements
are present during PhoQ activation re-
mains to be tested.
The multiple conformational states observed

for the NarQ TM domains present a template for
studies of other TCS receptors, establish the impor-
tance of the pistonlike displacements of the TM
helices, and highlight the role of theHAMPdomain
as an amplifier and converter of a pistonlike dis-
placement into helical rotation. Overall, our re-
sults show how amechanistic signal is generated
and amplified while being transduced through
the protein over distances of 100 Å or more. Be-
cause membrane-associated TCSs are ubiquitous
in microorganisms and are central for bacterial
sensing (1–4), we believe that the results reported
here will help in understanding of a broad array
of cellular processes, ranging from basic metab-
olism to sporulation, quorum sensing, and virulence.
They may also provide insights for develop-
ment of novel antimicrobial treatments targeting
TCSs (5–7).

Materials and methods

Cloning, protein expression,
and purification
The nucleotide sequence encoding residues 1 to
230 of NarQ was cloned from E. coli strain BL21
(DE3) and introduced into the pSCodon1.2 expres-

sion vector (StabyCodon T7, Eurogentec, Belgium)
viaNde I andXho I restriction sites. Consequently,
the construct harbored a C-terminal 6×His tag.
Mutation R50K was introduced by site-directed
mutagenesis. Both the wild-type protein and the
mutant version were expressed in E. coli strain
SE1 (StabyCodon T7, Eurogentec). Cells were cul-
tured in shaking baffled flasks in ZYP-5052 auto-
inducing medium (55) containing ampicillin
(100mg/liter). After 2 hours of incubation at 37°C,
the temperature was decreased to 30°C and in-
cubation continued overnight. Harvested cells
weredisrupted inM-110PLabHomogenizer (Micro-
fluidics) at 25,000 psi in a PBS buffer with ad-
dition of DNase I (50 mg/liter; Sigma-Aldrich)
and EDTA-free protease inhibitor cocktail Com-
plete (Roche). The membrane fraction of cell
lysate was isolated by ultracentrifugation at
90,000g for 1 hour at 4°C. The pellet was re-
suspended in abuffer containing 50mMNaH2PO4/
Na2HPO4, pH 8.0, 0.3 M NaCl, and 2% DDM
(Anatrace, Affymetrix) and stirred overnight for
solubilization. The insoluble fraction was then
removed by ultracentrifugation at 90,000g for
1 hour at 4°C. The supernatant was loaded on a
gravity flow column containing Ni-NTA resin

(Qiagen) and the protein was eluted in
a buffer containing 20 mM Tris, pH
8.0, 0.3 M NaCl, 0.2 M imidazole, and
0.1% DDM. Imidazole was removed by
dialysis against 20mMTris, pH8.0, 0.3M
NaCl, and 0.1% DDM for 3 hours. The
eluate was subjected to size-exclusion
chromatography on 125 ml Superdex
200 PG column (GE Healthcare Life
Sciences) in a buffer containing 20mM
Tris, pH8.0, 0.3MNaCl, and 0.1%DDM.
Protein-containing fractions were
pooled and concentrated to 30 mg/ml
for crystallization.

Crystallization

The crystals were grown using the in
meso approach (22–24), similarly to our
previous work (14, 56, 57). The solubi-
lized protein in the crystallization buffer
was added to the monooleoyl-formed
lipidic phase (Nu-Chek Prep). Crystalli-
zation trials were set up using the NT8
robotic system (Formulatrix). The crys-
tals were grown at 22°C and reached the
final size of 50 to 150 mmwithin 2 weeks.
The best holo state crystals in space
groups F222 andP2were obtained using
theprecipitants 0.6MKH2PO4/Na2HPO4,
pH4.6, 5mMNaNO3, and0.3MKH2PO4/
Na2HPO4, pH 7.6, 250 mM NaBr, respec-
tively. The best apo state crystals in the
space group I212121 were obtained using
the precipitant 1.6M (NH4)3PO4, pH 5.8.
Before harvesting, the crystals were in-
cubated for 5 min in the respective pre-
cipitant solutions supplemented with 20%
glycerol. For iodide-SAD experiments, the
soaking solution additionally contained
0.5 M NaI. All crystals were harvested
using micromounts (MiTeGen) and were

flash-cooled and stored in liquid nitrogen.

Acquisition and treatment of
diffraction data

The diffraction data were collected at 100 K at
ESRF beamline ID23-1 (58) equipped with a
PILATUS 6M-F detector. The data collection
statistics are reported in table S1. In all cases
the diffraction was anisotropic as determined
by decay of the CC1/2 values in 20° cones along
the reciprocal cell directions a*, b*, and c* (59).
In the space group I212121, the resolution limits
along the directions a* and b* were 2.55 and
2.17 Å, and along the direction c* the CC1/2 value
was ~0.9 at the resolution cutoff of 1.9 Å. In the
native data set in the space group F222, the
resolution limits along the directions a* and b*
were 2.26 and 1.94 Å, and along the direction c*
the CC1/2 value was ~0.8 at the resolution cutoff of
1.94 Å. In the space group P2, the resolution limit
along the direction a* was 2.82 Å, and along the
directions b* and c* the CC1/2 values were ~0.6
and 0.9 at the resolution cutoff of 2.42 Å. Dif-
fraction images were processed using XDS (60).
XSCALE (60) was used to merge different data
sets and to scale the data for the phasing steps.
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Fig. 4. Mechanism of NarQ transmembrane signaling. Binding
of the ligand results in a pistonlike displacement toward the
periplasm of the TM1 helices relative to TM2 and consequent
leverlike conformational changes in the HAMP domain, which
cause dissociation or destabilization of the signaling helix.
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POINTLESS (59) and AIMLESS (59) were used to
merge, scale, assess the quality, convert intensities
to structure factor amplitudes, and generate Free-
R labels.

Structure determination and refinement

The holo-S state structure in the space group
F222 was solved using experimental phasing (61),
and the apo and holo-A state structures in the space
groups I212121 and P2, respectively, were solved
usingmolecular replacement withMOLREP (62)
and the sensor domain from the structure in the
space group F222 as a search model. For the F222
structure solution, eight isomorphous data sets
from NaI-soaked crystals were collected and
merged for subsequent SAD phasing. The iodide
sites were determined using ShelxD (63) with the
HKL2MAP (64) interface, with CCall and CCweak
values of 40.0% and 15.4%. The resolution was
extended to 1.94 Å using the native F222 data
collected from a single crystal. 178 Ala residues
were placed in 5×50 cycles of autotracing and
densitymodification using ShelxE (63). The initial
modelwas improvedusing automaticmodel build-
ing softwareARP-wARP (65). The finalF222model
was built using only the native data. For the I212121
andP2 structure solution, nativedata sets collected
from single crystals were used in each case. All
models were refined manually using Coot (66)
and REFMAC5 (67). Intermediate conformations
shown inmovies S1 and S2were calculated using
the NOLB algorithm (68).
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Figure S1. Domain architectures of representative microbial membrane sensor 
proteins. TM1 and TM2, transmembrane helices. AS1 and AS2, HAMP domain helices. 
NarQ is E. coli nitrate and nitrite sensor, Tsr is E. coli serine chemoreceptor, NpSRII and 
NpHtrII are Natronomonas pharaonis sensory rhodopsin II and sensory rhodopsin 
transducer II. In chemo- and photoreceptor systems, the kinase is a separate protein. 
While only monomers are shown, all of the proteins are normally dimeric with chemo- 
and photoreceptor dimers forming higher-order oligomeric assemblies. 
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Figure S2. Crystallographic details. (A-C) Data for the space group I212121 (symmetric 
apo state structure). (D-F) Data for the space group F222 (symmetric holo state 
structure). (G-I) Data for the space group P2 (asymmetric holo state structure). 
(A, D, G) Crystal packing. The NarQ dimers pack in layers, as is typical for Type I 
membrane protein crystals, obtained through in meso crystallization. (B, E, H) Relative 
distributions of the B-factor values. The scale in each drawing is different. In each space 
group, the membrane-distal parts of the HAMP domain are notably disordered. 
(C, F, I) Example of the electron density maps for the chain A residues around the ligand 
binding site. Weighted 2Fo–Fc electron density maps are contoured at the level of 1.5 σ. 
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Figure S3. Structure of the NarQ periplasmic sensor domain. (A-C) Structure of the 
sensor domain in the apo state. The R50K mutant was used for structure determination. 
(A) Overall structure of the domain. The H2-H3 loop is anchored into the membrane with 
the residues Trp89 and Tyr90. (B) Ligand-binding site of apo NarQ. Three ordered water 
molecules are observed. (C) Comparison of the NarQ (yellow) and NarX (green, chain A 
from PDB: 3EZI (21)) sensor domains in the absence of ligands. Positions of the 
backbone atoms of the helices H1 and H4 are virtually indistinguishable. (D-F) Structure 
of the sensor domain in the holo state. (D) Overall structure of the domain. The ligand is 
bound at the dimerization interface between the helices H1 and H1’. The H2-H3 loop is 
anchored into the membrane with the residues Trp89 and Tyr90. (E) Nitrate-binding site 
of NarQ. The ion is bound by Arg50 side chains and Gly47 backbone oxygen atoms. 
Below the nitrate ion, a tetrahedrally coordinated water molecule is observed. Potential 
hydrogen bonds are shown as black dashed lines. The interaction of NO3

- partially 
positively charged nitrogen atom with the Gly47 partially negatively charged backbone 
oxygen atom is shown with orange dashing. (F) Comparison of the ligand-bound NarQ 
(yellow) and NarX (green, PDB: 3EZH (21)) sensor domains. Positions of the backbone 
atoms of the helices H1 and H4 are virtually indistinguishable. Positions of the TM2 
backbone atoms present in the NarX construct used for crystallization(21) are also 
identical to those of NarQ. Positions of the NarX TM2’ backbone atoms are different, 
possibly due to the absence of corresponding TM1 and TM1’ residues that would 
stabilize the correct conformation. Note that NarX position relative to the membrane 
boundaries probably differs from that of NarQ (not shown).  
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Figure S4. Structure of the NarQ transmembrane domain. TM1 is in blue, and TM2 
is in yellow. (A) Apo state. (B) Symmetric holo state. (C) Asymmetric holo state. In each 
panel, overall structure (left) and side chain packings in the 9 CC layers (right, view from 
the periplasm) are shown. In each structure, ordered water molecules are observed in or 
around CC layer 4. 
 

5 
 



 
 

 

Figure S5. Comparison of the experimentally determined structures of TCS TM 
domains. In each case, the N-terminal α-helix TM1 is shown in blue and the C-terminal 
one is shown in yellow. Glycine and proline residues of the TM helices are shown with 
red spheres. There are generally more glycine and proline residues in the last TM helix of 
the histidine kinases. The scale is the same for all of the proteins. X-ray structure of 
NpHtrII (28) is aligned to ligand-bound NarQ structure using the positions of the HAMP-
domain proximal residues that are similar, opposite to the positions of the residues in the 
middle of the membrane and at the periplasmic side. Since there is no sequence similarity 
between the TM domains, NMR structures of ArcB, QseC and KdpD (15) are aligned to 
the NarQ structure so that their helices are roughly at the same positions relative to the 
membrane. Structural comparison with ArcB, QseC and KdpD is hampered since the 
structures are monomeric and information about the dimerization interfaces is lacking 
(15). It is not clear whether the ArcB and QseC fragments are in the correct physiological 
state. In the KdpD structure, presence of the additional TM helices (TM2 and TM3, cyan 
and magenta) probably ensures correct folding of the TM domain and proper orientations 
of the N-terminal and C-terminal helices. 
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Figure S6. Structure of the junctions between the NarQ TM helices and adjacent 
domains. (A-C) Apo state structure. (A) Connections between the TM helices and the 
sensor domain. Both TM1-H1 and TM2-H4 transitions maintain the helical structure. 
A phosphate anion is bound close to the hydrophobic membrane boundary. Putative 
hydrogen bonds are shown with the black dashes. (B) and (C) Connections between the 
TM helices and the HAMP domain. (B) Structure of the proline kink in the TM2-AS1 
junction. (C) Structure of the TM1-AS2 link. Cytoplasmic terminus of TM1 is connected 
to the membrane-proximal end of AS2 via two hydrogen bonds. One bond is direct 
(Val7-Glu207) and the other is mediated by a conserved water molecule (Ser8-Glu207). 
(D-F) Holo-S symmetric state structure. (D) Connections between the TM helices and the 
sensor domain. There is a break in the helical structure at the TM1-H1 junction, while the 
H4-TM2 transition is continuous. The break is stabilized by a water molecule and several 
hydrogen bonds (black dashes). (E) and (F) Connections between the TM helices and the 
HAMP domain.  (E) Structure of the proline kink in the TM2-AS1 junction. There is a 
hydrogen bond between Asn206 and Gln175 backbone carbonyl oxygen atom that 
connects the cytoplasmic end of TM2 and membrane-proximal end of AS2. (F) Structure 
of the TM1-AS2 link. The cytoplasmic terminus of TM1 is connected to the membrane-
proximal end of AS2 via two hydrogen bonds. One bond is direct (Val7-Glu207) and the 
other is mediated by a conserved water molecule (Ser8-Glu207). Glu207 side chain 
conformation is also stabilized by a hydrogen bond with Asn181’ of the adjacent helix 
AS1’. 
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Figure S7. Structure of the junctions between the TM helices and HAMP domain in 
Af1503 (PDB: 4CQ4 (30)). (A) Structure of the proline kink in the TM2-AS1 junction. 
(B) Structure of the TM1*-AS2 link. Cytoplasmic terminus of the helix TM1* is 
connected to the membrane-proximal end of AS2 via two hydrogen bonds. One bond is 
direct (Ile239*-Glu311) and the other is mediated by a water molecule (Ala240*-
Glu311). The water molecule is also stabilized by a hydrogen bond with the side chain of 
Thr181’ of the adjacent helix AS1’. Notation TM1* is chosen to emphasize that the 
structure corresponds to unnatural antiparallel tetramer of the construct comprising the 
mutated TM2 helix and the HAMP domain of the Af1503 protein (30). Consequently, 
positions of TM1 in the correctly folded full-length Af1503 can differ from those 
presented. 
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Figure S8. Structure of the NarQ HAMP domain in apo, symmetric holo and 
asymmetric holo states. Structures are aligned by the residues of the TM2-AS1 junction. 
In the apo state structure, side chains of the residues Leu225 and Tyr226 are not resolved 
and consequently are marked with spheres. In the symmetric holo state structure, AS2 
helices of symmetry-related molecules are marked AS2’’ and AS2’’’, and only one of 
two alternative side chain conformations of Leu225 is shown in each case. Note that 
Phe195 of layer 5 resides on the linker and not on AS1 or AS2, and that not all of the 
linker residues are resolved in the apo and asymmetric holo state structures. 
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Figure S9. Comparison of the NarQ apo state HAMP domain and Af1503 soluble 
mutant HAMP domain. (A) Structure of the HAMP domain in the apo state of NarQ. 
(B) Structure of the HAMP domain in the soluble mutant of Af1503 receptor (PDB: 
4CQ4) (30). (C) Superposition of the apo-state NarQ HAMP domain (grey) and Af1503 
HAMP domain (colored). The HAMP domain structures are similar. The grey line shows 
the position of TM1 ends in the apo state NarQ structure. 
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Figure S10. Coiled coil models of NarQ signaling helix domain. Two conformations 
are possible. Conformation 1 is shown in red and conformation 2 is shown in blue. The 
packing in the layers 1-3 is different, while the packing in the layers 4-6 is similar. The 
phase stutter is possible in the region of the residues 232-236. Residues Glu235, Lys236, 
Thr237 belong to the characteristic conserved signaling helix motif (32). 
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Figure S11. Signaling-associated conformational changes in the NarQ sensor 
domain. Superposition of the apo state structure (grey) and symmetric holo state 
structure (colored) is shown. The black arrows indicate the directions of the 
displacements of NarQ elements upon binding of the ligand (not drawn to scale). The 
structures are aligned using the residues 48–53 (membrane-distal part of the helix H1).  
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Table S1. Data collection, phasing and refinement statistics 
 Apo Holo F222 NaI Holo F222 Native Holo P2 
Data collection     
Space group I212121 F222 F222 P2 
Cell dimensions       
    a, b, c (Å) 39.59, 

59.37, 
239.58 

57.17, 
73.48, 
236.45 

57.58, 
73.87, 
235.56 

53.46, 
39.87, 
120.36 

    α, β, γ  (°)  90, 90, 90 90, 90, 90 90, 90, 90 90, 100.62, 90 
Wavelength (Å) 0.972 1.85 0.972 0.972 
Resolution (Å) 47.64-1.90 

(1.94-1.90)* 
60-2.7 

(2.9-2.7) 
39.4-1.94 

(1.99-1.94) 
52.55-2.42 
(2.51-2.42) 

Rmerge (%) 7.5 (156.4) 17.1 (74.4) 8.3 (98.9) 9.4 (66.6) 
I/σI 11.8 (1.2) 21.7 (3.4) 14.5 (2.0) 7.6 (1.8) 
CC1/2 (%) 99.8 (80.2) 100 (93.9) 99.9 (77.9) 99.5 (67.2) 
CCanom (%)  79 (14)   
Completeness (%) 99.9 (99.9) 99.9 (99.8) 98.9 (98.1) 96.6 (96.6) 
Unique reflections 22891 (1426) 13242 (2584) 18674 (1221) 18809 (1732) 
Redundancy 6.4 (6.6) 43.0 (13.3) 5.5 (5.8) 2.8 (2.9) 
     
Refinement     
Resolution (Å) 47.64-1.90  39.4-1.94 52.55-2.42 
No. reflections 21742  17728 17932 
Rwork/ Rfree (%) 23.2/28.5  19.0/25.4 21.8/28.6 
No. atoms     
    Protein 1763  1849 3388 
    Ligand 0  4 4 
    Water and ions 119  172 62 
    Lipids 0  34 6 
B-factors     
    Protein 51.6  34.3 52.1 
    Ligand -  27.7 28.2 
    Water and ions 61.5  42.8 41.0 
    Lipids -  57.0 62.3 
R.m.s deviations     
    Bond lengths (Å)  0.007  0.008 0.006 
    Bond angles (°) 1.0  1.1 0.9 
Ramachandran 
analysis 

    

    Favored (%) 97  98 97 
    Allowed (%) 3  2 3 
    Outliers (%) 0  0 0 
*Highest resolution shell is shown in parenthesis. 
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Movie S1. Mechanism of transmembrane signaling by sensor histidine kinase NarQ. 
 
Movie S2. Comparison of symmetric and asymmetric ligand-bound NarQ 
structures. 
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4. Conclusions 

In the first chapter of this thesis manuscript a methodology for the analysis of 

protein crystal X-ray mesh scans and the program MeshBest based on the methodology 

are presented. MeshBest determines the regions of the sample belonging to diffraction 

from any distinct individual crystal and as well regions where superposition of crystals in 

the X-ray beam leads to multi-pattern diffraction. The method developed facilitates 

postmesh scan diffraction data collection procedures by providing a crystal map in the 

mesh scan plane showing estimates of sizes and shapes of crystals which are ranged 

according to their diffraction quality. This information allows the potentially automatic 

tuning of experiment parameters in order to obtain the best data quality. 

In Chapter 2, based on the ‘positive-inside‘ rule, the usefulness of halide-SAD in the 

solutions of the crystal structures of membrane proteins is assessed. I-SAD and Br-SAD 

protocols were applied to crystals of four different MP targets. Although, Br-SAD did not 

provide satisfactory structure solution with the given data, the structure solution via I-SAD 

was successful and straightforward in all four cases. The diversity in the target structure 

along with reports of other MP crystal structures solved by I-SAD supports the idea of the 

potential universality of this method which, moreover, is easy in implement, fast and non-

toxic compared to the use of other potential heavy atom labels, in de novo MP crystal 

structure solution. 

In the Chapter 3 structural studies of the HK of E.coli are presented. The crystal 

structures of a truncated construct of HK NarQ in holo-state in two crystal forms and in the 

apo-state acquired by the mutation were elucidated. The structures both show the domain 

conformations of a HK and provide much needed insight into the mechanisms of TM 
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signalling by sensor HK. The study defines the role of the HAMP domain as a signal 

amplifier and by its transformation of TM helix displacements into rotation and scissoring 

movements. The results show how for a bacterial sensor extracellular cues can be 

transformed into a cascade of conformational rearrangements on the cytoplasmic side of 

the cell. This knowledge could provide the basis for the new TCS target-based antibacterial 

drug design. 
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