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Introduction

I Astrophysical Context

Astrochemistry is the study of the abundance and reactions of chemical elements and
molecules in the universe, and their interaction with the radiation field. Astrochemistry is an
interdisciplinary field, involving the study of physical and chemical processes, experimentally
as theoretically, and the observation of molecular spectra of specific regions in space to

identify the molecules present.

The field of astrochemistry started to emerge significantly with the first time detection
of ammonia (Cheung et al. 1986). Since then, almost 200 different gas-phase molecules have
been detected in the interstellar medium (ISM) via rotational emission spectroscopy in the
millimeter and sub-millimeter regions of the spectrum. Molecules up to 13 atoms can be
detected with rotational emission spectroscopy (millimeter and sub-millimeter domain)
providing they have a non-zero dipole moment but, for larger molecules as polycyclic
aromatic hydrocarbons (PAHs), or interstellar dusts with silicates or amorphous carbon cores
and mantles of ices mainly consisting of water, CO, CO,, CH3OH, the vibrational spectra

(infrared region) are used.

The interstellar spectra do not only show the presence of the molecules and allow the
evaluation of their abundances, but also give information about the physical conditions of the
environment in which they are formed. In astrochemical studies, these environments can be
associated to two main domains: chemistry in the interstellar medium (ISM) and chemistry in
the solar system (planetology). In this study, we have investigated the chemical reasons likely
to account for the observations made for the different bodies in the solar system, namely
Titan, the comet 67P/C-G and Europa, noting that it has also required studying the proto-

planetary disk medium.
1.1 Chemistry in proto-planetary disks

The atoms and dust particles, remnants of old stars, collect together under the
influence of gravity into diffuse clouds, in which the temperature is 50-100 K and gas density
10-10* cm”. Further gravitational contraction results in the formation of dense clouds with an

. -1 . . .. .
average gas density of 10°cm™. Dense clouds exist in several varieties and are quite



heterogeneous. The low-mass star formation begins in cold pre-stellar cores, where the
temperature can be as low as 5-10 K and the gas density is 10* cm™. Under these conditions,
only binary reactions without any activation barrier are possible. Such conditions are met
mainly by exothermic ion-neutral reactions. The main ionization source is constituted by the
collisions of atoms with cosmic rays. As a result of these reactions, relatively common
terrestrial molecules are synthetized (such as CO). But, radicals (e.g. CsH), molecular cations
(e.g. H3', HCO"), anions (e.g. C¢H’), metastable isomers (e.g. HNC, H,CCCC), and
unsaturated long carbon chains (e.g., HC;;N), which are not stable in Earth conditions, are
also formed and stay stable with a significant life time in low temperature and density
environments. As a result of simple accretion from gas, cold dust grains can be formed as

well.

The initial collapse of pre-stellar cores is isothermal in nature but over time, a dense
central condensation occurs, out of which radiation cannot escape. Continuous central
condensation and the collapse of material to the center result in forming a proto-star. When
the collapsing of gas and dust reach temperatures about 100-300 K, it is called hot core and
the chemistry changes significantly. This collapse of the molecular cloud cores is a process
regulated by the balance of gravitational, magnetic, gas pressure, and rotational forces
(Stahler & Palla 2005). Many common organic species such as alcohols, ester, acids,
aldehydes, etc. are formed at that time of the evolution. Also, violent shocks eject material to
the interstellar medium and disk of gas and dust begin to form and rotate around the young
proto-star. In the disks, the dust particles start to collapse and agglomerated into macroscopic
bodies, which eventually become comets, meteors. At the same time, much of the cloud has
gone away and a young star surrounded by a dense proto-planetary disk is left. The
surrounding disk continues to regulate the inward radial transport of matter and the associated
angular momentum transport outward (Hartmann 2000). Then this system can eventually

evolve into a planetary system.

The proto-planetary disks are characterized by strong radial and vertical temperature
gradients (Henning & Semenov 2013). High-energy radiation may penetrate into the upper
layers of the disks, resulting in a richer molecular chemistry whereas, in the deep interiors,
temperatures become so low that the molecules freeze. The shielding of these deep interiors is

due to micrometer-sized solid dust particles present in the medium. These particles first



evolve into pebbles and finally planets. This process has a strong impact on the physical

structure of the disks, and therefore on the chemistry.

As the proto-planetary disks are characterized by strong vertical and radial
temperature and density gradients, these locally different disk properties imply a rich and
diversified chemistry, including photochemistry, molecular-ion reactions, neutral-neutral
reactions, gas-grain surface interactions, and grain surface reactions. Disk chemistry can be
roughly divided into two regions with respect to the radially decreasing temperature: inner
disk chemistry (< 20 au) and chemistry in the outer disks beyond 20 au (astronomical unit
(au) is the average distance between Earth and the Sun, which is about 150 million km). The
products of inner disk chemistry are best detected by infrared spectroscopy, whereas the outer

disk is the domain of submillimiter-millimiter observations.

Inner disks have high temperatures (from about 100 to 5000 K) and high densities up
to 10" cm™. At such temperatures and densities in the disk, chemistry approaches quasi-
equilibrium. In the absence of intense sources of ionizing radiation, neutral-neutral reactions
with barriers (> 100-1000 K) start to play an important role in the densest warm regions
(Harada et al. 2010). Therefore, the inner disk chemistry comes closer to the terrestrial
chemistry conditions, driven by 3-body reactions. Molecules should be abundant in the gas
phase until they are destroyed by thermal dissociation (T > 2500-3500 K) in the inner disk.
Chemical models of the inner disk chemistry (Harada et al. 2010) predict high abundances of
H,0 and CO vapor at 1 au and the presence of N-bearing molecules (NH3;, HCN, HNC) and a
variety of hydrocarbons (eg CH4 and C,H,).

In contrast to the inner disk regions, the outer disk chemistry is driven by the radiation
and cosmic rays (Harada et al. 2010). Radiation and the energetic particles lead to the
formation of various ions, including H;". The proton transfer processes from ions to other
neutrals is dominated by rapid ion-molecule chemistry (Herbst & Klemperer 1973). The ion-
molecule processes are mostly barrier-less so they can occur even at temperature below 100K,
especially the reactions involving long-range Coulomb attraction between an ion and a

polarizable molecule.

Another important feature of disk chemistry is the condensation of molecules at low
temperatures in the outer disks. Then, these molecules are no longer available for gas-phase

chemistry but the ices on dust surface may remain chemically active. These ices sublimate at



high temperatures of the inner disks, where dust grains stay solid. The sublimation of water
ice occurs at about 150 K and this defines the so-called water snow line, which is located at 2-
3 au in the early solar nebula (Morbidelli et al. 2000). The CO snow line is located at 20 au,
where the gas temperature is below 20 K. It should be noted that the positions of the snow

lines evolve with evolutionary stage of the disks (Qi et al. 2013).

One of the most important molecules in proto-planetary disks is water. The chemistry
of water and the conversion of water vapor into molecular ice are directly related to the origin
of water on Earth and the formation of giant planets beyond the snow line. The position of the
water snow line depends on the pressure and temperature in the disk. For the solar nebula, the
snow line is assumed to be located between 2 and 3 au from the Sun. The gas planets Jupiter,
Saturn, Uranus, and Neptune, being formed beyond the snow line, they are all enriched in
volatiles relative to the Sun (Reipurth et al. 2007). The term “volatiles” indicates all material
with low melting and condensation temperatures (gases or molecular ices) in contrast to
“refractory” materials such as metallic iron and silicates. H,O and CO are the most abundant
“volatile” molecules, with NH3, CH4 and CO, as other important ices. H,O, CO, and CO; are
also the most abundant molecular components of ices in comets with small mixtures of

methane and ammonia and other minor components (e.g., C:Hg) (Henning & Semenov 2013).

To summarize, proto-planetary disks are structures of gas and dust surrounding young
stars. They are heterogonous, showing rich variety of chemical processes, ranging from high-
temperature neutral-neutral reactions in the inner disk regions to ion-molecular chemistry and
molecular condensation in the outer disk. Grain surface reactions, thermal and photo-driven
desorption are also part of this rich chemistry. Astrochemical studies of proto-planetary disks
will help improving our understanding about the origins of planets, satellites and comets. The
first study presented in this thesis, i.e. the study about noble gases deficiency in Titan, is one

example typically relevant of such an interaction.

1.2 The Solar System

The major features of the solar system are given in Figure 1; the planets (including the
dwarf planets) and some of their notable satellites, the asteroid and Kuiper belts. The bodies
that are found within the inner solar system, are predominantly rocky, whereas the ones in the
outer solar system, beyond the snow line contain large amounts of ice (Wolf et al. 2012). The

terrestrial planets Mercury, Venus, Earth and Mars are found in the inner solar system with



their satellites. In the outer solar system, the gas giants Jupiter & Saturn and the ice giants
Uranus & Neptune can be found with their moons. The gas giants are mostly composed of
hydrogen and helium (90% for Jupiter, 75% for Saturn (Lissauer 2005); whereas the ice
giants (Uranus and Neptune) are composed of volatiles and heavier elements (Miller &
Fortney 2011). All of their satellites (except Jupiter’s satellite o and Saturn’s satellite Titan)

have water-ice rich surfaces. (Dalton et al. 2010).
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Figure 1: Solar system’s planets and moons. Distances or semi-major axis from the Sun are
indicated in brackets and in astronomical units (au) along with the average surface
temperature (Bennett et al. 2013)

A vast reservoir of icy bodies exists in the outer solar system, which are generally
referred as Trans-Neptunian Objects (TNOs). TNOs are also further classified as Kuiper Belt
Objects (KBOs; 30-50 au) and Scattered-Disk Objects (SDOs; 30-100 au) and Oort cloud
Objects (OCOs; 2000-50000 au). These regions are the sources of respectively, the short

period comets and the long period comets.

In the past few years, several major space missions have been completed (e.g., Deep
Impact, LCROSS, Chandrayaan-1, Stardust, Hayabusa), and a number of spacecrafts are
currently exploring both the inner (e.g., MESSENGER, DAWN, Rosetta) and outer (Cassini,
New Horizons) solar system. Recent data from these and other space missions have had a
huge impact on our knowledge about the solar system bodies. In this study, we investigated

chemical trapping mechanisms in gaseous and solid phase in relation to three solar system



bodies; Titan, Europa and Comets, that we present with a few more details in the following

paragraphs.

1.3 Titan

Titan, the biggest satellite of Saturn and the only moon of the solar system with a
significant atmosphere, is considered as a possible analog of the primitive Earth; hence it has

been the subject of systematic and extensive studying.

The chemistry of Titan’s atmosphere is driven by the photolysis of CHs in the
thermosphere, catalytic reactions in the stratosphere and by the dissociation of N, due to both
UV photons and energetic electrons. Ethane is the most abundant gas product and HCN is the
most abundant nitrile. The mixing ratios of all photochemical species, except C,Hy, increase
with altitude at equatorial and southern latitudes, indicating a transport from a high-altitude
source to a condensation sink in the lower atmosphere (Strobel et al. 2009). This active
atmospheric chemistry eventually produces macroscopic particles that precipitate slowly in
the lower atmosphere, leading to the brownish haze permanently surrounding the satellite.
These organic aerosols are important for the properties and evolution of Titan’s atmosphere
(Carrasco et al. 2009). However, the information on these aerosols composition is still limited
in spite of extensive laboratory experiments to produce analogous materials, the so-called

“tholins”, to be analyzed and studied.

Earth and Titan are similar by the fact that molecular nitrogen is the major species, but
the next most abundant atmospheric species on Earth is molecular oxygen, whereas it is
methane in Titan. Therefore, the atmospheric and ionospheric chemistries are quite different
for the two bodies. Absorption of EUV (extreme ultra-violet) radiations is a key feature of all
planetary thermospheres including Titan’s. In all atmospheres, at high altitudes, the neutral
density is low enough such that the collisional mean free path exceeds a typical scale length.
This atmospheric region is called the exosphere. EUV photons and energetic particles create
ions and photoelectrons when they are absorbed and the region of an atmosphere where
significant numbers of free thermal electrons and ions are present, is called ionosphere
(Schunk & Nagy 2000). The specific point is that Titan’s upper atmosphere and ionosphere

strongly interact with Saturn’s magnetospheric plasma.
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1.4 Europa

Europa, one of the four large Galilean satellites of Jupiter, is about the same size as the
Earth’s moon but it has a more dynamic surface. The surface of Europa is young, ice-covered
and it is criss-crossed by a network of cracks and ridges (Greeley et al. 2004). Several
scientific evidences demonstrate that Europa should have a global ocean of liquid water
underneath its icy surface. This ocean maintained by tidal flexing and heating due to its
eccentric orbit about Jupiter, it could be habitable by microorganisms; hence, the interest

developed for Europa regarding to astrobiology.

Europa’s young surface, potential subsurface ocean, and ongoing tidal flexing suggest
that it is geologically active today. Europa, being located inside Jupiter’s radiation belt, is
bombarded by ions and electrons trapped in Jupiter’s magnetic field. This satellite has a
surface-bound layer atmosphere, referred as exosphere since it is collision-less gas (Johnson
et al. 2004; Plainaki et al. 2010). It consists mainly of H,O, released through surface ion
sputtering by energetic bombardment, and O, and H», produced through chemical reactions
between different products of H,O decomposition. However, direct measurement of these
exospheric species has not been achieved; this is unfortunate because the study of the
exosphere is expected to reveal the composition and features of the surface since it is mostly

originated from Europa’s surface.

1.5 Comets

Comets are small, irregularly shaped bodies in the solar system, composed mainly of
ice and dust. They travel around the sun in very elliptical orbits, which bring them very close
to the Sun, then send them past Neptune. In terms of the amount of time they spend to orbit
the Sun, there are two types of comets. Short-period comets orbit around 200 years around the
Sun, whereas long-period returns may take over 200 years, with some taking 100000 to 1
million years. The short-period comets are thought to originate from the Kuiper Belt, an area
outside of Neptune’s orbit (from 30 to 50 au), containing many icy comet-like bodies. The
long period comets tend to have randomly oriented orbits and not necessarily ecliptic orbits.
They are thought to come from the Oort cloud, a region that has never been observed, is
expected to harbour at least one thousand icy objects located between 3000 au and 100000 au.

There are some other comets from the Kuiper Belt or Oort Cloud that are corraled by Jupiter’s

11



massive gravity into its planetary family. These comets usually develop very short solar orbits

from three to 20 years.

As comets come close to the Sun, the Sun's heat begins to vaporize the ices, which
form an area of vaporized gas around the nucleus of the comet called as coma. Outside the
coma is a layer of hydrogen gas called a hydrogen halo which diameter extends up to 1 km.
The solar wind then blows these gases and dust particles away from the direction of the Sun
causing the formation of two tails pointing away from the Sun as the comet travels around it.
One is called the ion tail and is made of gaseous species, which have turned into charged
molecules and ions by the irradiation from the Sun. Since the most abundant ion is CO" that
scatters blue light better than red light, this ion tail often appears blue to observers. The other
tail is called the dust tail and normally appears white. The dust in this tail is less strongly
affected by the solar wind since the particles of dust are much larger than the ions of the ion

tail. The tails of the comet can be extremely large and may extend to a distance of up to 1 au.
II Theoretical tools

The methods and tools proposed by computational quantum chemistry are numerous
and adaptable. The choice of one or the other depends mostly of the problem to be modeled.
We will do a short presentation of the basic principles of only those we have used in this
specific work. Some of the practical issues as convergence and analysis of the results are

discussed in the chapters where they appear relevant.
I1.1 Quantum chemistry principle

Quantum chemistry approaches start with the fundamental physics concepts to
describe the model systems and deduce their properties. In the context of quantum chemistry,
solving the time-independent Schrodinger equation allows to determine the physical

properties of a quantum system.
HY, = E Y (1)

where H is the Hamiltonian describing the system, ¥; the wave-funtions
(eigenfunctions) and E; the corresponding state energies (eigenvalues). The solution of this
equation being rapidly intractable beyond 3 interacting particles (nuclei and/or electrons) with

the increasing size of the system, multiple approximations have to be done.
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I1.2 Born-Oppenheimer approximation

Born-Oppenheimer approximation is currently used in most of quantum mechanics
and quantum chemistry calculations. It states that the motion of electrons and nuclei may be
considered independently and that the wave-function of the system can be decoupled into a

nuclear wave-function and an electronic wave-function.

lPtotal = anuclei X lPelectron (2)

So doing, the initial problem reduces to that of finding a solution to the electronic
Hamiltonian which describes the motion of the electrons and depends explicitly on the

electronic coordinates, but parametrically on the nuclear coordinates.

The electronic Hamiltonian operator can be written as:

H=T+V + Vg + Vxc (3)

where T is the kinetic energy of the electrons, V the interaction potential between
electrons and nuclei, Vi the Hartree potential of the electron-electron Coulomb repulsion and

Vxc the electron exchange and correlation potential.

At that level, two types of methods can be employed depending of the nature of the
subject: wave function dependent ab-initio methods (Hartree Fock (HF) and post HF) or

electronic density dependent first principles methods (Density Functional Theory (DFT)).
I1.3 Hartree Fock and Post Hartree-Fock methods

The simplest approximation to find a solution to the electronic Schrodinger equation is
based on the Hartree Fock wave function theory relying mainly on the mean field
approximation. The problem is then replaced by a one electron problem in which electron-
electron repulsion is treated in an average way. Therefore the instantaneous interactions of
electrons being neglected, the correlation energy is missing. The so-called post HF methods,

(Moller-Plesset Perturbation or Configuration Interaction) can take care of it.

13



I1.3.1 Coupled-cluster (CC) theory

Introduced in molecular quantum chemistry by Cisek and Paldus in the late 60s, and
further developed to include contributions of excited states to the correlation energy the CC
theory is an efficient mathematical technique mixing a limited variationnal configuration
interaction with perturbational treatments (for details see Bartlett 1995). The basic idea is that

the exact wave function can be written as an exponential ansatz:
[9)=<"|Dy) (4)
that can be developed as Taylor power expansion
W)= (174 15,77+ V4 T+ )|y (5)
where T is an excitation operator whose power is the number of excitations.

In this study, the CCSD and CCSD(T) are used, meaning that the wave function
includes single and double excitation. The term (T) indicates that the contribution of triple

excitations is calculated using many-body perturbation theory.
11.4 Density Functional Theory (DFT)

Density Functional Theory is another type of methods of quantum chemistry,
modeling the electrons of a quantum-mechanical system with a density p(r). It is stated that all
the observable properties of the system in a ground state are determined by this density that

depends on the potential V(r).
11.4.1 Hohenberg-Kohn theorems

The Density Functional Theory is based on two theorems of Hohenberg and Kohn
(1964):

The first theorem states that the properties of the system, including energy states,

potentials and wave functions are uniquely determined by the electron density p(r).

The second theorem states that the electron density po(r) for which the energy E is

minimal is the true ground-state electron density.

14



11.4.2 Kohn-Sham (KS) equations

A solution to determine the homogeneous electron density has been proposed by Kohn
and Sham (1965). The physical system is replaced by a fictitious one constituted by the non-

interacting electrons moving in effective potentials. A set of one-electron equations is solved:
[—Te +V(r)+V, (r)+VXC(r)](pi(r) =np,(r) (6)

Here the first term is the kinetic energy of the electron, V the potential energy of
interaction with nuclei, Vy(r) the electron-electron repulsion potential, Vxc(r) the exchange

correlation potential. The electron density p(r) is determined as

N
pr) = ¢, (Ng,(r) (7
i=1
where N is the number of electrons and ¢ are one-electron wave-functions, solving the

previous equation.

The potentials V(r), Vu(r) are known functions of the electron density, while the exact
equation for Vxc(r) as a function of density is unknown. Finding a good approximation of the
exchange-correlation functional Vxc(r) is one of the tasks to which the DFT developers are

currently confronted.

To converge to a solution, an iterative approach is proposed by Kohn and Sham.
Potentials are obtained from a trial electron density, then, the KS equations are solved to
obtain the wave functions. Finally, a new electron density is constructed according to the

equation (7), and the calculations cycle is repeated till convergence of the process.
11.4.3 Exchange-correlation functionals

As mentioned in the previous section, one of the problems of the Density Functional
Theory is the choice of the exchange-correlation functional Exc. Here we used a functional

appropriate to the description of large variations of the density.
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11.4.4 Generalized Gradient Approximation (GGA)

For example, geometries and ground-state energies of highly polarized molecules like
H,O in water ice are better determined using Generalized Gradient Approximation (GGA)

functionals. In GGA the Exc is a function of both density p(r) and density gradient A(p(r)) so
that Exe(r) = Ex((p(r), A(p(r)).

In this work, a GGA type functional developed by Perdew et al. (1996) is used (PBE).
It gives good results for geometries and atomization energies and reproduces well the

hydrogen bonds.

Other classes of functionals exist, but lack of generality since they are often tuned to

solve particular problems.
I1.4.5 Van der Waals interactions

In the systems studied in this thesis, most interactions to be taken into account are Van
der Waals type of interactions, i.e. electrostatic interactions between dipoles, permanent or

induced ones.

As traditional DFT functionals fail to describe such interactions correctly, in particular
the ones between induced dipoles (London dispersion force), corrections had to be added as a
remedy. In this work a semi-empirical approach DFT-D2 proposed by Grimme (2006) is
employed. This is a computationally cheap and reasonably accurate method to take the Van

der Waals interactions into account. A dispersion term is added to the total DFT energy:

Nat CU
Edisp = _S6 ER_Zf;lmp (RI])

i=j Y

Here, Nat is the number of atoms in the system,
Cl=,CiC]

denotes the dispersion coefficient for atom pair ij, se is a global scaling factor that only
depends on the density functional used, and R is an inter-atomic distance. In order to avoid
near-singularities for small R, a damping function fym, is used. Coefficients are determined

as an empirical function of calculated atom ionization potentials and polarizabilities.
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To summarize, both types of methods are designed to obtain the best energy and the
best electronic description: post Hartree-Fock methods use an exact hamiltonian and work to
improve the wave function whereas DFT methods postulate an exact density and work to

improve the Hamiltonian.
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Chapter 1: Noble gas deficiency in the atmosphere of Titan

Titan, the biggest satellite of Saturn, is the only moon in the solar system with a
significant atmosphere, which is composed of at least four distinct regions: troposphere,
stratosphere, mesosphere and thermosphere (Yelle 1991). Throughout the Titan’s atmosphere,
the far most abundant species is N, followed by several per cent of CH, and several tenths of
per cent of Hy. The dissociation of N, and CH4 by solar UV photons, energetic ions and
electrons from Saturn's atmosphere, as well as cosmic ray particles (Yung et al. 1989),
initiates a complex photochemical network, resulting in the production of various

hydrocarbons and nitrogen-bearing species, labelled by the generic name of “ tholins”.

The first breakthrough about the Titan's atmosphere came with the flyby of Voyager I
in 1980. In order to study the chemical composition of the atmosphere, especially looking for
species like HCN, HC3N, CH3CN, CO and H,0O, two spectrometers were used on the Voyager
I probe: IRIS, an infrared spectrometer with a range of 180 to 2500 cm™ (4-55 um) with a
spectral resolution of 4.3 cm™, and UVS, an ultraviolet spectrometer operating from 52 to 170

nm with a resolution of 1.5nm.

More detailed observations started in October 2004 with the Cassini-Huygens mission.
The combined Cassini-Huygens spacecraft composed of the Cassini orbiter to study the
Saturn system, including its rings and moons, with a special focus on Titan and the Huygens
probe designed to make in situ observations of Titan. The Cassini orbiter's visits to the upper
atmosphere of Titan down to ~ 950 km, provided various data from the remote and in situ
observations. The major development relative to Voyager I was the Ion Neutral Mass
Spectrometer (INMS) for in situ studies of the neutral and ionic composition of the
atmosphere. Also were operating, the Cassini Plasma Spectrometer (CAPS) to measure heavy
positive and negative ions densities, with the Langmuir probe (LP) and the Magnetospheric
Imaging Instrument (MIMI) to study the plasma environment around Titan (Krasnopolsy

2009).

The Huygens probe was the first probe to land on an object of the outer Solar System.
It landed on Titan and made it possible to study the atmosphere below 150 km. It had six
different instruments: Huygens Atmospheric Structure Instrument (HASI), Surface Science

Package (SSP), Doppler Wind Experiment (DWE), Descent Imager/Spectral Radiometer
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(DISR), Aerosol Collector Pyrolyzer (ACP) and Gas Chromatograph Mass Spectrometer
(GCMS) designed to measure the chemical composition of the Titan’s atmosphere and to

determine the isotope ratios of the major gaseous constituents at lower altitudes.

Voyager I remote sensing instruments identified the major and several minor
constituents above Titan’s troposphere; however, as the measurements were made in the
stratosphere, the evolution of the photo-chemically produced trace gases in the upper
atmosphere remained unknown. With the Cassini orbiter instruments, several data about the
composition of organic trace gases in stratosphere and the upper atmosphere were provided.
In other words, they provided information on these gases in the regions where they first
formed. One of the objectives of the Huygens probe was to determine to which extent the
simpler trace gases can form complex molecules, condensates, or aerosols, which will

eventually precipitate onto the Titan’s surface.

The unexpected characteristic of the atmosphere of Titan is that no noble gas other
than argon was detected by the Gas Chromatograph Mass Spectrometer (GCMS) aboard the
Huygens probe during its descent to the surface of Titan in January 2005. The only isotopes
of argon detected consist of primordial *°Ar (the main isotope) but very impoverished
compared to its solar abundance and **Ar, which is a decay product of *’K (Niemann et al.
2005). The general deficiency observed for the noble gases is surprising when taking into
consideration that this satellite, in all existing scenarios, was expected to be made from the
same building blocks in the feeding zone of Saturn (Mousis et al. 2002) and to share a similar
composition with the noble gas-rich planetesimals from which Jupiter was formed. (Alibert et

al. 2005).
I Astrophysical hypotheses

The noble gas deficiency observed in Titan's atmosphere has been the subject of a
number of studies. The different mechanisms proposed to explain such a deficiency can be
divided into two types: one can be referred as the "external" type, depending on the chemical
and physical conditions of the proto-solar nebula during the formation of Titan, the other one

as the "internal" type related to the conditions in the present atmosphere of Titan.
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i) Internal mechanisms

This category includes mainly the five mechanisms detailed below.

1. Osegovic & Max (2005) proposed that the noble gases could have been stocked in
ices (clathrates) supposed to be present on Titan’s surface and they showed that Xe could be
efficiently trapped in this way. However the CSHMYD code used for the demonstration was
developed by Sloan (1998) for industrial applications and is not supposed to function for
temperatures lower than 140 K, whereas the surface temperature of Titan is about 90-95 K.
Moreover, at the time, Ar and Kr could not be treated with this code. This point was solved
later on by Thomas et al. (2008) who found that Kr as Xe could be efficiently trapped by
clathrates whatever their initial abundance within the condition that there is sufficient amount
of clathrates present on the surface. More recently, the same team (Mousis et al. 2011), using
a new set of potential interaction parameters showed that Ar could also be trapped by this
mechanism. However, it has to be reminded that the existence of such mechanism entirely

relies on the abundance of clathrates on Titan’s surface, which is still highly controversial.

ii. In another study, Cordier et al. (2010) suggested the dissolution of atmospheric
compounds in the liquid hydrocarbons on Titan’s surface as a possible reason to the observed
noble gas deficiency. They assumed thermodynamic equilibrium between the liquid and the
atmosphere and calculated abundances of the different constituents of liquid on the surface
accordingly. They showed that the lakes on the Titan’s surface could trap atmospheric Xenon
efficiently. However, the estimated amount of liquid hydrocarbons on Titan is not sufficient

enough to explain the observed deficiency in Ar and Kr.

iii. Another mechanism was suggested by Jacovi & Baar-Nun (2008), based on
laboratory experiments. According to this experimental study, noble gases could be trapped
by atmospheric aerosols, which are the products of a complex chemistry based on the
photolysis of methane rejected by cryo-volcanos in the atmosphere of Titan, implying that
these aerosols could have been present in the atmosphere of Titan for millions of years. In
such a mechanism, the open structure of aerosols would let the noble gases fill their pores.
However, this type of physical trapping is very dependent on the structure of the aerosols
considered and the structures of the materials in suspension present in the experiment may be
quite different from those present in Titan atmosphere. A reliable and extensive modeling of

this mechanism is still missing and remains to be be done.
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iv. A fourth mechanism has been proposed, appealing to chemical trapping. Lundel et
al. (2002), Lignell et al. (2006) showed that the insertion of Xenon into hydrocarbons may
lead to stable compounds. However, the direct insertion mechanism of Xe into the CH bond
of hydrocarbons is an endothermic process with a high activation energy. In the absence of
other effective chemical mechanism, this reaction is not likely to occur in the Titan’s

atmosphere.

v. Noble gases might also be trapped chemically by the most abundant ions present in
Titan’s upper atmosphere and ionosphere. Noble gases can form stable structures with ions
driven by ion-dipole interactions and contrary to their direct insertion into the hydrocarbons,

these complexes may be obtained via radiative associations without an energy barrier.
ii) External mechanisms
Two mechanisms can be related to the second category:

1. The first argument for such a mechanism was proposed in an interdisciplinary study
chemistry-planetology by Mousis et al. (2008). Based on the complete theoretical study of the
interaction of molecular ion H;" with noble gases Ar, Kr and Xe (Pauzat & Ellinger 2007;
Pauzat et al. 2009), this chemical trapping mechanism is assumed to occur during the
formation of the satellite’s constructive planetesimals in the proto-solar nebula and it depends
mostly on the abundance of H;" molecule in that medium. Therefore, the modeling of the H;"
abundance profile is crucial. The abundance of H;" depends not only on its production but
also on its destruction, its main destruction agents being H,O, CO, N,. These destructive
reactions may form protonated ions, which may be capable of trapping also the noble gases.

In this study, the efficiency of such a trapping mechanism has been fully investigated.

ii. Other trapping mechanisms, not necessarily chemical, might be at work in the
nebula. It can be quoted that the adsorption on the solid surfaces available in the primitive
nebula, among which the refractory solids of the primitive grains, or the integration into the
holes of the icy mantles irradiated and pierced by cosmic rays. The impact of such

mechanisms on the noble gases abundances has yet to be investigated.
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IT Chemical trapping of noble gases by H;" and protonated derivatives (H;O",
HCO", HOC", N,H") in the proto-solar nebula

The hypothesis at the basis of the model is that Titan, as other interstellar objects, has
been formed from icy planetesimals already noble-gas impoverished in the proto-planetary
nebula and that this impoverishment could be due to the sequestration of noble gases by Hs"
during the early stages of the formation of the solar system. Depending on the region where
the constitutive planetesimals were formed, the abundance in H;' was different and the
trapping more or less efficient. In such a scenario, it is obvious that the abundance profile of

H;' is the main concern.

In the previous article promoting the model (Mousis et al. 2008), the abundance
profile of H;" was calculated and it was found that its abundance increases with the
heliocentric distance. H;" is formed following the ionization of the molecule H, by energetic
particles, X-rays or cosmic rays and is destroyed by the reactions with the most abundant
molecules in the surrounding gas phase, namely H,O, CO and N,. Within a steady state
description, the formation and destruction rates balance each other, giving the following

relationship:

¢

Ny, Kan,0Xan,0 + KacoXco + Kan,Xan, )

xH3+ =

where x is the abundance, n is the density and ¢ is the ionization rate.

The H;" abundance profile was evaluated with different ionization sources, assuming
the usual increase for further heliocentric distances (Figure 1). When it is compared with the
calculated proto-solar abundances of noble gases (Table 1), it is seen that with the addition of
other energetic particle sources to the cosmic rays, the amount of H;" may be sufficient
enough to trap the noble gases except Ar whose abundances are much higher than the other

noble gases.

If in the steady state conditions, the formation and destruction rates balance each
other, it is no longer the case when the solar nebula cools down; then, the destructive
molecules, namely H,O, CO and N, do not remain in the gas phase (local temperature lower
than 150K), being trapped themselves as clathrates or simply condensing, and the balance has

to be adjusted, taking care of the consequences of the cooling.
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Figure 1: H;' abundance in the disk plane as a Table 1: Proto-solar abundances (molar ratio with
function of the distance from the center of noble respect to H,) (Alecian et al. 2005)

gases (Mousis et al. 2008).

However, if the destructive reactions of H;" also produce ions capable of trapping
noble gases with an analogous efficiency, most of adjustments for the H;" density profile
could be avoided, since each H;" destroyed is replaced by another trapping agent through the

following reactions:
H;" + H,0 —» H;0" + H,
H;"+CO —HCO" + H, or H;"+CO — HOC' + H,
H;"+N, - N-H" + H,

At that point, it has to be stressed that all the preceding reactions have been verified to
be thermodynamically (exothermic) and dynamically (no barrier) possible and that all the ions
obtained are well-known and ubiquitous in astrophysical objects. And it has to be reminded of
the preceding study I was in charge of during my internship in the same team (see paper at the
end of the chapter, Pauzat et al. 2013), where H;O" was found to form thermodynamically
stable complexes with all noble gases; this led us to pursue and study the other ions as well,

looking for a systemic behaviour of protonated ions.
III Article:

Protonated ions as systemic trapping agents for noble gases: from electronic structure to

radiative association (accepted JCP)
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The deficiencies of argon, krypton and xenon observed in the atmosphere of Titan as well as anticipated in
some comets, might be related to a scenario of sequestration by HE,',' in the gas phase at the early evolution
of the solar nebula. The chemical process implied is a radiative association, evaluated as rather efficient in
the case of HF , especially for krypton and xenon. This mechanism of chemical trapping might not be limited
to Hﬁ; only, considering that the protonated ions produced in the destruction of T3 by its main competitors
present in the primitive nebula, i.e. HoO, CO and Ny, might also give stable complexes with the noble gases.
However the effective efficiency of such processes is still to be proven. Here, the reactivity of the noble gases
Ar, Kr, Xe, with all protonated ions issued from H;0, CO and Nj, expected to be present in the nebula
with reasonably high abundances, has been studied with quantum simulation methods, dynamics included.
All of them give stable complexes and the rate coefficients of their radiative associations range from 10716 to
1071 em®s—! | which is reasonable for such reactions and has to be compared to the rates of 10~16 to 10—18
em?s~!, obtained with H;r We can consider this process as universal for all protonated ions which, if present
in the primitive nebula as astrophysical models predict, should act as sequestration agents for all three noble
gases with increasing efficiency from Ar to Xe.

Keywords: astrochemistry - protoplanetary disks - comets - molecular processes - radiative association

during this period and the evolution of their abundances

The problem of the noble gases deficiency observed
in Titan’s atmosphere! has led to tentative explanations
through several models, none of them fully satisfactory.
Theoretical quantum chemistry, with high level ab initio
simulations, demonstrated that, at least from a thermo-
dynamic point of view, H3 is able to act as a trap for
noble gases by forming complexes in the gas phase.??
The coupling of these results with those of an elaborate
model giving the abundance profile of Hj in the con-
ditions of the cooling proto-planetary disks,*~% led to
the conclusion that Hi might be abundant enough in
the outer protosolar nebula to trap, at least Xe and Kr,
prior to their condensation epochs, implying that their
abundances should be solar in Saturn’s current atmo-
sphere and below the observational limit in Titan. The
same scenario predicts that comets agglomerated from
ices formed at high heliocentric distances might also be
depleted in Kr and Xe.

In the astrophysical models, the crucial point is the
accurate determination of the abundance of Hi which
implies evaluating not ounly its production but also its
destruction along the cooling evolution of the proto-
planetary disk. That is why, a complete modeling should
take into account the molecules able to react with H;f

a) Electronic mail: pauzat@lct.jussieu.fr.

with time.

From a chemical point of view, when we looked at the
main destructive agent for H;r, i.e. HoO, we found that
the result of the destructive reaction, i.e. HzOT, could
also act as a trapping agent for the noble gases, leading
to chemically stable complexes® via radiative associations
with the noble gases. Then we have to consider the possi-
bility of a similar behavior for all protonated ions, among
which those issued from the other main destructors of Hi
present in the environment. Nevertheless, to be conclu-
sive it implies performing a complete quantitative study
of these radiative associations and in particular to evalu-
ate reliable rate constants of these reactions which belong
to a category usually considered not to be very efficient.

In the solar nebula, the Hy formed can be destroyed
by the reactions with the most abundant molecules of the
gas phase, namely HyO, CO, and N3.% In a steady state,
formation and destruction rates balance each other,
but when the solar nebula cools down, the destructive
molecules do not remain in the gas phase (the upper
limit being a local temperature of 150K), being trapped
themselves as clathrates or simply condensing, and the
balance has to be adjusted. However, if these molecules
are reacting with HJ to give ions with a significant capa-
bility for trapping the noble gases, most adjustments of
the density of Hy could be avoided, each Hi destroyed
being replaced by another trapping ion. This can be ar-
gued safely as long as the trapping capabilities are more
or less equivalent. In these reactions, H;r plays the role
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of a universal proton donor; the reactions implied in such
a scheme are:

Hyi +H20 — H3OT + Hy (1)
Hf +CO — HCO™' + H, (2)
Hi + CO — HOC* + H, (3)
Hf + N, —» N,HY +H, (4)

All these ions are well-known and ubiquitous in astro-
physical objects. Looking at the reported original detec-
tions in the interstellar medium (ISM) and circumstellar
envelopes we can cite” HCO™ first seen in 1970 and con-
firmed five years later,? HN;,MO HOC* 1112 We can
also mention further detections of HCO™,'® HN7 ! and
HOC*." The detection of H3O% has also been reported
in the ISM.1517 Moreover, all these reactions (Eq.1-4)
are known to be thermodynamically (exothermic) and
dynamically efficient (hitp://www.rate99.co.uk/ ).

In the Solar system, the H emission has been recorded
towards the auroral zone of Jupiter, soon followed by its
detection in Saturn and Uranus giant planets'® whereas
it took ten more years to succeed in the detection of Hy
and its isotopologs'®?" in the ISM.

The role of Hi itself, as possible trapping agent for
noble gases, has already been fully investigated?! but one
has to be aware that till now, this scenario has never been
quantified for any other trapping agent beyond a static
description of the trapping processes.

In a general way, two radiative association processes
would lead to the XHY ' complex (with X = Ar, Kr, Xe
and Y= Hy0, CO, Ny), namely:

X+ YH'" = XHY' + hy (5)
and
XHY +Y — XHYT + hw (6)

Because the concentrations of the XH™ species are so
low (no detection has been reported apart from that
of 3ArH* in a supernova remnant known as the Crab
nebula),?? the formation of the XHY*' complexes via
(Eq.6) is assumed to be negligible and therefore the only
route to be considered is the radiative association (Eq.5).

1. COMPUTATIONAL STRATEGY

To reduce the length of the story, only a brief overview
of the key theoretical points of the static and dynamic
aspects of this research are presented (see Appendix for
more details). In the present study we employ a fully
ab-initio approach, from the calculations of the reactive
potential surfaces to the determination of the correspond-
ing radiative association rate constants.

Concerning the thermodynamic part, all treatments
belong to the ab initio coupled cluster area, i.e. CCSD
and CCSDT associated with a correlation consistent ba-
sis set ce-pVQZ and its augmented versions (aug-) of in-
creasing flexibility in the valence shell. The calculations
were performed with the G09 version of the Gaussian
package.??

i) The first task is to determine the structure of the
complexes. All stationary points were optimized and the
stability conditions were verified by a vibrational analy-
sis.

i) In order to get reliable geometries and stabilities,
the potential energy surface around the minima had to
be reconstructed to correct the bias introduced by the ar-
tificial stabilization of the energy of such weakly bound
complexes due to the fact that the interacting fragments
borrow each others basis sets to lower their energies.
This artifact is known as the basis set superposition er-
ror (BSSE). It was corrected here using the counterpoise
method,?? for all points of the re-optimization of the geo-
metrical parameters implied in the description of the two
entities interacting in the complex. The difficulty is to de-
termine the fragments to be considered when several sep-
arations are possible, a situation we have already faced
with the complexes between Hi and the noble gases.
Usually we can refer to those of lowest energy dissoci-
ation. However, when it was unclear which separation
to use, we relied on a topological analysis (see Section
IV and Appendix A) of the complex to get the parti-
tioning of the physical space into well defined interacting
fragments.

For the dynamic part, the radiative association calcu-
lations are done in a pseudo-diatom approximation. (see
Appendix B). We relied on the previous computational
experiments?! performed for the rate constants of the ra-
diative associations of argon with Hi .

IIl. STRUCTURE AND STABILITY OF THE
PROTONATED IONS

Taking H;’ as a reference for the capture of noble gases
X, we report some preceding results for the structure
(Figure 1) and binding energies (Table 1) of the X-Hi
complexes.?

FIG. 1: The stable structure of (X---H7) for X = Ar,
Kr, and Xe

For all X—Hg' complexes, the most stable geometry is
that of C,, symmetry in which X points to an apex of
the H;’ triangle (Figure 1), this at all levels of theory.

The convergence of the computational methods used
allows to consider the energetic calculations reliable by
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TABLE I: Stabilities of the X. .- H3 complexes
(kcal/mole), including harmonic zero point energies*
and BSSE correction, related to reactions R1 and R2f

Complex Ar---Hf Kr--Hf Xe---H7
Reactions Rl R2 Rl R2 Rl R2
COSD(T)/Q  7.27 16.01 13.03 8.60 23.22 2.93
CCSD(T)/aug-Q 7.35 16.16 13.50 8.54 23.64 2.78
Basis sets: /Q = cc-pVQZ ; /aug-Q = aug-cc-pVQZ

‘ *calculated at level CCSD(T)/Q

tR1=X.. - H} — X + Hf and R2=X...H} — XH* + Hy

1-2% when reaching the CCSDT /aug-ce-pVQZ level.

A. The structures of protonated ions with noble gases
[X-ion-H]" (X=Ar, Kr, Xe)

All complexes, whatever the noble gas, are structurally
similar (Figure 2). The geometries presented in Table
IT show that the BSSE corrections, that could lead to
changes of 1-2% in the most influenced bond lengths,
cannot be escaped. This is especially true if spectro-
scopic data are to be calculated in order to help with
the detection of such species. It should be emphasized
that contrary to a posteriori corrections of the energy of
the equilibrium structures, the optimization procedure
reported here are carried out including an a priori cor-
rection of the BSSE artifact for all the geometrical pa-
rameters defining the molecular structures.

B. The binding energies of protonated ions with noble
gases [X-ion-H]" (X=Ar, Kr, Xe)

The evolutions of the complexes stabilities within the
series Ar — Kr — Xe present the same trend: as for
the XHS+ complexes, the stability decreases in the R1
fragmentation from Ar to Xe whereas it increases for R2
(see Table III).

X
H™
0 X-H-N=N
i H
H
X-~H-C=0  X-H-0=C

FIG. 2: Equilibrium structures of the [X-protonated
ions] with X = Ar, Kr, and Xe.

Looking at the energetic balance, one has:
i} For X-H;0™, we found that, contrary to the reference
XH;, all complexes prefer a common dissociative process

leading to X + HzO" whatever the noble gas. The point
to be noted, is that, when comparing the stabilities values
in Table III and Table I, it is obvious that each H3O" ion
issued from the destruction of a H'{ by HyO in the gas
phase should be able to play an almost equivalent role in
the capture process of noble gases.

ii) For X-HCO" and X-HOC™, one has two different
situations although they are isomers whose difference is
only due to the attachment of the proton to one or the
other extremity of the CO diatomic species. The case of
XHCO™ is very close to X-H30™: for all X, R1 is the pre-
ferred dissociative channel with similar energies increas-
ing from from Ar to Xe. The case of XHOCT is different
and closer to XHy . Tf the R1 dissociation is favored for
Ar, it is the R2 dissociation that is favored for Xe. The
case of Kr is very sensitive to the method used. Indeed,
X-HOCT dissociates following the R1 route for DFT but
following the R2 route for MP2 (not shown here). How-
ever, higher levels of theory, as CCSD and CCSDT, agree
on this complex being intermediate between two cluster
structures as shown below in the topological analysis of
the electronic structure of this complex. Finally, con-
fronting the values obtained for both complex families
shows that their stabilities are equivalent XHE+ reported
in Tablel (7.3, 8.5, 2.8 keal) , indicating that the trapping
power of HCO™ and HOC™ could be at least as efficient
as the one of XH;’

ili) For HNN* the situation is closer to that of HOC™
but with an inversion of the preference for the dissocia-
tive reaction only for xenon: Ar and Kr preferring to
dissociate through the R1 mechanism whereas xenon dis-
sociates through the R2 route. The trend is the same,
that is an increase of the binding energies relative to R1
dissociation and a decrease for those relative to R2 when
going from Ar to Xe, with a crossing of the values for
Xe (although the energy difference between two routes is
much smaller than for HOC*). According to the DFT
method (not shown), XelINN' dissociates through R1
whereas for all the other post HF methods, it prefers R2.
Similar to the KrHOC, this shows that high level meth-
ods are needed to describe these rather weakly bonded
complexes.

IV. BONDING PICTURES IN THE NOBLE GAS
COMPLEXES

Even though, most of the time, the fragments inter-
acting in the complexes can be identified from their
preferred dissociation mechanism, a better understand-
ing of bonding pictures can be obtained using both,
the topological analysis of the electron localization
function (ELF)?*~27 and the Atoms in Molecular Theory
(QTAIM)?%2% As these methodologies have been widely
discussed in the literature, they are only recalled in
Annex A. Introduced®® by Bader and Stephens and later
revisited®! by Fradera et al., the delocalization index
(DI) is a measure of the electron-sharing between two
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TABLE II: Raw and BSSE-optimized equilibrium geometries® of the X- - - Ton™ complexes (X=Ar, Kr, Xe) and
rotational constants in GHz at the CCSD(T)/cc-pVQZ level of theory and dipole moments in Debye at CCSD.

Complex Raw-optimized geometry BSSE-optimized geometry A B C 1L
X-Hx Hx-O Hp-O Hp-O-Ho X-Hx Hx-O Hp-O Ho-O-Ho

Ar- 0T 2,053 0991 0.974  111.21  2.068 0.990 0.974 111.29  319.6 4.175 4.140 8.3

Kr---H3O0" 2151 0.997 0974 111.16  2.187 0.995 0.974 111.22  318.2 3.215 3.195 10.2

Xe 307 2293 1.005 0.974 110.87  2.340 1.002 0.974 110.95  318.3 2.721 2.706 10.9
X -Hx Hx-C C-O X-Hx Hx-C C-O

Ar---HCO' 2110 1.112 1.110 2.133 1.111 1.110 1.973 1.973 5.3

Kr---HCOT 2,199 1.120 1.110 2.239 1.118 1.110 1.468 1.468 8.0

Xe---HCO" 2316 1.135 1.111 2,372 1.130 1.110 1.244 1.244 9.2
X -Hx Hx-O 0O-C X-Hx Hx-O O-C

Ar---HOCY  1.695 1.073 1.153 1.707 1.071 1.153 2.724 2.724 3.3

Kr---HOCY  1.737 1.135 1.146 1.739 1.139 1.151 2.035 2.035 4.8

Xe---HOCT  1.648 1.579 1.142 1.642 1.611 1.142 1.516 1.516 5.0
X -Hx Hx-N N-N X-Hx Hx-N N-N

Ar-- HNN*t  1.881 1.076 1.096 1.893 1.075 1.096 2.383 2.383 4.2

Kr---HNNT 1950 1.099 1.096 1.991 1.092 1.096 1.764 1.764 6.4

Xe---HNNT 2,049 1.142 1.097 2.057 1.145 1.097 1.508 1.508 7.1

*Bond lengths in A; angles in deg.

TABLE III: Stabilities of the X--- Hi complexes
(kcal/mole), including harmonic zero point energies®
and BSSE correction, related to reactions R1 and R2f

Complex [Ar-ion-H]" [Kr-ion-H|" [Xe-ion-H]*
Reactions Rl R2 Rl R2 Rl R2
[ion-H|* = H;Ot

COSD(T)/Q 424 78.47 580 67.19 7.85 52.53
CCSD(T)/aug-Q 4.43 77.55 6.00 65.84 8.12 50.76
[ion-H]" = HCO™

CCSD(T)/Q 4.31 54.54 581 43.21 7.99 28.66
CCSD(T)/aug-QQ 4.53 54.78 5.73 42.71 8.26 28.04
[ion-H|" = HOCT

COSD(T)/Q 10.82 23.70 15.16 15.21 23.60 6.92
CCSD(T)/aug-Q 10.90 23.86 15.47 15.16 24.59 7.07
[ion-H]" = HNNT

CCSD(T)/Q 7.74 34.37 10.32 24.11 14.26 11.33
CCSD(T)/aug-Q 7.92 34.27 10.27 23.35 15.47 11.34

Basis sets: /Q = cc-pVQZ ; /aug-Q = aug-cc-pVQZ
*calculated at level CCSD(T)/Q
tR1=X.--Hf — X + HI and R2=X.--HI — XH* + H;

atoms and can be compared to other bond order indices.
The relative percentage of the two resonance structures
Ta and Ib, respectively [X + ion™] and [X-HT + neutral],
has been evaluated using the DI of protonated bonds.
For example in the case of X-H30" complexes, Ta and
Ib are calculated as follows:

Diow,
Dilop,+DIxp,

I, = 100( )and I, = 100 - I,

Hx is here the hydrogen located in front of the noble

TABLE IV: ELF population analysis of X-H;0" (X=
Ar, Kr, Xe). Populations of basins and QTAIM charges
are in electrons.”

X-H;0" C(X)+V(X) V(Hx, O) q(X) Ia Ib
Ar-H;0° 17.96 0.93  0.04 80 20
Kr-H;0" 35.94 129  0.06 76 24
Xe-H307F 25.91 123 0.09 74 26
H;O0" s 1.86

*The 28 innermost electrons of Xe are not treated explicitly
but through an effective core potential

gas. In this work, these results have also provided a ra-
tionale about the choice of the partition of the systems
into fragments to be used for BSSE corrections, espe-
cially when there is no straightforward clue, such as for
KrHOCT.

The ELF topological analysis applied previously to
X.(H3) (X=Ne, Ar, Kr, ; n=1,3) complexes has shown
the crucial role of the charge transfer from the noble gases
toward the Hi cation as a driving force in the bonding
along the series. It was also consistent with the increase
in the atomic polarizabilities from neon to krypton.® In
this work, a net positive charge ¢(X) discloses also a
charge transfer from the noble gas towards the cation
(H;0%, HCO* or HNJ). However, the magnitude of
q(X) remains small {<0.2 e) except for XeOC™ (0.45 e.

The ELF localization domains are displayed in Figure
3. The ELF populations analysis for all X-H3z0", X
HCO* , X-HOC* and X-HNj complexes are reported
in Tables IV, V, VI and VII, respectively.

As observed in Figure 3 and Table IV, the ELF topol-
ogy of X-H;0" complexes shows two well-separated do-
mains. The first one corresponds to the neutral X noble
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gas (q(X) remaining always lower than 0.1 electron); it
splits into a core basin C(X) and valence basins V(X).
The second domain corresponds to H3OF where one O-
H bond viewed as the protonated V(Hx, O) topological
basin, is stretched toward the noble gas. The population
of this latter basin was found lower than 1.5 electrons
whereas the other V(O, H) populations remain close to 2
electrons. It should be noted that no covalent character
was identified for the X—-H30™ interaction since there are
no disynaptic basins located between X and H. It is fully
consistent with a large weight of around 75% for Ia in all
these complexes. Thus, it gives a better understanding
of the fragmentation used for the BSSE corrections for
which the R2 route is energetically preferred.

The topological analysis of XHCO™ complexes (Ta-
ble V) shows a very similar pattern to that of HyO%
complexes, i.e., two well-separated domains around the
noble gas and the HCO™ ion. As previously, the popula-
tion of the protonated V(Hx, C) bonding basin remains
lower than 2 electrons for all noble gases. The I, and I,
weights have been found quite similar for both XHzO1
and XHCO™ complexes. This confirms again the valid-
ity of the fragmentation into the noble gas and HCOt
moieties used for the BSSE corrections.

Except for ArHOC™ showing a very similar topology to
other Ar species (I, > I;), the bonding picture of XHOCH
complexes differs from previous compounds (see Table
VI). First, the charge q(X) increases drastically from 0.1
e (Ar) to 0.45 e (Xe). This is in agreement with the
increase of the weight of [X-H]* (I) in Kr- and Xe- com-
plexes (see Tables V-VI). The ELF topology of KrHOC*
undergoes a clear modification since the V(Hx, O) basin
splits into non-bonding basins V(H) and V(O). Thus, the
weights of I, and I, configurations become very similar
in agreement with the practically equal binding energies
of 15.5 and 15.2 kcal/mol respectively obtained from the
dissociation R1 and R2 routes. For XeHOC™, the V(Hx,
O) basin disappears in favor of a new disynaptic pro-
tonated V(H, X) basin. Consequently, the weight of I,
becomes larger than la in agreement with the binding
energies respectively obtained from R1 (24.6 kcal/mol)
and R2 (7.1 keal/mol) routes.

Protonated N3, though soelectronic with protonated
CO isomers, offers another situation. For XHNJ com-
plexes (see Table VII), two well-separated domains are
observed for Ar and Kr. The first domains contain the
noble gas basins whereas the others are distributed over
the HN; cation. Thus, the weight 1, remains larger than
I,. By contrast, the XeHN; bonding picture looks like
KrHOCT since the protonated V(Hx, N) basin splits into
V(Hx) and V(N) valence basins. The weight Ia (35%)
remains smaller than T, (65%), again in accordance with
the preferred dissociation mechanism (see Table III).

CEOHVX)  V(O)

¢ 0 Q&

V(HZ0)  V(H0)

ArH,0* KrH 0"

g XeH 0

COHV(X) V(HXC)

0¢d @é¢d @ oo

V(€.0)
ArHCO" KrHCO* s
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FIG. 3: View of the electron localization function
(ELF=0.85) isosurfaces (top to bottom) for X-H30%,
X-HCO™*, X-HOC™*, X-HNN*. Color code: magenta:
core basins, red: non-bonding basins, green: bonding

basins, light blue: protonated basins.

V. RATE CONSTANTS OF THE RADIATIVE
ASSOCIATIONS

The formation of all complexes occurs without an ac-
tivation barrier. The rate constants of these radiative
associations are reported in Tables VIII, IX, X (for Ar,
Kr, Xe, respectively) for temperatures in the range of 10-
100 K, which includes typical temperature interval (30-
100K) in proto solar nebula.?? All rates present similar
variations with the temperature i.e. a maximum around
60K.

Regarding Ar complexes with the four different ions,
the rates stay close to the value 0.5x1071% em®s~1 ob-
tained for Hy*, within one order of magnitude, with a
small advantage to ArHOC™ whose higher binding en-
ergy gives a formation rate going up to 1x1071% ecm3s~1.
Likewise, the maximum rate constants of Kr complexes
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TABLE V: ELF population analysis of X-HCO™* (X=
Ar, Kr, Xe). Populations of basins and QTAIM charges

are in electrons.*

X-HCOT C(X)+V(X) V(Hx, C) q(X) Ia Ib
Ar-HCO™ 17.96 236 0.04 86 14
Kr-HCO™ 3593 238  0.07 8218
Xe-HCO™ 25.90 239 0.10 79 21
HCO™ 2.21

*The 28 innermost electrons of Xe are not treated explicitly
but through an effective core potential

TABLE VT: ELF population analysis of X-HOC*t (X=
Ar, Kr, Xe).Populations of basins and QTAIM charges
are in electrons.”

XHOCT C(X)+V(X) V(Hx,0) V(Hx) V(0) V(Hx, X) q(X) T. T
Ar-HOCT  17.90 242 = % « 0.10 61 39
Kr-HOCT 3585 . 0.25 4.86 s 0.15 52 48
Xe-HOCT 2427 z - 452 181 045 24 76
HOC* 2.32

“The 28 innermost electrons of Xe are not treated explicitly
but through an effective core potential

are in between 0.4x107'® and 5x1078 em®s~! in agree-
ment with their relative binding energies. The efficiency
of the reactions for Xe complexes increases again with
the binding energy, starting from 0.6x107!® up to al-
most 10x 10718 em?s~1L.

Comparing these results with the rate constants of the
Hji complexes, we observe that those of Ar complexes are
in the same order of magnitude as ArH;, whereas the
rates of Kr complexes are lower than KrH;', by almost
one order of magnitude for KrtNyH* and KrHOCT and
even two for KrHzOT and KrtHCO™; the same behavior is
observed for Xe complexes. However, it has to be noted
that all the rates concerning Kr and Xe complexes are
higher than those of Ar complexes and that even the
smallest rates of Kr and Xe complexes can compare with
those of ArH:J{. Thus, they all can be considered as quite
efficient in terms of radiative association reactions.

It has also to be reminded that, since the approach
applied treats the complexes as pseudo-diatomic systems,
the accuracy of the rate constant calculations is lesser for
the ions having linear geometry than for H;' that has a
more sphere like symmetry.

Vl. CONCLUDING REMARKS

An extensive study of the complexes issued from the
trapping of the noble gases by the HI ion had indi-
cated that such complexes were far more stable than
expected. The important result of the present study is
that this property appears to generalize to other proto-
nated ions, in particular ions issued from common in-

TABLE VII: ELF population analysis of X-HNN* (X=
Ar, Kr, Xe). Populations of basins and QTAIM charges

are in electrons.”

X-HNNT C(X)+V(X) V(Hx,N) V(Hx) V(N) q(X) L. I,
Ar-X-HNNT 17.93 2.74 = - 0.07 7327
Kr X HNN* 35.88 2.79 - - 012 68 32
Xe-X-HNN* 25.82 - 0.33  2.49 0.18 35 65
HNJ 2.60

*The 28 innermost electrons of Xe are not treated explicitly
but through an effective core potential.

TABLE VIII: Rate constants for the radiative
association of Ar with protonated ions in 1078 cm®s~!

as a function of T(K).

T(K) ArHj ArH;0" ArHCOT ArHOCT ArHNNT
10 033 0.6 0.09 0.68 0.33

20 043 0.22 0.11 0.94 0.45
30 049  0.26 0.13 1.11 0.52
40 052 0.28 0.14 1.21 0.57
50 053 0.29 0.15 1.25 0.58
60 053  0.29 0.14 1.25 0.58
70 052 0.28 0.14 1.22 0.56
80 0.50  0.27 0.13 1.18 0.54
90 048  0.26 0.13 1.13 0.52
100 0.47  0.25 0.12 1.08 0.49

terstellar molecules as HoO, CO, Na which, through in-
teraction with HI, give H;0t, HCOT, HOCH, N,HT.
Apart from HzO™", all of these complexes have a lin-
ear structure, the noble gas pointing to the hydrogen
side. Although all these well-defined complexes are sta-
bilized by long-range interactions, they do not belong
to the same family. The topological analysis of elec-
tron localization function shows that XHzO", XHCO™
and ArHOC™T | ArNy;H* and KrNoH* complexes, can be
described as (X---Ion) systems whereas XeHOC™ and
XeNoH™ are better described as (XHT - - - Neutral) sys-
tems, the case of KrHOC™ remaining unclear. The parti-
tioning so obtained is at the basis of a reliable evaluation
of the BSSE corrections necessary to determine accurate
geometries and rotational constants in view of the search
for these species at radio wavelengths (in the laboratory
or in space). However, the trapping ability of these ions,
had also to be investigated by evaluating their formation
reactions rates. A fully ab initio approach has been ap-
plied in the framework of the one-dimensional reaction
coordinate approximation. According to our results, the
noble gas complexes with the ions obtained by the de-
structive reactions of H; have rate constants in the range
of 1071 to 10717 em®s~! which can be considered fairly
efficient values for radiative association reactions There-
fore, the destruction of Hf also forms ions which have
the capacity to trap noble gases as well.

From an astrochemical point of view, these results sup-
port the hypothesis that the heavy noble gases could be
sequestrated by protonated species (Hior/and daugh-
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TABLE IX: Rate constants for the radiative association
of Kr with protonated ions in 1077 em?s~! as a
function of T(K).

T(K) KrH] KrH;07 KrHCO' KrHOCT KrHNNT

10 1.75  0.019 0.010 0.26 0.12
20 243 0.026 0.019 0.35 0.17
30 291 0.031 0.021 0.42 0.20
40 3.23  0.034 0.024 0.47 0.21
50 3.42  0.035 0.026 0.50 0.22
60  3.50 0.035 0.026 0.51 0.22
70 350  0.034 0.024 0.52 0.21
80 3.44  0.033 0.023 0.51 0.21
90 3.35  0.021 0.021 0.51 0.20
100 3.24  0.020 0.029 0.49 0.19

TABLE X: Rate constants for the radiative association

of Xe with protonated ions in 1077 em3s~! as a

function of T(K).

T(K) XeH; XeH;0" XeHCO™ XeHOCT XeHNN™

10 490 0.064 0.031 0.44 0.29
20 6.96  0.087 0.042 0.61 0.40
30 8.36 0.10 0.050 0.74 0.47
40 9.24 0.11 0.056 0.82 0.52
50  9.72 0.12 0.059 0.89 0.55

60 9.87 0.12
70 9.73 0.11
80  9.55 0.11
90  9.23 010
100 8.83  0.099

0.061 0.93 0.57
0.062 0.94 0.57
0.061 0.94 0.56
0.060 0.93 0.54
0.059 0.91 0.52

ter molecules) in the gas phase of the protosolar nebula.
These properties would then prevent the noble gases from
condensation or incorporation in the ices formed at large
heliocentric distances during the cooling of the protoso-
lar nebula. The trapping ability of the products formed
by the destruction of H%" ions remains preserved since
this mechanism leads to the same number of protonated
trapping agents at least as efficient as the parent ion H'{
These processes could explain the noble gases depletion in
the planetesimals which, later on, agglomerated to form
Titan.?

They are also relevant to the determination of the
origin of comets since a larger noble gas deficiency in
a comet may imply that this body agglomerated from
grains formed at larger heliocentric distances, where
the trapping efficiency by protonated species increases.
The in situ measurements® in comet 67P/Churyumov-
Gerasimenko made by the ROSINA mass spectrome-
ter aboard the Rosetta spacecraft give 6Ar/HaO ~0.1-
2.3 %1075  This value, compared with *6Ar/H,0
~5.9x107% in the protosolar nebula,** indicates a signif-
icant though moderate depletion, as expected from our
model. The future measurement of Kr and Xe abun-
dances in long period comets, such as C/1995 O1 (Hale-
Bopp), will be needed to assess the validity of our model.
On the other hand, similar determinations in short period

7

comets, such as comet 67P/Churyumov-Gerasimenko,
may not display values representative of those acquired
at their formation epoch in the protosolar nebula. This
alteration could result from the progressive devolatiliza-
tion of these comets during their multiple orbits with
perihelions close to the Sun.

Moreover, the mechanism proposed here is valid in the
ISM where H;r should be even more abundant than in
the protosolar nebula. However, it has to be reminded
that the H abundance in ISM is poorly constrained com-
pared to those of HCO™ and the other ions; this resulting
from the fact that the H%" abundance must be determined
at infrared wavelengths, a difficult task to perform com-
pared to the case of the other ions whose abundances can
be fairly easily quantified in the radio domain.
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Appendix A: Quantum Chemical Topology

The methodology lies on the analysis of the gradient
field of a scalar function by applying the theory of dynam-
ical systems. The latter provides a partitioning of the
molecular space into non-overlapping volumes (basins)
localized around maxima of the scalar function and are
separated by zero flux surfaces. In the Atoms in Molec-
ular Theory (QTAIM), the function is the electron den-
sity. Each atom of a molecule corresponds to a basin and
the integration of the electron density over the basin vol-
ume provides an atomic population. The atomic charge
of a topological atom 2, q(€), is calculated by sub-
tracting the atomic population from the atomic number,
Z(€). If effective core potentials (ECPs) are used for
some atoms (case of Xe species), the calculation of their
atomic charge involves Zeff, the charge of the inner-core.
If the scalar function is the electron localization function
(ELF) of Becke and Edgecombe, atomic and non-atomic
basins are found. The topology of the function can be re-
lated to chemical concepts issued from the Lewis theory.
The core basins (Z > 2) are located at nuclear centers
whereas the valence basins are located in the remaining
space: monosynaptic basins, labeled V(X), usually cor-
respond to the lone-pair regions of X atoms while disy-
naptic basins, labeled V(X, Y), correspond to two-center

33



JOURNAL OF CHEMICAL PHYSICS

X-Y bonds. Disynaptic basins V(H, Y) are termed as
protonated basins. The integration of the total electron
density over the basin volume provides a covalent bond
population for V(X, Y) basins while lone-pair popula-
tions can be obtained for V(X) basins.

Appendix B: Quantum dynamic procedure

We used a complete ab initio method?*=37 to deter-
mine rate constants, in which they are calculated by av-
eraging over the cross sections with a Maxwellian velocity
distribution at temperature T

k(T) = {v,a(v))

as proposed®® by Bacchus-Montabonel et al. The quan-
tum expression of the cross section at a given relative
collision energy E of the colliding fragments is given by:

o(E) = ZUJ(E) (B1)
J
with
6471 g
ai(B) =3 3 Fﬁ”%.utl’sh’A’IJQS.J;U'.JJs (B2)
o

where g is the reduced mass, g is a parameter account-
ing for the degeneracy of the electronic state (here g=1),
Sy, the Holn-London coefficients characteristic of the J
J’ pair of rotational levels, and M %.].u',]’ is the free-bound
transition moment matrix element of the dipole moment
D(R) between the energy normalized function fg; of the
continuum and the bound rovibrational function ¢, ;-
for the same potential. In this expression, vg vy is the
emitted photon frequency corresponding to the energy
difference between the continuum level of energy E and
the rovibrational bound state of energy E,. ;- is given by:

AE =hvyy = E—Eyy

For diatomic molecules, the rovibrational bound states
and corresponding free-bound dipole transition moments
can be evaluated so that rate constants may be calculated
with a quantum chemical treatment. This approach may
be extended for larger molecules, in the framework of
the one-dimensional reaction coordinate approximation
in which the complex can be divided into two fragments
and potential energy is optimized for each distance be-
tween the fragments. Therefore, in this work, we consid-
ered the formation of noble gas complexes to occur along
the [ion- - - noble gas| reaction coordinate, in its electronic
ground state potential energy curve, as no excited states
could be involved in the process. Although this model
cannot take into account all degrees of freedom of the
complex, it is shown to give reliable results even in the
case of two molecular fragments (CHJ and M,).*®
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IV Conclusion and perspectives

The main aim of this study was to comfort one specific scenario among those
proposed to account for the observed noble gas deficiency in the Titan's atmosphere.
Nevertheless, this specific process, being expected to develop in low density and low
temperature interstellar environments, might also be available in many other cases. The
scenario initially based on the chemical trapping of noble gases by H;' at the proto-solar
nebula stage, was extended to the participation of the destructive reagents of Hs', present in
abundance in the medium at the time. The results obtained show that even if these molecules
(N,, CO, H,0) might partially destroy H;' in the medium, they simultaneously form
protonated daughters molecules (N,H", HCO", HOC", H30+) which are also capable of

trapping the noble gases, and this with a similar efficiency.

This has two consequences, one obvious concerning the efficiency of the scenario for
Titan, the other, more general, pointing to a systemic phenomenon of trapping by the

protonated species available in the ISM.

If the trapping of noble gases by H;' could be the main reason for the deficiency in
Titan, it may have also consequences on for the composition of bodies formed in the outer
part of PSN, as giant planets and comets. For the bodies whose building blocks formed at
higher heliocentric distances, noble gas enrichment should be limited. Since Saturn's building
blocks were expected to form at the same location as Titan's planetesimals, the abundances of
noble gases should remain solar in Saturn's atmosphere. The other implication is for comets.
Since the trapping is directly related to the distance from the Sun, a comet formed at distances
longer from the sun, should be improvised in Kr and Xe. First in situ measurements in 67P
released from ROSINA give *°Ar/H,0 ~ 0.1-2.3 x 10” (Balsiger et al. 2015) to be compared
to *°Ar/O; ~5.9 x 107 in the proto-solar nebula (Lodders et al. 2009), which indicate a
significant though moderate depletion as expected in our model. The release of numbers for

the expected strong depletion of Kr and Xe will be critical.

However, if the deficiency of Kr and Xe in Titan can be justified by the trapping
scenario in the PSN, lower binding energies and reaction rates for Ar complexes cannot fully

explain the deficiency of the most abundant noble gas.
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Other mechanisms of the “external” type might have also to be considered for further
analysis. One possibility is the trapping of the noble gases in the ice before their incorporation
into the building blocks of Titan. Solid-state calculations of this other trapping mechanism
could be well adapted and might give interesting results as illustrated in the following

chapters.

Alternative trapping mechanisms of “internal” type might also be considered, as the
trapping by the so-called “tholins” present in the lower layers of the Titan's atmosphere. The
major difficulty of such a study would be to obtain a good representation of these tholins,
whose compositions are not well known. Periodic DFT methods as developed for polymer
calculations would be employed to obtain a satisfactory plausible representation of such
compounds, after which the step of trapping the noble gases in/by those complex structures

could be studied.

36



V Published articles

THE ASTROPHYSICAL JOURNAL, 777:29 (7pp), 2013 November 1

© 2013, The American Astronomical Society. All rights reserved. Printed in the U.S.A.

doi:10.1088/0004-637X/777/1/29

GAS-PHASE SEQUESTRATION OF NOBLE GASES IN THE PROTOSOLAR NEBULA: POSSIBLE
CONSEQUENCES ON THE OUTER SOLAR SYSTEM COMPOSITION

F.Pauzart!, Y. ELLINGER!, O. Mousis?, M. AL D12, AND O. OZGUREL !
! Laboratoire de Chimie Théorique, UMR 7616-CNRS, UPMC Univ. Paris 06, F-75005 Paris, France;
pauzat@Ict jussieu.fr, ellinger@lct jussieun fr, zge.zgerel @ gmail.com
2 Institut UTINAM, CNRS/INSU, UMR 6213, Université de Franche-Comté, F-25030 Besangon Cedex, France;
olivier.mousis @obs-besancon.{r, mdib@ obs-besancon.fr
Received 2013 April 18; accepted 2013 August 28; published 2013 October 10

ABSTRACT

We address the problem of the sequestration of Ar, Kr, and Xe by Hj in the gas-phase conditions encountered during
the cooling of protoplanetary disks when H} is competing with other species present in the same environment.
Using high-level ab initio simulations, we try to quantify other sequestration possibilities involving He, HZ, H>O,
and H3;O* present in the protosolar nebula. Apart from the fact that H] complexes formed with heavy noble gases are
found to be by far much more stable than those formed with He or H,O, we show that H;D* and H;O*, both products
of the reactions of HY with HD and H,O, can also be efficient trapping agents for Ar, Kr, and Xe. Meanwhile, the
abundance profile of-H_ij in the outer part of the nebula is revisited with the use of an evolutionary accretion disk
model that allows us to investigate the possibility that heavy noble gases can be sequestered by H} at earlier epochs
than those corresponding to their trapping in planetesimals. We find that H} might be abundant enough in the outer
protosolar nebula to trap Xe and Kr prior their condensation epochs, implying that their abundances should be solar
in Saturn’s current atmosphere and below the observational limit in Titan. The same scenario predicts that comets
formed at high heliocentric distances should also be depleted in Kr and Xe. In situ measurements, such as those
planed with the Rosetta mission on 67P/Churyumov—Gerasimenko, will be critical to check the validity of our
hypotheses.

Key words: accretion, accretion disks — astrochemistry — comets: general — molecular processes — planets and

satellites: formation

1. INTRODUCTION

The noble gas deficiency observed in Titan’s atmosphere
(Niemann et al. 2005), together with the non-detection of noble
gases in comets (Weaver et al. 2002; Iro et al. 2003), has led to
the hypothesis that these objects could have been formed from
planetesimals already poor in noble gases (Pauzat et al. 2006;
Mousis et al. 2008). We have proposed that the observed deficit
in the aforementioned bodies could be due to the sequestration
of the noble gases by H} during the early stages of the solar
nebula (Mousis et al. 2008). The fact that H} may be a partner for
accreting noble gases in the gas phase is areasonable assumption
for two reasons, at least.

First, HY is known, from laboratory experiments, to produce
molecular complexes with Ar whose thermodynamic stabilities
have been determined by Hiraoka & Mori (1989). The structure
of ArH} was determined by microwave spectroscopy (Bogey
etal. 1988) at about the same time. To the best of our knowledge,
nothing is known experimentally for the other noble gases.
Nevertheless, computational experiments performed on XH}
(X = Ar, Kr, and Xe) were able to reproduce the existing data
on Ar and predict the existence of stable complexes for the
other noble gases. Their structures and binding energies were
determined by means of high-level ab initio calculations (Pauzat
& Ellinger 2005; Pauzat et al. 2009).

Second, H is ubiquitous in space. Ithas been observed in star-
forming regions (Geballe & Oka 1996), in diffuse interstellar
media (McCall et al. 2002), as well as in the solar system
at the poles of Jupiter (Maillard et al. 1990) and other giant
planets (Miller et al. 2000). It has also been detected under
its deuterated form H,D" in protoplanetary disks (Ceccarelli
et al. 2004). In addition, the calculated abundance profile of H}

shows an important increase in the outer solar nebula. All these
considerations prompted us to consider the possibility of Hj
being a trap for noble gases in the gas phase, thus leading to
impoverished planetesimals (Mousis et al. 2008).

However, other possible trapping agents are present in the
gas phase whose role in noble gases trapping has not been
considered in our previous studies but cannot be a priori
ignored. This role may be twofold, i.e., forming complexes
with H or with the noble gases themselves. In a first step,
we add complementary quantum simulations, in which we
try to quantify both aspects, possibly implying He (the most
abundant noble gas), HI (the first and most stable (H),H}
complex; Hiraoka 1987), and H,O (presumed to be abundant
in the protoplanetary disk). In a second step, we present a
plausible determination of the abundance profile of H} in the
protosolar nebula by using an accretion disk model whose
thermodynamic conditions evolve with time, in contrast with
the model employed in Mousis et al. (2008). This model allows
us to compute the condensation sequence of major volatiles in
the disk and to derive the implications for the Hj abundance that
result from their decoupling from gas. In the present approach,
we also consider that the ionization of the disk’s midplane is
dominated by extreme ultraviolet (EUV) and X-rays (Glassgold
et al. 2000, 2012), a scenario more plausible than the one
considering that the ionization of the disk is mainly ruled by
cosmic rays (Mousis et al. 2008). Under these circumstances,
we show that the abundance of H in the outer part of the nebula
might be high enough to allow the sequestration of substantial
amounts of Kr and Xe in the form of XeH} and KrH} complexes.
This allows us to investigate the role that Hj might have played
in the shaping of the composition of bodies of the outer solar
system during their formation in the nebula.
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Table 1
Binding Energies (eV), Including Harmonic Zero Point Energy
Corrections, for XH3, XH>0, and XH30" (X = Ar, Kr, and Xe)

Reaction Ar Kr Xe
XH} — X + H} 0.313 0.551 0.953
XH} — XH* + Ha 0.739 0.413 0.153
XH,0 — X + H;0 0.016* 0.013" 0.024¢
XH;0" — X + H30* 0.189 0.260 0.353
XH;0% — XH* + H,0 3.408 2916 2.346
XH — X +HZ 0.162 0.252 0.388
Hf — Hy + HY 0.235

Notes.

2 Tao & Klemperer (1994).
b Chalasinski et al. (1992).
¢ Wang & Yang (2008).

2. COMPETITION FOR CHEMICAL
TRAPPING OF NOBLE GASES

Appropriate ab initio quantum simulations have been em-
ployed to address this problem. The structural aspect and relative
stabilities of the various complexes formed have been treated
within the super-molecular approach, at different levels of the-
ory; the convergence of the results were tested from density
functional theory to coupled cluster single double and pertur-
bative treatment of triple excitations. Large basis sets, referred
to as cc-pVQZ (Woon & Dunning 1993; Peterson et al. 2003)
have been used, providing a balanced description for all atoms
and the remaining basis set superposition error has been cor-
rected following the counterpoise method (Boys & Bernardi
1970). To simplify the presentation, only the numbers obtained
at the MP2 level of theory have been given here. It is the first
level of post Hartree—Fock theory in which the major part of the
electronic correlation is taken into account via a Moller-Plesset
perturbative treatment of the contribution of doubly excited con-
figurations. A full account and comparison of the methods used,
as well as the presentation of the computational details, are be-
yond the scope of this paper (for more information, see Pauzat
& Ellinger 2007).

In a previous series of exhaustive calculations (Pauzat &
Ellinger 2005, 2007; Pauzat et al. 2009), we showed that all
complexes of the XH} generic formula (X = Ar, Kr, and Xe)
pertinent to the present study were stable with respect to two
possible dissociative channels (Table 1):

XHj — X +Hj and XH} — XH" + H,,

which gives a relevant clue for the trapping of the noble gas in
the nebula before any possible incorporation into the forming
planetesimals.

Very few experimental values are available for comparing
theory to experiment. In fact, only for ArHj have two different
binding energies been obtained by Bogey et al. (1988) accord-
ing to the shape of the potential energy surface used to analyze
the spectroscopic data, namely De = 0.29 or 0.43 eV. Using
thermochemistry plots deduced from mass spectrometry exper-
iments, Hiraoka & Mori (1989) obtained a value of 0.29 eV.
Our theoretical value of De = 0.31 eV is in remarkable agree-
ment with those scarce experimental data, lending confidence
to the energetic data reported in this work.> However, before
proceeding any further, two points are still worth noting.

3 The quality of the structural results may be seen in the rotational constants,
i.e., 30.811 and 30.177 GHz for B and C (theory), compared with the
experimental values of 30.8866 and 30.1464 GHz.
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Table 2
Enthalpies (eV), Including Harmonic Zero Point Energy Corrections,
for Reactions Involving XH3 (X = Ar, Kr, and Xe)"

Reactions Ar Kr Xe

X+ H;’ — XH} + Hp —0.077 —0.315 —0.717
X+ ArH} — XH} + Ar —0.238 —0.640
XH; + Hy0 — XH;0" + H; —2.668 —2.503 —2.193
XH; + HoO — X + H30" + Hy —2.480 —2.243 —1.840

Note. * A reaction is likely to occur if it has a positive exothermicity, i.e., a
negative reaction enthalpy.

First, an extensive survey of the reaction path leading to the
formation of the XH} complexes, including a full geometry
optimization and correcting for basis set superposition errors in
each point along the reaction coordinate, was performed. The
survey showed unambiguously that there is no activation barrier
in this process regardless of the noble gas.

Second, Hi was found to be capable of trapping more than
one noble gas (Pauzat et al. 2009), a point also supported
experimentally in the case of Ar (Hiraoka & Mori 1989). The
averaged binding energies, up to triple complexation, are 0.22,
0.29, and 0.44 eV for Ar, Kr, and Xe, respectively. Even if such
a multiple process has a low probability of occurring, it could
contribute only to more trapping by the same amount of Hf.

2.1. Comparison of the Strength of Complexation
by H} and Other Volatiles

In the primitive nebula, H} is not the only gas-phase species
capable of complexing noble gases. In addition to H,O, some
other species that are also abundant in the nebular environment,
such as He and Hy, could be at the origin of alternative chemical
processes, that eventually interfere with the mechanism of noble
gas trapping by destroying Hj itself.

1. Dueto H/D fractionation, one may ask the question whether
H,D*, also abundant in the gas phase, could modify the
complexation energetics. Calculations of the zero point
vibrational energies of H,D* and XH,D* show that the
variation of the stability of the deuterated complexes with
respect to the hydrogenated parents is only a few hundredths
of an eV. It is much too small to alter the present trapping
mechanism; in other words, the efficiency of the trapping
is the same for deuterated and non-deuterated forms of the
hydrogen ion.

2. Since He is the most abundant element after H, one might
fear that He could interfere with the trapping of the heavier
noble gases by saturating the H} available in the disk. We
have verified that He produces much weaker complexes:
the HeHj binding energy (~0.01 eV) is about two orders of
magnitude below that of XH} (X = Ar, Kr, and Xe). With
such low stability (~50 K), the He complex is very unlikely
to form in protoplanetary environment conditions. In any
case, He would never be in a position to preempt Hj before
the heavier noble gases. ’

3. In the same way, if we take into account the large quantity
of H, available, one could also fear that H, would react
with H} to produce the stable complex HI (see line 8 in
Table 1) and so doing saturate large amounts of H?, which
would no longer be free for the trapping of X. But, from the
stabilities and enthalpies reported in Table 1 (lines 7 and 8)
and Table 2 (line 1), it can be deduced that the Hg ion itself
is able to form stable molecular complexes XH?I with all
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Table 3
XH Distances (A) for Equilibrium Structures
of XHY, XH;0, XH30", and XH*

e X .
x w0, A XH*
Ar 1.82 2.87 2.06 1.28
Kr 1.76 2.96 2.17 1.41
Xe 1.66 3.13 232 1.60

the noble gases. These complexes may either stay as they
are or evolve into XH} by returning H; to the gas phase. In
all events, the net result is that one H}' ion complexes one
atom of noble gas, either directly or indirectly through HZ.

4. Another matter of concern is the competition for Hj
between the noble gas themselves. In particular, Ar is
several orders of magnitudes more abundant than Kr and Xe
and could be thought to preempt H} and form ArHj before
any complexation with Kr and Xe. However, although ArH}
is a stable complex, the enthalpies reported in Table 2
(line 2) show that it will be destroyed in the presence of
Kr and Xe to produce the more stable KrH} and XeHj}
complexes (there are no activation barriers to oppose these
transformations).

5. The last and most important possibility to check concerns
the trapping of the noble gas by the H>O present in the gas
phase. Considering the binding energies reported in Table 1,
we see that those of XH»O (line 4) are more than one order
of magnitude smaller than those of XH} (lines 1 and 2).
From a physical chemistry point of view, this energetic
result, together with the much larger distance between X
and the molecular fragment (Table 3), is the illustration of
van der Waals versus ion—molecule interactions. This result
rules out any possibility of direct trapping by H,O in the
gas phase.

2.2. Possible Complexation by H;O*

The high proton affinity (PA) of H,O compared with H,
(~7.372 compared with ~4.380 eV) suggests that H} and
H>O may not coexist in the gas phase. Indeed, we found
that H + H,O — H30* + H, is a highly exothermic reaction
(2.793 eV) with no activation barrier.

The unexpected outcome of the present study is that H;O", as
formed in the reaction above, may be also a noble gas trapping
agent with the noble gas linked to an Hydrogen atom and binding
energies in the range of 0.173-0.390 eV (Table 1, line 5). For
such positively charged complexes, stabilized by ion—molecule
interactions, the stability increases with the PA of the noble
gas PA(Ar) = 3.929 eV < PA(Kr) = 4.688 eV < PA(Xe) =
5.412 eV. A full account of the structures and energetics of
these complexes, including multiple trapping possibilities (of
no direct interest to the present discussion), will be presented in
a more specialized quantum chemistry publication (O. Ozgurel
etal. 2013, in preparation). The main point to be emphasized for
our present purpose is that these complexes, which are formed
in the gas phase, are energetically stable and should contribute,
in the same way as the XH} complexes, to the early trapping of
the noble gases in the gas phase, keeping them away from the
planetesimals.

The final question is the stability of the XH} complex itself
in the presence of H,O. Our calculations (Table 2, lines 2 and 3)

PAUZAT ET AL.
of the energetics of the reactions are as follows:

XH? + H0 - XH;0* +H,

XH;+H20ﬁ X+H30++H2.

These calculations show that the XH} complexes should be
destroyed with Hj released in the gas phase. The large exother-
micity of the reaction should even lead to the release of the noble
gas, allowing its recycling in any of the preceding processes.

From this theoretical survey of the chemical processes able to
complex the noble gases in the gas phase, it can be stressed that
Hj is the major agent for trapping Ar, Kr, and Xe; the role of
He is completely negligible. The role of Ar, although it is also
more abundant than Kr and Xe, appears secondary since most
of Hj is taken primarily by the formation of KrH} and XeH3.
The determination of a reliable abundance profile of Hj in the
protosolar nebula, together with its evolution as a function of
time and temperature, is therefore of utmost importance.

3. ABUNDANCE PROFILE OF Hj IN
THE PROTOSOLAR NEBULA

In the solar nebula, Hj is formed by the ionization of H,
essentially from EUV and X-rays, at a rate {y, ranging between
~107% and 107" s7! over a wide range of disk densities
(Glassgold et al. 2000). A full penetration of the solar nebula’s
midplane by X-rays has been found to occur at ~5 AU (Igea &
Glassgold 1999). The X-ray ionization rate is typically equal
to or larger than the rate induced by Galactic cosmic rays
(£er ~10710-10715 §~1: Indriolo & McCall 2012) but these
cosmic rays do not penetrate the inner disk due to wind
modulation (Glassgold et al. 2000). In the meantime, H} is
destroyed by the reactions with the most abundant molecules in
the gas phase, namely H,O, CO, and N; (see Mousis et al. 2010),
at rates Kqg,0. Kdco» and kg, respectively. In the steady state,
the formation and destruction rates balance each other, providing
arelationship between the H abundance Xut, the H>0, CO, and
N, abundances (xy,0, Xco, and xy,) with respect to Hp, the
H, density ny,, and the H; ionization rate ¢y, (Ceccarelli &
Dominik 2005; Mousis et al. 2008):

f;x '3

”H;(KngOIHZO + KCcoXCo + KdN,XN,)

X H; = (1)
Equation (1) shows that the H} abundance is inversely propor-
tional to the H; density and linearly depends on the ionization
rate {y,. This relation is valid as long as H,O, CO, and N; re-
main in the gas phase (which means a local temperature of the
disk higher than ~150 K) and are not condensed or eventually
trapped in clathrates in the nebula. Because the solar nebula
cools down with time, the H} abundance is expected to increase
at a given distance when the disk’s temperature decreases to
values lower than those required for the condensation/trapping
of H,O, CO, and N»>. Once all of these volatiles are removed
from the gas phase, the maximum Hj abundance should con-
verge toward the abundance of the electrons, which, according
to Fromang et al. (2002), is given by

_ | &x
Xe = ISHHZ » #))]

where 8 is the dissociative recombination rate coefficient for
molecular ions. Note that this relation is valid as long as the
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Figure 1. H abundance profiles in the solar nebula calculated at disk
temperatures of 200, 150, and 60 K. The solid and dashed lines correspond
to X-ray ionization rates of 107'% s=! and 10~ s~ respectively (see the text).
The HY abundance profile calculated at 20 K corresponds to an upper limit,
which is derived from the abundance of electrons.

metal atom population is negligibly small, which is a reasonable
assumption at the temperatures of interest (Fromang et al. 2002).

In order to compute the time evolution of the H} abundance
profile in the protosolar nebula, we use a time-dependent
turbulent accretion disk model based on the prescription of
Shakura & Sunyaev (1973), who characterized the turbulent

viscosity v, as
2

s

V=« Q. 3)
where Cg is the local sound velocity, € is the Keplerian rotation
frequency, and « is a dimensionless viscosity parameter. The
physical origin of turbulence in accretion disks is still not well
established, though this model is useful because it allows us
to describe the qualitative influence of whichever process is
responsible for the transport of angular momentum through the
disk. Our model also incorporates the opacity law developed by
Ruden & Pollack (1991; see, e.g., Drouart et al. 1999 for details).
The temporal evolution of the disk temperature, pressure, and
surface density profiles depends on the evolution of the accretion
rate, M, which we define (following Makalkin & Dorofeeva
1991) to be

-5
M:M(,(Hi) . (4)
Iy
M decreases with time following a power law that is determined
by the initial accretion rate My and the accretion timescale
fo. In this work, we adopt s = 1.5, a value that allows our
law to be consistent with that derived from the evolution of
accretion rates in circumstellar disks (Hartmann et al. 1998). The
accretion timescale # is calculated by Makalkin & Dorofeeva

(1991) to be
2

Iy = &~ (5)
31)9
where vp is the turbulent viscosity at the initial radius of the disk,
Rp. Three parameters constrain My and fo: the initial mass and
radius of the disk Mpg and R pg and the coefficient of turbulent
viscosity «. In the present case, we utilize « = 0.003, Rpp =
30 AU, and Mpy = 0.1 M, for the parameters of the disk.
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Figure 2. Equilibrium curves of NH3;—H>O hydrate, H,S, Xe, CHy4, and CO
clathrates (solid lines), CH3;OH, CO,, Kr, CO, Ar, and N, pure condensates
(dotted lines), and the thermodynamic path followed by the solar nebula between
5 and 20 AU as a function of time, assuming a full efficiency of clathration.
The abundances of various elements are solar, with CO:CO,:CH3;0H:CH4 =
70:10:2:1 and No:NH3 = 10:1 in the gas phase of the disk (Mousis et al. 2010).
Species remain in the gas phase above the stability curves. Below, they are
trapped as clathrates or simply condense.

Figure 1 shows the H} abundance profiles in the solar nebula
calculated at disk temperatures of 200, 150, and 60 K for two
plausible values of the X-ray ionization rate (£y, = 10~ and
1071 571,

At 200 K, H;O, CO, and N; are all in gaseous forms in
the disk with abundances of ~5.15 x 107%, 4.91 x 107, and
7.62 x 10~ relative to Hz, respectively (Mousis et al. 2010). The
corresponding reaction rates for the destruction of Hj by these
molecules (kqn,0, kdco, and kgn,) are 5.9 x 107°, 1.7 x 107°,
and 1.8 x 10~ cm? s™!, respectively (from the UMIST database
for astrochemistry*). The H} abundance profile calculated at
200 K must be considered to be a lower limit since our model
does not take into account the fact that H,O and H;’ form H;O"
when they meet, which is also an efficient trapping agent of
noble gases (see Section 2.2). If one considers this effect, the
H} abundance profile should be very close to the one calculated
at 150 K (see below).

At ~150 K, H»O is condensed so its gas-phase abundance is
set to zero. This induces an increase of the HY abundance in the
nebula since the ion is not destroyed anymore by encounters with
H,0 molecules. Figure 2 shows that Xe is trapped in clathrates
at about ~60 K, so we have also computed the H;’ abundance
profile in the disk close to this temperature, which allows us to
investigate the possibility of the substantial sequestration of this
noble gas by H} in the gas phase prior to trapping in clathrates.

Because CO and N, both condense at ~20 K in the protosolar
nebula, the H} abundance profile depicted by Equation (1)
diverges. Hence, at this temperature, we assume that it follows
the abundance profile of electrons given by Equation (2) and
this profile can be compared with the nebular abundance of Kr,
whose condensation is in the same temperature range as that of
CO and N,.

Figure 1 shows that, assuming an X-ray ionization rate of
105 s~! in the nebula midplane, the H} abundance relative
to H; ranges between 1077 and 10~ for disk temperatures

4 http://www.udfa.net/
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in the 60-200 K domain. This Hj abundance is at least four
orders of magnitude lower than that of the most rare noble
gas Xe, whose abundance is estimated to be ~107!Y relative
to Hy in the nebula (Asplund et al. 2009). In this case, the
noble gas sequestration by H3 ion is found negligible. However,
the situation becomes different if a X-ray ionization rate of
10~ s~ is considered throughout the nebula. In this case, we
note that the H§ abundance converges toward 1070 relative to
Ha, a value close to the Xe abundance (Asplund et al. 2009).

The calculated Hj abundance at the time of Xe disappearance
from the gas phase is a minimum because the efficiency of
clathration is unknown in the nebula (Mousis et al. 2009¢).
If the clathration efficiency was indeed zero, Xe would have
condensed at ~20 K and then the Hj abundance would be
substantially higher at this temperature. We also find that, when
the disk temperature decreases to ~30 K, i.e., slightly above
the condensation temperature of Kr (see Figure 2), the H}
abundance also exceeds the gas-phase abundance of this noble
gas in the nebula, which is ~10~? (Asplund et al. 2009), as
a result of the progressive drop of ny, due to the cooling of
the disk.

Our calculations then suggest that Kr and Xe might have been
efficiently trapped by H} in the gas phase of the outer nebula.
However, due to its higher abundance in the solar nebula gas
phase (about 1000 times higher than that of Kr (Asplund et al.
2009), the trapping of Ar via this mechanism would probably
be more restricted.

4. IMPLICATIONS FOR THE COMPOSITION
OF THE OUTER SOLAR SYSTEM

The stability of X, H} complexes in the gas phase may have
important implications for the composition of bodies formed
in the outer part of the protosolar nebula. Indeed, most volatile
species are supposed to be trapped in the form of clathrates
during the cooling of the protosolar nebula (Mousis et al.
2010); the extent of this trapping depends on the amount of
H,O available for clathration in the disk and on the fraction
of the clathrate cages that are effectively filled. Once the H,O
budget has been used for clathration, the remaining volatiles
form pure condensates at lower temperatures. Figure 2 shows
the clathration and condensation sequences of volatiles that take
place during the cooling of the protosolar nebula, assuming
(1) the absence of HJ in the disk and (2) the formation of single
guest clathrates only. In these circumstances, Xe is enclathrated
in the disk at ~60 K while Kr and Ar form pure condensates in
the 20-30 K range.

Alternatively, if one assumes that substantial amounts of
heavy noble gases have been sequestrated by HY in the form
of X,H} complexes in the gas phase of the nebula prior to
their subsequent clathration/condensation and agglomeration
into icy planetesimals, then these solids should be particularly
impoverished in Ar, Kr, and Xe, while they trapped most of
the other volatiles. As discussed in Section 3, the extent of the
noble gas depletion in planetesimals depends on the adopted
H} abundance profile in the gas phase of the disk. In any case,
because the H} abundance grows with increasing heliocentric
distance, the formation efficiency of X, Hj complexes should be
higher in the outer part of the protosolar nebula.

4.1. H} as the Cause of the Noble Gas Deficiency in Titan

The only noble gas measured in Titan’s atmosphere by
the mass spectrometer aboard the Huygens probe is Ar. The
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gas includes primordial ®Ar measured in subsolar abundance
(*®Ar/'N is about six orders of magnitude lower than the solar
value) and the radiogenic isotope *°Ar, which is a decay product
of **K (Niemann et al. 2005). The other primordial noble gases
38 Ar, Kr, and Xe were not detected.

A possible interpretation of the quasi absence of noble gases
on Titan is that it results from their efficient sequestration
by Hj in the solar nebula gas phase at epochs prior to the
formation of the satellite’s building blocks. With respective
abundances orders of 10~ (Kr) and 10~'° (Xe) (Asplund et al.
2009), and considering the increase of the H_;' abundance in
the outer parts of the nebula (see Section 3), one can expect
that important quantities of these noble gases were sequestrated
as X, Hj complexes in the outer nebula. Hence, assuming that
Titan accreted from planetesimals formed at these locations,
the H sequestration mechanism could explain the Kr and Xe
depletions inferred in the satellite’s atmosphere. The case of Ar
is less straightforward since this noble gas is three orders of
magnitude more abundant than Kr in the nebula. It is likely
that the H} abundance cannot be high enough in the outer
nebula to explain a high Ar impoverishment in planetesimals.
As a consequence, one needs to invoke alternative mechanisms
such as the partial devolatilization of Titan’s building blocks
when they entered Saturn’s sub-nebula prior to the satellite’s
formation in order to account for the Ar atmospheric depletion
(Mousis et al. 2009a). Interestingly, in this scenario, regular
satellites such as Enceladus should share the same properties as
Titan concerning Kr and Xe depletions since these bodies are
expected to have accreted from similar planetesimals (Mousis
et al. 2009a, 2009b).

4.2. Implications for the Noble Gas Content in Giant Planets

In situ measurements by the Galileo probe have shown that
the abundances of C, N, S, Ar, Kr, and Xe are all enriched by
similar factors with respect to their solar abundances in Jupiter
(Wong et al. 2004). Moreover, recent Cassini Composite In-
frared Spectrometer observations confirm that C is substantially
enriched in the atmosphere of Saturn (Fletcher et al. 2009). In
order to interpret these measurements, it has been proposed that
the main volatile compounds initially existing in the solar nebula
gas phase were essentially trapped by crystalline H»O ice in the
form of clathrates or hydrates in the feeding zones of Jupiter and
Saturn (Gautier et al. 2001; Alibert et al. 2005a, 2005b; Mousis
et al. 2006, 2009¢). These ices then agglomerated and formed
planetesimals that were ultimately accreted by the forming giant
planets. A fraction of these planetesimals vaporized when en-
tering the envelopes of the growing planets and engendered the
observed volatile enrichments. Figure 3 shows the observed en-
richments in Jupiter plotted against those calculated by Mousis
et al. (2012).

The calculated Kr and Xe enrichments are higher than the ob-
served ones, but the presence of H} ions in the primitive nebula
may limit their ability to be enclathrated or condense in the outer
nebula. Therefore, if the H} abundance were comparable
with that of Kr and Xe in Jupiter’s feeding zone (H}/H, ~
10-°-10~19), which is a reasonable assumption (see Section 3),
the resulting enrichments of these two noble gases in the Jovian
envelope would be lower than the calculated values presented
in Figure 3 and would match the observed values. In this sce-
nario, because Saturn’s planetesimals were probably formed at
the same location as Titan’s building blocks in the protoso-
lar nebula (i.e., at a larger heliocentric distance than Jupiter),
they should be strongly impoverished in Kr and Xe. In these
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Figure 3. Ratio of Jovian to protosolar abundances. Red bars and the red dot
correspond to Galileo observations (Wong et al. 2004). Blue bars correspond to
calculations based on an oxygen abundance that is the protosolar value in the
disk and the oxygen abundance is predicted to be 6.8-7.2 times protosolar in
Jupiter (Mousis et al. 2012). Arrows pointing up correspond to the possibility
that the measured oxygen and phosphorus abundances are lower than their
bulk abundances and arrows pointing down correspond to the possibility that
planetesimals could be impoverished in Kr and Xe due to the formation of X, Hy
complexes in the protosolar nebula prior to the formation of icy planetesimals
(see the text).

Ratio of Jovian to protosolar abundances
N w S wv (=2} ~

conditions, the abundances of these two noble gases should re-
main solar in Saturn’s atmosphere.

4.3. Predictions for Comets

The deuterium-to-hydrogen enrichment observed for H,O in
Saturn’s satellite Enceladus is remarkably similar to the values
observed in Qort Cloud comets (OCCs; Waite et al. 2009).
Given the predicted strong variation of D/H with heliocentric
distance in the solar nebula (Mousis et al. 2000; Mousis 2004;
Horner et al. 2008; Kavelaars et al. 2011), this observation
links the primordial source region of these comets with the
formation location of Enceladus. Because both Enceladus and
Titan are expected to have formed from planetesimals sharing
similar compositions (Mousis et al. 2009b), one can predict that
OCCs also present important impoverishments in Kr and Xe.
Short-period comets, including Jupiter family comets such as
the Rosetta target Comet 67P/Churyumov—Gerasimenko, are
expected to have formed at different locations. Dynamical and
chemical models of the nebula predict the formation locations
of these comets at larger heliocentric distances than OCCs
(Kavelaars et al. 2011). On the other hand, recent measurement
of the deuterium-to-hydrogen ratio for H,O in the Jupiter-family
comet 103P/Hartley 2, which has been found to be equal to the
standard mean ocean water (SMOW) value, i.e., a value twice as
low as the one systematically inferred in OCCs (Hartogh et al.
2011), suggests that this family of comets may have formed
at smaller heliocentric distances. The strong variation of H}
abundance with heliocentric distance in the solar nebula could
help to disentangle the different formation locations of these
populations of comets. Comets that formed closer to the Sun than
OCCs should show higher Kr and Xe abundances. In contrast,
comets formed at larger heliocentric distances than OCCs should
present at least similar Kr and Xe impoverishments.

5. CONCLUSIONS

Following previous calculations that demonstrated that the
formation of complexes of the XHj generic formula (X = Ar,
Kr, and Xe) could lead to an efficient trapping of rare gases by H}
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in the outer solar nebula, new quantum chemistry calculations
show an unexpected and never-before-considered point: H,O in
the presence of H} gives H;O%, a positive ion that is also eligible
for noble gases sequestration. In addition, we have demonstrated
that He, irrespective of its abundance, has no impact on the
sequestration of the noble gases. These calculations show also
that Ar, over a thousand times more abundant than Kr and Xe,
is not able in fine to prevent the effective trapping of the latter
gases. Deuteration plays no role in the process in the sense that
there is no energetic difference between complexation by H} or
by H,D". Sequestration of noble gases by neutral H,O in the
gas phase, giving very weak complexes, should be inefficient.

Coupling these results with computations showing that H}
might be abundant enough in the outer protosolar nebula to
trap Xe and Kr prior their incorporation into planetesimals
leads to a scenario in which the abundances of these two
noble gases should be solar in Saturn’s current atmosphere.
Our calculations are consistent with the fact that the Kr and Xe
abundances measured at Jupiter are lower than those predicted
from models based only on the condensation of volatiles in the
protosolar nebula. The proposed Hj sequestration mechanism
also naturally explains why Titan is impoverished in Kr and
Xe. In addition, when applied to comets, this scenario predicts
that those comets formed at large heliocentric distances should
be depleted in Kr and Xe. In situ measurements, such as those
planed with the mass spectrometer ROSINA flying aboard the
Rosetta mission toward 67P/Churyumov—Gerasimenko, will be
critical for verifying our hypotheses.

Support from the Programme National de Planétologie is
acknowledged. O.M. acknowledges support from CNES. Part
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GENCI-CINES (grant 2012-085128).
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Chapter 2: Origin of molecular oxygen and sulfur in

Comet 67P/Churyumov-Gerasimenko

Comets are one of the most primitive objects in the solar system. So their study may
reveal the earlier composition and characteristics of the solar system, i.e. the proto solar
nebula. With the groundbreaking Rosetta project, we have improved our knowledge about
those particular objects. In this project, to investigate the gas and dust ejected from the
nucleus of 67P/C-G (67P/Churyumov—Gerasimenko) as it approaches to the Sun, as well as
the composition of the nucleus, the Rosetta spacecraft carried eleven different instruments on
the comet orbiter and the associated lander Philae carried ten additional instruments
performing surface measurements. The instruments in the Rosetta orbiter which addressed
various spectroscopic measurements were: Alice (Ultraviolet Imaging Spectrometer),
CONSERT (Comet Nucleus Sounding Experiment by Radio wave Transmission), COSIMA
(Cometary Secondary lon Mass Analyzer), GIADA (Grain Impact Analyser and Dust
Accumulator), MISDAS (Micro-Imaging Dust Analysis System), MICRO Microwave
Instrument for the Rosetta Orbiter, (OSIRIS) Optical, Spectroscopic, and Infrared Remote
Imaging System), ROSINA (Rosetta Orbiter Spectrometer for Ion and Neutral Analysis),
RPC (Rosetta Plasma Consortium), RSI (Radio Science Investigation) and finally VIRTIS
(Visible and Infrared Thermal Imaging). (Figure 1)

Figure 1: Rosetta’s Instruments (Black Background). Credit :ESA/ATG medialab
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One of the most surprising observations obtained was the first time detection of
molecular oxygen by the Double Focusing Mass Spectrometer (DFMS) of ROSINA, with
local abundances in the 1-10% range relative to water (Bieler et al. 2015). This led to the
reinvestigation of the 1P/Halley data from the Giotto Neutral Mass Spectrometer (NMS),
showing that there is also O, in the coma of 1P/Halley with an abundance of (3.7 £ 1.7)%
with respect to water, suggesting that the O, molecule may be a common parent species in
comets (Rubin et al. 2015). However, although oxygen is the third most abundant element in
the universe, its molecular form has been detected rarely. Apart from these two comets, 67P
and Halley, it has been observed in two interstellar clouds, the Orion Nebula (Goldsmith et al.
2011) and p Oph A dense core (Larsson et al. 2007). In the solar system, aside from Earth, it
has only been detected in the moons of Jupiter (Hall et al. 1995), Saturn (Johnson et al. 2006)
and on Mars (Barker et al. 1972).

Among other volatiles, the ROSINA mass spectrometer has also detected S, in the
coma of comet 67P/C-G at a distance of ~3 au from the Sun on October 2014 with 4-13 x 10
abundances with respect to water (Le Roy et al. 2015; Calmonte et al. 2016), which is much
lower compared to O, abundance, though significant, and which, contrary to O,, shows no
correlation with water. This leads to re-study the origin of S, in comets, which is still unclear,
although its presence in such objects has been detected in multiple observations including the
comet IRAS-Araki-Alcock (C/1983 H1) (Ahearn et al. 1983), 1P/Halley (Krishna Swamy &
Wallis 1987), Hyakutake (C/1996 B2) (Laffont et al. 1998), Lee (C/1999 H1) (Kim et al.
2003), Ikeaya- Zhang (C/2002 C1) (Boice & Reylé 2005).

In this chapter, the origin of these two volatiles in comets will be studied in two
consecutive sections, focusing first on O,, the most intriguing of the two. Sulfur having a
rather similar chemistry to oxygen, although it may exist in the form of many allotropes (from
S to the refractory ring molecules Sg), the problem of its origin will then be treated in a

similar manner to the O,’s.

For each section we will successively present 1) the tentative hypotheses actually
available in the literature and the scenario we want to propose, 2) the computational procedure

we have used, 3) the numerical results.
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I Tracking molecular oxygen in comets
I.1 Origin of molecular oxygen in Comet 67P/Churyumov-Gerasimenko

According to the observations, the O./H,O ratio is isotropic in the coma and does not
change significantly with the heliocentric distances. This point, which clearly shows an
ubiquitous presence of O, in the water ice of the comet, might be considered as a marker of a
primordial origin for O,, which should have been incorporated into the nucleus, rather early
during the comet’s formation. Furthermore, for both observation periods (17 to 23 October
2014 and 1 September 2014 to 31 March 2015) O, shows the strongest correlation with H,O
whereas for other compounds with a similar volatility, as CO and N, the correlation is low

(see Figure 2). Again this indicates strongly that O, and H,O should have the same origin,
contrary to N, and CO.
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Figure 2: Correlations between volatile observed by ROSINA in
comet 67P/C-G. Courtesy of K. Altwegg and the ROSINA team

However, in spite of such strong arguments in favor of a primordial origin, other

hypotheses have been considered in several scenarios of formation, and we will present them

as well.
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I.1.1 Reviewing the astrophysical scenarios for the origin of O,

The detection of O, in the coma of 67P/C-G has led to different theories for its origin,
based on two opposite hypotheses; one calls on an extended ancient presence of O, in the
comet icy bulk which allows the direct continuous sublimation from /with the cometary ice
and points out a primordial origin whereas the other calls on a present chemical activity with

various reactions occurring at the surface and in the coma.

According to Taquet and coworkers (Taquet et al. 2016), O, comes directly from the
cometary ice and has a primordial origin, They discarded the possibility of the production of
O, from the cometary surface by solar wind particles and UV radiation, since the penetration
depth is not sufficient enough to process material in the bulk. Also, they argued that a
decrease in O, to H,O ratio should have been detected, which is not the case, as the upper
layer containing O,, would be removed during the six-month observation time. Therefore,
they concluded that O, must have been present in the icy grains before the formation of the
comet. They used astrochemical models with different physical conditions to compare
possible O, production mechanisms and they proposed that it has been formed at the surface
of interstellar ices through oxygen atom recombination in moderate temperature (~20 K),
higher densities than usually expected in dark clouds and moderate ionization rates,
suggesting a formation of the Solar System in dense clusters of stars. Thus, the formation of
O, would rely on physical conditions that are warmer and denser than those usually expected

in dark clouds.

The second type of approach involves the O, production during the sublimation of
water ice. According to Dulieu and coworkers (Dulieu et al. 2017), O, O, and Os, being very
volatile, cannot stay on the surface of the icy grains and they react to re-form H,O, eventually
giving H,O,. Then, this H,0,/H,O ice mixture sublimates by heating and at the same time
H,0, forms O, by dismutation/dispropation reaction. The team performed two experiments
aiming at the observed ratio of O,/H,O abundance; they could only reach a lower abundance
ratio than expected, which might result from the fact that their experiments are not performed
in space conditions, which cannot be proved in any way. Another weak point of this study is
that the amount of O, produced is directly related to the quantity of H,O, present in the coma,

which is still in question.
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Another in situ O, formation has been proposed by Yao and Giapis (Yao & Giapis
2017). According to them, O is directly formed by the collisions of energetic water ions with
oxidized cometary surface analogues. In this kind of reactions, called Eley-Rideal (ER),
energetic projectiles collide with surfaces and react with adsorbates to produce projectile-
adsorbate molecules without equilibration with the surface (Yao & Giapi 2016). Their
laboratory experiments showed that energetic water ions could abstract an oxygen atom on
the surface, forming an excited precursor state which will eventually dissociates to produce
the O, negative ion. Further photo-detachment leads to molecular O,, whose presence in the
coma can be linked directly to water molecules and their interaction with the solar wind.
However, in this study they cannot estimate the O, yield for now and the reported accelerated
water flux is too low to explain the observed O, abundance. They proposed that the other ions
present in the coma can participate in ER reactions (H;0', OH" and O") increasing the O,

yield, but their flux and energy distributions are not known yet.
1.1.2 Our scenario for trapping of O; in the cometary ice

Agreeing on the primordial origin of O,, we propose a scenario belonging to the first
type, in which O, is formed in the icy grain precursors of comets by irradiation (photolysis
and/or radiolysis) of the H,O ices. The process described below occurs on small icy grains,
which later on agglomerate, but at that point are small enough to allow a full penetration of
the radiations. The cosmic ray flux (CRF) breaks the H,O molecules into small radicals as H,
OH, O, which, being very reactive form rapidly molecules, and simultaneously creates voids
in the matrix within which the produced molecules can accumulate. The main molecules
formed are H,, the smallest one, that most probably escapes easily from the matrix, H,O that
can agglomerate to the remaining ices to close the tracks produced by the CR, trapping the

larger and heavier molecules produced like Os.

Several cases of CR can be proposed for the irradiation of the icy grains. The first case
considers the irradiation of icy grains located at 30 au from the sun in proto-solar nebula
(PSN) whereas the second case considers the irradiation of icy grains in a low-density
environment (~10~ g cm™). A third case might be added, which considers the upper layers of

the PSN.

According to model calculations performed by Mousis et al. (2016) with the CRF
value at 30 au (case 1), the O/H,O ratio of 1-10% is reached in ~0.25-2.5 Gyr. This
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extremely long time period conflicts with the lifetime of icy grains in the PSN, a few 100
years (Weidenschilling and Cuzzi 1993). The possibility of significant enhancement of the
CRF by explosion of a close supernova (Fields & Ellis 1999) is also considered. Although
such enhancements decrease the time needed to form sufficient amounts of O, by a factor up

to 100, this mechanism still requires a too long time for its production.
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Figure 3: Time evolution of the fraction of O, molecules
produced by cosmic rays in an icy grain (Mousis et al. 2016)

We also considered the maximum CRF energy that an icy grain may receive (case 2).
Such a high value of CRF energy can be achieved in low-density environments, which can
only be found in molecular clouds. In such environments, 1-10% of O, is formed in the icy
grains on very short timescales (Figure 3). Therefore, to obtain significant amounts of O, via
radiolysis of icy grains, these grains must have formed in low-density environments such as
the ISM. Consequently, 67P/C-G would have agglomerated from icy grains coming from ISM
and their compositions remained pristine amorphous when entering the nebula. However,
another possible scenario is that these icy grains would have experienced amorphous-to-
crystalline phase transition when entering the disk. In spite of this transition, O, would remain
stable in the icy matrix because of the strong interactions between O, and the surrounding

H>0 molecules.

Another environment to favor O, production is the irradiation of icy grains by CRF in
the upper layers of PSN, which are also low-density environments. Here, turbulence plays an
important role in the motion of small dust grains, so the grains initially settled in the midplane
can be transported to high altitudes and low-density regions above the disk midplane. In such

low-density environments, the CRF irradiation that grains received, should considerably be
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enhanced compared to those in the mid-plane and be able to produce the amounts of O,

needed, before those grains be re-injected to the midplane zone.

Then two scenarios are possible. In the first one, comets would have agglomerated
from interstellar icy grains that remained pristine when entering the nebula. In the second,
comets would have formed from icy grains condensed in the proto-solar nebula and that
would have been efficiently irradiated during their turbulent transport toward the upper layer

of the disk.

To assert such scenarios that suggest a primordial origin for O, in the comet, apart
from the step of production of O,, step that we will discuss about later on, the fundamental
point to investigate is the stability of O, in the more or less irregular icy matrix. Indeed, the
very long time (a few 10* years) during which the molecular oxygen is supposed to stay
embedded in the icy matrix, waiting for co-liberation with the surrounding water molecules,
implies a strong trapping to be realistic hypothesis. This key point “how stable is the molecule

O, in the icy bulk?” is the topic of the following study.
1.2 Modeling and computational details
1.2.1 Modeling the ice structure

Water ice has about eighteen different crystalline phases, in which the oxygen atoms
are in fixed relative positions while the hydrogen atoms may or may not be disordered, and
three amorphous non-crystalline phases (Bartels-Rausch et al. 2012; Fuentes-Landete et al.
2015). This variety in crystalline phases comes from the open tetrahedrally arranged water
molecule structure for hexagonal ice under normal atmospheric pressure. In all crystalline
ices, the water molecules are bonded to neighboring water molecules by hydrogen bonds but
keep their own symmetry. So doing, they obey the 'ice rules’, also called Bernal-Fowler rules
(Bernal & Fowler 1933), according to which, each water molecule has four hydrogen-bonded
neighbors, two hydrogen atoms near each oxygen and one hydrogen atom on each O---O
bond; thus H-O-H---OH; and H,O---H-O-H are allowed but H-O-H---H-O-H and H,0---OH,

are not (Figure 5).
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The existence of several crystalline and non-crystalline ice structures makes the

modeling of the ice structure to be studied, a non-trivial task.

In this study, an apolar hexagonal ice model with surface hydrogen ordered as
proposed by Fletcher (1992) is used; the same model was employed in previous studies about
the origin of neutral sodium in cometary tails (Ellinger et al. 2015) and the trapping of noble
gases in interstellar ices (Doronin 2015). It has been shown that this ice model is the most
stable surface configuration of the hexagonal ice basal (0001) plane (Pan et al. 2010; Buch et
al. 2008). More important, relying on the results, theoretical and experimental, by Doronin
and coworkers (to be published), it seems that the choice of the type and the surface of ice has

little effect on the adsorption energies.

Furthermore, in our case, it can be stated that our modeling of ices stands mainly for
crystalline structure but somehow also for compact amorphous ices as we will introduce holes
of different kinds into the bulk of crystalline ices. In the same frame of mind, it should be
reminded of the Monte Carlo calculations by Buch and coworkers (2004) building ice
aggregates constituted of hundreds of water molecules, whose core was found to be

crystalline domains of apolar hexagonal ice Ih.

1.2.2 VASP parameters

To model solid water ice structures and evaluate their interactions with “defaults” or
“absorbates”, a method based on first principle periodic density functional theory is
employed. All the simulations are carried out by means of the Vienna ab initio simulation
package (VASP) (Kresse & Hafner 1993; 1994). This code has proved to be especially well
adapted to model bulk and surface ice structures interacting with volatile species in several

previous studies (Lattelais et al. 2011, 2015; Ellinger et al. 2015; Mousis et al. 2016).

More precisely, we used for this particular work a GGA type functional called (PBE),
developed by Perdew et al. (1996), as it is considered to give good results for geometries and
to reproduce correctly the hydrogen bonds (Calatayud et al. 2003) whose representation is

determinant in such problems.
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The systems studied in this thesis either shows H-bonding (the bonding between water
molecules in the ice structure) or interactions by Van der Waals forces (the interaction
between the small volatile and the H,O molecules surrounding it). In such a case, DFT alone
is not sufficient to take into account the weak dispersion forces, so Van der Waals correction
to the DFT has to be added. Different approaches including specially crafted functionals (Lee
et al. 2010; Vydrov & Voorhis 2010; Dion et al. 2004) and semi-empirical (Grimme 2006)
corrections exist. In this study, a semi empirical approach called DFT-D2 proposed by

Grimme (2006) has been employed.

Since VASP is a periodical code, the ice cell is replicated periodically in 3
dimensions; X, y and z. A vacuum has to be introduced in the z direction perpendicular to the
surface to obtain a two dimensional slab, modeling a surface. The role of the vacuum is to
prevent undesired interactions between the surface layer and the bottom layer of the next
periodical image. The important point in determining the vacuum z-dimension is to keep it
minimum but sufficient to avoid these interactions efficiently, keeping in mind that the
calculation time increases rapidly with the vacuum dimension. In a previous study by our
team about an analogous case (cf Doronin 2015), an optimum distance of 15 A was

determined for the vacuum. An explicit representation of the model slab is given in Figure 4.
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Figure 4: Representation of the ice slab
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The number of K-points to be used depends on the cell. As explained, the ice slab is
periodic in two dimensions (x & y) and the cell parameters in the direction of x and y are
found to have a 1:1 ratio. Therefore, a 3x3x1 K points grid automatic Monkhorst & Pack
sampling has been applied with the same number of K points in (0x) and (oy) directions. Note
that one K point is enough in the direction perpendicular to the surface because the slab we
model is not periodic in that direction. The standard energy cut-off of 400 eV was chosen (cf

Doronin 2015).

To prepare the slab model, the bulk structure was fully optimized to obtain the ground
state geometry of ice. Then a unit cell is defined with a 15 A vacuum in the z direction
(perpendicular to the surface) as stated before. Concerning the slab dimensions in the x and y
directions, the starting unit cell referred hereafter as the “primitive cell” has a length of 8 A in
both directions and is composed of 4 ice bi-layers, the minimum required to study the

insertion of small volatiles (like Na, Ar or O;) (cf Doronin 2015).

When modeling solid structures with periodic codes, we have to keep in mind, on the
one hand that the computing time is directly linked to the dimension of the cell, increasing
rapidly with each dimension, on the other hand that the main problem is to define a cell with
parameters large enough to avoid the interaction between the periodic images. In our case,
those periodic images imply those of the adsorbate as well as those of the cavities created
inside the icy bulk, which may all lead to spurious interactions. An analogous problem arises
with the parameter thickness of the slab when other interaction than simple adsorption is
looked for, especially if large cavities are to be considered. Consequently, the stabilization
energies have been calculated as functions of the sensitive parameters (number of ice bi-layers
in the slab and different x-y dimensions of the unit cell) to obtain an optimum protocol in

regards of both, efficiency and reliability of the calculations as detailed further on.
1.2.3 Stabilization energy

The stabilization energy of O, is defined as the difference between the energy of the
total system, O, interacting with the ice, and the sum of the energies of the pure ice and
isolated O, (equation 1). One has to note that, by “pure ice”, we mean the system constituted
only with water molecules featuring a regular or irregular icy bulk with or without cavities
depending of the case, not the perfect crystallographic system; in any case it is the same

system as the one in interaction with the molecule O».
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Estabitization = (Eice + EOZ) - E(02+ice) (eqnl)

A negative sign for the stabilization energies signifies an endothermic process whereas
positive stabilization energy values shows that the trapping in that particular environment is

exothermic.
I.3 Tests and Results
I.3.1 Preliminary results (primitive cell)
As a preliminary test, all cases have been calculated with the primitive cell.

In the simple case of adsorption on the surface, the molecules positions of the two bi-
layers starting from the bottom have been kept fixed to mimic the bulk of ice while the
molecules of the two upper bi-layers were allowed to relax and their geometries optimized. In
all other cases, insertion into the perfect crystalline ice or into the cavities dug inside the bulk,
the upper and the bottom bi-layers have been kept frozen whereas the two in between bi-

layers geometries have been optimized, in order to allow O to fit in.

The ices being irradiated by the CR present different cavities that are modeled as

presented in Figure 6.
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Figure 6: Optimized geometries for O, trapped in different types of cavities (missing
water molecules visualized by the dotted circles)

All the results obtained with the primitive cell are reported in Table 1.
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Stabilization

Environment Energy
Adsorption (singlet) -0.83
Adsorption (triplet) 0.12
Inclusion (n=0) -0.35
Inclusion (n=1) -0.06
Inclusion (n=2) 0.20
Inclusion (fine tube) (n=2) 0.24
Inclusion (large tube) (n=4) 0.27

Table 1: Stability (eV) of O, in voids within the ice (n: number of molecules
removed to create the void) calculated in the primitive cell model

From these results we can deduce the following comments:

1) As a first test, the simple adsorption of the O, molecule onto the ice surface has been
investigated to get the stability of O, once it has reached the surface and compare insertion
with adsorption. O; in its ground state is triplet but, by interacting with the ice surface, the
orbital levels degeneracy may disappear. This phenomenon is called spin quenching and it is
seen in some adsorption cases. For this reason, the adsorptions for both triplet and singlet
state were calculated. The triplet state was found to be the most stable with adsorption energy
of 0.12 eV, which is much lower than the adsorption energy of 1 H,O molecule onto the ice

surface (~0.6 eV).

i1) Inclusion of O, into the perfect crystalline ice is not thermodynamically allowed; it
is an endothermic process. Similarly, the position with the molecule trapped into the void

obtained by the removal of one H,O molecule is not stable.

iii) Nevertheless, O, seems to be stabilized efficiently inside the cavities obtained by
the removal of more than one H>O molecule. Different cases have been considered as
presented in Figure 6. Because of the limitation of the dimension of the unit cell, the void
obtained by the removal of 2 H,O molecules forms a real limited cavity inside the ice bulk
whereas the cavities obtained by the removal of more than two water molecules result into a
hollow tube in the ice structure, due to the periodicity of the VASP. Inclusion called “fine
tube” is obtained by the removal of 2 successive H,O molecules in the same plane in the
direction of one of the cell vector (x or y). With the periodicity of the ice cell, this creates a

hollow tube in the direction of the other cell vector. The removal of 4 H,O molecules can also
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lead to the formation of a hollow tube, called “large tube” whose dimensions are much larger.
These hollow tubes are interesting in themselves because they could figure the irradiation

tubes induced by the CR.

The stabilization energy is found to be 0.20 eV for the cavity obtained by the removal
of the 2 H,O. For the tubes, the stabilization energy is steady, remaining around 0.2 — 0.3 eV
and showing that O, can be effectively trapped inside the cavities obtained by the removal of
at least 2 H,O molecules. Although, these stabilization energies are lower than the ice
cohesion energy (~0.55 eV), they are in the order of that of a water dimer (~0.25 eV),
meaning that the presence of O, should not disturb the ice structure until the sublimation.

Interestingly, this is a little larger than the adsorption energy on the surface.

However, this model with the primitive cell has to be checked and improved if needed.

1.3.2 Improving the model

The same cases of inclusion as in the preceding calculations have been investigated

increasing the number of bi-layers and the cell dimensions in both x and y directions.
a) Extended primitive cell with a 6 bi-layers slab

The first parameter to be checked is the thickness of the slab. Since only two bi-layers
molecular positions were optimized in the previous case study, due to the 4 bi-layers
limitation of the model, the larger cavities may not have been described properly. Here, while
the cell dimensions in the x-y directions are kept identical to those of the primitive cell, the
thickness of the slab is increased to 6 bi-layers. To study the different cases of insertion, again
the positions of the upper and the bottom layers are kept fixed but now the geometry of 4 bi-
layers are to be optimized. The adsorption has not been investigated again since the 4 bi-
layers system appears sufficient to describe this kind of process, since even within 4 bi-layers
cell, the upper layer in interaction with the adsorbate and the bi-layer next to it are allowed to

relax.

Stabilization
Environment Energy
Inclusion (n=1) -0.01
Inclusion (n=2) 0.23
Inclusion (fine tube) (n=2) 0.24
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Inclusion (large tube) (n=4, type 2) 0.20
Inclusion (large tube) (n=4, type 3) 0.25
Inclusion (large tube) (n=4, type 1) 0.24

Table 2: Stability (eV) of O, in voids within the ice (n: number of molecules
removed to create the void) calculated in the extended slab primitive cell model.
Report to Figure 7 for the signification of types 1, 2, 3.

The results obtained with this extended slab are displayed in Table 2.

Compared to the results obtained with the 4 bi-layers slab, all cases reported in Table 2
give similar results. Again, inclusion of O, into the smallest cavity with the removal of one
H,O molecule is endothermic. Similarly, starting from the cavity (n=2), O, can be trapped
with stabilization energies of 0.2-0.3 eV in different environments. The cavities are mostly
formed in a manner similar to the 4 bi-layers case. However, for the formation of the large
tubes, since more bi-layers are available in this model, different sites have been tested. In
particular, three sites (Figure 7) were chosen to test the effect of the cavity position in the
model, while keeping the cavity size constant. First, two cavities are formed within the two
middle bi-layers; one of them is on the edge of the cell (1 in Figure 7) whereas the other is in
the inner position (2 in Figure 7). The stabilization energies in all cases remain very close, in
the range of 0.20 — 0.25 eV. Then, a third cavity is considered, closer to the bottom layer than
the preceding ones (3 in Figure 7). Again the energy value obtained stays in the same range of
0.25 eV, showing that the cavity position in the inner layers does not affect at all the energetic

stability.

Globally, these results show that O, can be trapped inside the ice, in accordance with
the former results of Table 1, and that it is stabilized with analogous energies (variations
within 10%). Indeed, we can conclude that the 4 bi-layer representation of the ice bulk was

reliable and that the energies seem converged with respect to the thickness of the slab.
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Figure 7: The optimized structures for O, trapped in different types of cavities
(large tube type)

b) Double and quadruple cells with a 4 bi-layers slab

Designing limited cavities of different sizes instead of unlimited empty tubes in the ice
bulk might be considered a more realistic situation susceptible to occur following the process

of ice reconstruction. This implies to use larger cells in x and y directions.

Up to now, we have found that the trapping of O, stabilizes around 0.2-0.3 eV starting
from the smallest cavity (n=2) to the largest (large tube), although the stabilization energy
values have not been tested with respect to the cell parameters in x and y directions. Within
the 4 bi-layers or 6 bi-layers primitive cell, even the smallest cavities have a limited water
environment. This could make them closer to the tube cases, eventually resulting in over-
estimated stabilization energies. For this reason, two cases of cavities are selected as tests, to
calculate O,'s stabilization energy with a double-sized cell and a quadruple-sized cell. They
are respectively obtained by the removal of 2 and 4 H,O molecules in different bi-layers,

forming a larger cavity, though not a proper tube (see Figure 8).
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Note that a quadruple cell is four times larger than the primitive cell in volume,

whereas the double cell is two times.

primitive double quadruple
Environment cell cell cell
Adsorption 0.12 0.13 -
Inclusion (n=2) 0.20 0.20 0.20
Inclusion (n=4) 0.27 0.24 0.20

Table 3: Stability (eV) of O, in voids within the ice (n: number of molecules removed to
create the void) calculated in the successive extended cell models. Note that more
Figures are given for precise comparison as the calculations are supposed to have
increased precision with the extension of the cell.
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Figure 8: The optimized crystalline structures for O, trapped inside the cavity (n=4)
with a double (left) and a quadruple cell (right).

The results reported in Table 3 induce the conclusion that, whatever the conditions of
the calculation, double or quadruple cell, small or large cavity, the stabilization energy of O,
inside the ice bulk remains in the range of 0.2-0.3 eV, confirming the preceding results.
Consequently, the values of the stabilization energies within cavities obtained in the primitive
cell model could be considered as reliable. However, looking closely to the numbers obtained
with the different cells, some sort of convergence is to be observed with a narrowing of the

value range, pointing to a final value of 0.20 eV to be retained for the stability of O,

embedded into water ices.
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1.3.3 Case of O, double trapping

Once we have asserted our hypothesis that O, is trapped and well stabilized into the
icy bulk, so that it can only desorb together with the H,O molecules, we may try to address
the delicate point of explaining the ratio O, to H,O ratio detected by ROSINA. The preceding
calculations have shown that the smallest reliable representative cell to trap O, is the simple
cell with 4 bi-layers, in which there are 30 (for inclusion n=2) and 28 (for inclusion n=4, large
tube) H,O molecules embedding 1 molecule of O,, which leads to a O, to H,O ratio around 3
%. This implies that, when the comet water sublimates, the water molecules drag with them
the trapped O, molecules in the same proportion. This is in accordance with the mean value
observed in the coma of 67P, though we have to keep in mind that it is not an average value

but an upper limit for our model. In the present state, it cannot account for more.

Now, taking into account that several molecules of O, could be formed in the same
environment, we have to consider the possibility that these O, molecules could agglomerate

into the voids as a dimer.

The triplet ground state of the O, molecule give rise to three different potential energy
surfaces (PES) of singlet and triplet, (plus a quintet multiplicity). According to multi
reference ab initio calculations, O, dimer is in singlet state in its ground state with a

rectangular D,, geometry in isolation (Bartolomei et al. 2008).

To trap the O, dimer, a rather large cavity should be needed. Consequently, we
considered only cavities obtained by the removal of 4 H,O molecules taking note that, when

calculating with the primitive cell, a large tube is formed.

Keeping in mind the different multiplicities of the ground states of O, and its dimer,
we note that there are two ways of calculating the stabilization energy coming from the
interaction of the dimer with the surrounding H,O molecules. One is the difference between
the energy of the total system and the sum of the energy of the ice with cavity and twice the
energy of the isolated O,, named (E1) in Table 5 and corresponding to (eqn. 2), whereas the
second way is the energy difference between the energy of the total system and the sum of the
energy of the ice with cavity and the energy of the isolated O, dimer (named (E2) in Table 5
and related to (eqn 3)).
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Estabitization = (Eice +2x EOZ) - E(Ozdimerﬂ'ce) (eqn2)

Estabilization = (Eice + EOZdimer) - E(Ozdimer+ice) (eqn?’)

The stabilization energy given in Table 5 shows only small variation with the two
different types of ice cells considered, with a value around 0.40 eV for (E1) and 0.32 eV for
(E2). The order of magnitude indicates that the O, dimer can also easily be trapped in the
voids within the ice either in the form of two O, molecules in triplet state or as a proper O,
dimer in its ground singlet state. Moreover the dimer seems to be stabilized even more than a

lonely O, molecule.

primitive double
Environment cell cell
Inclusion (n=4) (E1) 0.43 0.40
Inclusion (n=4) (E2) 0.35 0.32

Table 5: Stability (eV) of [O, — O] in voids within the ice (n: number
removed to create the void)

Altogether, taking the optimum smallest cell and realizing the same evaluation as for
the simple O,, the O, to H,O ratio rises up to around 7%, close to the maximum value of 10%
observed in particular spots of the comet. Finally combination of O, monomers and dimers
trappings seems able to reproduce more than fairly the oxygen-water ratios observed in the

coma.
1.4 Chemical aspect: Perspective

Going back to the global scenario, we should now deal with the step of formation of
O, within the tubes produced by the irradiation of the cosmic rays. Except for the various
atomic or molecular inclusions eventually present in the ices but in very small quantities, and
apart the H>O molecules themselves, the main species present after irradiation are those
resulting from the breaking of the water molecules along the tube, that can be only the
radicals H, O and OH. These small radicals are all very reactive and rapidly recombine

according the following reactions:
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H+H — H;

H, being a small and light molecule most probably escapes quickly from the icy

matrix
OH+OH — H;0, (singlet system)
OH+OH — H,O+O (triplet system)

H,0O, being particularly fragile to radiation eventually breaks back to OH radicals,

which participate essentially to the reconstruction of the icy matrix by producing H,O

H,O, + OH — H,O +HO,

OH+O — HO,

The formation of HO, may eventually be followed by

H02+O—>02+OH

0+0 — O,

Hence, two ways of formation for O, are to be investigated, one as a direct
recombination of the oxygen atoms, the other via the formation and destruction of the

molecule HO,.

These reactions have been studied in gas phase and some in presence of a few water
molecules. However no proper study on a solid surface, a fortiori within a solid matrix has

been performed.
IT Tracking molecular sulfur in comets
I1.1 Origin of molecular sulfur in Comet 67P/ Churyumov-Gerasimenko

According to the first measurements by the Double Focusing Mass Spectrometer
(DFMS), part of the Rosetta Orbiter Sensor for Ion and Neutral Analysis (ROSINA) on 20
October 2014 between 07:54 and 08:37 (UTC) and on 19 October 2014 between 00:39 and
01:22 (UTC) at a distance of 3.15 au from the Sun (Le Roy et al. 2015), S, has been detected
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with an abundance of 0.0004 — 0.0013 % relative to water. However, these measurements
were done outside of the water snow line, where water is stable as a solid and does not remain
in the gas phase so that the abundances relative to water are not expected to be representative

of the bulk composition.

The second set of measurements is more demonstrative as it was obtained between
equinox in May 2015 and perihelion in August 2015 in an interval, which covers heliocentric
distances from 3.5 to 1.24 au. There, the abundance obtained for S, with respect to water is in
the order of 0.001% (Calmonte et al. 2016), showing that the value of this ratio is maintained
even in lower heliocentric distances. However, contrary to O, strongly correlated to H,O, S,
shows no correlation to H>O nor to H,S the most abundant S-bearing species. (Calmonte et al

2016)

I1.1.1 Reviewing the astrophysical scenarios for the origin of S;

Only two types of scenarios have been proposed to identify the origin of molecular
sulfur. The first one considers that S is a parent molecule of the comets, desorbing directly
from the cometary ices. A’Hearn & Feldman (1985) proposed that S, originating from the icy
matrix of comets should be formed by UV or high-energy proton irradiation of other S-
containing species already trapped in the icy grains in the ISM. In particular, they pointed out
that the S, abundance in the interstellar medium (ISM) could not explain the S, abundance
observed in the comets and that consequently S, could not come directly from the ISM in the
form of S,. This proposition was followed by experimental studies including the one by Grim
& Greenberg (1986). These authors argued for the formation of S, from H,S molecules
embedded in dirty ices composed of molecules such as H,O, CO and CH4, and submitted to
UV radiation. They also pretended that S; molecules could remain trapped in the amorphous
material until the water molecules sublimate. Jimenez-Escobar & Caro (2011) irradiated H,S
and H,S:H»O ices with UV and observed that, passing through intermediate products as HS,
HS, and H»S,, they finally got the formation of S, together with S-polymers up to Ss. Later
on, they (Jimenez-Escobar et al. 2012) showed that the formation of S, was also possible with
X-ray irradiation. After A’Hearn & Feldman (1985), Calmonte et al. in 2016 proposed the
formation of S, from the radiolysis of S-bearing compounds in cometary ices. However, if
experimental data exist for UV and X-ray irradiation of ices, the experimental conditions are
not those in space and there is a lack of computational study about the stability of S, in H,O

or H5S ice.
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The second type of scenario considers that S; is a product of reactions occurring in the
coma. Saxena & Misra (1995) explained the S, abundance observed in Comet IRAS-Araki-
Alcock (1983d) by a formation process of S, from sulfur atoms with ethylene acting as a
catalyst in the inner coma. It has to be noted that the sulfur atoms are formed by photolytic
reactions from the parent molecules, CS,, H,S, OCS, HS; hence the efficiency of such a
mechanism relies on the hypothetic abundance of these molecules together with the

production and abundance of ethylene.

The same mechanism has been used to explain the S, abundance in comet C/1996 B2
(Saxena et al. 2003). However, according to A’Hearn et al (2000), taking into account the
abundance of C,Hs and the relatively slow rate of the reaction, this mechanism cannot
produce the required amount of S,; they proposed another mechanism, implying extremely
fast reactions: metastable atomic sulfur (in 1D state) formed from the dissociation of CS,
would react with the OCS present in the inner coma to produce S,. But, S; was already seen at
distances larger than 3 au (Bieler et al. 2015) in cometary coma and there, densities are very

low, so that collisions among volatiles are very rare.

This induces to rule out the second type of scenarios where S, originates from

reactions occurring in the coma and give more credit to a primordial origin for S, as for O,.

I1.1.2 Our scenario for trapping S; in the cometary ice

The case of S; is less straightforward than the case of O,. As stated above, the fact that
S, is already seen at distances larger than 3 au, suggests a primordial origin for this molecule
as for molecular oxygen. It is then tempting to set a parallel between the two species, origin,
formation and history combined. However, we have to keep in mind that, unlike O, the
emission observed for S; shows no correlation with H,O which composes its majority
environment, nor with H,S the sulfur analogous of H>O and the most abundant of S-bearing

compounds.

Here we propose a first type of scenario, in which S,, like O,, is formed in the icy
grain precursors of comets by irradiation (photolysis and/or radiolysis) of the H,O ices and

the S-bearing molecules embedded in the H,O ice.

The detection of H,S in comets, up to 1.5% relative to H,O as inferred from millimeter

and submillimeter observations (Bockelée-Morvan et al. 2000, 2010; Boissier et al. 2007),
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also suggests that this molecule should be present in interstellar icy grain mantles. Other S-
species (CS,, SO, OCS, and H,CS) were detected in comet Hale—Bopp with abundances
between 0.02% and 0.4% (Bockelée-Morvan et al. 2000), though much lower than H,S.
Indeed, sulfur atoms in interstellar icy grains are expected to form H,S preferentially because
of the high hydrogen abundances and the mobility of hydrogen in the ice. Eventually, kind of

SH> clumps should be found in places, embedded into the water ices.

The cosmic ray flux breaks the SH, molecules to produce S; in a similar pattern as for
O, from H,O molecules while simultaneously creating voids in the matrix within which the
produced molecules can accumulate. The conditions are very similar to those of the formation
of O,. Again, at that point, the possibility of a long-lasting sequestration of the molecule into
the icy bulk has to be seriously checked. Compared to the O, case, the S, case is somewhat
more complex as S; might be trapped into two kinds of reservoirs: H,O ices and H,S clumps

themselves embedded in H,O ices.

Therefore, these two types of icy environments have been investigated in the

following part.

I1.2 Tests and results

I1.2.1 The case of S, embedded in H,O ice

Most of the cavities formed by irradiation should be surrounded by H,O molecules,
since H,O is the dominant volatile in comets (Bockelée-Morvan et al. 2004). Therefore, the
stability of S, molecules has been investigated first in H>O ices. In a similar approach to the
study of the O, trapping inside the water ice, the sequestration of S, has been investigated in
different environments, i.e. inside cavities of different sizes. The convergence of the results
with respect to the cell size (double & quadruple cell) and the thickness of the slab (4 bi-layer
& 6 bi-layer cell) have also been tested for the sulfur species, though already checked for O,;
indeed, it has to be taken into account that the sizes of the trapped molecules were different

enough to lead to eventual behavior changes inside the cavities from O; to S,.

I1.2.1.1 Preliminary results (primitive cell)

The protocol is strictly identical to the one used in the O, study. Apolar Ih crystalline

ice structure has been employed. The cell called “primitive” is constituted by a 4 ice bi-layers
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slab with cell parameters of 8 A in the x and y directions. The cavities (n=1 to 4) introduced
in the regular icy bulk are identical to those in the O, study. To model the adsorption, two bi-
layers from the bottom are kept fixed while molecules in the two upper bi-layer are allowed to
relax. In all other cases (inclusion (n=0,1,2,4)), the outer layers are kept frozen whereas the

two bi-layers in between are optimized.

The results are displayed in Table 6 and lead to the following comments:

Environment E stability
Adsorption 0.26
Inclusion (n=0) -1.20
Inclusion (n=1) -0.12
Inclusion (n=2) 0.25
Inclusion (fine tube) (n=2) 0.51
Inclusion (large tube) (n=4) 0.56

Table 6: Stability (eV) of S, in voids within the ice (n: number of
molecules removed to create the void)

1) The adsorption of S; molecule onto the ice surface has first been calculated.
The adsorption energy found is 0.26 eV. This value is nearly twice larger than the adsorption
of O,, implying that S, can be absorbed much better than O, once it is on the surface. Weak
forces between molecules, especially dispersion forces are proportional to the number of
electrons. Therefore, the possible reason behind this difference might be the fact that S, has

more electrons and is more polarizable than O,.

i) Inclusion of S, forced into a perfect crystalline ice disturbs the system enough
to produce an endothermic process; this is also the case for the inclusion of S, into the cavity
obtained with the removal of only one H>O molecule in the ice structure. This cavity does not
provide enough space for one S, molecule, resulting in an unstable structure. It has to be

noted that both cases (n=0 and 1) lead to repulsive effects even larger than for O,.

iii) The situation differs when trapping S, inside the cavities obtained with the
removal of more than one H>O molecule. The same cavity structures obtained for the O, case
were used (Figure 9). Inside a small cavity (n=2), S, can be trapped with stabilization energy
of 0.25 eV. For larger cases, inclusion in the fine and large tube, S, is trapped with a much

higher stabilization energy, around 0.5 eV. The stabilization energies for wider cavities are

69



larger than the adsorption of S, onto the surface (more than double). This shows that a
particular chemistry is likely to occur within cavities compared with standard surfaces.
Compared to O, the stabilization energies for S, does not converge as quickly with the size of
the cavity, starting from 0.25 eV for inclusion in a small cavity to ~0.5 eV for higher cavities.
One can put forward that S, molecules, being much larger than O, molecules, require a higher

cavity size to be at ease without constraints.
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Figure 9: The optimized geometries for S, trapped in different type of cavities with the 4 bi-layers slab.

I1.2.1.2 Improving the model

In such a case, we have even more reasons than in the oxygen case, to have the
primitive cell model to be tested in terms of both the slab thickness and the cell size. The

same extensions as for the O, study will be investigated.
a) Extending the primitive cell with a 6 bi-layers slab

Two cases, inclusion in the fine tube and inclusion in the large tube (Figure 10) are
considered in order to study the effect of the number of bi-layers used to model the ice slab

and see whether convergence is reached with respect to the thickness of the slab. The
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inclusion in the large tube, having two hollow tubes in two bi-layers, is the most difficult case
to model with a 4 bi-layer cell, since only the layers with the tubes are optimized. For this
reason, this case has been chosen to test the slab thickness convergence together with the
other less problematic extreme case, the inclusion in the fine tube. As in the O, case, the two
outer bi-layers are kept frozen while the 4 bi-layers situated in between are allowed to relax.

The results are given in table 7.

Environment Stabilization Energy
Inclusion (fine tube) 0.50
Inclusion (large tube) 0.53

Table 7: Stability (eV) of S, in voids within the ice

It can be seen that increasing the slab thickness of the unit cell does not change
significantly the stabilization energy, which slightly diminishes by a few percents but roughly
stays around 0.5 eV. This implies that 4 bi-layers of ice can be considered as sufficient
enough to represent the environment and at the same time, it shows that the stabilization
energy of S, is indeed in the order of 0.5 eV for larger cavities compared to 0.2 eV within a

small cavity.
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Figure 10: The optimized crystalline structures for S, trapped in different
type of cavities for inclusion with the 6 bi-layer slab.
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b) Double Cell

The cavities obtained with the removal of more than 1 H,O molecules in the primitive
cell model form hollow tubes in the ice structure, either fine (n=2) or large (n=4). These tube
models are the extreme cases, which may be formed along the way of the irradiation and they
represent a limit for the stabilization energy of S,, forming the largest space possible.
However, the stability of S, in different cavity sizes, not only in the hollow tubes should be
tested, and we have to note that, within the primitive cell model, it is not possible to obtain
mere cavities by the removal of more than 2 H,O molecules. So, we have retained two
representative cases of inclusion to investigate with a double cell model: S, within the cavity
obtained by the removal of 2 H>O and S, into a larger cavity formed when removing from the
lattice 4 H,O molecules (Figure 11). The two outer bi-layers are kept constant; whereas two

core bi-layers are optimized.
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Figure 11: The optimized crystalline structures for S, trapped in the cavity (n=2)
(left) and n=4 (right) within double cell (right) with the 4 bi-layer slab.

The calculated energy values for these two cases are reported in Table 8. The
stabilization energy for the trapping of S, in a small cavity (n=2) is found to be 0.28 eV,

which is the same order of magnitude as obtained with the primitive cell (0.25 eV). In the
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case of a larger cavity (n=4), the stabilization energy is found to be 0.50 eV, which is very
close to the values obtained for the inclusion in fine & large tubes (0.51 & 0.56 eV). These

results show that, when the space available is sufficient, the energy stabilizes around 0.5 eV.

Environment Stabilization Energy
Inclusion (n=2) 0.28
Inclusion (n=4) 0.50

Table 8: Stability (eV) of S, in voids within the ice (n: number of
molecules removed to create the void)

From the preceding results we may conclude that S, can be trapped in H,O ice
efficiently enough to remain stable until the sublimation of the water ice. The stabilization
energy stands around 0.5 eV within the cavities large enough to host S,.We note that this
value is even larger than the trapping of O, (0.2 — 0.4 eV), meaning that S, is even more
stable than O, molecule inside the cavities. Trapping of volatiles inside cavities is governed
by the weak dispersion forces, which are proportional to the number of electrons involved and
the polarizability. S, with a higher number of electrons may form more stable structures than
O,. These results are consistent with the laboratory experiments of Grim & Greenberg (1987),
who showed that S, remains trapped in icy grains until heated up to ~160 K, at which, water

ice sublimates at PSN conditions.

I1.2.2 The case of S; embedded in H,S ice

Before agglomerating to form comets, the icy grains are submitted to a strong cosmic
radiation flux; under such irradiation the S-bearing compounds within the water ice are
expected to turn mostly into H,S, forming small domains of H,S inside the water ice. Under
more irradiation, these H,S domains may form radicals and produce S; in a process similar to
the production of O, from H,O. The formation of S, from the H>S:H,O ice has been already
investigated experimentally and it was shown that H,S can be photolyzed easily to S, and
even to S polymers until Sg (Escobar & Caro 2011). Consequently we have to consider the
possibility that these molecules can accumulate in the voids created simultaneously in the icy
matrix. Since the temperature of the medium of interest is low, H,S ice is taken as pure

condensates and it is the most stable phase at the lowest temperature that is used in our model.
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I1.2.2.1 Stability of H,S in H,O ice

The first hypothesis to be tested is that small H,S domains can form and stay
incorporated inside the water ice. The stabilization of such H>S domains is addressed by
replacing H,O molecules progressively by H»,S in the water ice lattice. Different domains
have been investigated, starting with the substitution of 1 H,O molecule by 1 H>S (No. I in
Figure 12). For the substitution of 2 H,O molecules, two different cases are considered, one is
called “far away”, the 2 H>O molecules substituted not being directly bounded by H-bonding
(No 1 and 2 in Figure 12); the other one is called “close”, the 2 H,O molecules substituted
being bounded by H-bonding (Position No 2 and 3 in Figure 12). Then a bigger H,S domain
is formed by the substitution of 3 H,O molecules, all of them bounded by H-bond to each
other. Finally the biggest domain considered is obtained by the substitution of 4 H,O
molecules yielding a tube of H,S molecules. For each case, the outer bi-layers are kept fixed,

whereas 4 core bi-layers are optimized.
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Figure 12: The position of H,O molecules substituted by H,S in H20O ice crystalline structure
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The stabilization energies for the substitution of H,S is calculated as the difference
between the total system with H,S and the sum of H,S in isolation and the energy of the water
ice structure obtained by removing substituted H,O molecules, then this difference is divided

by the number of H,O substituted by H»S (Eqn 4).

((Eice +nx EHZS) - E(H25+ice) )
n

(4)

Estabilization =

The results are reported in Table 9. H,S in the hexagonal water ice structure stabilizes
between 0.5-0.8 eV. The stabilization energies decrease when the H,S molecules are closer in
the structure. In this approach, H,S molecules are forced to be stay in hexagonal water ice
crystalline structure, which causes a constraint in the final structure composed of H,O and
H,S. Combined with the fact that H,S molecules are much larger and have longer bond
distances, cell parameters optimized for H,O ice might not be effective to model the
combined ice. For this reason, although H>S molecules may form small domains inside the
water ice bulk, in the cases in which the substituted H,O positions are closer, the stabilization
energy decreases. A full theoretical study of mixed ices of H,O/ SH> would be necessary to

have a clear cut view of such an environment but is still to be done.

The important result for our study, pointed by these calculations, is that small H,S
clumps are stabilized in H,O ice. In the next section, the stability of S, inside H,S ice will be

investigated.

Environment Stabilization Energy
Adsorption 0.61
Substitution (n=1) 0.77
Substitution (n=2) far away 0.73
Substitution (n=2) close 0.56
Substitution (n=3) close 0.50
Substitution (irradiation tube) 0.51

Table 9: Stability (eV) of H,S interacting with H,O ice (n: number of H,O
molecules replaced by H,S).
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I1.2.2.2 The stability of S, in H,S ice

Compared to H,O primitive cell, the corresponding H,S one has much longer cell
parameters (the procedure to obtain the H,S cell is explained in appendix A.) as the distance
between the periodic images of the S, that 13 A instead of 8 A in the case of O,. So, we could
cut down our tests for parameters and only keep those based on the effect of the thickness of

the H,S layers.
a) Primitive cell (4 layer cell)

Similarly to the previous calculations, inclusion of the volatile (S, in this case) into
the perfect crystalline H,S ice was first considered. Again, the trapping of the volatile in the
perfect ice is found not thermodynamically stable. Then different cavities supposed to be
formed by irradiation have been designed to search for the stability of S, within the irregular
H,S ice. Four cases were studied: small cavities formed by the removal of 1 and 2 H,S
molecules followed by a larger cavity formed by the removal of 4 H,S molecules in different
layers; and finally the cavity called large tube in this study, obtained by the removal of 4 H,S
molecules in a way to form a hollow tube. For a better understanding, the positions of the H,S

molecules removed are visualized in Figure 12 with red circles.

The results are reported in Table 10, according to which, S, unlike O,, can even be
trapped in the smallest cavity obtained by the removal of only one H>S molecule. Again, this
can be explained with the higher number of electrons of S compared with O: weak
interactions are stronger in the case of H,S and S,. For the larger cavities, the stabilization
energy stands around 0.3 eV, implying that S, can effectively be trapped within H,S ices as
well as H>O ices. However, as for the other preceding models, the convergence of these

results has to be verified with respect to the slab thickness.

Environment Stabilization Energy
Inclusion -0.94
Inclusion (n=1) 0.21
Inclusion (n=2) 0.32
Inclusion (n=4) 0.29
Inclusion (large tube) 0.31

Table 10: Stability (eV) of S, in voids within the H,S ice (n: number of
molecules removed to create the void)
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Figure 13: The optimized crystalline structures of S, trapped in H,S ice within different types of
cavities

b) Extended cell (6 layer cell)

The 6 layers cell is obtained by addition of two layers to the initial H,S ice slab. The
two outer layers positions are kept constant whereas the other four layers in between

optimized with S, in it.

Without surprise, as in all models considered, the simple inclusion of S, into the
perfect crystalline ice is not stable thermodynamically. As can be seen in Table 11, similarly
to the results obtained above with the primitive cell, S, can be trapped within all the cavities
formed in the H,S ice bulk. Five different cavities are considered, starting from the removal
of 1 H,S molecules to the removal of 4. Smaller cavities are obtained with the removal of 1

and 2 H>S molecules, whereas a larger cavity obtained with the removal of 4 H,S molecules
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in different layers. Among them, two cases might be qualified extreme, the “fine tube”,
obtained by the removal of 2 H,S molecules from a layer parallel to the side of the slab and
the “large” tube, obtained by the removal of 4 H,S molecules, both forming hollow tubes of

HsS.
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Figure 13: The optimized crystalline structures of S, trapped in H,S ice within different type of cavities

As in the 4 layer cell model, S, can be trapped even inside a small cavity (n=1) with a
stabilization energy of 0.29 eV, (a value close to the 0.21 eV in the small model) and this
value increases with the size of the cavity, tending to an asymptotic value. But the values
obtained in this larger model, 0.45 eV with a cavity produced by the removal of 2 H,S and 0.4

—0.5 eV for the even larger cavities, including tubes, shows a stronger stabilization.

In the case of the trapping of S, in H,O ice, the stabilization energy remains same

passing from 4 bi-layers model to 6 bi-layers. However, the trapping of S, in H,S is different,
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the stabilization energy values increase systematically about 0.1 eV in average passing from
the 4 bi-layer model to the 6 bi-layer model. This is significant and could indicate that the 4
bi-layer model might be considered as too limited to represent the inclusion cases in HaS ice;

so we rely on the 6 bi-layer model results to answer about the stability of S, in H»S ice.

Environment Stabilization Energy
Inclusion -0.69
Inclusion (n=1) 0.29
Inclusion (n=2) 0.45
Inclusion (n=4) 0.41
Inclusion (fine tube) 0.41
Inclusion (large tube) 0.49

Table 11: Stability (eV) of S, in voids within the H,S ice (n: number of
molecules removed to create the void)

Globally, S, can be trapped into the H,S ice bulk efficiently enough to remain stable
until the sublimation of the ice. The stabilization energy sets up around 0.4 - 0.5 eV within the
cavities large enough to host S, a value in the same order of magnitude as with the trapping
of S, in H,O ice. Thus, being stable in H,S ice as much as in H,O ice, S, can sublimate in the

same way and at the same time with both, H»S and H,O surrounding molecules.
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Appendix A

Assuming that H,S ice domains in the water ice, are pure condensates, we chose the
most stable crystalline structure of H,S in low temperature and pressure to study the trapping
of S,. Solid H,S has three crystalline phases (I, II and III), which were observed below the
melting point at ambient pressure (Sandor & Ogunade 1969; Anderson et al. 1977). Phase I is
stable between 187.6 and 126.2 K and II between 126.2 and 103.5 K and both of them have
cubic lattices with four molecules in the unit cells with phase I having Fm3m space group,
phase II, having Pa3. The phase III observed below 103.5 K, has an orthorhombic (Pbcm)
lattice (Cockkroft et al. 1990); being present at the lowest temperature, it is the most adapted

to our study, taking into account the environment conditions.
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Figure 10: The unit cell of phase III H,S ice
Technical Procedure to Model Ice Slab

This structure (phase I1I) was determined by powder neutron diffraction studies of D,S
solid. It is orthorhombic with space group Pcbm and its cell constants are a=4.0760 A,
b=13.3801 A and ¢=6.7215 A, which is taken as a starting point for the unit cell in our
calculations. Before optimizing the cell parameters, the number of k-points has been tested to
properly define the grid points in k-space. The length of the cell parameters being in a 3:1:2

ratio, the k-points have been chosen according to this ratio.

The total energies obtained with increasing number of k-points have been reported in
table 10 and in graphic 1. We choose the 12 4 8 Monkhosrt-Pack which gives the converged
energy of -91.581 eV.
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Case Monkhosrt-Pack  Total Energy (eV)

1 624 -91.58029718
2 936 -91.58212037
3 1248 -91.58089840
4 18612 -91.58166210
5 24816 -91.58135569
6 27918 -91.58084044
7 361224 -91.58129311

Table 10: The Monkhosrt-Pack vs. total energy of the ice (eV)

-9.1580E+01

-9.1581E+01

-9.1581E+01

-9.1582E+01

Total energy (eV)

-9.1582E+01

-9.1583E+01
Monkhosrt-Pack (number of the Case)

Graphic 1: The Monkhosrt-Pack grid (for the number of the case, please refer to
table10) vs. total energy of the ice (e V)

Once the number of k-points is chosen, the dimensions of the cell parameters have
been optimized with isif=7 option in VASP. Within this option, the position of the ions and
the cell shape remain fixed whereas volume of the cell changes. However, in case volume
changes, an error called the Pulay stress arises from the fact that the plane wave basis set it
not complete with respect to changes of the volume. It affects the stress tensor calculated by
the VASP; the diagonal components of the stress tensor are incorrect. Also all volume
relaxation algorithms in VASP work with a constant basis set, so all energy changes are

strictly consistent with the calculated stress tensor, as a result of which, the equilibrium
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volume is calculated underestimated. To prevent it, a large energy cut off must be used
(ENMAX=1.3 x default value) and with high precision option (PREC=High). In this study
also, the large energy cut off have been applied to optimize cell parameters. The optimized

cell parameters are: a=4.1410 A, b=13.5932 A and ¢=6.8285 A.
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Figure 11: The crystalline structure of H,S slab

To obtain the slab to model ice structures for the adsorption and inclusion cases, the
unit cell with optimized cell parameters are multiplied in two directions (b and c¢) and then
this multiple cell has been cut from 0001 plane. Within this new structure, a new set of k-
points has been tested. The total energies with respect to the number of k-points has been
given in table 11 and graphic 2. According to the results, we chose the 4 4 1 Monkhorst-Pack

for which the total energy is converged.

Monkhosrt-Pack Total Energy (eV)

221 -363.2927302
331 -363.3014857
441 -363.2970542
661 -363.2976579

Table 11 : The Monkhosrt-Pack vs. total energy of the ice (eV)

To describe properly the two-dimension surface, since VASP code is periodic code in
three dimensions, we recall that there should be sufficient width of vacuum in the direction
perpendicular to the surface direction to avoid interaction of the adsorbate with the image of

the ice cell. However, increase in vacuum also demands higher calculation resources. For this
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reason, the total energy of the system is calculated with increasing vacuum width until the

total energy reaches the convergence and this value is kept for all calculations.

-3.6329E+02
-3.6329E+02
-3.6329E+02
-3.6330E+02
-3.6330E+02
-3.6330E+02

Total energy

-3.6330E+02
-3.6330E+02
-3.6330E+02
-3.6330E+02

-3.6330E+02
Monkhorst-Pack (Number of case)

Graphic 2 The Monkhosrt-Pack grid (for the number of the case, please refer to table11) vs. total
energy of the ice (eV)
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ABSTRACT

Molecular oxygen has been detected in the coma of comet 67P/Churyumov—Gerasimenko with abundances in the
1%—-10% range by the Rosetta Orbiter Spectrometer for Ion and Neutral Analysis-Double Focusing Mass
Spectrometer instrument on board the Rosetta spacecraft. Here we find that the radiolysis of icy grains in low-
density environments such as the presolar cloud may induce the production of large amounts of molecular oxygen.
We also show that molecular oxygen can be efficiently trapped in clathrates formed in the protosolar nebula (PSN),
and that its incorporation as crystalline ice is highly implausible, because this would imply much larger abundances
of Ar and N; than those observed in the coma. Assuming that radiolysis has been the only O, production
mechanism at work, we conclude that the formation of comet 67P/Churyumov—Gerasimenko is possible in a dense
and early PSN in the framework of two extreme scenarios: (1) agglomeration from pristine amorphous icy grains/
particles formed in ISM and (2) agglomeration from clathrates that formed during the disk’s cooling. The former
scenario is found consistent with the strong correlation between O, and H,O observed in comet 67P /Churyumov-
Gerasimenko’s coma while the latter scenario requires that clathrates formed from ISM icy grains that crystallized
when entering the PSN.
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1. INTRODUCTION

The Rosetta Orbiter Spectrometer for Ion and Neutral
Analysis (ROSINA) Double Focusing Mass Spectrometer
(DFMS) on board the Rosefta spacecraft (Balsiger
et al. 2007) enabled the detection of O, in the coma of comet
67P/Churyumov—Gerasimenko (67P/C-G) with local abun-
dances in the 1%-10% range and a mean value of 3.80 +
0.85% (Bieler et al. 2015). A subsequent reinvestigation of the
1P/Halley data from the Giotto Neutral Mass Spectrometer
also indicates that the coma of comet 1P/Halley should contain
0, with an abundance of 3.7 £ 1.7% with respect to water,
suggesting that this molecule may be a rather common parent
species in comets (Rubin et al. 2015b).

To investigate the origin of O, in 67P/C-G, Bieler et al.
(2015) considered the possibility of O, production via the
radiolysis of water ice incorporated within the nucleus. Based
on 67P/C-G’s known orbital history, they estimated that any
0, produced during the residence time of 67P/C-G in the
Kuiper Belt was quickly lost during the first pass or two around
the Sun. The authors further found that radiolysis on closer
orbit to the Sun would most likely only affect the top few
micrometers of the nucleus’ active surface. In this case, the
0,/H;0 ratio produced in these conditions would decrease
with depth. Because they did not observe any variation of the
0,/H;0 ratio during the sampling period, Bieler et al. (2015)
ruled out the hypothesis of O, production via the radiolysis and
determined that O, must have been incorporated into 67P/C-G
at the time of its formation in the protosolar nebula (PSN).

In order to explain how O, could have been incorporated
into the ices of 67P/C-G, we investigate here the radiolysis

hypothesis at epochs prior to the formation of comets, when icy
grains were the dominant solid phase of the outer PSN.
Furthermore, we examine the different trapping scenarios of O»
that could explain its presence. Because some recent works
suggest that this comet may have been accreted from a mixture
of clathrates and pure crystalline ices formed in the PSN
(Luspay-Kuti et al. 2016; Mousis et al. 2016), we study the
propensity for O, trapping in clathrates, and also evaluate if its
condensation as pure crystalline ice is consistent with the
comet’s inferred composition. Among all these investigated
mechanisms, we find that clathration of O, is efficient in the
PSN and that radiolysis can explain the formation of O, and its
stabilization in icy grains. However, to produce enough O,
molecules, the radiolysis of icy grains must have happened in a
low-density environment such as the presolar cloud.

2. O, FORMATION VIA RADIOLYSIS

We first investigate the possibility of radiolytic production of
O, in icy grains present in the outer PSN prior to their
agglomeration by 67P/C-G. The energy available for radi-
olysis is provided by the galactic cosmic ray flux (CRF)
impacting icy grains. In the following, since galactic CRF can
penetrate into water ice down to depths of a few tens of meters
(Cooper et al. 1998), we only consider icy grains with sizes
below this limit, implying that no H,O ice can be out of reach
of radiolysis. In our calculations, we use the energy range and
CRF distribution from Yeghikyan (2011) and Cooper et al.
(2003), respectively. The CRF energy dose absorbed by icy
grains located at 30au from the Sun is within the
~(5-60) x 10"®eVkg™" yr~' range, depending on the disk’s
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Figure 1. Time evolution of the fraction of O, molecules produced by cosmic
rays in an icy grain. Case 1 (green curves) considers the irradiation of an icy

grain placed at 30 au in the PSN. Case 2 (red curves) considers the irradiation

of an icy grain located in a low-density environment (~107% g em ). Two

CRF values are explored in each case, namely | and 100 times the nominal
CRF value (see the text).

surface density (between 10 and 10*gecm 2 see Hersant
et al. 2001).

0O, is produced by radiolysis of water ice through the
chemical reaction 2 H;O — 2 H, + O,, with an amount of
energy needed to alter one HO molecule W, = 235 eV
(Johnson 1991). H; is then rapidly lost from the water ice due
to its fast diffusion. Further reactions with O, are precluded
because the diffusion of these molecules is slowed down by the
disk’s low temperatures (Johnson 1990). We have thus
assumed that all the energy absorbed by water ice is used to
form O,. To reach the molecular ratio O,/H>O (1%—10%)
measured by Bieler et al. (2015) in 67P/C-G, cosmic rays must
alter twice as many H,O molecules in icy grains. The time 7
needed to reach this ratio is then given by

W, - N:
=—"—" x leo (H
Ecr - My,0

1

where N, (mol ') is the Avogadro constant, My, (kg mol )
is the molar mass of water, Ecg (eV kg_l yr_') is the CRF
energy dose received by water ice and fy o is the fraction of
altered H,O molecules, which corresponds to two times the
fraction of O, produced.

Figure | shows the results of our calculations. An O, fraction
in the 1%-10% range is reached in ~0.25-2.5 Gyr at the
aforementioned nominal CRF value (Case 1). These extremely
long time periods are incompatible with the lifetime of icy
grains in the PSN (a few 10%year; Weidenschilling &
Cuzzi 1993). If icy grains have grown to sizes larger than
tens of meters in the PSN, then the deepest layers should
remain unaltered. In this case, even longer timescales would be
needed for O, formation. However, the CRF may have
undergone significant enhancements throughout the history of
the solar system, by a factor of ~3 during its passages through
the Milky Way’s spiral arms (a few tens of Myr every
400-500 Myr; Effenberger et al. 2012; Werner et al. 2015;
Alexeev 2016), or even by a factor of ~100 during a few kyr
because of a close supernova explosion (<30pc; Fields &

MousIS ET AL.

Ellis 1999). Such enhancements can decrease the time needed
to form O by up to a factor of 100, which is still too long for
our consideration.

We also consider the possibility of an icy grain receiving the
maximum CRF energy dose estimated by Yeghikyan (2011),
namely ~1.20 x 10" eV kg ' yr'. This value leads to a time
7 in the ~1-10 Myr range (see case 2 of Figure 1), or ~10-100
kyr with a CRF enhanced by a factor of 100. However, such a
high value of Ecg corresponds to a surface density of
10 3 gem 2, which can only be reached in molecular clouds.
In such environments, the column densities would be low
enough to form 1%—-10% of O, in the icy grains even on very
short timescales. Therefore, to incorporate significant amounts
of O, produced via radiolysis of icy grains, cometary grains
must have formed in the presolar cloud prior to disk formation.

3. O, STABILITY IN WATER ICE

An important question is whether O, molecules produced via
radiolysis of ice grains can remain stabilized within the water
icy matrix of 67P/C-G. The stabilization energy is defined as
the difference between the energy of the system of O,
interacting with the ice and the sum of the energies of the
pure ice and O at infinite separation. To investigate this
problem, a sampling of the representative structures of O, in
solid water ice has been obtained using a strategy based on first
principle periodic density functional theory quantum calcula-
tions, that has been proven to be appropriate for modeling bulk
and surface ice structures (Lattelais et al. 2011, 2015; Ellinger
et al. 2015). Among the different forms, we considered the
apolar variety of hexagonal ice /h because these structures have
a balanced distribution of alternating hydrogen and oxygen
avoiding computational artifacts for surface optimizations and
at the same time reproduce the bulk properties (Casassa
et al. 2005). How O, behaves as a function of the number of
H,0 molecules removed is illustrative of the storage capability
of the ice as a function of porosity. The results of our
calculations, performed using the Vienna ab initio simulation
package (Kresse & Hafner 1993, 1994), are presented below.

1. Starting with no H>O removed, i.e., the pure cristalline
ice, we found no stabilization for the inclusion of O» in
the hexagonal lattice. It is in fact an endothermic process.

2. With one H;0 removed, and replaced by one O,, we have
a substitution structure whose stabilization, in the order of
1073 eV, is meaningless.

3. With 2, 3, and 4 adjacent H,O molecules removed from
the hexagonal lattice we obtained well defined cavities
that, after reconstruction, show different shapes according
to the positions of the entities removed. The stabilization
energies were found to be on the order of 0.2-0.3eV,
going to 0.4-0.5 eV for an embedded O, dimer. A typical
structure of embedding is illustrated in Figure 2 where O,
is stabilized with an energy of ~0.23 ¢V. This energy is
on the order of that of a water dimer, which means that
the presence of O, should not perturb the ice structure
until it is ejected into the coma via sublimation with the
surrounding H,O molecules.

It should be stressed that the formation of one O, requires at
least the destruction of two H,O. The present simulation is
fully consistent with the aforementioned radiolysis hypothesis,
where the irradiation process is at the origin of both the
formation of O, and the development of the cavity in which it
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Figure 2. Side view of O, embedded in a cavity inside compact amorphous ice.
The cavity corresponds to a void of 3 H,O molecules from an hexagonal apolar
lattice.

remains sequestered. Similar results are obtained in the case of
O stabilization in amorphous ice.

4. O, CLATHRATION IN THE PSN

One possible source of O, in the nucleus of 67P/C-G is the
trapping of O in clathrates that formed in the PSN prior to
having been agglomerated by the comet as it formed. This is
supported by recent works showing that the Ar/CO and
N,/CO ratios and the time variation of other volatile species
measured in 67P/C—G’s coma are found to be consistent with
the presence of clathrates in its nucleus (Luspay-Kuti et al.
2016; Mousis et al. 2016). To investigate the amount of O that
could have been trapped in clathrates and now be present in
67P/C-G, we use the same statistical thermodynamic model as
the one described in Mousis et al. (2010, 2016), which is used
to estimate the composition of these crystalline structures
formed in the PSN. To evaluate the trapping efficiency of O,
we consider a gas constituted of O, and CO. After H,0, CO is
one of the dominant gases found in 67P/C-G (Le Roy
et al. 2015) and in most of comets (Bockelée-Morvan et al.
2004, p. 391). The Kihara parameters for the molecule-water
interactions employed in our calculations are derived from
Mohammadi et al. (2003) for O, and from Mohammadi et al.
(2005) for CO. These represent the most recent sets of data
found in the literature for the two species. We refer the reader
to the model description provided in Mousis et al. (2010) for
further details.

When clathrates destabilize in the nucleus, the trapped
volatiles are released prior to water sublimation, implying that
the water vapor measured at the time of the O, sampling by
ROSINA should be derived from the vaporization of crystalline

Mousis ET AL.
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Figure 3. 0,/CO ratio in clathrates formed at 45 K and the corresponding O,/
H,0 ratio in the coma, as a function of the coexisting O,/CO ratio in the PSN
gas phase. The “Min” and “Max” labels correspond to calculations of the O,/
H,O ratio in 67P/C-G’s coma, assuming that the CO/H,O abundance is
between 2.7% and 21% (see the text). The vertical red dashed lines represent
the O,/CO ratio in the PSN gas phase needed to form clathrates giving 1% O,
relative to H>O in the coma.

ice layers located closer to the surface. Hence, the O, depletion
is better quantified by comparing the O»/CO ratio in clathrates
and the coma value since these two species are expected to be
released simultaneously from destabilized clathrates. Figure 3
represents the value of the O, /CO ratio in structure I clathrates’
as a function of the O,/CO ratio in the coexisting gas phase
at a chosen disk’s temperature of ~45K. This value is
within the temperature range needed for clathrates to form in
the PSN from a gaseous mixture of protosolar composition
that reproduces the Ar/CO and N,/CO ratios measured in
67P/C-G’s coma (Mousis et al. 2016). We find that, whatever
the O,/CO ratio considered for the initial PSN gas phase, it is
enriched by a factor of ~1.4-1.8 in the formed clathrate.
Figure 3 also shows that the O,/CO ratio must be in the
0.026-0.24 range in the PSN gas phase for the clathrate
trapping mechanism to agree with the measured range of
0,/H,0 in the coma (~1%), assuming that all cavities are
filled by guest molecules and that the CO/H,0 abundance ratio
in the coma corresponds to the sampled value (~2.7%—21%; Le
Roy et al. 2015). This range of O,/CO ratios is consistent with
values obtained at distances beyond ~5au in a T Tauri
disk (Walsh et al. 2015). Therefore, our calculations show
that the clathration of O, in the PSN is a realistic mechanism
to account for the O,/H,O ratio observed by ROSINA in
67P/C-G’s coma.

5. O, CONDENSATION IN THE PSN

An alternative possibility for the observed presence of O, in
the coma of 67P/C-G is that the O, could have been
agglomerated as pure crystalline ice by the nucleus forming
at cooler PSN temperatures than those required for clathration.

" Both 0, and CO molecules are expected to form this structure (Mohammadi

et al. 2003, 2005).
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Figure 4. Solid lines: equilibrium curves of O, CO, N,, and Ar pure
crystalline ices as a function of total disk pressure. Dashed line: equilibrium
curve of the CO-dominated clathrate as a function of total disk pressure (see
the text).

To investigate this scenario, we calculated the temperature
dependence of the equilibrium curves of O,, CO, N,, and Ar
pure crystalline ices via the use of the polynomial relations
reported by Fray & Schmitt (2009). To derive the partial
pressures for each gas, we assumed that O, C, N, and Ar exist
in protosolar abundances in the PSN (Lodders et al. 2009), with
all C and all N in the forms of CO and N>, respectively. The
partial pressure of O, is derived from the O,/CO gas phase
ratio (~33%) predicted beyond the snowline of a T Tauri
disk via an extensive chemical model (Walsh et al. 2015).
The equilibrium curves of O,, CO, N3, and Ar pure crystalline
ices are represented along with the equilibrium curve of the
CO-N,—Ar multiple guest clathrate proposed by Mousis et al.
(2016) to explain 67P/C-G’s composition, as a function of the
total PSN pressure in Figure 4. Because the CO-N,-Ar
multiple guest clathrate is by far dominated by CO (see Figure
1 of Mousis et al. 2016), we assume that its partial pressure is
the same as for CO crystalline ice. The equilibrium curve of the
clathrate is taken from Lectez et al. (2015).

From the examination of the condensation sequence
presented in Figure 4, we find that the hypothesis of O,
agglomeration as pure crystalline ice is inconsistent with
67P/C-G’s current composition. The fact that Ar/CO and
N,/CO ratios are found to be significantly depleted by factors
of ~90 and 10 in 67P/C-G’s coma, respectively, compared to
the protosolar values (Balsiger et al. 2015; Rubin et al. 2015a;
Mousis et al. 2016), implies that Ar and N> cannot form
substantial amounts of pure crystalline ices at the formation
location of the comet in the PSN (Mousis et al. 2016). Instead,
it has been proposed that these volatiles were mostly trapped in
CO-dominated clathrates (Mousis et al. 2016). Under these
circumstances, because the equilibrium curve of O, ice is in the
vicinity of those of Ar and N ices, the incorporation of O, in
this form would require the trapping of larger amounts of Ar
and N», incidentally leading to quasi protosolar Ar/CO and
N,/CO ratios. This does not agree with the depleted ratios
observed in 67P/C-G.

MoOUsIS ET AL.

6. CONCLUSIONS

In this study, we have investigated several scenarios that
may explain the presence of molecular oxygen in the nucleus of
67P/C-G. Our results are the following:

1. Even with a strong CRF enhancement due to the presence
of a nearby supernova, we find that the radiolysis of icy
grains is not fast enough in the PSN to create amounts of
O, comparable with those observed in 67P/C-G. Instead,
icy grains must be placed in low-density environments
such as molecular clouds to allow radiolysis to work
efficiently. The irradiation process also favors the
stabilization of O, molecules in the icy matrix via the
development of cavities and is compatible with both
amorphous and crystalline ice structures.

2. O; can be efficiently trapped in clathrates formed in the
PSN. The 0,/CO ratio in the clathrate phase is up to ~2
times the O,/CO ratio in the coexisting PSN gas phase.

3. The incorporation of O, as pure crystalline ice is unlikely
in 67P/C-G because the condensation of this species in
the PSN would imply much larger abundances of Ar and
N> than those observed in the coma.

Based on these results, and assuming that radiolysis has been
the only mechanism for producing O,, we find that the
formation of 67P/C—G is possible in a dense and early PSN in
the framework of two extreme scenarios: (1) agglomeration
from pristine amorphous icy grains/particles formed in the
ISM and (2) agglomeration from multiple guest clathrates
including O, that formed during the cooling of the disk
subsequent to the vaporization of the amorphous icy grains
entering the PSN. However, scenario 1 was found inconsistent
with ROSINA pre-perihelion observations of volatile abun-
dances in the coma. In contrast, Mousis et al. (2016) and
Luspay-Kuti et al. (2016) have shown that scenario 2 could
match these data if 67P/C-G agglomerated from a mixture of
clathrates and crystalline ices that condensed in the PSN. Also,
scenario 2 is compatible with a possible chemical production of
O, in the PSN gas phase (Walsh et al. 2015). In this picture,
whatever the considered source, i.e., radiolysis of ISM grains
or/and PSN gas phase chemistry, O, is efficiently entrapped in
clathrates prior to their agglomeration by 67P/C-G.

On the other hand, with the incorporation of O, in the
cavities created by CRF in the icy matrix, scenario 1 naturally
provides an explanation for the strong correlation found
between the O, and H,O production rates observed in
67P/C-G’s coma (Bieler et al. 2015). If this scenario is
correct, this would make implausible the accretion of 67P/C-G
from clathrates and crystalline ices originating from the PSN.
Meanwhile, a way to reconcile scenario 2 with the strong
0,—-H,0O correlation would be to assume that the icy grains
initially formed as in scenario 1. These icy grains/particles
would have then subsequently experienced an amorphous-to-
crystalline phase transition in the 130-150 K temperature range
when entering the disk (Kouchi et al. 1994; Maldoni et al. 2003;
Ciesla 2014). In this alternative scenario, all volatiles initially
adsorbed by ISM amorphous ice would be released in the PSN
gas phase during phase transition. With the cooling of the disk,
these volatiles would have been later trapped in the clathrates
formed with the crystallized icy grains. The case of O, is unique
because, due to its formation process, this molecule is inserted
into the icy matrix. In spite of the phase transition, O, would
remain stable within the icy matrix because the strength of the
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interaction between O, and the surrounding H,O molecules is
expected not to decrease (eventually increase) upon crystal-
lization. In this scenario, CO, Ar, and N, would be trapped in
clathrates with O, remaining embedded in water, in a way
consistent with the observed correlation.

To conclude, further post-perihelion ROSINA data, in
particular the precise measurements of the relative abundances
of the different volatiles as a function of geography and time,
are needed to disentangle between the existing formation
scenarios. It is also possible that only the in situ sampling of a
nucleus by a future lander will provide a definitive answer to
the question of the formation conditions of 67P/C-G and other
Jupiter Family Comets in the PSN.
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Abstract

S, has been observed for decades in comets, including comet 67P/Churyumov—Gerasimenko. Despite the fact that
this molecule appears ubiquitous in these bodies, the nature of its source remains unknown. In this study, we
assume that S, is formed by irradiation (photolysis and/or radiolysis) of S-bearing molecules embedded in the icy
grain precursors of comets and that the cosmic ray flux simultaneously creates voids in ices within which the
produced molecules can accumulate. We investigate the stability of S, molecules in such cavities, assuming that
the surrounding ice is made of H,S or H,O. We show that the stabilization energy of S, molecules in such voids is
close to that of the H,O ice binding energy, implying that they can only leave the icy matrix when this latter
sublimates. Because S, has a short lifetime in the vapor phase, we derive that its formation in grains via irradiation
must occur only in low-density environments such as the ISM or the upper layers of the protosolar nebula, where
the local temperature is extremely low. In the first case, comets would have agglomerated from icy grains that
remained pristine when entering the nebula. In the second case, comets would have agglomerated from icy grains
condensed in the protosolar nebula and that would have been efficiently irradiated during their turbulent transport
toward the upper layers of the disk. Both scenarios are found consistent with the presence of molecular oxygen in
comets.

Key words: astrobiology — comets: general — comets: individual (67P/Churyumov-Gerasimenko) — methods:

numerical — solid state: volatile

1. Introduction

The nature of the source of sulphur dimers (S;) observed in
comets is still unknown. The first detection of S» in a celestial
body was in the UV spectra of Comet IRAS-Araki-Alcock (C/
1983 H1) acquired with the [nternational Ultraviolet Explorer
(IUE) space observatory (Ahearn et al. 1983). Emission bands
of S, were subsequently identified in many comets observed
with TUE in the eighties, including 1P/Halley (Krishna Swamy
& Wallis 1987). S, was also identified in comets Hyakutake
(C/1996 B2), Lee (C/1999 H1), and Ikeya-Zhang (C/2002
C1; Laffont et al. 1998; Kim et al. 2003; Boice & Reylé 2005).
More recently, S> has been detected in comet 67P/Churyu-
mov—Gerasimenko (hereafter 67P/C-G) by the ROSINA mass
spectrometer on board the Rosetta spacecraft at a distance of
~3au from the Sun in 2014 October (~4-13 x 10™% with
respect to water; Le Roy et al. 2015; Calmonte et al. 2016). All
of these observations suggest that S, is ubiquitous in comets.

Because the lifetime of S, is very short in comae
(approximately a few hundred seconds at most; Reylé &
Boice 2003), two main scenarios have been invoked in the
literature to account for its presence in comets. In the first
scenario, S, is the product of reactions occurring in the coma.
Ethylene was thus proposed to act as a catalyst allowing the
formation of S, molecules in the inner coma (Saxena & Misra
1995; Saxena et al. 2003). Also, the presence of atomic S (as
the photodissociation product of CS,) reacting with OCS was
suggested to form S, in comae (A’Hearn et al. 2000). However,
models depicting the chemistry occurring in cometary comae
show that these two mechanisms do not account for the
observed levels of S, (Rodgers & Charnley 2006).

In the second scenario, S, molecules are believed to be of
parent nature and reside in cometary ices (Ahearn et al. 1983;

Ahearn & Feldman 1985; Feldman 1987; Grim & Green-
berg 1987, A’Hearn 1992). Ahearn & Feldman (1985)
proposed that the UV photolysis of S-bearing species
embedded in ISM ices could form sufficient amounts of S,
that remains trapped in the icy matrix. Since then, a number of
mechanisms based on UV or X-ray irradiation have been
proposed, starting mainly from H,S (the most abundant
S-bearing volatile observed in comets; Irvine et al. 2000;
Bockelée-Morvan et al. 2004) and H,S,, and involving radicals
like HS and HS, (Grim & Greenberg 1987; Jiménez-Escobar &
Munoz-Caro 2011; Jiménez-Escobar et al. 2012). It has
also been proposed that S, could be formed from the radiolysis
of S-bearing compounds in cometary ices (Ahearn & Feld-
man 1985; Calmonte et al. 2016) despite the fact that so far,
there is no experimental proof showing that this mechanism is
effective.

In the present study, we postulate that S, is formed from H,S
molecules embedded in icy grains by irradiation of UV, X-ray,
and cosmic ray fluxes (CRF), whether icy grain precursors of
comets formed in the protosolar nebula or the ISM. Because
radiolysis generated by the impact of cosmic rays simulta-
neously creates voids in ices within which the produced
molecules can accumulate (Carlson et al. 2009; Mousis et al.
2016b), we investigate the stability of S, molecules in such
cavities, assuming that the surrounding ice is made of H,S or
H,0. We show that the stabilization energy of S, molecules in
such voids is close to that of the H,O ice binding energy,
implying that they can only leave the icy matrix when this latter
sublimates. We finally discuss the implications of our results
for the origin of cometary grains, with a particular emphasis on
those agglomerated by comet 67P/C-G.
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Figure 1. Illustration of the vertical transport of small icy grains toward disk regions where they are efficiently irradiated. Dust is concentrated in the midplane of the
disk due to gravitational settling and gas drag. However, turbulent eddies lift the icy grains toward the upper regions and also drag them down because the direction of
the velocity is random and coherent during a timecale comparable to the local keplerian period. Small dust grains finally spend a non-negligible fraction of their

lifetime in the disk’s upper regions, where the irradiation attenuation is low.

2. Irradiation of Icy Grains

Three irradiation mechanisms leading to the formation of S,
are considered in this study. The first two mechanisms, namely
UV and X-ray irradiation, have been proven to produce S, from
H,S and H,S, (Grim & Greenberg 1987; Jiménez-Escobar &
Mufioz-Caro 2011; Jiménez-Escobar et al. 2012). Experiments
have shown that S, can be produced and stabilized in icy grains
over thicknesses of a few tenths of microns. Despite the lack of
experimental data, radiolysis has also been considered as a
potential candidate for S, formation from S-bearing com-
pounds in cometary icy grains (Ahearn & Feldman 1985). This
mechanism has recently been proposed to explain the detection
of S, in 67P/C-G (Calmonte et al. 2016) and is often invoked
to account for its presence in Europa’s exosphere (Carlson
et al. 1999; Cassidy et al. 2010). Cosmic rays reach deeper
layers than photon irradiation and simultaneously creates voids
in which some irradiation products such as O, or here S; can be
sequestrated (Mousis et al. 2016b). Whatever the irradiation
process considered, we assume that, once S, has been created
and trapped in the microscopic icy grains, the latter
agglomerated and formed the building blocks of comets.

3. Stability of S, Molecules in an Icy Matrix

The S, stabilization energy arises from the electronic
interaction between the host support (H,O ice or H,S ice)
and the S, foreign body. The stabilization energy is evaluated
as

Eslﬂb = (Eice =+ ESZ) — E, (1)

where Eg, is the energy of the isolated molecule, E;.. the energy
of the pristine solid host and E is the total energy of the [host +
S,] complex, with all entities optimized in isolation.

All simulations are carried out by means of the Vienna ab-
initio simulation package (Kresse & Hafner 1993, 1994; Kresse
& Furthmiiller 1996; Kresse & Joubert 1999). The long range
interactions in the solid and the hydrogen bonding being the

critical parameters in the ices, we use the PBE generalized
gradient approximation functional (Perdew et al. 1996), in the
(PBE+D2) version corrected by Grimme et al. (2010), that has
been specifically designed to deal with the present type of
problem. This theoretical tool has proved to be well adapted to
model bulk and surface ice structures interacting with volatile
species (Lattelais et al. 2011, 2015; Ellinger et al. 2015; Mousis
et al. 2016b). More details on the computational background
can be found in the aforementioned publications.

Since S, is created well inside the icy grain mantles, the
initial description of the irradiated ice is taken as that of the
internal structures of ice clusters obtained from Monte-Carlo
simulations of ice aggregates constituted of hundreds of water
molecules. The important point in the simulations by Buch
et al. (2004) is that the core of the aggregates consists in
crystalline domains of apolar hexagonal ice 7h. However, in the
present context, the irradiation creates significant defects inside
the ice, namely, voids and irradiation tracks that, at least
locally, modify the crystalline arrangement.

3.1. S, Embedded in H>O Ice

Because H,O is the dominant volatile in comets (Bockelée-
Morvan et al. 2004), most of the cavities created by CRF
irradiation are expected to be surrounded by H,O molecules.
Table 1 shows the stabilization energy of S, as a function of the
size of these cavities. How the S, stabilization evolves as a
function of their size is summarized below.

1. Starting with no H,O removed, we find no stabilization
for the inclusion of S, in the ice lattice. It is in fact an
endothermic process, as it is for O, inclusion (Mousis
et al. 2016b).

2. With one H,O removed, we have an inclusion structure
for which stabilization is negative, meaning that S,
cannot stay in such a small cavity.

3. With somewhat larger cavities obtained by removing two
to four adjacent H>O molecules from the ice lattice, we
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Table 1
Computed Stabilization Energies (eV) of S, Interacting with H,O Ice or
H-S Ice
Environment H,0 Ice H,S Ice
Adsorption 0.28 e
Inclusion (n = 1)* —0.12 0.30
Inclusion (n = 2) 0.28 0.45
Inclusion (n =4) 0.50 0.40
Inclusion (fine track) 0.51 0.41
Inclusion (large track) 0.53 0.50
Note.

% 1 = number of H,0 or H,S molecules destroyed to create the void in which
S, is trapped.

obtain increasing stabilization energies from 0.3
to 0.5eV.

4. With larger cavities that form along the irradiation track,
the stabilization energies are found to be at least of the
order of 0.5eV.

In short, as soon as the space available is sufficient, the
energy stabilizes around 0.5 eV. This stabilization energy is (1)
higher (more stabilizing) than what is found in the case of O,
(0.2-0.4 eV; Mousis et al. 2016b) and (2) larger than that of a
water dimer (~0.25 eV). Hence, the presence of S, should not
perturb the ice structure until it is ejected into the coma via
sublimation with the surrounding H,O molecules. The results
of our computations are consistent with the laboratory
experiments of Grim & Greenberg (1987) who showed that
S, remains trapped in icy grains until they are heated up to
~160 K, a temperature at which water ice sublimates at PSN
conditions.

3.2. S, Embedded in H5S Ice

H,S behaves similarly to H,O because of its ability to
establish hydrogen bonds. This implies that small domains of
H,S could have formed in the bulk of the ice and served as
local sources for the formation of S,. The stabilization of these
aggregates is addressed by numerical simulations in which H,S
entities are progressively introduced by replacing an equal
number of H,O molecules in the water-ice lattice. Table 2
shows the stabilization energies with values around 0.5 and
0.75eV for neighboring and far away H,S, respectively.
Consequently, substituting several neighboring H,O by H,S is
a possibility to be considered if the H,S is abundant enough,
thus creating small islands of H,S within the water ice.

If small clumps of H,S ices in the bulk of water ice are a
plausible hypothesis, as suggested by the aforementioned
numbers, then the proper conditions are realized for the in situ
formation of S, by deep irradiation. The case in which H,S
molecules replace H,O along the irradiation track is a less
favorable situation but it could be at the origin of the S,
oligomers observed in some laboratory experiments (Meyer
et al. 1972; Jiménez-Escobar et al. 2012). We evaluate the
stabilization of S, in H,S clumps, assuming that they behave as
pure condensates. The results, presented in Table | and
summarized below, are quite close to those derived for
water ice.

1. With one H»S removed, we have a substitution structure
whose stabilization is on the order of 0.30¢eV.

Mousis et al.

Table 2

Computed Stabilization Energies (eV) of H,S Interacting with H,O Ice
Environment H.S
Adsorption 0.61
Substitution (n = 1)* 0.77
Substitution (n = 2 far away) 0.73
Substitution (n = 2 close) 0.56
Substitution (n = 3 close) 0.50
Substitution (irradiation track) 0.51
Note.

* n = number of H,O molecules replaced by H,S.

2. With larger cavities obtained by removing two to four
adjacent H,S molecules, we obtain increasing stabiliza-
tion energies between 0.40 and 0.45eV.

3. With even larger cavities, extended in the direction of the
irradiation, the stabilization energies are found to be
similar to the preceding ones, between 0.40 and 0.50 eV.

Again we find that the presence of S, should not perturb the
ice structure, even when trapped in H,S clumps, until the latter
sublimate, due to increasing local temperature.

4. Implications for Cometary Ices

It has recently been shown that the radiolysis of icy grains in
low-density environments, such as the presolar cloud, may
induce the production of amounts of molecular oxygen high
enough to be consistent with the quantities observed in
67P/C-G (Mousis et al. 2016b). Higher density environments
such as the PSN midplane were excluded because the timescales
needed to produce enough O, in cometary grains exceeded by
far their lifetimes in the disk. Also, the efficiency of ionization
by cosmic rays in the PSN midplane is now questioned because
of the deflection of galactic CRF by the stellar winds produced
by young stars (Cleeves et al. 2013, 2014).

On the other hand, because the lifetime of S, is very short in
the gas phase (approximately a few hundred seconds at most;
Reylé & Boice 2003), its formation conditions are even more
restrictive than those required for O,. Assuming that S, indeed
formed from H,S or any other S-bearing molecule via UV, X-
ray, or CRF irradiation, this implies that this molecule never
left the icy matrix in the time interval between its formation and
trapping. In other words, S, never condensed from the PSN
before being trapped in cometary grains. This stringent
constraint requires S, to form within icy grains irradiated by
CRF in low-density environments such as ISM, where the local
temperature is extremely cold. In this picture, comets, including
67P/C-G, would have agglomerated in the PSN from icy
grains originating from ISM, whose compositions and
structures remained pristine when entering the nebula.

Alternatively, because the CRF irradiation should be poorly
attenuated in the upper layers of the PSN, these regions also
constitute an adequate low-density environment, allowing the
formation of S, in cometary grains. Turbulence plays an
important role in the motion of small dust grains that are well
coupled to the gas (see Figure 1). Micron-sized grains initially
settled in the midplane are entrained by turbulent eddies and
diffuse radially and vertically with an effective viscosity
roughly equal to that of the gas for such small particles (see
Ciesla 2010, 2011 for details). Consequently, solid particles
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follow a Gaussian distribution in the vertical direction. The
scale height of dust (corresponding to the standard deviation of
the distribution) is a fraction of the gas scale height, this
fraction being larger and possibly equal to the gas scale height
in the cases of small grains and higher degrees of turbulence
(Dubrulle et al. 1995; Youdin & Lithwick 2007).

The vertical transport of solids exposes them to very
different disk environments. Dust grains are stochastically
transported to high altitude and low-density regions above the
disk midplane. Ciesla (2010) developed a numerical simulation
to integrate the motion of individual particles and showed that
micron-sized grains spent ~32% of their lifetime at altitudes
above the scale height of the disk, including ~5% at heights
above four times its scale height, regardless of the distance
from the Sun. In such low-density environments, photochem-
istry plays a primordial role, as demonstrated by Ciesla &
Sandford (2012), because UV photons are weakly attenuated at
those heights. This also holds for the CRF irradiation of grains
that should be substantially enhanced compared to the dose
received by particles residing in the midplane. Under those
circumstances, the production of S, should be favored in icy
grains over several cycles of vertical transport toward the
surface of the disk. This scenario should also favor the
formation of O, from irradiation of H,O ice (see Mousis et al.
2016b for details).

5. Discussion and Conclusions

It is reasonable to assume that the multiple forms of
irradiation hitting the microscopic icy grains in low-density
environments such as ISM or the upper layers of protoplanetary
disks can lead both to the formation of S, molecules and the
development of cavities in these grains, in which the molecule
remains sequestered. The same scenario has been proposed for
O, formation and stabilization in cometary icy grains (Mousis
et al. 2016b). In the case of S; formation, the possibility of
forming the dimer via the radiolysis of S-bearing ices remains
an open question. Future experimental work is needed to check
the viability of this mechanism.

The possible formation of S, in icy grains via their
irradiation in ISM, together with the short lifetime of this
molecule in the gas phase, leads to the plausible possibility that
comets agglomerated from pristine amorphous grains that
never vaporized when entering the PSN, as already envisaged
for the origin of 67P/C-G’s material (Rubin et al. 2015a;
Mousis et al. 2016b). On the other hand, the formation of S, in
icy grains that migrated toward the upper layers of the disk is
compatible with their condensation in the PSN midplane. This
mechanism leaves open the possibility that these grains are
made of crystalline ices and clathrates, as proposed by Mousis
et al. (2016a) and Luspay-Kuti et al. (2016) to account for
several pre-perihelion compositional measurements made by
the Rosetta spacecraft in 67P/C-G. The same process could
explain the presence of O, measured in situ in comets 67P/C-G
and 1P/Halley (Bieler et al. 2015; Rubin et al. 2015b).
Interestingly, whatever the ice structure considered for the icy
grains, the voids allowing the stabilization of S, can be
considered as analogs of clathrates in terms of cage sizes and
intermolecular interactions.

The fact that one H,S replacing one H,O has little influence
on the stability of the solid lattice is a favorable situation for the
formation of a mixed ice. It is plausible that some segregation
occurs with the formation of H,S islands in the bulk of
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crystalline or amorphous water ice. Then, the proper conditions
would be realized for the in situ formation of S,, especially if
we remember that the formation of one S, requires at least the
destruction of two imprisoned sulphur species. The plausible
formation of H,S clumps is a strong argument in favor of a
non-uniform distribution of S, within cometary ices. Note that
in the case of irradiation of crystalline grains condensed in the
PSN and transported toward the upper layers of the disk, the
formed S, may be entrapped in clathrates (Grim & Green-
berg 1987), also forming a solid phase distinct from water ice
in cometary grains.

The immediate consequence of the presence of distinct S»-
bearing solid phases is the difficulty to predict the S,
correlation with HO or H,S in 67P/C-G from Roseita
measurements. The S>/H,O abundance ratio is directly linked
to the region of the comet whose desorption is observed.
Contrary to O, whose apparent good correlation with H,O is
explained by its trapping in water ice (Bieler et al. 2015;
Mousis et al. 2016b), no global trend should be drawn between
the variation of S, and H>O abundances if S, is distributed
within both the S-bearing and H,O ices. Indeed, S, may be
released simultaneously from the H,O layer present close to the
surface and from H,S clusters localized deeper in the
subsurface. Our results are supported by the ROSINA data
collected between 2015 May (equinox) and 2015 August
(perihelion), showing that there is no clear correlation of S,
with H,O or H,S in 67P/C-G (Calmonte et al. 2016). These
observations allow us to exclude the trapping of S, in a
dominant ice reservoir. If S, was mainly trapped in H,S-
bearing ice, then the outgassing rates of S, and H,S should
have been well correlated during the period sampled by the
ROSINA instrument. The same statement applies if S, had
been essentially trapped in water ice.
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Chapter 3: On the origin of alkali (Na, K) and alkaline

earth (Mg, Ca) metals in Europa exosphere

Jupiter’s moon Europa, with its geologically young surface (Pappalardo et al. 1999),
its possible salty subsurface ocean (Kivelson et al. 2000) and its tenuous atmosphere (Hall et
al., 1995) is one of the most intriguing objects in the Solar System. Its surface and atmosphere
are bathed with the external radiation field (Carlson et al. 1999; Cooper et al. 2001, Paranicas
et al. 2000). Therefore, studying the origin, evolution and composition of the extended
atmosphere can help to understand the surface composition, which in turn provides
information on the subsurface material (Johnson et al. 1998), since the surface is young with

an average age of ~50 Myr (Pappalardo et al. 1999; Zahnle et al. 2003).

Europa’s atmosphere was first detected with Hubble Space Telescope observations of
the 1304 and 1356 A emission lines of neutral atomic oxygen coming from dissociation of
molecular dioxygen (Hall et al. 1996). According to initial modeling (Ip 1996) the oxygen
atmosphere could be originated from the sputtering of water ice on the surface of Europa, as
originally suggested by Johnson et al (1998) and that a very thin extended atmosphere should
also form in the process. The first detection of this extended atmosphere, including sodium
observations, was made by Brown & Hill (1996) at distances of up to 20 Europa radii (1 RE =
1569 km) from the surface. The detection of sodium (an atomic open-shell) showed that the
composition of Europa’s atmosphere is not only important to understand the interaction of the
magnetosphere with the surface, but also to determine the non-water-ice composition. After
the detection of Na component of the atmosphere, different hypothesis were proposed for its
origin. One way, among others, to progress in the understanding of the origin of Na on the
Europa’s surface is to measure the abundances of additional trace elements in Europa’s

atmosphere.

Simultaneous observations of potassium and sodium in Europa’s extended atmosphere
were made on September 9th 1998 at the W. M. Keck telescope using HIRES, the facility
echelle spectrograph (Vogt et al. 1994). Identical observations on Io’s extended atmosphere

were obtained on November 15th 1998.
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In 2001, Brown reported the sodium-to-potassium ratio in Europa’s extended
atmosphere as 25 + 3 together with the first measurements of this ratio in Io’s extended

atmosphere as 10 + 3 and a value of 6 £ 1 in Io’s high-speed jet.

In this chapter, we propose a scenario for the origin and relative abundances of sodium
and potassium in Europa’s exosphere. An extension of this scenario is also presented for
calcium and magnesium, which are the two next most easily detectable metallic trace

elements candidates for future mission (ESA’s JUICE and NASA’s CLIPPER).
I Astrophysical context

The first time detection of Na in Europa’s exosphere in 1996 followed by the
simultaneous detection of Na and K with a Na/K ratio of ~25 led to different hypotheses
about the origin of these trace elements. These can be divided into two different approaches.
The first relies on exogenous theories, proposing that Na and K present in the exosphere come
from an outer source, lo or meteorite; the second is supported by endogenous theories,

suggesting that Na and K are intrinsic to Europa’s surface.

According to Brown and Hill (1996), Na in the ice surface of Europa may be
originated from the volcanic activity in Io nearby. They suggested that sodium is injected to
the To neutral clouds from the volcanos, then ionized by the Io plasma torus and finally collide
to Europa’s surface. They calculated the implantation rate of sodium into Europa’s surface to
be 24 gs', which was the amount of Na required to supply the atmosphere in steady state.
However, the first quantitative measurement of the sodium-to-potassium ratio in Io’s
atmosphere showed that it was nearly three times smaller than the Na/K ratio in Europa

(Brown 2001).

Since this ratio should decrease even more in the process of transfer between Io’s
surface and its implantation in Europa’s surface, it is clear that the origin of Na and K in

Europa’s exosphere cannot be from Io

The other possibility of exogenous origin of Na and K is the meteorite bombardment.
According to this theory (Brown, 2001), meteorite bombardments of the surface of Europa
should bring sodium and potassium. Analyses of the terrestrial meteorites show a Na/K ratio

of 13 on average, which is approximately consistent with the measured value in Europa.
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However, within similar reasoning, the other satellite of Jupiter, Ganymede should also have a

sodium component in the atmosphere, which is non-detected so far.

The second type of hypothesis is based on the endogenous origins for Na and K. One
of such arguments is that Na and K are intrinsic to the ices on the surface, as part of salts
deposited as evaporates in liquid water resurfacing events (Brown 2001). Accordingly,
aqueous alteration of Europa’s kernel in the past may have removed certain salts selectively
from the surfaces and enriched them in the liquid fraction. Assuming that dominant sodium
and potassium containing compounds are sulfates, with Na,SO4 being more soluble than
K,SO4 (Lide 1996), sodium would be depleted relative to potassium in the remaining solid
material and would be enriched in the liquid. Therefore, one can expect a lower value of Na/K
for intrinsic surface materials than for the resurfacing materials that originate from the sub-
surface ocean. However, since the pre-alteration value of Na/K for Europa is not known, it is

not possible to differentiate between solid and liquid sources.
IT Trapping of alkali and earth-alkali metals in icy crust of Europa

In this study, we propose a second type approach for the endogenous origin of the
observed Na/K ratio. The global process starts during the condensation of refractory material
in the proto-solar nebula. Thermochemical equilibrium calculations show that Na, for
example, is mainly trapped in rocks in the proto-solar nebula, mostly in the form of silicates
(Ellinger et al. 2015) and that these rocks incorporate into the building blocks of Europa.
Then the metallic ions are transferred from the solid refractory compounds to the liquid phase
of the surrounding ocean. During the cooling phase, the metallic ions are trapped into the icy
crust then they migrate to the surface of the icy crust. Finally, they can be ejected from the
surface as neutral atoms together with the surrounding water molecules by surface sputtering.
The evolution of their electronic structure from positive ions to neutral atoms during their

migration in the icy crusts is followed in the next developments.

Taking into account the proto-solar composition of the disk (Asplund et al. 2009), all
Na-bearing compounds formed as refractory materials, irrespective of the proto-solar disk’s
temperature in an extended domain between 0°K and 800°K (Ellinger et al. 2015). Assuming
the formation of the K-, Ca- and Mg-bearing compounds in the same conditions, their
abundances can also be considered as solar (Asplund et al. 2009) within the kernel of Europa.

Accordingly, their abundances relative to H are Na/H (2 x 10®), K/H (1.3 x 107), Ca/H (2.2 x
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10%), and Mg/H (3.8 x 107). From these values, it can be seen that the abundances of Na and
Ca are close to each other, that K is less abundant by one order of magnitude, whereas Mg is

largely the most abundant of all, one order of magnitude above Na and Ca.

In the early times of Europa, it is assumed that an ocean of liquid water starts to form
and surrounds the solid kernel of the satellite. In such a situation, the fact that the rocks being
washed by water for a long periods, enables the transfer of metallic ions from refractory
material to liquid water. This same procedure was considered as an effective process for Na",
K', Mg, and Ca"" ions present in the primitive rocks on earth (De Ronde et al. 1997).
However, the quantities of ions transferred into water are directly related to their respective

solubility.

Considering Europa as differentiated (like the Earth), the relative molality in aqueous
phase can be estimated from the studies of water-rock interaction in a terrestrial geothermal
field in SW-Iceland (Zhang Zhanski, 2001), as well as from evaluation of the composition of
the Archean ocean (De-Ronde et al. 1997). According to these studies, the molalities of the
ions depend on the water/rock ratio and in a lesser extent on the temperature. According to
Kuskov & Kronrod (2005), the ocean surrounding the rocky kernel has to be in a shell of
dimensions comprised between 80 and 160 km, taking into account the constrains on the mass
and moment of Europa. Therefore, no saturation phenomenon can occur and the molalilites

obtained for large water/rock ratio (water/rock = 10%) can be employed (Table 1).

Ton Na+ K+ Mg++ Ca++
T=120°C 3 3 4 B
Water/rock = 106 120X 10 25x 10 10x 10 100 x 10
Archean ocean 789 x 107 19x 107 51x107 232 x 107

Table 1: Ions molalities (mole/l) of alkali and Earth alkali of selected elements deduced from
experimental work by Zhang Zhanshi (2001) and evaluations from De Ronde et al. (1997).
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The values in Table 1 show that the molalities are spread over two orders of
magnitude, decreasing from sodium to calcium, potassium and magnesium. In principle, the
relative molalilites in Europa’s ocean should be proportional to both their initial abundances
in the rock material and their respective solubility into the water. However, since the
abundances of these ions in the rocks can be considered as unlimited, it is their capacity to
dissolve into water, measured by their molality that should be the determining factor.
Therefore, sodium will be in higher quantity than others, followed by calcium, potassium and

magnesium.

Step 2 happens with the cooling down of Europa. As the temperature decreases, the
ocean water starts to freeze from the top, forming an ice crust whose thickness increases with
time. During this process, foreign bodies are embedded in the ice matrix, in particular metallic
ions are also trapped inside the icy crust. Then, the metals are transferred from deep inside to
the top ice layers via the already mentioned ice convection mechanism (Pappalardo et al.
1998). In this step, the determining factor is the stability of the metal inside the icy structure.
Finally, the metallic atoms are ejected into the exosphere as neutral atoms by the sputtering of

water ice surface.

In this chapter, the stability of metallic ions in different layers of the icy crust has been
investigated using periodic quantum chemistry numerical simulations based on “first
principle” periodic density functional theory. Throughout the calculations, the evolution of

the charge density around metallic ions is also studied.

III Computational procedure

II1.1 VASP Parameters

Here again, we have used the type of GGA functional (PBE) as developed by Perdew
et al. (1996). The systems of interest show both H-bonding (the bonding between the water
molecules in the ice structure) and interactions by Van der Waals forces (the interaction
between the metallic ions and the H,O molecules surrounding them). For this kind of non-
covalent weak dispersion forces, Van der Waals corrections have to be added to the DFT. To
this end, a semi-empirical approach, DFT-D2, proposed by Grimme (2006) has been
employed.

103



Though the computational machinery is the same as previously, the aim of the study is
completely different from the other solid-state calculations presented in the preceding chapter
of this thesis. In chapter 3, the main goal was to determine the stability of atomic species in
various situations inside the bulk of the ice, whereas here, we follow the migration of the
metals from the bottom of the ice crust to the topmost layer. No attempt at quantifying a
diffusion process was done. Instead, besides the stability aspect, we now focus on the
evolution of the electronic structure of the atoms from their trapping as cations to their

ejection towards the exosphere as neutral atoms.

In the solid state treatments, especially when using plane waves basis sets, the result of
the calculation is a continuous electron charge density so that it is no clear how to partition
electrons amongst fragments of the system such as atoms and molecules. To bypass this
conceptual difficulty, different schemes for the electron partitioning have been proposed. In
the present study we used Bader charge density analysis (Bader 1990) as implemented by
Graeme Henkelman's group in the VASP code (Henkelman et al. 2006)

As in the comet’s chapter, the apolar Th crystalline ice structure has been employed
with a primitive unit cell composed of 4 ice bi-layers whose cell parameters are 8 A in x and y
directions; a vacuum of 15 A high between two successive slabs is m<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>