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Introduction 

1 
 

In the solid-state, materials containing a given chemical entity can exist in multiple phases, 

including polymorphs, salts, solvates and co-crystal. Various phases of a given compound 

commonly have different physical or chemical properties (such as solubility, dissolution rate, 

stability, and bioavailability). The full characterization of the phase transitions, in particular for 

organic products like pharmaceuticals and fine chemicals, can afford along its life time and is 

of great importance in many fields. Therefore, an accurate determination of the structural 

properties of the crystalline solid phases is necessary.  

Phase transitions are controlled by thermodynamics and kinetics. Thermodynamic 

considerations decide the ultimate stability of the solid phases, whereas kinetics tell the possible 

pathway and how fast a change can occur. Both aspects must be taken into account to build a 

comprehensive picture of the phase transitions. Phase diagrams are useful graphical 

representations of the phase transitions and the most popular techniques used for their 

determinations are thermal analysis (TA), differential thermal analysis (DTA) and differential 

scanning calorimetry (DSC) accompanied by X-ray diffraction and microscopy observations. 

DSC has an advantage over DTA and TA, is to give precise value of enthalpy of thermal events 

in addition to temperature. Nevertheless, many thermal effects can occur in narrow temperature 

ranges that make the interpretations of the DSC curves (i.e., the separation of the different 

thermal events) difficult or even impossible. For example, in the case of a eutectic phase 

diagram, eutectic temperature and liquidus temperature are often too close to be distinguished 

when the compositions are close to the eutectic composition. It is thus impossible to determine 

eutectic temperature, liquidus temperature and the precise eutectic composition from direct 

experimental DSC curves. Tammann graph and deconvolution process could be applied, but 

regrettably, the estimation treatment would give a less accurate result.  

A commonly used technique to determine the kinetics of phase transitions is DSC. The volume 

fraction of the transferred phase can be obtained from the corresponding enthalpy released. 

Unfortunately, this calculation is only a rough estimation. Moreover, in some cases, the 

transition is so slow that the thermal event would spread over a large time/temperature scale, 

which makes the calculation impossible.  
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As we previously mentioned, the precise characterization of the crystalline phase is an aspect 

that must not be neglected. Crystals, more precisely perfect crystals, in which the atoms arrange 

in an ordered array, provide an important starting point for understanding properties of solids. 

Many organic materials go through mesophases (partial ordered) in passing from the crystal to 

the isotropic liquid. One mesophase that retain a 3-dimensional crystal lattice with translational 

order but orientational disorder (i.e., disordered crystal mesophases) is known as "plastic 

crystal". As the temperature of such a material is raised, a point is reached at which the 

molecules become energetic enough to overcome the rotational energy barriers. Therefore, the 

crystal structure or even the symmetry could be slightly changed. However, the detection of 

this change could be too subtle to be captured by “ususal techniques”.     

To solve the above issues, classical techniques, such as differential scanning calorimetry, X-ray 

diffraction, spectroscopy and microscopy might not sufficient. Therefore, the development of 

complementary analytical methods in addition to the classical techniques is beneficial.  

In 1968, Kurtz and Perry developed a nonlinear optical method ___ second harmonic generation 

(SHG) on powder, to detect the crystalline non-centrosymmetry with a high sensitivity. Then, 

this method has raised certain interests since suitable single crystals are often easily not 

available. Besides, although some examples of the use of second harmonic generation for the 

characterization of the phases transitions can be found in literature, but mainly for inorganic 

compounds. This technique has not been widely applied for powdered organics and the use in 

laboratories is often limited to a simple measurement at ambient temperature by a newly 

synthesized compound to rapidly evaluate its potential for nonlinear optical applications.  

The aim of the present Ph.D thesis is to extend the applications of powder SHG method and to 

combine this technique with other classical techniques to understand more deeply the phase 

behaviors and to solve problematic issues encountered in some solid-state materials. 

The results of this research work are presented in this document organized as follows: 

In chapter I, basic notions about crystals, crystal structures, thermodynamics of phase equilibria 

and solid-solid phase transitions will be introduced. Also, the second harmonic generation and 
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powder SHG will be detailed.  

In chapter II, SHG signal variations versus temperature (TR-SHG) will be interpreted and used 

to study the binary eutectic phase diagram between urea and water. The possibility to accurately 

determine eutectic composition by TR-SHG will be discussed. In the following parts, 

metastable eutectic phase diagram between 1,3-dimethylurea and water, system between 

hexamethylenetetramine and water will also be studied. The effects of phase-matchable and 

non-phase-matchable materials on the SHG signal will be detailed.  

In chapter III, the kinetics studies by TR-SHG will be presented. The first case deals with the 

kinetics of crystallization of 1,3-dimethylurea monohydrate. The second case study is devoted 

to the monotropic phase transition of 2-adamantanone.  

Chapter IV focus on the investigations of solid-solid transitions by TR-SHG. Case study of 

adamantane and 1-fluoro-adamantane will be detailed.  

Finally, the general conclusion will briefly summarize the main results of this thesis and future 

potential work will be proposed. 
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This chapter gives an overview of the basic notions that help to the understand the manuscript. 

Notions in crystals and crystal structures, thermodynamics of phase equilibria, solid-state phase 

transitions, second harmonic generation and powder second harmonic generation will be 

introduced.    

I-1. Crystals and Crystal Structures 

In this paragraph, the notion of “crystal” is introduced and the way atoms arranged in crystals 

will be illustrated by crystallography. Many chemical (including biochemical) and physical 

properties depend on crystal structure and knowledge of crystallography is essential if the 

properties of materials are to be understood and exploited1. 

I-1-1. Crystals 

Gas, liquid and solid are the three general states of matter with different degrees of atomic or 

molecular mobility. The molecules move freely and randomly in a gas or liquid, while in the 

solid-state, this motion is confined to a fixed position. Solids can either be crystalline or 

amorphous. If the atoms arrange in a strict and periodic array (long-range order, LRO), this 

material is a crystal. By contrast, if only a short-range order (SRO) is present, the material is 

amorphous2. Figure I-1 shows the arrangements of atoms in these two cases. 

  
Figure I-1. 3D arrangement of atoms in a crystal (left) and a short-range order in an amorphous material (right). 

Crystals are the most ordered manner to pack the materials and are almost always the most 

stable solid-state. They comprise a rigid lattice of molecules, atoms or ions, the locations of 

which can be used to characterize the crystals. Johannes Kepler3, is the first person to relate the 

external form or shape of a crystal to its underlying structure. In his paper “a new year’s gift or 

the six-cornered snowflake’, he asked why snowflakes always have six corners, never five or 
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seven? Thanks to the modern techniques of X-ray crystallography, the lattice dimensions and 

interfacial angles of crystals are revealed with high precision. This part will be introduced in 

the following.     

I-1-2. Crystal Structures  

I-1-2-1. Crystal Lattices 

As illustrated above, crystals are three-dimensional, periodic arrays of atoms or molecules. 

They have distinct structures made up of a lattice. The group of atoms or molecules that repeats 

itself is called a unit cell and it contains the complete structural information. The smallest 

possible unit cell is called a primitive unit cell. The parameters a, b, c, α, β and γ that define 

a primitive unit cell are called unit cell parameters (see Figure I-2). 

 
Figure I-2. Schematic representation of a unit cell defined by primitive translation vectors. 

I-1-2-2. Symmetry in Crystals 

Symmetry (Greek=harmony, regularity) means the repetition of a motif and thus the agreement 

of parts of an ensemble. An object is symmetric if it cannot be distinguished before and after 

transformation4. The three simple symmetry elements are:  

 symmetry about a point (a center of symmetry)  

 symmetry about a line (an axis of symmetry)  

 symmetry about a plane (a plane of symmetry) 

In the crystalline solids, many of the geometric shapes are recognized as being symmetrical. 

However, only a limited number of symmetry elements can be found. 1, 2, 3, 4, 6, 1ത, 2ത=m, 3ത, 

4ത, 6ത (in Hermann-Mauguin notation). 5-fold, 7-fold, 8-fold, or higher-fold rotation axes are 

not possible in crystals, since the external shape of a crystal is based on a geometric arrangement 
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of atoms. We cannot combine objects with 5-fold and 8-fold apparent symmetry to completely 

fill space5. As illustrated below (Figure I-3). 

 
Figure I-3. Packing of objects displaying 5- and 8-fold symmetry. They do not fill completely space and therefore 

they are not compatible with crystals (but with quasi-crystals1). 

There are only 32 possible combinations of the above-mentioned symmetry elements, including 

the asymmetric state (no elements of symmetry), these are called the 32 point groups (PG). 

For convenience, these 32 PG are grouped into 7 crystal systems (Table I-1)2.  

Table I-1. Overview over the 7 crystal systems: they are defined by the lengths and angles of the primitive 

translation vectors and exhibit different levels of symmetry. 

Crystal System Lengths Angles 

Triclinic 

Monoclinic 

Orthorhombic 

Trigonal 

Tetragonal 

Hexagonal 

Cubic 

a് ܾ ് ܿ 

a് ܾ ് ܿ 

a് ܾ ് ܿ 

aൌ ܾ ൌ ܿ 

a് ܾ ് ܿ 

aൌ ܾ ് ܿ 

aൌ ܾ ൌ ܿ 

ߙ ് ߚ ്  ߛ

ߙ ൌ ߚ ൌ 90° ്  ߛ

ߙ ൌ ߚ ൌ ߛ ൌ 90° 

ߙ ൌ ߚ ൌ ߛ ് 90° 

ߙ ൌ ߚ ൌ ߛ ൌ 90° 

ߙ ൌ ߚ ൌ 90°, ߛ ൌ 120°

ߙ ൌ ߚ ൌ ߛ ൌ 90° 

However, the choice of a unit cell does not always lead to a simple lattice, the above crystal 

systems are not sufficient to describe all the possible lattices and thus it is not yet the best 

solution for a classification with respect to symmetry. Bravais6 introduced several “modes” 

noted as P (primitive), I (body centered), F (face centered), A, B or C (one face centered). The 

combination of these centering types with 7 crystal systems conducts to the classification of the 

14 Bravais lattices. The combination of 14 bravais lattices and 32 point groups constitutes 73 

symmorphic space group.  

                                                 
1 A quasicrystal has an ordered structure, but lacks translational symmetry.  
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I-1-2-3. The Classification of Point Groups 

Point groups containing inversion centers are centrosymmetric, otherwise they are non-

centrosymmetric. Mathematically, if there is an atom at position (x, y, z) relative to the center 

of symmetry, there must also be an atom at (-x, -y, -z) (Appendix I)1. Non-centrosymmetric is 

further divided into chiral and polar types. Chiral point groups, in which only rotation or screw 

axes are contained. For polar point groups, every operation leaves more than one common 

point unmoved (For example, the point group of 2, in which all points on the 2-fold axis are left 

unmoved by the operation of the 180° rotation7). The classification of point groups into 

centrosymmetric achiral (CA), non-centrosymmetric chiral (NC) and non-centrosymmetric 

achiral (NA) is shown below (Table I-2). 

Table I-2. Point groups classified as CA: centrosymmetric achiral, NC: non-centrosymmetric chiral and NA: 

non-centrosymmetric achiral. 

  CA NC NA 

Point Group

1ത 3ത 3തm m3 m3m 

2/m 4/m 6/m 

mmm 4/mmm 6/mmm

1 2 3 4 6 

32 23 

222 422 432 622

4ത 6ത 

4ത2m 4ത3m 6തm2 

m mm2 3m 4mm 6mm 

I-1-3. Space Groups 

I-1-3-1. The Basics of Space Groups 

In repeating lattices in 3 dimensions, two translational symmetry elements are introduced:  

 Screw axis (rotation followed by translation: 21, 31, 32, 41, 42, 43, 61, 62, 63, 64, 65)  

 Glide plane (reflection followed by translation: a, b, c, d and n).  

Combination of the 14 Bravais lattices with the 32 point groups and these translational elements 

results in the 230 space groups (SG) (see Figure I-4), i.e., 230 distinct ways of packing 

repeating object in 3D, which describes all possible crystal symmetries8. A summary of all the 

space groups are given in the International Tables for Crystallography.  

 

Figure I-4. All the necessary elements to form space groups. 
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I-1-3-2. Space Group Frequencies  

Although there are 230 space groups, in practice the symmetry of the known crystal structures 

is not evenly distributed. It often depends on the type of materials (e.g., metallic, inorganic or 

organic). Metals, which are made of simple atoms, often crystallize in highly symmetrical 

crystalline systems (hexagonal, cubic)9. In the case of inorganic compounds, the most 

representative space groups are included in more various crystalline systems (frequently occurs 

in the SG of Pnma, P21/c, Fm3ത m, Fd3ത m, I4/mmm)10,11. For “small” organic compounds 

(polymers and proteins are excluded), over 95% of the structures belong to either the triclinic, 

monoclinic or orthorhombic crystal systems, which have low symmetries.  

Based on the Cambridge Structural Database (CSD) released in January 2017, 865,342 

structures are included. 677,467 (78 %) structures crystallize in centrosymmetric space groups, 

187,875 (22 %) in non-centrosymmetric space groups. 141,626 (16 %) structures crystallize in 

Sohncke space groups (Chiral SG). Table I-3 shows the 10 most frequently observed space 

groups in the CSD 2017. Among the 865,342 fully defined crystal structures, 87.8% crystallize 

in only 10 space groups, among which 15.8% crystallize in 5 non-centrosymmetric space 

groups (in bold).  

Table I-3. The top 10 space group frequency ranking in CSD released in January 2017. 

Space Group P21/c P1ത C2/c P212121 P21 Pbca Pna21 Pnma Cc P1 

Frequency (%) 34.5 24.7 8.4 7.2 5.2 3.3 1.4 1.1 1.0 1.0 

I-1-3-3. Non-centrosymmetric and Cubic Crystal Classes 

Is it possible that a crystal belongs to a cubic lattice while exhibits non-centrosymmetric 

properties? The answer is yes. Gallium arsenide (GaAs) provides one of the example. Gallium 

arsenide crystallizes in the zinc blende structure (named after the well-known mineral form of 

zinc sulfide), which has a cubic space group F4ത3m (non-centrosymmetric). Compared with the 

structure of diamond, which crystallizes in a centrosymmetric space group Fd3ത m. Both 

materials crystallize in the cubic crystal lattice (Figure I-5), but the arrangement of atoms within 

the lattice allows carbon but not zincblende to possess a center of inversion symmetry12.  
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Figure I-5. The structure of (a) diamond, the structure is centrosymmetric and (b) zincblende, the structure is non-

centrosymmetric. Both possess a cubic lattice. 

I-1-3-4. Space Group Determination 

Since the early 20th century, the physics of diffraction by crystals has been worked out in detail. 

When the wavelength of the radiation is similar to that of the atoms pacing in a crystal, the 

scattering occurs, which is called diffraction. And the electronic magnetic waves are diffracted 

by atoms in a characteristic way, called a diffraction pattern. Since the wavelength of X-rays 

(0.5-2 angstroms) is in the same range than the atoms in crystals and the X-rays are cheap and 

easy to obtain, the X-ray diffraction becomes the most widespread technique for structure 

determination (we should notice that the electron and neutron diffractions are also of great help, 

as these reveal features that are complementary to X-rays)6.  

Bragg’s law gives the required condition for the X-ray diffraction (Figure I-6): 2݀௛௞௟sinθ ൌ nλ. 

݀௛௞௟ is the distance between the plans, θ is the angle of irradiation, n is a natural integer, and 

λ is the wavelength of the incident rays. For a given plane (hkl) with an interplanar distance of 

݀௛௞௟, constructive interference only occurs when Bragg’s law is satisfied. 

 
Figure I-6. Schematic illustration of Bragg's law for X-ray diffraction. 
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Usually, two methods: single crystal X-ray diffraction (SCXRD) and X-ray powder 

diffraction (XRPD) are used. The SCXRD is considered as the best method for structure 

determinations, but it requires a single and stable crystal (generally between 50-250 microns in 

size), which is difficult to obtain for some materials. XRPD is a simple technique in terms of 

sample preparation, but certain structural information can be lost. Here, we need to make two 

notions clear: single crystal and powder. The repetition of the unit cell by means of lattice 

translations gives rise to a particle in which the periodicity and the chemical nature of the crystal 

phase are homogeneous. The particle is limited by planar interfaces corresponding to specific 

reticular plans in the structure. Such a particle is called a single crystal. Powder can be 

regarded as dozens of randomly arranged small crystallites.  

The positions and intensities of the diffraction peaks obtained from either SCXRD or XRPD 

are a function of the arrangements of the atoms in space and some other atomic properties, such 

as the atomic number of the atoms. It is possible to deduce the arrangement of the atoms in the 

crystal and their chemical nature by the indexing of diffraction peaks. 

Three steps are required to determine the space groups1,13:  

 Determine the positions of the diffraction peaks to extract the information about the size of 

the unit cell and systematic existence of diffraction spots (68 direct determinations without 

ambiguity) among 230 SG.  

 Calculate intensities of the diffraction patterns and relate these data to the crystal structure.  

 It is necessary to recreate an image of the crystal, the crystal structure itself, using the 

information contained in the diffraction pattern.  

Correct space group determination of a crystal structure is not always trivial. In a large number 

of publications14–17, the space groups turn out to have been incorrectly determined. The 

determination of “centrosymmetric or non-centrosymmetric” is probably the most irksome 

problem. For many of the most common pairs of space groups P1ത and P1, P21 and P21/c, Cc 

and C2/c, and Pna21 and Pnam, the choice between the two is ambiguous18.  
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I-2. Thermodynamics of Phase Equilibria 

The following part will be dedicated to basic notions of thermodynamics of phase equilibria 

(heterogeneous equilibria) with special attention to organic systems. You may notice that the 

phase equilibria exist everywhere in our daily life. In a boiling pan of water, the bubbles of 

steam are formed by the water itself. The system reaches the equilibrium by changing phase 

from liquid to vapor. When you drink a beer, the rising bubbles signify gases dissolved in the 

beer and forming a separate phase. We make roads safer between the ice and snow by spreading 

salt to lower the melting point of water.  

I-2-1. Basic Notions  

A phase corresponds to a part of the system considered as homogeneous with uniform physical 

and chemical characteristics, in principle separable from the rest of the system. When several 

phases take place in a system (gas, solid(s) and liquid(s)), the equilibria between these different 

phases are called heterogeneous equilibria19. A graphical representation of the various phases 

present in equilibrium as a function of intensive variables (classically the pressure and the 

temperature) is a phase diagram. It is a convenient tool employed in material science and in 

pharmaceutical industry during the development of a new product and its production process20. 

An exception to the rule that only true equilibrium states are recorded on phase diagrams is 

found in the representation of so-called metastable equilibria (non-equilibria).  

I-2-2. Gibbs Phase Rule  

Degree of freedom (or variance) F is the number of variables (temperature, pressure and 

composition) that can be changed independently without changing the phases of the system. 

Gibbs phase rule describes the possible degrees of freedom (F) in a closed system at 

equilibrium in terms of the number of separate phases (P) and the number of independent 

components (C) in the system, which is derived from thermodynamic principles by Josiah W. 

Gibbs in the 1870s21: 

ܨ                             ൌ ܥ െ ܲ ൅ 2                             (I-1) 

The number 2 in the equation refers to the number of intensive variables considered (the 

pressure and the temperature). The phase rule determines the constraints that are placed upon a 
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phase diagram and is a guide to the interpretation of experimental observations22. For example, 

in the case of a unary system (only one independent component is considered, Figure I-7), the 

phase rule gives: F=1-P+2= 3-P.  

 

Figure I-7. A unary phase diagram. 

 Point A: only liquid exist, P=1, the phase rule gives: F=2. This implies two degrees of 

freedom. Within limits, the pressure and temperature can be changed independently or 

together, and point A will still be in the liquid domain. 

 Point B: the solid and liquid coexist, P=2, the phase rule gives: F=1. There is only one 

degree of freedom. If the temperature is changed, the pressure must also be adjusted to 

remain on the boundary.  

 Point C: solid, liquid and vapor co-exist, P=3, the phase rule gives F=0. There are zero 

degree of freedom. All three phases coexist at one point with fixed temperature and 

pressure, which is called triple point23.  

I-2-3. Gibbs Free Energy 

A system is at equilibrium when thermal equilibrium, mechanical equilibrium and chemical 

equilibrium are concomitantly reached in every of its open subsystems (i.e., phases). The state 

of equilibrium requires no further tendency for the system to change and corresponds to the 

lowest Gibbs free energy24, labelled G. The thermodynamic relationship between G and the 

entropy is written as (suppose that the pressure is constant):  

ܩ                             ൌ ܪ െ ܶܵ                              (I-2) 



Chapter I Generalities 

16 
 

- G: Gibbs free enthalpy (J•mol-1), H: enthalpy (J•mol-1),  

- T: temperature (K), S: entropy (J•mol-1•K-1).   

Attention should be payed that Gibbs free energy is not energy. Although G has the units of 

energy (joules, or in its intensive form, J.mol-1), it lacks one of the most important attributes of 

energy in that it is not conserved. 

I-2-4. Stable Equilibrium and Metastable Equilibrium 

As illustrated in Figure I-8, A is at stable equilibrium with the lowest free energy G. B lies at a 

local minimum of free energy but do not have the lowest possible value of G. It is at the 

metastable equilibrium state. 

 

Figure I-8. Gibbs free energy for different states in a system. A has the lowest free energy and therefore is at the 

equilibrium state. B is at a state of metastable equilibrium. 

A phase diagram tells us the phases in equilibrium, their compositions and proportions, also 

gives a starting point from which the non-equilibrium can be inferred19. Based on the Ostwald 

rule of stages, when the system is out of equilibrium, the intermediate metastable states will be 

involved before reaching the final stable state. Generally, the metastable state should 

irreversibly change to the equilibrium state. But the time spent in the metastable state can vary 

within a range of 10-12 to 109 s25,26. In some particular cases, the metastable equilibrium is more 

favorable to reach than the equilibrium state27. It is important to understand the metastable 

phases and to construct the metastable phase diagrams. However, due to the difficulty in the 

experimental determination, the metastable phase diagrams are often calculated and 

extrapolated from the equilibrium phase diagrams28. Extrapolations to metastable conditions 

may give quite different and even wrong results29. 
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I-2-5. Unary Systems 

Figure I-7 refers to a one-component system (unary system). The thermodynamic stability of 

each phase in the equilibrium as a function of temperature is given by the minimization of the 

G-curves (Figure I-9). Below T1, the most stable phase is solid. At T1, the G values of both the 

solid phase and the liquid phase are equal (the two phases are in equilibrium), the phase changes 

from solid to liquid, T1 is the melting point. Between T1 and T2, liquid phase is the stable phase. 

At T2, liquid changes to vapor, represents the boiling point. Above T2, vapor is the stable phase. 

 
Figure I-9. Gibbs free energy curves for a unary system. The red line shows free energy curve of the system. 

I-2-6. Binary Systems  

I-2-6-1. Types of Binary Systems 

A binary phase diagram consists of two independent components, showing the equilibrium 

constitution. When pressure is fixed, it is a diagram with temperature and composition as axes19. 

All types of reactions are illustrated in Table I-4 and Figure I-10 shows the various types of 

equilibrium that can be encountered in binary phase diagrams. 

Table I-4. Types of invariant reactions in a binary equilibrium phase diagram at constant pressure30. 

Reaction Eutectic Monotectic Metatectic Peritectic 

Phase equilibrium L↔S1+S2 L1↔S1+L2 S1↔S2+L S1+L↔S2 

Reaction Syntectic Eutectoid Peritectoid Monotectoid 

Phase equilibrium L1+L2↔S S1↔S2+S3 S1+S2↔S3 S1a↔S1b+S2 
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Figure I-10. Binary phase diagram showing different types of equilibria (colored segments). The suffix “-oid” 

corresponds to invariants with solid phases only. 

I-2-6-2. Lever Rule 

For a binary system of known composition and temperature that is at equilibrium, at least three 

kinds of information are available: (i) the phases that are present, (ii) the compositions of these 

phases, and (iii) the percentages or fractions of the phases31. To determine the percentages or 

fractions of the phases present in this phase diagram, the tie line (across the two-phase region) 

should be used in conjunction with a simple mathematical procedure that is called the lever 

rule, which is a tool to apportion the components (illustrated in Figure I-11). 

 
Figure I-11. Binary eutectic phase diagram to illustrate the lever rule. 

For the composition of x, the tie-line is of length l while the lengths of the segments to either 

side of the constitution point are a and b respectively. The weight fractions of liquid and solid 

in the alloy are w୪୧୯ ൌ ୟ

୪
 , wୱ୭୪ ൌ ୠ

୪
 . This illustrates why the name is the lever rule ___ it is 
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analogous to balance two weights on either side, with the shorter distance belonging to the 

greater weight. One should note that the lever rule can be applied only if the compositions of 

phases are expressed in terms of weight percent of the components. 

Two types of phase diagrams were studied in detail in this thesis. One is eutectic phase diagrams 

and the other one is the peritectic phase diagrams.  

I-2-6-3. Eutectic Phase Diagrams  

Eutectic refers to a specific type of phase diagram, or part of a phase diagram, as illustrated in 

Figure I-12, where a homogeneous liquid solidifies into two different solid phases32. The three-

phase reaction that takes place at the invariant point, E (eutectic point), is called a eutectic 

reaction (from the Greek word for “good fusion”). The temperature that corresponds to the 

eutectic point is called eutectic temperature (TE), which defines the lowest melting point of 

the system. The corresponding composition is eutectic composition (XE). The composition to 

the left of the eutectic point is called a hypoeutectic composition (the Greek word for “less 

than”); to the right is a hypereutectic composition (meaning “greater than”)20.  

 
Figure I-12. A binary eutectic phase diagram. 

I-2-6-3-1. Eutectic Solidification 

In a binary eutectic phase diagram, the schematic representation of crystalline structures on 

cooling is shown in Figure I-13. For composition 1, upon cooling, it forms A crystals in liquid 

when it passes through the liquidus. When cools through the eutectic temperature, the remaining 

liquid freezes to form a eutectic mixture of A and B. Therefore, the final microstructure of 1 

contains proeutectic A in a matrix of eutectic (A and B). For composition 2 (exactly the eutectic 
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composition), upon cooling from the liquid state, it converts from a liquid to a solid at the 

eutectic temperature. The resulting solid contains both A and B phases. The composition 3 is 

similar to composition 1, except the final microstructure has proeutectic B in a matrix of eutectic. 

 

Figure I-13. Schematic of eutectic freezing. 

I-2-6-3-2. Eutectic Mixtures  

Eutectic Mixtures are characterized by the simultaneous growth of two phases from a single 

liquid, resulting in a microstructure with globally a fixed ratio of the two phases. The relative 

fractions of the eutectic microstructure can be found by treating the eutectic as a separate phase 

and applying lever rule. It can be classified according to two criteria: 

 Lamellar or fibrous morphology of the phases. When there are approximately equal volume 

fractions of the phases (nearly symmetrical phase diagram), eutectic systems generally 

have a lamellar structure (Figure I-14-(a)). While if one phase is present in a small volume 

fraction, this phase will in most cases tend to form fibers (Figure I-14-(b)).  

 Regular or irregular growth. If both phases are non-faceted (usually when both are metallic), 

the eutectic solid will exhibit a regular morphology. While if one phase is faceted, the 

eutectic morphology often becomes irregular (Figure I-14-(c)).  

The eutectic growth is essentially solute diffusion controlled. However, during eutectic 

solidification, the A and B phases grow side by side in a cooperative manner. The B atoms 

rejected by the A phase are needed for the growth of the B phase, and vice versa. The solute 
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then needs only to diffuse along the solid-liquid interface from one phase to the other. This is 

the fundamental reason for the occurrence of eutectic growth20.  

 

Figure I-14. Eutectic structures with (a) a lamellar structure, (b) a fibrous structure, and (c) irregular “Chinese 

script” eutectic consisting of faceted Mg2Sn phase in a magnesium matrix.  

I-2-6-4. Peritectic Phase Diagrams 

The term peritectic refers to reactions in which a liquid phase reacts with at least one solid 

phase to form a new solid phase20. The generalized form of this peritectic reaction is: α ൅ L ↔

β, as is shown in Figure I-15, the peritectic temperature is Tp.  

 
Figure I-15. Types of peritectic systems. (a) Type A system where the ߙ/ߚ ൅  solidus have ߚ solvus and the ߚ

slopes of the same sign. (b) Type B system where the slopes have opposite signs. (c) Type C system where the ߚ 

phase has a limited composition.  

I-2-6-4-1. Peritectic Solidification  

Upon cooling from the melt (Figure I-16-(a)), the liquidus is reached at temperature T1, where 

crystals of α phase begin to form. The composition of this phase changes along the solidus 

and reaches the peritectic line. The peritectic reaction occurs: liquid and α react together to 

form β under equilibrium conditions. All the previously formed α as well as the liquid must 

be consumed and the freezing must be completed isothermally by this process.  
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The formed β phase surrounds the solid α particles, as shown in Figure I-16-(b), α atoms must 

diffuse through the β crust to reach the liquid for the reaction to continue. However, diffusion 

through the solid phase is much slower than diffusion through a liquid. As the peritectic reaction 

continues, the α layer gets thicker and the reaction slows down even more.  

 
Figure I-16. (a) Schematic of peritectic freezing and (b) diffusion of α atoms through the β crust to reach the liquid.  

I-2-6-4-2. Mechanisms of Formation of Peritectic Structures 

The formation of peritectic structures can occur by at least three mechanisms: 

 Peritectic reaction, where all three phases (α, β, and liquid) are in contact with each other. 

Peritectic reactions can proceed only as long as α and liquid are in contact. The β phase 

solid nucleates at the α liquid interface and readily forms a layer isolating α from the liquid.  

 Peritectic transformation, where the liquid and the α phase are isolated by the β phase. 

The direct peritectic reaction can no longer take place. Further growth of the β  phase 

because of disappearance of the α phase will then occur by solid-state diffusion.  

 Direct precipitation of β phase from the melt, when there is enough undercoating below 

the peritectic temperature, Tp. Direct precipitation of β from the melt can occur when a 

peritectic reaction or peritectic transformation is sluggish. 
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The terms “peritectic reaction”, “peritectic transformation” and “direct precipitation” are useful 

for presenting different theoretical stages of peritectic solidification, but in real solidification 

conditions they are difficult to separate experimentally33.  

I-2-7. Ternary Systems  

A ternary phase diagram involves three components and represents four dimensions (the three 

components plus temperature). It can be described as a combination of three binary phase 

diagrams. As is shown in Figure I-17, a ternary eutectic phase diagram is composed of three 

binary eutectic phase diagrams.  

 

Figure I-17. Schematic ternary eutectic phase diagram and its three binary phase diagrams. 

The use of ternary phase diagrams is of great importance in crystallization of molecular 

compounds. For example, the ternary phase diagram of two enantiomers and a solvent (or a 

mixture of solvents) provides important data for a successful enantiomeric resolution by means 

of crystallization, e.g., preferential crystallization (PC)34,35. The use of ternary phase diagrams 

also helps to understand the purification efficiency and its limits, e.g., presence of solid 

solutions (a solid solution is a single crystalline phase consisting of a main component and a 

small amount of another component which can exist/dissolve in the crystal structure of the main 

component)36. To be more convenient, 2D representations are studied: isothermal sections or 

isoplethal sections (Figure I-18). An isopleth section is the study of a composition of particular 

interest over a range of temperature.  
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Figure I-18. Isobaric representation of a ternary diagram in 2 dimensions. From this diagram, isothermal section 

(T remains unchanged) or isoplethal section (composition remains unchanged) can be extracted. 

I-3. Solid-state Phase Transitions 

The basic knowledge of crystals has been introduced at the beginning of this chapter. The 

following part will focus on the different forms of the crystals and the transitions between them.  

I-3-1. Crystalline Solids 

Crystalline solids can exist in the forms of polymorphs, solvates or hydrates. A polymorph 

(Greek: poly = many, morph = form) as defined by McCrone is “a solid crystalline phase of a 

given compound, resulting from the possibility of at least two different arrangements of the 

molecules of that compound in the solid-state”37. A common example that shows the changes 

of polymorphism is chocolate. Cocoa butter is the primary ingredient in chocolate, more than 

six polymorphs exist, but only one form is ideal as a confection. Improper storage or transport 

conditions cause it to transform into other polymorphs38,39. Polymorphism is also critical in 

pharmaceuticals, solid-state pigments and polymer manufacture40. Solvates, are crystalline 

solid adducts containing solvent molecules within the crystal structure, in either stoichiometric 

or nonstoichiometric proportions. If the incorporated solvent is water, a solvate is called a 

hydrate41. Because different crystalline polymorphs and solvates differ in crystal packing, 

and/or molecular conformation as well as in lattice energy and entropy, there are usually 

significant differences in their physical properties, such as density, hardness, tabletability, 

refractive index, melting point, enthalpy of fusion, vapor pressure, solubility, dissolution rate, 

other thermodynamic and kinetic properties and even color42.  
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A large number of analytical methods are currently used to characterize the crystalline solids. 

The physical form is characterized by X-ray powder diffraction, infrared and solid-state NMR 

spectroscopy, differential scanning calorimetry, and microscopy. The valuable piece of 

information about a crystalline solid, although not always available, is the molecular structure, 

determined by single-crystal X-ray diffraction43. Besides these classical techniques, a nonlinear 

optical method ___ second harmonic generation can be used to monitor the phase transitions 

involving symmetry changes.  

I-3-2. Paths of Forming Crystals  

Figure I-19-(a) illustrates 3 ways a liquid behaves. Usually, when a liquid is cooled down slowly 

or moderately, crystals will be formed through a nucleation-growth process44. While by 

undercooling the liquid rapidly enough, crystallization can be avoided, it will go through a 

supercooled liquid and form a glass below the glass transition temperature (Tg) (Figure I-19-

(b))45. 

 

Figure I-19. Schematic representation of the possible transitions of a liquid into an ordered crystal, a structural 

liquid, or a glassy crystal and (b) schematic typical plots for glass transition. The value of Tg depends on the 

cooling rate. The higher the cooling rate, the higher the value of Tg.  

In a plastic crystal (first introduced by Timmermans46), which only the orientational degrees 

of freedom of the molecules show glassy freezing while their centers of mass are completely 

fixed on a crystalline lattice with strict translational symmetry, thus, it is translationally ordered 

and orientationally disordered (OD).47 When the crystal is cooled rapidly enough to prevent the 
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transition towards the low-temperature ordered phase, the disordered system is supercooled and 

ultimately goes into a glassy state.48 In this glassy phase the average translational order of the 

plastic phase is preserved but the orientational disorder is partially frozen. These features have 

led to the apparently paradoxical term glassy crystal49. 

Attention should be paid to differentiate a “glass” and a “glassy crystal”. A glass is an 

amorphous solid2 that is a non-crystalline solid and lacks the long-range order. So, no reflection 

peak can be observed from XRD (within the author’s understandings). While a glassy crystal 

shows essentially all the conventional manifestations of a glass transition at a Tg, and the initial 

lattice is preserved51. Therefore, a glassy crystal can exhibit XRD reflections. 

I-3-3. Phase Transitions  

A phase transition is an event which entails a discontinuous (sudden) change of at least one 

property of a material52. Studies of phase transitions in the solid-state play an important role in 

a number of industrial and commercial applications. The sudden appearance or disappearance 

of a crystalline form can threaten process development and can lead to serious consequences. 

In the following part, we mainly focus on the polymorphic transitions. 

I-3-3-1. The Classification of Phase Transitions 

A thermodynamically stable phase can become unstable relative to another phase by a change 

of the external conditions (temperature, pressure). This causes a stress that can induce a 

transition. The transition is enantiotropic if it can be reversed by returning to the original 

conditions. Monotropic phase transitions are irreversible, i.e., they start from a phase that is 

only kinetically stable, but thermodynamically unstable at any condition.  

For reversible process (enantiotropic), Ehrenfest (1933) classified phase transitions as first-

order and second-order in terms of "continuity" or "discontinuity" from a thermodynamic point 

of view. In a first-order phase transition (Figure I-20-(a)), at least one of the first derivatives 

of the Gibbs free energy (G) experiences a discontinuous change. Measurement yields a 

hysteresis curve (Figure I-20-(b)).  

                                                 
2 C. A. Queiroz and J. Šesták50 tried to differentiate the conceptions “amorphous” and “glass”. Generally, a glass features the 

phenomenon of glass transition. We can say that, all glasses are amorphous solids, but not all amorphous solids are glasses.  
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Figure I-20. (a) Temperature dependence of the Gibbs free energies G1 and G2 for two phases that are transformed 

at the temperature Tc of a first-order transition. (b) Hysteresis curve of the heat contents (enthalpy) H of a specimen 

at an enantiotropic, temperature-dependent first-order phase transition. Arrows mark the direction of temperature 

change. 

For a second-order phase transition (Figure I-21), volume and entropy experience a 

continuous variation, but at least one of the second derivatives of G exhibits a discontinuity. No 

hysteresis exists. For a phase transition of n-th order, a discontinuity appears for the first time 

at the n-th derivative (however, third and higher order transitions do not really occur)52. 

Concerning the mechanisms, first-order transitions occur by means of full destruction of the 

initial crystal phase induced by the nucleation and growth of the final crystal phase53. Second-

order transitions are often supposed to occur in a concerted manner by a so-called soft-mode 

mechanism. In this type of transition, the two phases are expected to have a high degree of 

orientational relationship54. 

 

Figure I-21. Temperature dependence of the Gibbs free energies G1 and G2 for two phases that are transformed 

at the temperature Tc of a second-order transition. 
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However, this classification has been strongly criticized, especially by Mnyukh55. To 

distinguish between first and second order transitions, the reliable indicators are interface, 

heterophase state, and hysteresis ___ any of them is sufficient. However, these indicators can be 

too small to be detected. So, according to Mnyukh, true second-order phase transitions will 

never be found and the solid-state transitions could only occur through a nucleation and growth 

mechanism, and the nucleation step would be critically dependent on the presence of suitable 

defects, such as micro-cavities and other surface irregularities between crystal domains.  

Based on changes in the structures, Buerger56 proposed to classify the solid-state phase 

transitions into the following three categories:  

 Reconstructive phase transitions: chemical bonds are broken and rejoined; the 

reconstruction involves considerable atomic motions. Such conversions are always first-

order transitions. 

 Displacive phase transitions: atoms experience small shifts.  

 Order-disorder transitions: different kinds of atoms that statistically occupy the same 

crystallographic point orbit in a crystal become ordered in different orbits or vice versa. Or 

molecules that statistically take several orientations become ordered in one orientation. 

I-3-3-2. Order-disorder Transitions 

Primary characteristic of a crystalline solid is the existence of 3-dimensional periodicity in the 

arrangement of atoms, i.e., the positional and orientational order. Such a state of crystalline 

arrangement corresponds to perfect order, which is never realized in materials at any 

temperature other than 0 K. It is therefore pertinent to speak of the extent of order or disorder 

in materials. This is best done in terms of order parameters. Order parameters are defined in 

such a way that they are equal to unity in the perfectly ordered state and zero in the completely 

disordered state. In the case of second-order transitions, the order parameter decreases to zero 

as the critical temperature Tc is approached. Heat capacity and similar derivative properties 

increase rapidly. Order-disorder transitions show such behavior, generally referred to as critical 

phenomena.57  
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I-3-3-3. Landau’s Phenomenological Approach 

A phenomenological treatment of phase transitions has been given by Landau in 193758. The 

theory is based on the assumption that the free energy of a system is a continuous function that 

can be developed in a Taylor series near Tc, depending on the order parameter that is 

characteristic of degree of order, and noted ξ. It can be magnetization for ferro-paramagnetic 

transition, the polarization for ferro-paraelectric transition, or the percentage of atoms that are 

on their right sublattice for an order-disorder transition (will be detailed in chapter IV). 

I-3-4. Kinetics of Solid-state Phase Transitions  

The notion of kinetics implies phase coexistence, it makes sense only if the mass fraction 

between the two phases is changing59. The only conceivable way of this change is nucleation 

and propagation of interfaces. Therefore, the investigation of kinetics of phase transitions means 

recognition of their nucleation-and-growth mechanism. Thermodynamics allows only two 

mechanisms of crystal phase transitions: (i) by nucleation-and-growth, (ii) by instant change at 

a critical point60. Hereafter, we should make the notions clear that “kinetics” and 

“thermodynamics” are different but related. 

I-3-4-1. The Relationship between Kinetics and Thermodynamics 

Thermodynamics tells whether or not a process or a reaction can occur (is there a decrease in 

free energy), whereas kinetics considers how fast a change can occur. As illustrated in Figure 

I-22, for a process or a reaction to occur, (i) the thermodynamics must be favorable (i.e., 

∆G=G2-G1 < 0). The difference between the free energy of the two phases (∆G) is the driving 

force32. (ii) The kinetics must be fast enough (small Ea, activation energy).  

 
Figure I-22. Schematic representation of the activation energy barrier Ea and the driving force ΔG for two phases. 
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Some examples show that phase transitions can be thermodynamically favorable but kinetically 

unfavorable. For example, graphite and diamond are both forms of carbon (Figure I-23), but 

graphite has a lower free energy at room temperature and pressure. Therefore, diamond is 

thermodynamically favorable to convert into graphite. However, the transition from diamond 

to graphite requires a high activation energy. This will never happen within your lifetime ___ it 

is always safe on your finger!  

 

Figure I-23. Two forms of carbon: (a) graphite, thermodynamically favorable at ambient condition; (b) diamond.  

I-3-4-2. Crystallization under Isothermal Conditions 

Thermoanalytical techniques such as differential thermal analysis (DTA) or differential 

scanning calorimetry (DSC) have been extensively used to obtain the activation energies and 

kinetic parameters61. In isothermal analysis, the converted fraction, x, is determined from the 

thermal analysis curves recorded versus time. At any time, x is given as x ൌ ୗ౪
ୗ

 (Figure I-24), 

where S is the total area of the peak between the time ti at which the crystallization begins and 

the time tf at which the crystallization is completed. St is the area between ti and t.  

 
Figure I-24. Computation of the converted fraction x in isothermal method 62. 
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Isothermal investigation of crystallization can be described by the Kolmogorov-Johnson-Mehl-

Avrami equation as given below63–65:  

ݔ ൌ 1 െ 	௡ሻ                          (I-3)ݐሺെ݇	݌ݔ݁

where k, is the crystallization rate constant and t, is the annealing time. n is the Avrami exponent 

that is related to the time dependence of the nucleation rate and to the dimensionality of the 

crystallization. This model is based on the hypothesis that nucleation is homogeneous, 

nucleation and growth are time-dependent and volume fraction of the recrystallized material is 

linked to the degree of crystallization.  

To get a good fitting of the measuring points in the entire time range, the logarithmic conversion 

of eq. I-3 is applied: 

݈݊ሾെ ݈݊ሺ1 െ ሻሿݔ ൌ ݈݊݇ ൅  (I-4)                    ݐ݈݊݊

From a linear regression of ln[-ln(1-x)] and lnt (Figure I-25), parameters n and k can be 

determined as the slope and the intercept of these curves, respectively. It should be noted that 

this double logarithmic function exaggerates the role of experimental data in the initial stages 

as well as the role of the stages near the end of the process66.  

 
Figure I-25. Plot of ln[-ln(1- x)] against lnt for determining the Avrami parameter, n. 

The energetic barrier can be evaluated by Arrhenius equation67–69: 

݇ ൌ ݇଴݁
షಶೌ
ೃ೅                               (I-5) 

where k is the reaction rate constant; k଴ is the pre-exponential factor; Eୟ is the activation 

energy; R is the gas constant. A logarithmic conversion of eq. I-5 is applied: 

݈݊݇ ൌ ݈݊݇଴ െ
ଵ

ோ்
 ௔                         (I-6)ܧ
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The activation energy for isothermal temperatures can be calculated from the slopes of the linear 

fits to the experimental data from a plot of lnk versus -1/RT (Figure I-26). 

 

Figure I-26. Plot of lnk against -1/RT for determining the activation energy, Ea. 

I-3-4-3. Crystallization under Non-isothermal Conditions 

In the non-isothermal method, crystallization peak temperatures, Tp and the converted fraction, 

x, are determined from the thermal analysis curves versus temperature at different heating rate 

β. x, at any temperature T is given as x ൌ ୗ౪
ୗ

 (Figure I-27), where S is the total area of the 

exothermic peak between the temperature, Ti, at which the crystallization begins and the 

temperature, Tf, at which the crystallization is completed. St is the partial area of the exothermic 

peak from Ti up to the temperature T70.  

 
Figure I-27. Computation of the converted fraction x in non-isothermal method. 

Based on the Avrami equation, several mathematical functions have been proposed to fit the 

experimental results and to understand the nucleation and growth process using non-isothermal 

crystallization thermal data. Table I-5 shows different approaches for the interpretation of the 

kinetic data obtained from thermal analysis measurements71. Ozawa and Kissinger plots are the 

most commonly used equations to calculate non-isothermal kinetic data, such as Avrami 

constant, n and crystallization activation energy, Ea, respectively72,73. 



Chapter I Generalities 

33 
 

Table I-5. Different methods for interpretation of non-isothermal kinetic data. 

Method Approach 

Ozawa lnሾെ lnሺ1 െ xሻሿ ൌ െnlnβ ൅ const 

Kissinger modified by 

Matusita et al. 
ln ቆ ௣ܶ

ଶ

௡ߚ
ቇ ൌ

௔ܧ݉
ܴ ௣ܶ

൅  ݐݏ݊݋ܿ

Ozawa modified by  

Matusita et al. 
lnβ ൌ െ1.052ቆ

௔ܧ݉
ܴ݊ ௣ܶ

ቇ െ ቊ
lnሾെ lnሺ1 െ ሻሿݔ

݊
ቋ ൅ const 

Augis and Bennett 
ln ቆ

ߚ

௣ܶ
ቇ ൌ െ

௔ܧ
ܴ ௣ܶ

൅ ݈݊݇଴ 

Afify 
ln ቆ

ߚ

௣ܶ
ଶቇ ൌ െቀ

݉
݊
ቁቆ

௔ܧ
ܴ ௣ܶ

ቇ ൅ const 

lnβ ൌ െቀ
݉
݊
ቁቆ

௔ܧ
ܴ ௣ܶ

ቇ ൅ const 

I-4. Second Harmonic Generation 

A nonlinear optical technique ___ second harmonic generation will be introduced in this part. 

The origin of the second harmonic, the interactions with matter and the propagation in the solids 

are discussed. 

I-4-1. Linear Optics 

Before talking about the nonlinear process, we should first understand what is linear optics. 

Light is an electromagnetic wave, which consists of electric and magnetic oscillated fields. For 

most of optics, the optical wave may be characterized by considering its electric field74. Based 

on Maxwell’s equations from the electromagnetic theory75, the magnetic field is related to the 

electric field. When an electric field is applied to a dielectric medium (of neutral electric charge), 

a separation of bound charges is induced as illustrated in Figure I-28.  

 
Figure I-28. Illustration of the response of a dielectric medium to an applied electric field. (a) Without field applied, 

and (b) field applied. Positive and negative charges within individual atoms and molecules try to separate from 

one another. The electron clouds of atoms will shift in position relative to their nuclei. 
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Positive charges are pulled in the direction of the field while negative charges are pulled in the 

opposite direction. This separation of charge results in the induced dipole moments, 

consequently, the dielectric medium is polarized. At low intensities of the applied electric field, 

the induced polarization (P) is linearly proportional to the sinusoidal oscillated electric field, 

and the radiating dipoles produce an outgoing beam at the same frequency76. P is a function of 

the applied field E: 

ࡼ                        ൌ  (I-7)                             ࡱ଴߯ሺଵሻߝ

Where χሺଵሻ, the linear susceptibility tensor known as the polarizability of the medium, is the 

Fourier transform of the linear dielectric response tensor. It has nine components. In an isotropic 

medium, there is only one independent, nonzero component. ߝ଴ is the vacuum permittivity.  

The familiar effects of reflection, refraction, diffraction, absorption, and scattering explain a 

wide variety of visual experiences common to us, from the focusing of light by a simple lens to 

the colors seen in a rainbow. This is the realm of what is called linear optics. 

I-4-2. Nonlinear Optics 

I-4-2-1. Nonlinear Optics in Life 

In the early 1960s the development of lasers77,78 provided light sources of sufficient power to 

produce nonlinear optical effects in solids. Since then, nonlinear optics not only has developed 

into a major field of research but also has found important applications as illustrated in Figure 

I-29. Since lasers generally operate at a fixed wavelength or a narrow range of wavelengths, 

one important application of nonlinear optics is to shift a laser wavelength to new wavelengths.  

Thus, providing versatility necessary for many applications. One of the important examples of 

this type of process is the nonlinear optical process called Second Harmonic Generation 

(SHG). 

 
 Figure I-29. Scheme for organizing nonlinear optical applications79. 
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I-4-2-2. The Origin of Nonlinear Optics 

Figure I-30 shows the potential energy of a charge in the material as a function of position r. 

The sharp increase of the potential at the origin acts as a wall that keeps the charge from 

reaching the origin. The bottom of the curve represents the equilibrium position 0ݎ  of the 

charge. When the incident light possesses a moderate energy, the oscillation of each dipole can 

be viewed as harmonic in the linear domain. At high incident intensities, the oscillations of the 

induced dipoles may not accurately follow the frequency of the incoming wave and different 

frequency components are contained in the radiated wave76.  

 
Figure I-30. Electron potential. In linear domain (pink), oscillation of charge can be approximate by harmonic 

potential (dark blue dash line). For high energetic electric field, the response becomes anharmonic, enter in 

nonlinear domain (light blue).  

When the intensity of the light is sufficiently high (e.g., from a high energy laser), a small 

additional polarization appears, so that the total polarization can be written as: 

ࡼ ൌ ௅ࡼ ൅  ே௅                           (I-8)ࡼ

Where ࡼ௅  is a linear function of the applied field and ࡼே௅  is a nonlinear function of the 

applied field. Note that the nonlinear polarization serves as a source for the generation of new 

waves. It can be expressed as a power series expansion in the applied field:  

ࡼ ൌ ܧ଴൫߯ሺଵሻߝ ൅	 ߯ሺଶሻܧ. ܧ ൅	 ߯ሺଷሻܧ. .ܧ ܧ ൅⋯൯         (I-9) 

߯ሺ௡ሻ corresponds to the linear susceptibility (n=1) and the susceptibility tensors of nth order 

(n=2, 3…). The magnitude of the elements of the susceptibility tensor decreases rapidly with 
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increasing order (߯ሺଵሻ> ߯ሺଶሻ> ߯ሺଷሻ>...>߯ሺ௡ሻ) with as a consequence that terms for n higher than 

3 can often be neglected. Consequently, ߯ሺଶሻ  and ߯ሺଷሻ  are responsible for most of the 

nonlinear optical phenomena.  

I-4-2-3. Introduction of Second Harmonic Generation  

I-4-2-3-1. Types of Quadratic Nonlinear Interactions 

In eq. I-9, the third-rank tensor ߯ሺଶሻ is responsible for optical mixing of three waves traveling 

in the material, resulting in two main different phenomena: sum frequency generation (SFG) 

or difference frequency generation (DFG), in which two initial beams generate a new beam 

with the sum or difference of the optical frequencies of the initial beams. Second harmonic 

generation (SHG) is a special case of SFG as is shown in Figure I-31. The incident laser beams 

have a frequency of ω and create a new wave at frequency 2ω.  

 
Figure I-31. Schematic illustration of the frequency conversion process in second harmonic generation. 

I-4-2-3-2. The Notations of Second-order Nonlinear Susceptibility Tensor 

The susceptibility tensors link the polarization vector to the electric field vector, they are 

composed of 3(n+1) components. ߯௜௝௞
ሺଶሻ is a second-order nonlinear susceptibility and is a third-

rank tensor (3ൈ3ൈ3) composed of 27 components. [i, j, k] corresponds to the crystallographic 

axes of the crystal [x, y, z]. ߯௜௝௞
ሺଶሻ can be written as:   

߯௜௝௞
ሺଶሻ ൌ

ۏ
ێ
ێ
௫௫௫߯ۍ

ሺଶሻ ߯௫௫௬
ሺଶሻ ߯௫௫௭

ሺଶሻ

߯௫௬௫
ሺଶሻ ߯௫௬௬

ሺଶሻ ߯௫௬௭
ሺଶሻ

߯௫௭௫
ሺଶሻ ߯௫௭௬

ሺଶሻ ߯௫௭௭
ሺଶሻ
ے
ۑ
ۑ
ې
	

ۏ
ێ
ێ
௬௫௫߯ۍ

ሺଶሻ ߯௬௫௬
ሺଶሻ ߯௬௫௭

ሺଶሻ

߯௬௬௫
ሺଶሻ ߯௬௬௬

ሺଶሻ ߯௬௬௭
ሺଶሻ

߯௬௭௫
ሺଶሻ ߯௬௭௬

ሺଶሻ ߯௬௭௭
ሺଶሻ
ے
ۑ
ۑ
ې
	

ۏ
ێ
ێ
௭௫௫߯ۍ

ሺଶሻ ߯௭௫௬
ሺଶሻ ߯௭௫௭

ሺଶሻ

߯௭௬௫
ሺଶሻ ߯௭௬௬

ሺଶሻ ߯௭௬௭
ሺଶሻ

߯௭௭௫
ሺଶሻ ߯௭௭௬

ሺଶሻ ߯௭௭௭
ሺଶሻ
ے
ۑ
ۑ
ې
	  (I-10) 

The susceptibility tensor must remain unchanged upon symmetry operations allowed for the 

medium. This reduces the number of independent and nonzero elements as shown in the 

following.  
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At this stage, we shall introduce a common notation used in second-order nonlinear optics. 

Indeed, the susceptibility ߯௜௝௞
ሺଶሻ is often represented as the so-called d-coefficient, where d is a 

tensor given by: 

                    ݀௜௝௞ ൌ
ଵ

ଶ
߯௜௝௞
ሺଶሻ                             (I-11) 

When tensors are multiplied with vectors, usually the order of the vector multiplication can be 

changed. In nonlinear optics, it should not matter which of the fundamental fields is the first to 

be multiplied. This property known as the intrinsic permutation symmetry serves to contract 

the last two subscripts of the d tensor and ݀௜௝௞is	 written	 as	 ݀௜௟ with 

݅:	 ݔ 1
	 	 ݕ 2
	 	 ݖ 3

   
݆݇:	 ݔݔ 	 	 	 	 	 	 	 1
	 	 	 ݕݕ 	 	 	 	 	 	 	 2
	 	 	 ݖݖ 	 	 	 	 	 	 	 3

                (I-12) 

	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ݖݕ ൌ ݕݖ 	 	 	 4
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ݖݔ ൌ ݔݖ 	 	 	 5
	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 	 ݕݔ ൌ ݔݕ 	 	 	 6

 

For example, ݀௫௬௭ ൌ ݀௫௭௬ ൌ ݀ଵସ and ݀௭௫௫ ൌ ݀ଷଵ. The application of this notation is that d-

coefficients can be expressed as elements of a 3ൈ6 matrix rather than a 3ൈ3ൈ3 tensor.  

݀௜௟ ൌ ൥
݀ଵଵ ݀ଵଶ ݀ଵଷ
݀ଶଵ ݀ଶଶ ݀ଶଷ
݀ଷଵ ݀ଷଶ ݀ଷଷ

	 	
݀ଵସ ݀ଵହ ݀ଵ଺
݀ଶସ ݀ଶହ ݀ଶ଺
݀ଷସ ݀ଷହ ݀ଷ଺

൩             (I-13) 

Another symmetry property can be used when there is no absorption or dispersion of any of the 

frequencies. The frequencies can be freely permuted without permuting the corresponding 

subscripts, and vice versa, and the susceptibility remains unchanged. This is known as 

Kleinman symmetry80. If we introduce the Kleinman symmetry condition, not all of the 18 

elements of ݀௜௟  are independent ( ݀ଵଶ ൌ ݀ଶ଺  and ݀ଵସ ൌ ݀ଶହ ). Then ݀௜௟  has only 10 

independent elements:  

݀௜௟ ൌ ൥
૚૚ࢊ ૚૛ࢊ ૚૜ࢊ
݀ଵ଺ ૛૛ࢊ ૛૜ࢊ
݀ଵହ ݀ଶସ ૜૜ࢊ

	 	
૚૝ࢊ ૚૞ࢊ ૚૟ࢊ
૛૝ࢊ ݀ଵସ ݀ଵଶ
݀ଶଷ ݀ଵଷ ݀ଵସ

൩             (I-14) 

The major consequence of Kleinman symmetry is that it requires all the ߯ሺଶሻ components in 

the point groups of 422 and 622 to vanish. Therefore, no SHG signal should be observed for 

these two point groups. However, there are numerous examples81–83 disapproving this rule since 

it is quite unusual that no absorption occurs.  
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Based on the Neumann's Principle84: the symmetry elements of any physical property of a 

crystal must include the symmetry elements of the point group of the crystal. The physical 

properties may, and often do, possess more symmetry than the point group. Therefore, other 

simplifications of the susceptibility tensors can be derived based on specific symmetry 

properties of material, such as rotation axis and mirror plane symmetries. Except that the 

susceptibility tensor of the cubic 432 point group has all the components equals to zero whereas 

it is non-centrosymmetric. The forms of the d-matrix for crystals of several different symmetry 

classes are given in Appendix II, followed by the form of the matrix when Kleinman symmetry 

is valid.  

To conclude, for the third rank tensor ߯ሺଶሻ, 27 elements are independent. When the contracted 

notions d is applied, 18 elements are independent. Furthermore, when the Kleinman’s symmetry 

is valid, only 10 elements are independent. Also, any crystalline symmetries of the nonlinear 

material can reduce this number further. 

I-4-2-3-3. Conditions to Generate Second Harmonic Signal 

We should note that second harmonic generation can occur only in non-centrosymmetric 

crystals. That is, in crystals that do not display inversion symmetry. In centrosymmetric material, 

all elements of even-order susceptibility tensors are identically equal to zero and consequently 

such materials cannot produce second-order nonlinear optical interactions. Therefore, the SHG 

process is impossible for liquids, gases, amorphous solids (such as glass), crystals of symmetry 

class 432. Since 11 of the 32 crystal classes possess inversion symmetry (Figure I-32), this rule 

is very powerful, as it immediately eliminates all crystals belonging to these classes from 

consideration for second-order nonlinear effects. While third-order nonlinear optical 

interactions (i.e., those described by a ߯ሺଷሻ susceptibility) can occur in both centrosymmetric 

and non-centrosymmetric media12. 
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Figure I-32. SHG activity among the 32 crystallographic classes85. 

I-4-2-3-4. The Conversion Efficiency of SHG  

The efficiency of second harmonic conversion is defined as the converted intensity with respect 

to the incident intensity sent on the material. It is expressed as:  

ሺ݈ሻߟ                             ൌ ூమഘሺ௟ሻ

ூഘ
                             (I-15) 

The efficiency of the energy conversion from fundamental to harmonic wave is about 1 part in 

108 86. Armstrong87 assumed that the conversion of the fundamental wave into the second 

harmonic wave was sufficiently low that the amplitude corresponding to the fundamental wave 

remains almost unchanged. Under the assumption of no depletion of the incident light beam, 

this led to the following relation between the incident intensity ܫఠ sent on the medium and the 

intensity of the second harmonic wave ܫଶఠሺ݈ሻ after a travelled distance l through the medium:  

ଶఠሺ݈ሻܫ             ൌ 	
൫ఠூഘఞሺమሻ൯

మ
௟మ

ଶఌబ௖య௡ഘ
మ ௡మഘ

௦௜௡మ	 ቀ೗∆ೖ
మ
ቁ

ቀ೗∆ೖ
మ
ቁ
మ ൌ	 ଶఠܫ

௠௔௫݈ଶܿ݊݅ݏଶ	 ቀ∆௞௅
ଶ
ቁ            (I-16) 

where,  

ଶఠܫ                             
௠௔௫ ൌ 

൫ఠூഘఞሺమሻ൯
మ

ଶఌబ௖య௡ഘ
మ ௡మഘ

                         (I-17) 

݊ఠ, the refractive index of the material at frequency ω; 

݊ଶఠ, the refractive index of the material at frequency 2ω;

l, the distance travelled through the medium; 

c, the speed of light in vacuum; 
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  :is the phase mismatch expressed as ݇߂

                ∆݇ ൌ ቚ݇ሺ2߱ሻሬሬሬሬሬሬሬሬሬሬሬሬԦ െ 2݇ሺ߱ሻሬሬሬሬሬሬሬሬሬሬԦቚ ൌ ଶఠ

௖
ሺ݊ଶఠ െ ݊ఠሻ                 (I-18) 

If all the generated second harmonic waves add up coherently (∆k ൌ 0), the SHG intensity 

increases quadratically with the travelled distance l, the nonlinear medium is called phase-

matchable (PM) (Figure I-33-(a)). However, due to the dispersion (the velocity of a wave 

changes with the wavelength), the second harmonic waves and the fundamental waves are not 

in phase (∆k ് 0). The energy cannot only be transferred from the fundamental field towards 

the second harmonic field, but also from the second harmonic field towards the fundamental 

field (destructive interference). The nonlinear medium is then called non-phase-matchable 

(NPM) (Figure I-33-(b)).  

 

Figure I-33. (a) fundamental wave induced second-harmonic polarization, and second-harmonic waves generated 

at different positions in a nonlinear material for two different cases. Left: second-harmonic waves travel at the 

same velocity as the fundamental wave, all are in-phase. Right: different velocities, the usual case, mismatch 

between the phases of the second-harmonic waves. (b) Consequently, the SHG waves add up coherently (left) or 

destructively (right). (c) Finally, the SHG intensity growths quadratically with the travelled distance l in the crystal 

for achieved phase-matching (left) and varies sinusoidally with a maximum every odd coherence length multiples. 
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The destructive interference induces the SHG intensity to increase and decrease with the 

traveled distance l in the crystal. The coherence length (݈௖) is defined as the distance in the 

crystal for which both waves are in phase. In numerous materials (organic and inorganic), the 

coherence length has been evaluated to be few μm88. ݈௖ is given by:  

݈௖ ൌ
గ

|∆௞|
ൌ ఒ

ସ|௡మഘି௡ഘ|
                       (I-19) 

For efficient energy transfer to occur, the polarized wave and the second-harmonic wave must 

remain in phase. This will only occur if they have the same phase velocity: ݊ଶఠ ൌ ݊ఠ.  

I-4-2-3-5. How to Enhance the Conversion Efficiency of SHG 

The critical factor for achieving efficient second-harmonic generation is minimizing the phase 

mismatch between the fundamental and second-harmonic light wave. As discussed in I-4-2-3-

4, to maximize the conversion efficiency, it is important to match the refractive index of the 

polarized wave (݊ఠ) and the refractive index of the second-harmonic wave (݊ଶఠ). In general, 

the refractive index of a material exhibits a normal dispersion with frequency (far from any 

region of absorption). This varies with temperature and with the direction of beam propagation 

and polarization in the crystal. Controlling these parameters to minimize phase mismatch in 

nonlinear optics is referred to as “angle-tuning phase-matching” and “temperature-tuning 

phase-matching”76. 

(i) Angle-tuning Phase-matching 

This method is based on the “birefringence property” of some materials. In birefringent material, 

the index of refraction (i.e., the velocity of the electromagnetic waves inside the crystal) 

depends not only on the wavelength but also on the propagation direction of the incident light 

and on the direction of polarization of the light relative to the crystal axes. Isotropic crystals 

exhibit no birefringence. Only anisotropic crystals (uniaxial or biaxial crystals) present 

birefringence properties (Table I-6).  

Table I-6. Crystalline system and dependency of refractive index. 

System Linear optical property Number of refractive indices 

Triclinic, monoclinic, orthorhombic Biaxial 3 

Trigonal, tetragonal, hexagonal Uniaxial 2 

Cubic Isotropic 1 
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Angle-tuning phase-matching consists in precisely choosing the angular orientation of the 

crystal with respect to the propagation direction of the incident light and properly selecting the 

polarizations of the interacting beams to cancel the phase mismatch between the waves 

travelling though the crystal. Thus, this can only be accomplished in anisotropic crystals.  

In these crystals, for each direction of propagation, there are two refractive indices. As is shown 

in Figure I-34, E polarized perpendicular to the principal plane is called an ordinary wave, the 

refractive index is ݊௢. E polarized in the principal plane is called an extraordinary wave, the 

refractive index is ݊௘. The difference of these two refractive indices is called birefringence: 

∆݊ ൌ ݊௢ െ ݊௘.  

 

Figure I-34. A fundamental beam entering in a birefringent uniaxial crystal and splits into an ordinary (blue line) 

and an extraordinary beam (red line). 

By orienting the crystals for an appropriate direction, it is possible to obtain the desired index 

matching (∆k ൌ 0) as illustrated in Figure I-35. The refractive index of the ordinary wave is 

always ݊௢, while the refractive index of the second harmonic wave ݊௘ሺߠሻ varies between the 

values of ݊௢ and ݊௘. 

 
Figure I-35. Matching the refractive index of the incident beam at frequency ߱ and the generated SHG beam at 

frequency 2߱. 

There are two ways to achieve angle-tuning phase-matching in consideration of the directions 

of the polarized beams. If the polarizations of two incident beams are parallel to each other, it 
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is type I phase-matching (Figure I-36-(a)). If the polarizations are perpendicular to each other, 

it is called type II phase-matching (Figure I-36-(b)). 

 
Figure I-36. (a) Type I phase-matching and (b) Type II phase-matching. 

(ii) Temperature-tuning Phase-matching 

The refractive index changes versus temperature. Figure I-37 shows the temperature effects of 

the extraordinary refractive index of quartz89. Therefore, it is possible to achieve phase-

matching conditions by tuning the temperature. This technique is often used in optical 

devices90,91. 

 
Figure I-37. Dependence of the average thermal coefficient of extraordinary refractive index of crystal quartz 

݀݊௘/்݀ on wavelength 89ߣ. 

(iii) Quasi-phase-matching 

The angle-tuning phase-matching and temperature-tuning phase-matching belong to perfect 

phase-matching (Δk ൌ 0). In non-phase-matchable crystals, another way to achieve phase-

matching is a periodic modulation of the refractive index in the direction of propagation. This 

approach does not allow a perfect phase-matching between the fundamental and harmonic 

waves (Δk ് 0). Nevertheless, it can be entirely constructive throughout the interaction length 

of the material and is termed quasi-phase-matching (QPM)87,92. Figure I-38 shows cases of 

phase-matching, non-phase-matching and quasi-phase-matching, respectively. 
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Figure I-38. Nonlinearity along the crystal and k-vector scheme and evolution of the second harmonic intensity 

along the crystal of (a) phase-matching (b) non-phase-matching, and (c) (1D periodic) quasi-phase-matching93.  

The most commonly used technique to create quasi-phase-matching crystals is periodic 

poling94, which consists of a sequence of nonlinear segments of opposite optical domain 

direction. This is vividly illustrated by the way of rabbits breed (Figure I-39).  

 

Figure I-39. The way that rabbits breed (studied by Fibonacci in 1202) can be compared to the quasi-periodic 

sequence. The mature pair can generate a new junior pair, whereas a junior pair become mature pair. In each 

cycle, they follow the inflation rule shown in the inset. The sequence of mature and junior pairs can be converted 

into a quasi-periodic nonlinear photonic crystal by replacing these pairs with long (L) and short (S) sections of 

modulated nonlinearity93. 
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As can be seen in Figure I-40, the average growth rate of the QPM harmonic wave is lower than 

that of a phase matched wave in the same medium. As the QPM process does not rely on 

birefringence, it is even possible to operate in isotropic media.  

 

Figure I-40. Effect of phase-matching on the growth of second harmonic intensity with distance traveled in a 

nonlinear crystal. (a) A: perfect phase-matching; B: first-order QPM by flipping the sign of the spontaneous 

polarization every coherence length; C: non-phase-matching. (b) A: perfect phase-matching; B: third-order QPM 

by flipping the polarization every three coherence lengths95. 

I-5. Powder Second Harmonic Generation 

I-5-1. Introduction of Powder SHG 

SHG measurements (i.e., measurements of the intensity generated by a sample at the second 

harmonic wavelength) are commonly performed on single crystals. However, single crystals of 

reasonably size and/or optical and dielectric quality are difficult to obtain, since in most cases 

a substantial and costly materials growth program must be undertaken for each individual 

material. Kurtz & Perry88 have described in detail a simple and quick experimental technique 

to measure the second harmonic response of crystalline powders (which are readily available 

in most cases). This is the “powder second harmonic generation” (Powder SHG) used in this 

thesis. We should also note that despite the benefits of using Kurtz & Perry technique, it is not 

totally equivalent to single crystal SHG measurements. Indeed, some information is only 

available from SC-SHG, i.e., second-order nonlinear optical coefficients ݀௜௝௞  and the 

coherence length ݈௖. 96,97 

I-5-2. The Behaviors of Materials for Powder SHG  

SHG intensity generated by a given crystal depends on numerous parameters (i.e., molecular 

nature, quality of the long-range order, crystallinity, crystal structures, size and orientation of 
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the crystal). The evolution of the SHG intensity versus the length travelled by the 

electromagnetic waves inside the crystal can exhibit two different behaviors, leading to classify 

materials as phase-matchable or non-phase-matchable. Powder samples are constituted of 

numerous small randomly oriented crystals, with as a consequence that the second-harmonic 

fields generated by different particles are uncorrelated. Therefore, the total second-harmonic 

intensity generated by the powder sample is just the sum of the contributions from each 

individual particle.88,98 On this basis, Kurtz and Perry reviewed the concept of phase-

matchability in the case of crystalline powder (Figure I-41). 

 
Figure I-41. Schematic representation of different particle-size dependences for phase-matchable and non-phase-

matchable materials. 

For a powder sample constitutes of phase-matchable crystals, the size of the particles has to be 

considered. When the particle size r is smaller than the coherence length lc (ݎ ൏ ݈௖), the SHG 

signal increases quadratically with particle size r. When the particle size is larger than the 

coherence length lc (ݎ ൐ ݈௖ ), the SHG intensity reaches maximum intensity independent of 

particle size r. Note that a particle size ݎ ൐ 100	 ݎ generally meets the requirement that ݉ߤ ൐

݈௖. While for a powder sample constitutes of non-phase-matchable crystals, when the particle 

size r is smaller than the coherence length lc, the SHG intensity increases quadratically with r. 

It reaches a maximum SHG value when ݎ ൐ ݈௖ and then decreases for large particle size (ݎ ൐

൐ ݈௖ሻ. 

Therefore, when measuring the SHG intensity in a powder sample, the size distribution of the 

particles should be limited to a certain range in order to obtain a constant intensity. In phase-

matchable material, a particle size of 100 μm generally greater than the average coherence 
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length, so the SHG intensity is independent of particle size. While for a non-phase-matchable 

material, the variation of the SHG signal is more difficult to control.   

I-5-3. Description of the Experimental Devices: Powder SHG and Powder TR-SHG  

I-5-3-1. Powder SHG Set-up 

Figure I-42-(a) shows the experimental set-up used for the SHG measurements along this thesis. 

An Nd:YAG Q-switched laser (Quantel) operating at 1064 nm is used to deliver up to 330 mJ 

pulses of 5 ns duration with a repetition rate of 10 Hz. An energy adjustment device made up 

of two polarizers (P) and a half-wave plate (λ/2) allows the incident energy to be varied from 

30-330 mJ per pulse. A RG1000 filter is placed after the energy adjustment device to remove 

light from the laser flash lamps. The powder sample put in a small vial is irradiated with the 

laser beam. The signal generated by the sample (diffuse green light, 532 nm) is collected into 

an optical fiber (core diameter of 500 μm) and directed onto the entrance slit of a spectrometer 

(Ocean Optics: spectral range 490-590 nm, resolution of 0.1 nm). This set-up can also be used 

to measure the crystalline samples in solution, as shown in Figure I-42-(b). Note that because 

each particle diffuses the emitted SHG light in all directions, only the fraction of the light 

emitted in the acceptance cone of the optical fiber is collected. 

 

Figure I-42. (a) Schematic powder SHG set-up, and (b) SHG signals emitted from a suspension. 
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I-5-3-2. Powder TR-SHG Set-up 

A heating/cooling stage (Linkam® THMS 600) can be coupled to the SHG set-up in order to 

record the evolution of the SHG signal versus temperature. The temperature can vary from -

190°C to 600°C, liquid nitrogen is used as coolant. This set-up is called temperature-resolved 

second harmonic generation (TR-SHG) (Figure I-43). A continuous nitrogen flow can be sent 

on the heating/cooling stage to limit oxidation processes or to avoid vapor deposition on the 

window of the Linkam. For cooling experiments, it is necessary to purge air from the stage 

chamber with dry nitrogen. This prevents the water present in the air from condensing and 

freezing on the sample. The ice formed on the sample may induce reflections or diffusions of 

the SHG signal. The purging methods and evaluation of the efficiency can be found in Appendix 

III.  

 

Figure I-43. Schematic experimental powder TR-SHG set-up. 

Note that the temperature accuracy of the Linkam at low temperatures was checked. The 

melting points of tetrahydrofuran (C4H10O, in HPLC grade) were observed under cold-stage 

microscope. Different heating/cooling rates were used (0.5 K/min, 1 K/min, 2 K/min, 4 K/min 

and 5 K/min) and compared with DSC results. As is shown in Figure I-44, at 1 K/min heating 

rate, the onset temperature of melting in DSC is 165K and the peak temperature is 167K, while 

observations under microscope shows part of the crystals melted at 166K and all the crystals in 
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the scope of the observation melted at 167K. So, the temperature difference between cold-stage 

microscope and DSC was estimated to be lower than 1K.  

 

Figure I-44. Comparison of DSC measurement and observations of tetrahydrofuran under microscope at 1 K/min 

heating rate.   

I-5-4. The Applications of Powder SHG and Powder TR-SHG 

I-5-4-1. Supplementary Tool to Assign Space Group  

Many papers deal with miss assigned space groups99–104. Errors are divided into three categories: 

(i) incorrect Laue group; (ii) omission of a center of symmetry; (iii) omission of a center of 

symmetry coupled with a failure to recognize systematic absences. The most common revisions 

are ܲ1 → ܲ1ത, ܲ1ത →P21/c and Cc→C2/c. A recent survey of approximately 100 000 entries in 

CSD (from May 2010 to February 2013) has uncovered 156 crystal structures that were 

apparently described in inappropriate space groups. For circa 50% of these revisions, the change 

in space group included the addition of a center of symmetry105. SHG is proved to be a powerful 

tool to detect the absence of a center of symmetry and it is used to resolve space group 

ambiguities since the work of Dougherty and Kurtz98.   
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One example encountered in the SMS laboratory demonstrates the usefulness of SHG in 

resolving the space group ambiguities: the determination of the space group of DMU∙H2O. The 

crystal structure of DMU∙H2O could be solved in the space group of C2/c or in an orthorhombic 

Iba2 crystal lattice with a slightly higher reliability factor (ܴ௪௣). The unit cell parameters of the 

two are very similar and the crystal packings are essentially the same (see Table I-7). However, 

SHG measurements clearly indicated that the crystal structure of DMU ∙ H2O had to be 

centrosymmetric since no SHG signal was detected. Therefore, the centrosymmetric C2/c 

crystal structure was thus kept and the non-centrosymmetric Iba2 crystal structure was 

discarded. 

Table I-7. Crystallographic data determined for DMU∙H2O: C2/c and Iba2 solutions. 

Form DMU∙H2O 

Temperature (K) 253 253 

Crystal system Monoclinic Orthorhombic

Space group C2/c Iba2 

Rwp 0.048 0.058 

a (Å) 19.1479 (8) 13.6230 (5) 

b (Å) 13.9557 (5) 13.4920 (5) 

c (Å) 13.4926 (4) 13.9571 (6) 

β (°) 134.644 (2) 90 

Z 16 16 

Z’ 2 2 

Volume (Å3) 2565 (1) 2565 (1) 

Density (g/cm3) 1.099 (1) 1.099 (1) 

Attention should be paid that the absence of SHG signal is surely a good indicator in favor of a 

centrosymmetric structure. However, the case that the SHG signal is too low to be detected can 

never be totally excluded. In the opposite, the generation of a SHG signal is a proof of the non-

centrosymmetric nature of the sample if the sample has been purified (without non-

centrosymmetric impurities). 

I-5-4-2. Spotting Conglomerates 

Racemic mixture is a mixture that contain both enantiomers in equal proportion. Racemic 

mixture can crystallize in 3 different forms:106,107 
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 Racemic compound (formerly called racemate): is a stoichiometric defined compound 

with specific physical properties and crystal structure, which contains both enantiomers in 

equimolar proportions. It corresponds to 90 to 95% of racemic mixtures. The most popular 

space groups are P21/c, C2/c, Pbca and ܲ1ത (ca. 95%). Around 4.5-5% crystallizes in the 

space groups of Pna21, Pca21, Cc and Pc108. Only in rare occasions (0.02%), racemic 

compounds crystallize in chiral space groups (mainly P212121 and P21)109.   

 Conglomerate: is a mechanical mixture of enantiopure crystals in equal proportion and it 

represents only 5 to 10% of the racemic mixtures. As crystals are constituted of a single 

enantiomer, only chiral space groups are permitted. The most represented are P212121, P21, 

C2 and P1110.  

 Solid solution: the obtain crystals are constituted of an equal number of molecules of each 

enantiomer, but the arrangement is random. It represents less than 1% of the racemic 

mixture. The three crystal types are permitted, but no data is available about the 

predominant space groups.  

These possibilities for the crystallization of racemic mixtures are summarized in Table I-8. The 

illustrations of racemic compounds, conglomerates and solid solutions are summarized in 

Figure I-45.  

Table I-8. Formation of crystalline structures from racemic mixtures.  

  Achiral structure Chiral structure 

 CA centrosymmetric 

achiral 

NA non-

centrosymmetric 

achiral 

NC non-

centrosymmetric chiral

Racemic 

compound  

90-95% 

Structure Permitted Permitted Permitted 

Proportion ~95% 4.5-5% 0.02% 

Predominant 

space groups 

P21/c, C2/c, Pbca and 

P1ത 

Pna21, Pca21, Cc and 

Pc 

P212121 and P21 

Conglomerate  

5-10% 

Structure Forbidden Forbidden Permitted 

Proportion 0% 0% 100% 

Predominant 

space groups 

  P212121, P21, C2 and P1

Solid 

solution<1% 

Stucture Permitted Permitted Permitted 
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Figure I-45. Typical binary phase diagrams between R and S enantiomers for (a) racemic compounds, (b) 

conglomerates, and (c) solid solutions. 

The demand for pure enantiomers in the pharmaceutical industry is increasing. Preferential 

crystallization (PC)107,111 is a useful technique to obtain pure enantiomers. But it needs as an 

essential condition that the racemic mixture crystallizes as a conglomerate. Therefore, the 

detection of conglomerates is required and SHG can be of great help.  

The detection of conglomerates by SHG is detailed in the paper of Galland et al85. The 

procedure for the detection of conglomerates by SHG is summarized in Figure I-46. Figure I-

46-(a) refers to the case of an observable SHG signal. This can lead to 2 possibilities: (1) The 

sample is constituted of non-centrosymmetric crystals or (2) the generated signal is false. For 

the possibility 1, the sample can be conglomerate, which crystallizes in a chiral non-

centrosymmetric space group. Alternatively, the sample is a racemic compound, which 

crystallizes in the non-centrosymmetric space group (around 5% of the known racemic 

compounds). Supplementary techniques must be used to confirm the nature of the sample. For 

the possibility 2, due to optical phenomena such as two-photon fluorescence (TPF) or other 

photoluminescent processes, a signal with a broader spectral bandwidth can be generated. A 

base line correction allows the distinction between real signal and spurious signal (Figure I-

47)112.   
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 Figure I-46. Detection of conglomerate by using prescreening SHG test: decision diagram. 

 
Figure I-47. Representation of (a) A pure SHG signal, (b) No SHG signal, and (c) Removal of false positive 

responses. 

Figure I-46-(b) concerns the case with no SHG signal observed. It corresponds to two 

possibilities: (i) the sample is centrosymmetric or (ii) the sample is non-centrosymmetric but 

the generated SHG signal is too weak to be detected by the set-up. For the possibility 1, it is 

sure that the sample is a racemic compound. For the possibility 2, the weak SHG signal may 

due to the properties of the sample: low nonlinear coefficients, random orientations of the 

crystals, absorption of the 1064 nm or 532 nm light or an inappropriate crystal size distribution 

especially for a non-phase-matchable material. The last critical situation is that chiral crystals 

related to point groups 422, 622, and 432 are SHG inactive if Kleinman permutation rules80 and 

if Neumann's Principle84 are applicable.  

The above detailed procedures are not only used to detect conglomerates but also can be 

generalized to detect non-centrosymmetric crystals and to solve space group ambiguities.   
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I-5-4-3. Characterization of Sample Purity  

I-5-4-3-1. Chemical Purity  

Taking the chemical purity detection of 3,5-dinitrobenzoic acid (DNBA) as an example. DNBA 

crystallizes in the centrosymmetric space group C2/c at room temperature113. However, the 

commercial powder exhibits a small but significant SHG signal (around 1-5% of the reference 

signal of quartz). By checking with ion chromatography, the presence of an impurity, 3-

nitrobenzoic acid (3-NBA), was found at less than 0.5 wt%114. 3-NBA exhibits two stable 

centrosymmetric polymorphs115,116 and a new metastable non-centrosymmetric polymorph. The 

SHG signal observed in the commercial powder of DNBA is due to the presence of a small 

amount of metastable 3-NBA impurity.  

I-5-4-3-2. Structural Purity  

Besides the chemical purity, the structural purity is a concept that needs to be clarified. In the 

paper of Coquerel117, he defined the structural purity: a solid is “structurally pure” when it 

exhibits the same 3D molecular arrangement for every particle. Take the example of 3-

hydroxybenzoic acid (3-HBA). 3-HBA has two monotropically related polymorphic forms: the 

stable form (3-HBAST) is centrosymmetric (space group P21/c) and the metastable form (3-

HBAMET) is non-centrosymmetric (space group Pna21). The commercial 3-HBA is not 

structurally pure but contains a detectable amount of 3-HBAMET. Therefore, a SHG signal was 

obtained on the commercial 3-HBA and the detection threshold is 2 ppm, whereas XRPD and 

DSC shows a detection threshold of 1 and 17 wt%, respectively118,119.  

I-5-4-4. Detection of Solid-solid Phase Transitions  

The disappearance of SHG signal or change in its intensity versus temperature can be used to 

study structural phase transformations, from non-centrosymmetry to non-centrosymmetry, from 

non-centrosymmetry to centrosymmetry or the reverse. Examples of polymorphic transitions 

(monotropically or enantiotropically related solid phases) and order-disorder transitions are 

summarized in Table I-9.  
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Table I-9. Examples of solid-solid phase transitions studied by TR-SHG. 

 Molecule References 

F
ir

st
-o

rd
er

 tr
an

si
tio

n 
NH4Cl3 Bartis 1971120; Herbstein 2006121; Monk 2008122 

NH4Cl(1-x)Brx (for x=0.11) Hirsch and Stühmer 1976123 

2,3-dichloroquinizarin Hall et al. 1988124 

HMX Henson et al. 1999125; Saw et al. 2001126 

TATB Son et al. 1999127; Saw et al. 2001126 

BaTi2O5 Masuno et al. 2011128 

SrTiO3 Betzler 1980129 

Squaric acid Betzler and Bäuerle 1979130 

Ba2NaNb5O15 Schneck et al. 1977131 

Colemanite Dougherty and Kurtz 197698 

Ca9Fe(PO4)7 Lazoryak et al. 2004132 

α-(H3N(CH2)2-S 

S(CH2)2NH3)BiI5 Bi et al. 2008133 

[C(NH
2
)

3
]

4
Cl

2
SO

4
 Bragiel et al. 2007134 

[(H2cys)PbI6]·2H3O Louvain et al. 2008135 

KNbO3 Gopalan and Raj 1996136 

Na0.5Bi0.5TiO3 Jones and Thomas 2002137 

TlNbWO6 & RbNbWO6 Sleight et al. 1978138 

LiRbSO4 & LiRbSO4 Kim et al. 1996139; Henson et al. 1999125; Saw et al. 2001126 

KNO3 Son et al. 1999127; Saw et al. 2001126; Kidyarov et al. 2013140 

O
rd

er
-d

is
or

de
r 

tr
an

si
tio

n 

BaTiO3 
Vogt 1974141; Dougherty and Kurtz 197698; Fox et al. 

1990142; Masuno et al. 2011128; Kovalevskii et al. 2012143 

NaNO2 
Vogt et al. 1970144; Iio and Yanagi 1973145; Betzler 1980129; 

Fleury and Lyons 1981146 

Quartz Dolino 1975147; Betzler and Bäuerle 1979130 

LiTaO3 & LiNbO3 Miller 1966148, Bergman 1976149 

PbHPO4 Dougherty and Kurtz 197698; Keens and Happ 2000150 

Triglycine sulphate Lazoryak et al. 2004132; Xiong 2013151 

(Hdabco+)(CF3COO-) Bi et al. 2008133; Sun et al. 2013152 

Conformation 

change 
Collagen 

Theodossiou et al. 2002153 

 

                                                 
3 See (Herbstein 2006) for clarification between first and second-order phase transition 
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This chapter describes the use of TR-SHG to investigate phase diagrams. In part II-1, TR-SHG 

is used to explore the binary eutectic system formed by urea and water and to determine 

precisely the eutectic composition. In part II-2, the metastable eutectic phase diagram between 

dimethylurea and water is explored. In part II-3, phase diagram between non-phase-matchable 

hexamethylenetetramine and water is studied. 

II-1. Stable Eutectic Phase Diagram Investigations ___ Urea/Water System 

II-1-1. Introduction 

A stable binary eutectic mixture is a mixture of two components that has the lowest melting 

temperature1–4. A common example of eutectic mixture is the sodium chloride (NaCl)/water 

binary system, which has its eutectic temperature (TE) at -21.1°C and a eutectic composition 

(XE) of 23.3 wt% (in salt). NaCl is used as de-icing salt to lower the freezing point of water on 

roads5. The case of deep eutectic solvents (DES), i.e., ionic liquids, can also be mentioned as it 

has found wide applications in chemistry. For example, the mixture of ammonium salts (such 

as choline) with urea has been shown to produce eutectics that are liquid at ambient temperature 

and present uncommon solvent properties6,7. Eutectic mixtures are also commonly used in the 

pharmaceutical industry to study the compatibility between active pharmaceutical ingredients 

(API) and excipients during the pre-formulation stage8. Therefore, determination of the eutectic 

parameters (TE and XE) is of interest in many fields of the chemical industry.  

A widely used technique in eutectic determination is differential scanning calorimetry (DSC). 

The eutectic temperature is determined as the onset temperature of the first thermal event 

whereas the liquidus temperature is determined as the peak temperature of the last thermal event 

on heating9,10 (Figure II-1-(a)). From a DSC thermogram, it is easy to extract both the eutectic 

and liquidus temperatures for compositions far away from the eutectic composition. However, 

for compositions close to the eutectic composition, the liquidus and eutectic temperatures are 

too close to be distinguished11 (Figure II-1-(b)).  

 

 

 



Chapter II Phase Diagram Investigations by TR-SHG 

68 
 

 
Figure II-1. A schematic DSC curve shows (a) the determination of eutectic temperature (TE) and liquidus 

temperature (TL), (b) the overlap of eutectic and liquidus peaks.   

In these cases, it is difficult to precisely determine the eutectic composition. A valuable method 

is to draw a Tammann graph by plotting the variation of the eutectic invariant enthalpy versus 

the composition12,13. The eutectic composition is given as the intercept of the straight lines in 

the Tamman graph (Figure II-2). However, when the eutectic phase diagram covers a very 

narrow temperature range, it is difficult to extract any enthalpy value even by using a smaller 

scanning rate14 or a deconvolution treatment (PeakFit software)15. Thus, it is necessary to search 

for alternative experimental methods to solve this problem. In this matter, nonlinear optical 

second harmonic generation (SHG) deserves attention.  

 

Figure II-2. A schematic illustration of a Tamman graph plotting to determine the eutectic composition (XE). 

Following the recent applications of SHG (illustrated in Chapter I), by tracking the phase 

transformations of non-centrosymmetric crystals along the heating process, it was logical to 

envisage using TR-SHG to plot the eutectic phase diagram and precisely assess the eutectic 

composition of binary eutectic mixtures. Of course, this requires as an essential feature that at 
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least one of the two components of a binary system crystallizes in a non-centrosymmetric space 

group.  

In the following, the principle of the proposed method is described. Then, the potential of the 

technique is evaluated through the experimental study of the binary system formed by urea and 

water. This system is indeed of particular interest for the chemical industry as it is used to reduce 

the concentration of nitrogen oxides (NOx) in exhaust emissions from vehicle engines. 

Marketed under the trade names: DEF (diesel exhaust fluid), Ad-Blue, or AUS 32, this 

commercial aqueous solution of urea has a concentration of 32.5 wt% urea and a freezing point 

of -11°C16,17. 

II-1-2. Principle of Eutectic Phase Diagram Determinations by TR-SHG 

The SHG intensity generated by a given sample depends on numerous parameters (the 

molecular nature of the sample, the crystal structure, the size and orientation of the crystallite, 

etc.)18–20, but a simplified view of the SHG process can lead to the notion that the SHG signal 

generated by the sample is roughly proportional to the fraction of the crystalline non-

centrosymmetric phase. With this assumption, it is possible to speculate on the schematic 

evolution of the SHG signal for a binary mixture between A (centrosymmetric phase) and B 

(non-centrosymmetric phase) during the heating process (the route 1→2→3 in the related phase 

diagram) (see Figure II-3 and Figure II-4). 

Figure II-3 relates to the case of a mixture in the hypoeutectic composition domain (fraction of 

B lower than the eutectic composition).  

 
Figure II-3. Basic scheme of the SHG signal evolution for hypoeutectic compositions. 
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For hypoeutectic compositions, from point 1 to point 2, the SHG signal is supposed to be stable 

as no change in the solid phase is expected. At point 2 (eutectic temperature, TE), a sharp 

decrease of the SHG signal should occur (as the microstructured crystals A+B disappear) and 

lead rapidly to a zero SHG signal. Indeed, above point 2, the system is only composed of 

centrosymmetric phases (crystals of A) and/or liquid.  

Figure II-4 corresponds to the case of a mixture in the hypereutectic composition domain 

(fraction of B higher than the eutectic composition).  

 
Figure II-4. Basic scheme of the SHG signal evolution for hypereutectic compositions. 

For hypereutectic compositions, from point 1 to point 2, the SHG signal should remain stable 

(similarly to the hypoeutectic case). At point 2, a sharp decrease of the SHG signal should occur 

at the eutectic temperature (TE) due to the melting of the SHG-active phase (crystals of B) and 

the microstructured crystals A+B. From point 2 to point 3, a progressive decrease of the SHG 

signal should be observed, due to the progressive melting of the SHG-active phase (crystals of 

B). Finally, at point 3, the SHG signal should totally vanish, meaning that there is no more non-

centrosymmetric crystal and that the liquidus temperature (TL) is reached. 

Based on these schematic evolutions of the SHG signal versus the temperature, it is clear that, 

hypereutectic compositions, both the eutectic and the liquidus temperature could be detected 

by TR-SHG, while for hypoeutectic compositions only the eutectic temperature could be 

observed (Figure II-5). Due to the sensitivity of this technique, even for compositions close to 

the eutectic composition, it should be possible to differentiate whether the liquidus is present or 
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not. Thus, the eutectic composition can be determined precisely by refining the compositions 

around the eutectic composition. 

 

Figure II-5. A schematic view of a binary eutectic phase diagram plotted by TR-SHG. 

In the binary eutectic system between urea and water, under normal atmospheric conditions and 

at the equilibrium, water crystallizes in a centrosymmetric hexagonal space group, P63/mmc21,22, 

which is SHG inactive. Urea (Figure II-6) crystallizes in a non-centrosymmetric tetragonal 

space group, P4ത21m23, which is SHG active.  

 
 Figure II-6. Molecular structure of urea.  

For solid urea: (i) no polymorphism has been reported so far (i.e., no metastable eutectic is 

foreseen); (ii) it has a high SHG efficiency and it is a phase-matchable material; (iii) it is stable 

under laser irradiation and its SHG intensity remains constant upon heating in the solid-state24,25. 

These features make this system simple and suitable for TR-SHG measurements.  

II-1-3. Experimental Details 

II-1-3-1. Preparation of the Samples 

Urea powder was purchased from Acros Organics (CAS registry number: 57-13-6) with a 

chemical purity higher than 99.5%, it was recrystallized from deionized water before use. 

Samples of the desired mass fraction were prepared by mixing at ambient temperature the 

requested amount of urea powder in deionized water (i.e., for a 30 wt% mixture, 3 g of 
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recrystallized urea powder and 7 g of deionized water). The mixture was then stirred for 5 h to 

ensure that the urea was fully dissolved. All the samples were prepared with a maximum 

deviation of 0.05 wt%.  

II-1-3-2. TR-SHG Experimental Procedures  

20 mg of a pre-prepared urea/water solution of the desired composition placed in an amorphous 

silicon dioxide crucible, which was covered with a glass slide to make sure that the sample is 

flat and homogeneously dispersed in the crucible. Each sample was cooled from room 

temperature to -30°C at 10 K/min and maintained at -30°C for 5 min. The sample was then 

heated from -30°C to room temperature at 1K/min or 0.5 K/min. For each TR-SHG plot, the 

SHG data were normalized using the maximum SHG value recorded during heating.  

Several compositions of the urea/water mixtures were analyzed. As examples, the results 

obtained for one hypoeutectic composition (30 wt%, mass fraction of urea) and one 

hypereutectic composition (35 wt%) are reported hereafter. 

II-1-4. Measurements of Hypoeutectic Compositions between Urea and Water by TR-

SHG  

The experimental results obtained for the composition of 30 wt% urea/water mixture are shown 

in Figure II-7. The TR-SHG curve (Figure II-7-(a)) fits well with the expected signal evolution 

for a hypoeutectic composition (Figure II-3). A high SHG signal is detected at low temperature 

(-30°C) and a plateau is observed from -30°C to -12°C. In region I, ice crystals and 

microstructured crystals (composed of ice and urea) coexist, but only the urea fraction is 

responsible for the observed SHG signal. The plateau is followed by a drastic decrease of the 

SHG signal at -12°C, which totally vanishes at -10°C. Region II corresponds to the melt of the 

microstructured crystals, and once all urea parts melt, no SHG signal is produced by either ice 

or liquid.  

The onset temperature of the eutectic peak determined from the DSC analysis (Figure II-7-(b)) 

is -12°C. These calorimetric results are in accordance with the temperature obtained by TR-

SHG, confirming that the decrease of the SHG signal can be associated to the eutectic 

transformation at TE. The cold-stage microscopy observations (Figure II-8-(a)) show the typical 
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dendritic microstructure of ice and urea crystals. Upon heating, disappearance of the crystals 

was observed starting from the temperature of -12°C (Figure II-8-(b)). 

 
Figure II-7. Comparison between (a) TR-SHG and (b) DSC analysis for the composition of 30 wt% urea/water  

(1 K/min heating rate). 

 

Figure II-8. Microscopy observations of composition of 30 wt% urea/water mixture (a) at -12.5°C, the dendritic 

eutectic microstructure and (b) at -12°C. 

Based on the schematic evolution (Figure II-3), the SHG signal should vanish at the eutectic 

point (-12°C). However, a 2°C delay of the completion of melting was observed. Increasing the 

measurement rate to one measurement every 15 s instead of one every minute did not lead to a 

reduction of this delay. The small thermal gradient due to the heating element and the sample 

thickness generates a certain thermal inhomogeneity in the sample. Consequently, the whole 
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sample does not melt at exactly the same time. Thus, the existence of this 2°C delay is not 

surprising. Nevertheless, it can be mentioned that annealing a sample of hypoeutectic 

composition at a temperature slightly above -12°C leads to a decrease of the SHG signal with 

time, whereas for the same sample annealed at a temperature slightly below -12°C, the SHG 

signal remains stable. So, choosing the temperature at which the SHG signal starts to decrease 

as eutectic temperature is reasonable (onset temperature). 

II-1-5. Measurements of Hypereutectic Compositions between Urea and Water by TR-

SHG  

The experimental result obtained for 35 wt% urea/water mixture is shown in Figure II-9.  

 
Figure II-9. Comparison between (a) TR-SHG and (b) DSC analysis for the composition of 35 wt% urea/water  

(1 K/min heating rate). 

The TR-SHG curve (Figure II-9-(a)) fits well with the expected signal evolution for a 

hypereutectic composition (Figure II-4). Between -30°C and -12°C, the TR-SHG signal remains 

stable. In this region I, pure urea crystals and microstructured crystals of ice and urea coexist. 

They are both responsible for the TR-SHG signal observed. At -12°C (eutectic temperature), 

the signal decreases sharply, corresponding to the disappearance (melting) of the 

microstructured crystals. Then, in region II, the SHG signal decreases progressively (due to the 
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progressive melting of the urea crystals) and totally vanishes at -7°C. The latter temperature 

thus corresponds to the liquidus temperature (no more urea crystals exists). In region III, only 

a single liquid phase exists, no SHG signal is observed.  

The onset of the eutectic peak is -12°C from the DSC results (Figure II-9-(b)). This is in 

agreement with the eutectic temperature determined by TR-SHG. Note that the liquidus 

temperature (measured by TR-SHG at -7°C), cannot be determined from the DSC curve since 

the two endothermic peaks overlap. 

II-1-6. Plot of the Eutectic Phase Diagram between Urea and Water by TR-SHG 

By performing TR-SHG measurments for several different compositions (10 wt%, 20 wt%, 30 

wt%, 35 wt%, 40 wt%, 45 wt%, 50 wt% and 60 wt% mass fraction of urea), we constructed the 

phase diagram of urea/water (Figure II-10).  

 
Figure II-10. Binary eutectic phase diagram between urea and water. 

Values obtained from TR-SHG fit well with the literature data15,26. At this stage, it is important 

however to mention: 

 The liquidus in the hypoeutectic compositions cannot be obtained by TR-SHG (see Figure 

II-5). So, only part of the phase diagram can be plotted.   

 For compositions higher than 60 wt%, liquidus cannot be determined by TR-SHG. Indeed, 

the opened crucible used for the experiments does not avoid the solution to evaporate (the 

liquid-vapor equilibrium is reached at these temperatures) and the concentration during the 

measurements deviates strongly from the initial composition.  
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II-1-7. Precise Determination of the Eutectic Composition between Urea and Water by 

TR-SHG 

We described how we constructed the phase diagram of urea/water from TR-SHG data. In the 

following, we explain how TR-SHG can be used to precisely determine the eutectic 

composition of this system. For 35 wt% urea/water composition (Figure II-9-(a)), both the 

eutectic and liquidus temperatures are observable on the TR-SHG curve. This means that this 

composition is in the hypereutectic composition domain. By contrast, for the 30 wt% 

composition (Figure II-7-(a)), only the eutectic temperature is observable in the TR-SHG curve, 

which corresponds to a typical hypoeutectic composition behavior. Therefore, the eutectic 

composition is comprised in the interval of 30 wt% to 35 wt%.  

To precisely determine the eutectic composition, additional TR-SHG measurements were 

performed for compositions between 30 wt% and 35 wt%. SHG signals were recorded with 

steps of 0.1°C at a heating rate of 0.5 K/min in the temperature range of -12.5°C to -10°C to 

precisely differentiate the solidus and liquidus temperatures. Figure II-11 shows the result for 

32.8 wt% urea/water mixture and 32.9 wt% in Figure II-12.  

   
Figure II-11. Comparison between (a) TR-SHG and (b) DSC analysis for the composition of 32.8 wt% urea/water 

(0.5 K/min heating rate). No liquidus is observed. 
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Figure II-12. Comparison between (a) TR-SHG and (b) DSC analysis for the composition of 32.9 wt% urea/water 

(0.5 K/min heating rate). 

Two prominent results are given above. For 32.8 wt%, no liquidus was observed for the 

composition, while for the composition of 32.9 wt%, TR-SHG gives a liquidus temperature of 

-10.7°C. Consequently, a eutectic composition between 32.8 wt% and 32.9% was confined by 

TR-SHG. Besides, we must mention here that the pre-prepared solutions used for experimental 

measurements have a maximum deviation of 0.05 wt%. 

II-1-8. Discussions 

A eutectic composition between 32.8 wt% and 32.9 wt% was determined by a direct 

differentiation between hypoeutectic compositions and hypereutectic compositions. i.e., by 

differentiating liquidus and solidus. The solidus is obtained when the eutectic reaction starts, 

ISHG begins to decrease. The liquidus in the hypereutectic compositions are determined by 

following the dissolution of urea crystals. When urea crystals are totally dissolved, ISHG=0, the 

liquidus is reached. Since urea crystal possess a high nonlinear optical susceptibility18 and 

generates a high second harmonic signal, TR-SHG has a high precision to detect the liquidus 

and to differentiate hypoeutectic compositions and hypereutectic compositions. Therefore, the 
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method used to determine the eutectic composition is precise and reliable.   

The value (32.8 wt% to 32.9 wt%) obtained by TR-SHG is compared with literature data 

(summarized in Table II-1). 

Table II-1. A summary of eutectic composition and eutectic temperature of urea/water system. 

 XE/wt% TE/°C Method 

Our work 32.9 -12 TR-SHG 

Ad-blue 32.5 -11 Unknown 

M. Egal et al.15 29.4 -11.4 Extrapolation through the deconvolution of the DSC 

peaks with Peakfit software 

I. Durickovic et al.27 32.26 -16.98 Modeling the characteristic peaks of the liquid, the 

mixture and the solid phases by Raman spectra recorded 

It is slightly different from the eutectic composition of commercial Ad-Blue: 32.5 wt%. Despite 

an extensive literature review, the origin of the chosen composition of commercial product was 

not found. However, a few articles can be found in the literature about the urea/water binary 

system. Babkina and Kuznetsov27 observed that the liquidus peaks of the urea/water system can 

only be distinguished in the DSC curves if the urea concentration is low, shown in Table II-2.  

Table II-2. Liquidus and solidus values of urea/water system by DSC. 

Composition/wt% in urea Solidus/°C Liquidus/°C

2.94 -12.0 -3.2 

7.28 -12.1 -5.1 

14.40 -11.8 -5.5 

20.07 -12.0 - 

31.47 -11.8 - 

43.26 -12.2 - 

44.86 -12.0 - 

46.85 -12.0 - 

Up to 14.40 wt%, liquidus value cannot be obtained by DSC. We confirmed it by performing 

DSC measurements (Figure II-13). At the concentration of 10 wt% in urea, liquidus and solidus 

can be separated, but at 20 wt% the liquidus and solidus begin to merge. Concentration higher 

than 30 wt%, liquidus and solidus totally merged, no liquidus data can be obtained by DSC.  
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Figure II-13. DSC curves for different compositions of urea/water (wt% in urea).  

A eutectic temperature of -11.4°C and a eutectic composition of 29.4 wt% were calculated via 

extrapolation through deconvolution of the DSC peaks with Peakfit software15. Durickovic et 

al.28 reported a eutectic composition of 32.26 wt% and a eutectic temperature of -16.98°C, 

obtained by modeling the characteristic peaks of the liquid, the mixture, and the solid phases 

by Raman spectra recorded at various compositions. Concerning the liquidus temperatures 

determined by TR-SHG (measurable only in the domain rich in urea), a good correlation is 

observed with previously reported results based on other methods27. As none of the above 

reported works is based on a clear differentiation between the liquidus and solidus temperatures, 

the contribution of the present TR-SHG method cannot be neglected. 

II-1-9. Conclusion and Perspectives 

A new method based on the TR-SHG process was proposed for precise determination of the 

eutectic composition in binary eutectic systems. The principle was exemplified through the case 

of the urea/water system, and the eutectic composition was found to be confined between 32.8 

wt% and 32.9 wt% in urea for this system. It is worth mentioning that the liquidus temperature 

of the centrosymmetric phase cannot be determined by TR-SHG, which permits to precisely 

differentiate hypoeutectic compositions from hypereutectic compositions. This technique 

reveals its usefulness as a rapid and sensitive tool for the precise determination of eutectic 

compositions for binary eutectic systems involving one centrosymmetric and one non-

centrosymmetric compound.  
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Note that a careful adjustment of the urea content in Ad-Blue close to the eutectic composition 

will slightly lower the freezing point. An impact on the crystallization kinetics (slowing down 

of the crystallization in winter use) might also be envisaged, but further studies are required to 

confirm this hypothesis. The application of the TR-SHG method could also be envisaged on a 

ternary system formed by urea, water, and an extra component that would further lower the 

freezing point. More generally, it could be of interest to evaluate the potential of TR-SHG for 

the characterization of binary eutectic systems involving two non-centrosymmetric compounds 

or a non-phase-matchable material (to see if the optical behavior is equivalent to that of the 

phase-matchable urea). 

An odd order harmonic technique could be used, i.e., third-order harmonic (THG), in which the 

centrosymmetric structures can generate signals. So that the whole phase diagrams of a non-

centrosymmetric/centrosymmetric system could be obtained, as is illustrated in Figure II-14. 

 
Figure II-14. Schematic drawing of a phase diagram involving one non-centrosymmetric phase that can be 

constructed by SHG and THG.   
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II-2. Metastable Eutectic Phase Diagram Investigations ___ 1,3-Dimethylurea 

(DMU)/Water System  

II-2-1. Introduction 

1,3-dimethylurea (DMU) (Figure II-15) is a urea derivative. It is used to block the irreversible 

solid-solid transition of the metastable forms of pyrazinamide to the stable form at room 

temperature29 and also as an intermediate in organic synthesis, such as the synthesis of caffeine, 

chemicals, textile aids and herbicides. It exists as two enantiotropically related polymorphic 

forms:  

 Form I30,31 is stable at high temperature and crystallizes in the centrosymmetric Fdd2 space 

group.    

 Form II30,32 is stable at low temperature and crystallizes in the non-centrosymmetric P21212 

space group.  

 
Figure II-15. Molecular structure of DMU.  

The interaction of DMU with water gives a rather complex phase diagram, as shown in Figure 

II-1633. The presence of hundreds of ppm water decreases the transition temperature (form II      

→ form I) from 58°C down to 25°C. A metatectic invariant between solid solution form II (ss 

II) and solid solution form I (ss I) (<ss II>+saturated solution↔<ss I>) was detected by 

temperature-resolved XRPD at 25°C. A DMU ∙ H2O with a non-congruent fusion at 8°C 

(<DMU∙H2O>↔<ss II> + saturated solution) was revealed by DSC and its crystal structure was 

resolved in a centrosymmetric C2/c space group by XRPD (the crystallographic data of 

DMU∙H2O and anhydrous DMU are summarized in Table II-3). A metastable eutectic invariant 

(<ss II>+<water>↔saturated solution, determined by refractometry) and a stable eutectic 

invariant (<DMU ∙ H2O>+<water>↔saturated solution, determined by DSC) also exist. 

However, due to the experimental restrictions, the values (liquidus and solidus) close to the 

eutectic composition cannot be obtained by refractometry and the DSC thermograms shows 
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merges of all the thermal peaks. Even though it is possible to complete this phase diagram by 

extrapolation of the liquidus and solidus (colored curves in Figure II-16), the dispersion of the 

existing hypoeutectic liquidus values (red curve in Figure II-16) will give an inaccurate eutectic 

composition and a deviation of the liquidus. Therefore, another way should be found to obtain 

precisely the data close to the eutectic composition.  

 
Figure II-16. Phase diagram between DMU and water. (U.sat.sol represents under saturated solution, sat.sol 

represents saturated solution. These two abbreviations will be used in the following.)    
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Table II-3. Crystallographic data of anhydrous DMU and DMU∙H2O. 

Form DMU∙H2O DMU form I DMU form II 

Temperature (K) 253 180 100 
Crystal system Monoclinic Orthorhombic Orthorhombic 
Space group C2/c Fdd2 P21212 
a (Å) 19.1479 (8) 11.3837 (2) 10.8522 (6) 
b (Å) 13.9557 (5) 19.6293 (4) 4.9102 (3) 
c (Å) 13.4926 (4) 4.5608 (1) 4.5766 (3) 
β (°) 134.644 (2) 90 90 
Z 16 8 2 
Z’ 2 0.5 0.5 
Volume (Å3) 2565 (1) 1019 (1) 244 (1) 
Density (g/cm3) 1.099 (1) 1.149 (1) 1.200 (1) 

Nucleation and/or growth of DMU ∙ H2O was/were observed to be slow. Often, the stable 

equilibrium between DMU ∙ H2O and water is more difficult to reach than the metastable 

equilibrium between ss II and water. Therefore, the possible pathway to get access to the 

liquidus and solidus close to the eutectic composition is to plot the metastable equilibrium 

between ss II and water, especially to precise the metastable eutectic composition. Then, by 

extrapolation of this metastable eutectic phase diagram, a more accurate stable phase diagram 

can be obtained (illustrated in Figure II-17).  

 
Figure II-17. Illustration of the determination of stable eutectic equilibrium by extrapolation of metastable 

equilibrium. N.B.: the composition of the solid solution <ss II> is close to the pure composition.   

In this work, we report for the first time the use of TR-SHG to plot the metastable eutectic phase 

diagram between DMU (or more precisely ss II) and water and to accurately determine the 

metastable eutectic composition.  
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II-2-2. Preparation of the Samples  

1,3-dimethylurea powder was purchased from Merck Schuchardt OHG in Germany (CAS 

registry number: 96-31-1) with a chemical purity of ca. 99.9% and kept in a desiccator with 

P2O5 at ambient temperature before usage.  

Samples of the desired molar fraction were prepared by mixing the requested amount of DMU 

powder in deionized water at ambient temperature (i.e., for a 70% molar mixture, 6.7692 g of 

DMU powder and 3.2308 g of deionized water). The mixture was then stirred for 5 h to ensure 

the full dissolution of the solute. All the samples were prepared with a maximum deviation of 

0.1% in molar fraction of water. Of the pre-prepared solutions, 20 mg were used for each TR-

SHG experiments. 

II-2-3. Establishment of an Experimental Protocol to Study the Metastable Equilibrium 

between SS II and Water  

As previously mentioned, the aim of this study is to precisely determine the metastable eutectic 

composition for the system formed by ss II and water. To this purpose, it is necessary to select 

adequate experimental conditions: 

 A cooling protocol that allows to reach the metastable state between ss II and water.  

 A heating protocol to perform the TR-SHG experiments that minimizes the conversion of 

ss II towards the stable monohydrate. 

The sample holder and the heating/cooling stage used for TR-SHG experiment can also be 

coupled to a microscope (cold-stage microscope). Thus, the heating/cooling protocols can be 

chosen and validated by cold-stage microscopy observations. Figure II-18 shows the 

microscopy observations for a composition of 70 mol% DMU/water mixture. The sample was 

first cooled down to -50°C at 10 K/min and annealed at this temperature during 60 min to fully 

crystallize ss II (it should be noted that it also takes time to crystallize ss II). The observations 

under a microscope were performed during heating at 5 K/min. Small crystals (several 

micrometers) are clearly visible but their shape is not well defined probably due to the high 

cooling rate used (10 K/min) to avoid the crystallization of the monohydrate. However, only 

one crystal shape (i.e., one crystalline form) was observed upon heating up to -21°C which 
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confirms that the chosen cooling rate allows the ss II form to be solely crystallized.  

However, at the end of the melting process of ss II (-20°C, close to the liquidus temperature), a 

new crystalline form appears at the expense of the former crystals and continues to grow. This 

new form is DMU∙H2O. Several higher heating rates were tried to totally avoid the appearance 

of DMU∙H2O, but the monohydrate appeared no matter how fast the heating is. It appeared 

when the temperature is close to the liquidus temperature. Moreover, for TR-SHG, a fast heating 

will lead to less SHG data recorded. 5 K/min is a reasonable heating rate to avoid the fast 

appearance of DMU∙H2O and to have enough SHG data. It should be noticed that the metastable 

state between ss I and water cannot be reached by using the above experimental conditions, 

which has been confirmed by XRPD that only ss II crystallizes.  

 

Figure II-18. Microscopy observations for a composition of 70 mol% DMU/water mixture at 5K/min. 

Therefore, the protocol for TR-SHG measurements was determined (Figure II-19). The 

metastable state between ss II and water was reached by cooling the mixture from room 

temperature (RT) to -50°C at 10 K/min and annealing at this temperature for 60 min. Then, the 

sample was heated at 5 K/min to minimize the transition from metastable state to the stable 

state. However, under this condition, the co-existence of the metastable state and the stable state 

was still observed at the end of the melting.     
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Figure II-19. Protocol to reach the metastable state between ss II and water. 

II-2-4. TR-SHG Analysis in the Metastable SS II/Water System 

II-2-4-1. SHG Response in the SS II/Water System 

DMU (form II) is known to crystallize in a non-centrosymmetric orthorhombic space group 

P21212. It is likely that the analyzed sample at ambient temperature was actually the ss II form 

(Figure II-16). This confirms that ss II is SHG active (it is not surprising since ss II is likely to 

keep the same crystal structure as “pure” DMU form II). Water crystallizes in a centrosymmetric 

hexagonal space group P63/mmc, which is SHG negative21,22.  

Different compositions of DMU/water mixtures were cooled to -50°C at 10 K/min to reach the 

metastable state and annealed for 60 min to fully crystallize the sample and then heated at 5 

K/min and analyzed by TR-SHG. As examples, the results obtained for one hypoeutectic 

composition (60 mol%, molar fraction in water) and one hypereutectic composition (80 mol%, 

molar fraction in water) are detailed. 

II-2-4-2. Measurements of Hypoeutectic Compositions between SS II and Water by TR-

SHG 

Figure II-20 shows the TR-SHG results obtained for a DMU/water mixture of composition 60 

mol% in water. Each region in Figure II-20-(a) is correlated with the schematic phase diagram 

(Figure II-20-(b)) labelled with the same color.  

In region I, between -50°C and -37.5°C, SHG signal remains relatively stable with a slight 

deviation due to the stability of the laser beam. ss II crystals and micro-structured crystals 

containing crystalline ss II and ice coexist and are both responsible for the observed SHG signal. 

In region II, at -37.5°C, SHG intensity begins to decrease, which corresponds to the decrease 

of the crystalline non-centrosymmetric fraction in the system, i.e., the beginning of the melting 

of micro-structured crystals between ss II and ice. Therefore, -37.5°C corresponds to the 
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eutectic temperature ( ாܶ). The significant decrease occurs from -37.5°C to -30°C, which might 

be due to the thermal inhomogeneity in the sample. Remind that due to the rather high heating 

rate (5 K/min) necessary to limit the conversion towards the monohydrate, various area of the 

sample probably not reach the same temperature simultaneously. From -30°C to 23.8°C, after 

a small increase that will be discussed later in this chapter, the SHG signal decreases 

progressively. This decrease is due to the gradual dissolution of the ss II crystals. The signal 

totally vanishes at 23.8°C, which corresponds to the liquidus temperature. In region III, only 

liquid phase exists, so no SHG signal is observed.  

 
Figure II-20. (a) TR-SHG result for the composition of 60 mol% mixture (molar fraction in water) and (b) 

schematic DMU/water metastable eutectic phase diagram. 

II-2-4-3. Measurements of Hypereutectic Compositions between SS II and Water by TR-

SHG  

The TR-SHG result for the mixture of composition 80 mol% (molar fraction in water) is shown 

in Figure II-21. In region I, a high SHG signal is detected and a plateau is observed from -50°C 

to -37.5°C. Since this hypereutectic mixture is rich in water, ice and micro-structured crystals 

(between ss II and ice) coexist below the eutectic temperature. Only the micro-structured 

crystals are responsible for the SHG signal. In region II, a decrease of the SHG signal occurs at 

-37.5°C, which represents the eutectic temperature. The signal decreases in the temperature 

range from -37.5°C to -32.5°C, which is the range of the eutectic reaction within dynamic 
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condition. When all the micro-structured crystals melt, no SHG signal is generated by either ice 

or liquid. Therefore, the liquidus temperature cannot be observed for this composition. 

 
Figure II-21. (a) TR-SHG result for the composition of 80% mixture (molar fraction in water) and (b) schematic 

DMU/water metastable eutectic phase diagram. 

II-2-5. Plot of the Metastable Eutectic Phase Diagram between SS II and Water by TR-

SHG 

The metastable eutectic phase diagram between ss II and water can be constructed by 

performing measurements for several compositions (60 mol%, 62 mol%, 65 mol%, 68 mol%, 

70 mol%, 71 mol%, 75 mol%, 80 mol%, 90 mol% and 95 mol%, molar fraction in water). 

Results are shown in Figure II-22. We recall that for this phase diagram, the liquidus in the 

hypereutectic compositions cannot be obtained by TR-SHG.  

 
Figure II-22. Metastable eutectic phase diagram between ss II and water. 
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II-2-6. Precise Determination of the Metastable Eutectic Composition between SS II and 

Water by TR-SHG 

The metastable eutectic phase diagram between ss II and water has been constructed. The 

following step requires to precise the metastable eutectic composition. To this purpose, two 

methods were used, as illustrated below. 

II-2-6-1. Method 1: Differentiate the Liquidus and Solidus of Compositions Close to the 

Eutectic Composition 

For the 70 mol% DMU/water mixture (Figure II-23-(a)), both the eutectic (-37.5°C) and 

liquidus (-17.5°C) temperatures can be observed in the TR-SHG curve. This composition is in 

the hypoeutectic composition domain. By contrast, for 70.5 mol% mixture (Figure II-23-(b)), 

only the eutectic temperature (-37.5°C) is observable in the TR-SHG curve, which corresponds 

to a hypereutectic composition. Therefore, the metastable eutectic composition is comprised in 

the interval of 70% to 70.5%. 

 

Figure II-23. TR-SHG results for the composition of (a) 70% and (b) 70.5% DMU/water mixtures. 

More precise determination of the eutectic composition is difficult in this case. The above SHG 

measurements were performed every 15 s at a heating rate of 5 K/min, so every 1.25°C per 

SHG measurement. One way to precise the eutectic composition is using a slower heating rate 

to accurately differentiate the solidus and the liquidus. However, since the system is in the 

metastable state, lowering the heating rate would raise the risk of reaching the stable state. 

Another way is to confine the compositions to 70.1 mol%, 70.2 mol%, 70.3 mol% and 70.4 
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mol%. But due to the heating rate 5 K/min used, the differences between these compositions 

cannot be distinguished. 

II-2-6-2. Method 2: Enhanced SHG Signal due to the Eutectic Microstructure 

For powder SHG measurements, the SHG signal has been reported to increase linearly with the 

fraction of non-centrosymmetric crystals in the mixture (if the crystal size distribution is not 

too large). In a eutectic system, due to the impact of the eutectic microstructure, the SHG signal 

might not evolve linearly. The eutectic microstructure will whether enhance or reduce the SHG 

signal. Simon et al.34 reported that powders from near-eutectic compositions can exhibit SHG 

signal up to 20 times higher than that of the powder containing pure non-centrosymmetric phase. 

This is due to the formation of a suitable eutectic microstructure that enables quasi-phase-

matching (QPM, in Chapter 1). This behavior can be used for the determination of the eutectic 

composition as described in the following. 

Figure II-24 shows a binary system composed of A and B components. A is supposed to 

crystallize in a non-centrosymmetric space group and B in a centrosymmetric space group. At 

exactly the eutectic composition (position 1), the system is composed of 100% of eutectic 

microstructured grains, which generate a SHG intensity referred to as I. At a hypoeutectic 

composition (position 2), at a temperature below the eutectic temperature, the solid sample is 

composed of pure A crystals and the eutectic microstructured grains. Both are responsible for 

the generation of SHG signal. Suppose pure A crystals generate a SHG intensity referred to as 

a and the eutectic microstructured grains generate a SHG intensity referred to as Ihypo. So, the 

total SHG intensity of this hypoeutectic composition is a+Ihypo. At a hypereutectic composition 

(position 3), the solid phase at low temperature is composed of pure B crystals and eutectic 

microstructured grains. Only the eutectic microstructured grains generate a SHG intensity of 

Ihyper (centrosymmetric B crystals cannot generate SHG). 

Due to the formation of a suitable eutectic microstructure that enables quasi-phase-matching 

(QPM), the generated SHG signal is much higher than the intensity generated by the pure non-

centrosymmetric material34. In the case of the above mentioned hypoeutectic composition, pure 

A crystals bring an extra but small contribution to the overall SHG signal, i.e., Ihypo>>a. So, the 
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total SHG signal generated in this hypoeutectic composition can be approximate to only Ihypo 

(summarized in Table II-4).  

Table II-4. Sum-up of the phases to generate SHG signal and the corresponding SHG intensity in a binary 

system composed of A (non-centrosymmetric) and B (centrosymmetric). 

Composition Solid phases at -50°C Phases generate SHG signal ISHG Approximated ISHG 

Hypo-  <A>+<microstucture> <A> +<microstucture> a+Ihypo Ihypo 

Eutectic  <microstucture> <microsturcture> I I 

Hyper-  <B>+<microstucture> <microstucture> Ihyper Ihyper 

According to the lever rule, the proportion of microstructured grains increases linearly towards 

the eutectic composition E’ (where the sample constitutes 100% of eutectic grains). Therefore, 

for hypoeutectic compositions, SHG signal evolves linearly with the proportion of 

microstructured grains. For hypereutectic compositions, the decrease in SHG signal versus 

composition could be understood by a decrease of the fraction of eutectic grains. Consequently, 

the maximum SHG intensity can be reached at the eutectic composition. The constructed graph 

(Figure II-24) by TR-SHG is similar to a Tammann graph, so called “SHG Tammann graph”.   

 
Figure II-24. Schematic rationalization of SHG signals in a eutectic phase diagram. ۦAۧ grains (yellow) 

correspond to a non-centrosymmetric material (SHG positive), and ۦBۧ grains (red wine) correspond to a 

centrosymmetric material (SHG negative). 
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In the following this method is applied to the DMU/water system. SHG intensity of samples of 

near-eutectic compositions in DMU/water system were measured by TR-SHG. 150 mg of pre-

prepared mixtures at the desired composition were put in an amorphous quartz crucible with a 

15 mm *15 mm cover slide on the top to have a flat surface and to maintain the same sample 

thickness. The sample was cooled down to -50°C at 10 K/min and kept at this temperature. 

SHG measurements were performed during this annealing at -50°C every minute (the 

procedures of measurements are summarized in (Figure II-25-(a)). The evolution of SHG 

intensity for a composition of 90 mol% DMU/water mixture along the annealing at -50°C is 

shown in Figure II-25-(b). SHG signal increases with time and around 45 min, the signal keeps 

stable. It means that the mixture has fully crystallized into ss II and no conversion towards the 

monohydrate occurs during the annealing process (otherwise, the appearance of the 

monohydrate would have decreased the SHG signal). The intensity generated by the crystallized 

90 mol% mixture was taken as the average value of the plateau.    

 

Figure II-25. (a) Conditions to measure the SHG intensity of near-eutectic compositions, (b) the evolution of SHG 

intensity for a composition of 90 mol% DMU/water mixture annealing at -50°C. 

SHG intensity generated by samples of composition of 60 mol%, 65 mol% and 68 mol% 

DMU/water in the hypoeutectic domain and 75 mol%, 80 mol% and 90 mol% DMU/water in 

hypereutectic domain were measured the same way. Experimental values are reported on Figure 

II-26. The intercept of hypoeutectic compositions and hypereutectic compositions is the eutectic 

composition, which is 69.8%േ1.0%. 
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Figure II-26. The determination of eutectic composition of DMU/water system by the intercept of hypo- and hyper-

eutectic compositions. 

Attention should be paid that in this system, SHG Tammann graph is applicable only in the 

near-eutectic compositions. Compositions with high DMU concentrations (far from the eutectic 

composition), the portion of eutectic microstructures is low. Both the ss II crystals and the 

microstructures are responsible for the SHG intensity. The impact of the enhanced SHG 

intensity by eutectic microstructures will be small compared to the SHG intensity generated by 

the ss II crystals.  

Thus, for these compositions (high and low DMU concentration), the evolution of the SHG 

intensity versus composition is no more related to the eutectic character of the system and 

cannot be used for the determination of the eutectic composition.   

II-2-7. Discussions 

II-2-7-1. Discussions about the Methods to Precise the Metastable Eutectic Composition  

The above two methods to determine the metastable eutectic composition of DMU/water 

system are in agreements. A composition between 70% and 70.5% was obtained by using 

method 1, while 69.8%േ 1.0% was obtained by method 2. The accuracy of method 1 was 

discussed in the previous urea/water system in II-1. Here we only focus on the discussion of 

method 2. In Figure II-26, it is shown that the deviation of the SHG intensity is high, especially 

in the hypoeutectic compositions. This induces a deviation of 1.0% for eutectic composition. 

We assume that the crystal size distribution and morphology of each type of grain (<A>, <B> 

and <eutectic microstucture>) are equivalent, the overall SHG signal is the sum of the 
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contributions of each type of grain. This might be oversimplified. Indeed, eutectic solidification 

is strongly governed by kinetic parameters34. However, this method can remain of interest as it 

provides another way to determine the metastable eutectic composition that without any risk of 

conversion of ss II towards the stable DMU∙H2O.  

II-2-7-2. Discussions about the TR-SHG Curve in the Hypoeutectic Compositions  

It can be noticed that in the SHG curves obtained for hypoeutectic compositions, the evolution 

of SHG signal between the solidus and liquidus temperature is not monotone as observed for 

the system of urea/water. Indeed, a slight increase is observed before the signal begins again to 

decrease toward the null value corresponding to the liquidus temperature (as shown in Figure 

II-27).  

 

Figure II-27. (a) TR-SHG curve for the composition of 70% DMU/water mixture, (b) a zoom of the peak between 

solidus and liquidus (purple rectangle).  

To understand this behavior, microscopy observations were performed in the temperature range 

of -35°C to -17.5°C and the size distribution of the crystals at -30°C and -19°C were compared 

(Figure II-28). The average crystal size at -30°C is 5.19 ݉ߤ, while the average crystal size at -

19°C is 7.86 ݉ߤ. It is obvious that during heating, the number of crystals decreases while the 

size of the crystals increases due to the Ostwald ripening phenomenon. Small crystals dissolve 

and deposit on bigger crystals. Crystals at temperatures below -30°C cannot be clearly observed 

and measured. But it can be deduced that below -30°C, the number of crystals is higher while 

the size is smaller compared to crystals at -30°C and -19°C.    
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Figure II-28. Microscopy observations of crystals at -30°C and -19°C for the composition of 70% DMU/water 

mixture. 

SHG intensity generated by a given sample depends on numerous parameters (molecular nature, 

crystallinity, crystal structures, size and orientation of the crystals)18,19. As can be observed by 

microscopy, the most prominent changes are the number and the size of the crystals. We suppose 

other parameters (crystallinity, orientation of crystals) keep the same during the heating. The 

overall SHG intensity only depends on the number of the crystals and the size of the crystals 

involved. Kurtz and Perry18 demonstrated that the intensity of the SHG signal is proportional 

to the total number of particles present. Therefore, SHG intensity should decrease from -35°C 

to -17.5°C. The intensity of the SHG signal also varies with the size of the crystals depending 

on the phase-matchable or non-phase-matchable properties (Figure II-29-(a)). In this case, ss II 

has a high possibility to be a non-phase-matchable material. Suppose at the beginning of the 

melting process, the size of the crystals is smaller than the coherence length (this coherence 

length cannot be obtained experimentally). SHG intensity will increase with the growth of the 

crystal (due to the Ostwald ripening). When the crystals have the same size as the coherence 

length, further growth will decrease the SHG intensity. Therefore, the total SHG intensity 

depends on the balance between the number of the crystals and the size of the crystals, shown 

in Figure II-29-(b).  
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Figure II-29. (a) Evolution of the SHG intensity with the size of the crystals for phase-matchable and non-phase-

matchable materials. (b)Interpretation of the changes of SHG intensity. From -35°C to -30°C, the increase of ܫௌுீ 

is due to the growing of the crystal size (݈ ൏ ݈௖); from -30°C to -17.5°C, the decrease of ܫௌுீ is due to the decrease 

of the number of crystals and the increase of the crystal size (݈ ൐ ݈௖).      

II-2-7-3. Discussions about the Liquidus in the SS II/Water Metastable Eutectic Phase 

Diagram  

The accuracy of the determination of the liquidus is questionable because a metastable state is 

involved in this case. Microscopy observations (Figure II-18) show that the monohydrate 

appears at the end of the melting process at the expense of the remaining ss II crystals, which 

means that the metastable equilibrium and the stable equilibrium co-exist. Since the SHG signal 

is generated only by ss II, the decrease of the SHG signal is not only due to the melting of ss II 

crystals, but also due to the transformation to the centrosymmetric monohydrate (no SHG signal 

generated). However, the appearance of the monohydrate has only been observed at the end of 

the melting process, only a small deviation of the value of the metastable liquidus temperature 

measured by TR-SHG is expected.  

This can be confirmed by the comparison of liquidus obtained from refractometry. As is shown 

in Figure II-30, the metastable liquidus obtained from TR-SHG (red spots) are lower than the 

values from refractometry (black spots), which could be due to the conversion of the ss II to 

DMU∙H2O at the end of the melting process. 
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Figure II-30. A comparison of metastable liquidus obtained from TR-SHG (red spots) and from refractometry 

(black spots).  

II-2-8. Conclusion  

The metastable phase diagram of DMU/water was constructed by TR-SHG and the metastable 

eutectic composition was determined (70%-70.5%). By extrapolation, the stable eutectic 

equilibrium was completed. Consequently, the entire phase diagram of DMU/water has been 

completed. In total 5 invariants exist in this phase diagram, summarized in Table II-5. 

Table II-5. Characteristics of the different invariants in the phase diagram of DMU/water. 

Tinvariant/°C Equilibrium Technique Equilibrium 

25 Stable metatectic In-situ X-ray <ss II> + saturated solution ↔ <ss I> (<<1%) 

8 Stable peritectic DSC <DMU∙H2O> ↔ <ss II> + saturated solution (≈65%) 

-20 Stable eutectic DSC <DMU∙H2O> + <water> ↔ saturated solution (≈80%)

-37 Metastable eutectic TR-SHG/ 

Refractometry

<ss II> + <water> ↔ saturated solution  

(between 70% and 70.5%) 

In this case, by microscopy observations, we confirmed that no recalescence appeared, because 

the crystallization of DMU∙H2O is rather slow. But for the general application of this method, 

attention should be paid to the possible recalescence phenomenon involved in a peritectic 

transition with metastable or stable equilibria. For instance, sodium sulfate decahydrate, also 

known as Glauber’s salt, has three important features: (i) a high subcooling (>15°C) of its 
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anhydrous form when no nucleating agent is added, (ii) incongruent melting, and (iii) the 

presence of a metastable heptahydrate. The phase diagram between anhydrous sodium sulfate 

and water is shown in Figure II-31. When a mixture of anhydrous sodium sulfate and its 

saturated solution is put at a temperature lower than 32.4°C (peritectic temperature), one can 

see a sudden increase of the temperature measured by a thermocouple immersed in the sample. 

The appearance of this phenomenon ___ recalescence: a spontaneous return to 32.4°C due to a 

fast crystallization of the dehydrate ___ prevents a real isothermal return to the equilibrium.  

 
Figure II-31. Phase diagram between sodium sulfate (Na2SO4) and water, in which exist a stable equilibrium 

involving sodium sulfate decahydrate (Na2SO4•10H2O) and a metastable equilibrium involving sodium sulfate 

heptahydrate (Na2SO4•7H2O).   
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II-3. Investigations of Hexamethylenetetramine (HMT)/Water System by 

TR-SHG  

II-3-1. Introduction 

Hexamethylenetetramine (HMT, (CH2)6N4, Figure II-32) has a cage-like structure, which is 

similar to the structure of adamantane. It is used for the growth of ZnO nanorods and in 

cyclotrimethylenetrinitramine (RDX) production35–38. HMT is one of the exceptional 

compounds that exhibits nonlinear optical properties39 and crystallizes in the cubic system 

 Kurtz and Perry18 classified it as a non-phase-matchable material and its nonlinear .(4ത3mܫ)

coefficients are greater than crystalline quartz.  

 
Figure II-32. Molecular structure of hexamethylenetramine (HMT). 

HMT is highly soluble in water and its solubility decreases with increasing temperature40 

(retrograde solubility). A hexahydrate (CH2)N4∙6H2O was highlighted and the crystal structure 

was solved in the R3m space group (Table II-6).  

Table II-6. Crystallographic data of HMT and HMT hexahydrate. 

Form HMT HMT hexahydrate

Temperature (K) 283-303 253 

Crystal system Cubic Trigonal 

Space group I4ത3m R3m 

a (Å) 7.028 (2) 11.620 

b (Å) 7.028 (2) 11.620 

c (Å) 7.028 (2) 8.670 

α (°) 90 90 

β (°) 90 90 

γ (°) 90 90 
Z 2 3 
Z’ 0.04 0.17 

Volume (Å3) 347.132 1013.82 

Density (g/cm3) 1.341 1.22 
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The dissolution temperature of this hydrate is controversial. Some reported this temperature to 

be 13.5°C or 15.0°C. Aladko et al.41 reported two temperatures: 12.9°C and 14.1°C. They 

mentioned that the most probable explanation of the two observed temperatures was a change 

in the solubility evolution with temperature. This change may be caused by temperature-

induced drastic changes of hydration of HMT molecules in liquid phase.41 The phase diagram 

between HMT and water was also proposed (shown in Figure II-33).  

 
Figure II-33. Phase diagram of the binary HMT/water system proposed by Aladko et al.41.  

The above phase diagram obviously shows that there is a phase transition in HMT at 14.1°C. 

However, HMT is well known to have only one phase at ambient pressure. Therefore, the above 

proposed phase diagram might be wrong. A further reinvestigation of HMT/water phase 

diagram is highly necessary.  

In this phase diagram, (i) HMT is a non-phase-matchable material, the behavior between HMT 

and water might be different from urea/water system, in which urea is phase-matchable. (ii) The 

phenomena correspond to the two temperatures (12.9°C and 14.1°C) might be differentiated by 

TR-SHG. Moreover, HMT has a high nonlinear conversion efficiency, it is suitable for TR-SHG 

measurements.   

II-3-2. Study of the Eutectic Phase Diagram in HMT/Water System by TR-SHG 

In part II-1 and II-2, stable eutectic phase diagram of urea/water system and metastable eutectic 

phase diagram of DMU/water system have already been fully investigated. In this system, we 
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mainly focus on the impact of non-phase-matchable materials on the SHG signal.  

II-3-2-1. Measurements of Hypoeutectic Compositions between HMT∙6H2O and Water by 

TR-SHG 

TR-SHG results for a HMT/water mixture of composition of 30% (mass fraction in HMT) is 

shown in Figure II-34 (heating rate 1K/min).  

 
Figure II-34. Comparison between (a) TR-SHG and (b) DSC analysis for the composition of 30 wt% HMT/water 

mixture (1 K/min heating rate). 

In region I, a high SHG signal is detected and a plateau is observed from -30°C to -10°C. This 

hypoeutectic mixture is rich in water, so ice and microstructured crystals (between HMT∙6H2O 

and ice) coexist below the eutectic temperature. Only the microstructured crystals are 

responsible for the SHG signal (as we speculated). In region II, a decrease of the SHG signal 

occurs at -11°C, which corresponds to the eutectic temperature. The signal decreases in the 

temperature range of -11°C to -7°C, which might be due to the thermal inhomogeneous in the 

sample. No SHG signal is generated by either ice or liquid, so the liquidus temperature cannot 

be observed for this composition. The eutectic temperature was confirmed by DSC, but the 

liquidus temperature cannot be obtained by either TR-SHG or DSC. 
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II-3-2-2. Measurements of Hypereutectic Compositions between HMT∙6H2O and Water 

by TR-SHG 

Figure II-35 shows the TR-SHG result obtained for 46 wt% HMT/water mixture (mass fraction 

in HMT).  

 

Figure II-35. Comparison between (a) TR-SHG and (b) DSC analysis for the composition of 46 wt% HMT/water 

mixture (1 K/min heating rate). 

In region I, between -30°C and -10°C, SHG signal remains relatively stable. HMT∙ 6H2O 

crystals and microstructured crystals (between HMT∙6H2O crystals and ice) coexist. They are 

both responsible for the observed SHG signal. In region II, at -11°C, SHG intensity begins to 

decrease, which corresponds to the decrease of the crystalline non-centrosymmetric fraction in 

the system, i.e., the beginning of the melting of micro-structured crystals. Therefore, -11°C 

corresponds to the eutectic temperature (TE). From -11°C to 13°C, the SHG signal slightly 

increases and then decreases again to totally vanish at 13°C, which corresponds to the liquidus 

temperature. This phenomenon is similar to the behavior observed in the DMU/water system, 

in which ss II crystals are supposed to be non-phase-matchable. As it is well known that HMT 
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is a non-phase-matchable material18, it is highly possible that HMT∙6H2O is also a non-phase-

matchable material. Therefore, we might make the conclusion that for non-phase-matchable 

materials, due to the Ostwald ripening effect in the melting process, the SHG signal does not 

decrease directly with temperature but will exhibit an increase followed by a decrease. In 

region III, only liquid phase exists, no SHG signal is observed. The eutectic temperature and 

the liquidus temperature determined by TR-SHG are in accordance with the temperature 

obtained from DSC.  

II-3-2-3. Plot of the Eutectic Phase Diagram between HMT∙6H2O and Water by TR-SHG 

The eutectic composition was refined with the method described in part II-1 for urea/water 

system and II-2 for DMU/water system. The value was determined to be 30.2 wt% - 30.3 wt%. 

Noted that the samples were prepared with a maximum deviation of 0.05 wt%. Phase diagram 

between HMT∙6H2O and water was constructed by measuring several different compositions 

by TR-SHG and was compared with DSC and literature data26.  

 
Figure II-36. Binary eutectic phase diagram between HMT∙6H2O and water. 

As can be seen in Figure II-36, the data obtained from TR-SHG (red dots), DSC (blue triangles) 

and literature (green diamonds) are consistent. In the vicinity of the eutectic composition, DSC 

cannot provide the liquidus data due to a merge of the peaks (Figure II-37), in contrary, TR-

SHG facilitates the determination (in hypereutectic compositions). These two methods can be 

combined and thus will enlarge the application of both TR-SHG and DSC.  
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Figure II-37. DSC curves show the merging of eutectic peaks and liquidus peaks for the composition of 20 wt% to 

40 wt% HMT/water mixture.   

II-3-3. Study of the Peritectic Equilibrium in HMT/Water System by TR-SHG 

Figure II-38-(a) shows the TR-SHG result obtained for the composition of 50 wt% HMT/water 

mixture (mass fraction in HMT).  

 

Figure II-38. Comparison between TR-SHG and DSC analysis for the composition of (a)(b) 50 wt% HMT/water 

mixture (1 K/min heating rate), and (c)(d) 80 wt% HMT/water mixture (1 K/min heating rate). 
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In region I, between -30°C and -10°C, SHG signal remains relatively stable. HMT∙ 6H2O 

crystals and microstructured crystals (between HMT∙6H2O crystals and ice) coexist and are 

both responsible for the observed SHG signal. In region II, SHG intensity begins to decrease at 

the eutectic temperature -11°C. From -11°C to 14°C, SHG signal decreases progressively due 

to the gradual dissolution of the HMT∙6H2O crystals. In region III, at 15°C, the signal decreases 

drastically, which corresponds to the peritectic temperature. Since the retrograde solubility line 

is nearly straight (Figure II-33), the amount of HMT crystals remains the same for higher 

temperature, then the signal keeps stable.  

The eutectic temperature determined by TR-SHG is in accordance with the temperature 

obtained from DSC (Figure II-38-(b)). However, for the peritectic temperature, DSC exhibits 

two merged peaks. The onset temperature is difficult to determine while the peak temperature 

is around 14.3°C, which is close to the peritectic temperature (15°C) determined by TR-SHG.  

A different SHG behavior was observed for compositions in high HMT concentrations. Figure 

II-38-(c) shows the TR-SHG result obtained for the 80 wt% HMT/water mixture (mass fraction 

in HMT). In region I, between -30°C and 12°C, SHG signal remains relatively stable. HMT and 

HMT hexahydrate are both responsible for the observed SHG signal. In region II, at 13°C, the 

signal decreases drastically, which corresponds to the peritectic temperature. Then the signal 

keeps stable. The peritectic temperature determined by TR-SHG is in accordance with the onset 

temperature obtained from DSC (Figure II-38-(d)). Moreover, no merged peaks were observed. 

II-3-4. Discussions 

We noticed that the impact of non-phase-matchability of the material is mainly visible in 

domains where a liquid phase is present. Due to the Ostwald ripening, size of the non-phase-

matchable crystals changes, which influences the intensity of the SHG signal. It is evident that 

Ostwald ripening occurs easily with the assistance of liquid and therefore, influences the 

intensity of the SHG signal. 

The two temperatures reported by Aladko et al.41 cannot be differentiated by TR-SHG. The 

1.2°C difference is too small. This could be due to the temperature gradients: inside the sample 
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and between the sample and the heating plate. Besides, the non-phase-matchable property of 

HMT might influence the SHG behavior. As in Figure II-35-(a), around the peritectic 

temperature (15°C), the signal increased and then drastically decreased. This enhances the 

difficulty to determine which temperature exactly corresponds to the peritectic temperature.  

In a certain temperature range, we observed by DSC the merge of two peaks close to the 

peritectic region (Figure II-39-(a)).  

 

Figure II-39. (a) Observations of two merged peaks in the compositions of 47 wt%, 48 wt% and 49 wt% HMT/water 

mixtures. (b) Comparison of the DSC curves between 50 wt% and 80 wt% HMT/water mixtures.  

Aladko et al.41 also reported that in many experiments a shoulder at around 14°C was observed 

for the compositions close to HMTA hexahydrate. Figure II-39-(b) shows the DSC curves 

obtained for compositions of 50 wt% and 80 wt%. Compared to the 50 wt%, the curve of 80 

wt% clearly shows an extra endothermic contribution from -6°C to 10°C. This could be 

explained by the presence of a new hydrate. This hydrate could experience a peritectic reaction 

in this temperature range and generate a new endothermic peak merged to the peak 

corresponding to the dehydration of HMT∙6H2O.  

Thus, another hydrate at a composition close to the hexahydrate might be envisaged. The 

possible phase diagram is shown in Figure II-40. TR-XRD was used to check the possible 

existence of this “new hydrate”, but no new phase was observed yet. 
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 Figure II-40. The possible phase diagram between HMT and water.  

II-3-5. Conclusion and Perspectives 

The phase diagram between HMT and water was studied by TR-SHG and confirmed by DSC. 

 Non-phase-matchable material could exhibit a different TR-SHG behavior in a eutectic 

phase diagram (or a phase diagram) than the phase-matchable material. Due to the Ostwald 

ripening, the changes of the crystal size will impact the evolution of the SHG intensity.  

 The eutectic composition (between 30.2 wt% and 30.3 wt%) was accurately determined by 

TR-SHG, which cannot be obtained by DSC due to the merge of eutectic peaks and liquidus 

peaks in compositions that are close to the eutectic composition.   

 A new hydrate might exist close to the hexahydrate and its peritectic temperature is also 

close to the temperature of hexahydrate. This can be used to explain the merged peaks 

observed in the DSC experiments and the two temperatures reported by Aladko et al.41 To 

further confirm the existence of this hydrate, in-situ X-ray analyses (-θ/-θ) could be helpful. 
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In this chapter, the crystallization kinetics were studied by TR-SHG. In part III-1, the 

crystallization process of 1,3-dimethylurea monohydrate was investigated. In part III-2, the 

monotropic phase transition of 2-adamantanone was followed by TR-SHG.  

III-1. Investigations of the Crystallization of 1,3-Dimethylurea Monohydrate 

(DMU•H2O) by TR-SHG  

III-1-1. Introduction 

In the pharmaceutical industry, hydrates, solvates and polymorphs are frequently encountered 

during drug development1 and at least one thirds of active pharmaceutical ingredients (APIs) 

crystallizes as hydrates2. They commonly have different physical or chemical properties such 

as solubility, dissolution rate, stability, and bioavailability. Therefore, during processing or 

storage, control of the solid-state forms is of prior importance to the drug development. Two 

different but related processes to control the transitions between solid-state forms are 

thermodynamics and kinetics. Thermodynamics tells whether a process or a reaction can occur 

(if there is a decrease in the free energy G), whereas kinetics considers how fast a change can 

occur. For a process or a reaction to occur, (i) the thermodynamics must be favorable (i.e., the 

driving force ∆G <0); (ii) The kinetics must be fast enough (small Ea, activation energy)3. 

1,3-dimethylurea (DMU) has already been introduced in Chapter II. It exists as solid solutions 

with ppm amount of water (hereafter ss I and ss II) and a monohydrate with a non-congruent 

fusion at 8°C4. However, the nucleation and/or growth of this hydrated form is/are slow. 

Therefore, in the DMU-water binary phase diagram4, the stable equilibrium between DMU∙H2O 

and water is often more difficult to reach than the metastable one between ss II and water (See 

Figure III-1). To further understand this phenomenon, thermodynamics and kinetics in the 

crystallization of DMU∙H2O have to be investigated.  
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Figure III-1. Schematic illustration of metastable phase diagram between DMU and water, and stable phase 

diagram between DMU∙H2O and water. Part of the phase diagram close to the DMU part is omitted (the metatectic 

equilibrium).   

From the thermodynamic point of view, a rough estimation of free energies includes 

intramolecular and intermolecular energetic contributions. Intramolecular contribution 

represents the variation of bond distances, angles and torsion angles around their equilibrium 

value (i.e., the conformation). Intermolecular contribution represents Van der Waals and 

electrostatic interactions. These can be determined from the positions of atoms in the crystal 

structures. 

For the kinetics, thermo-analytical techniques such as differential scanning calorimetry (DSC) 

has been extensively used to obtain the activation energies and kinetic parameters5. However, 

in the present case, the crystallization process of DMU∙H2O could not be detected by DSC 

during isothermal and non-isothermal processes. Therefore, an alternative method should be 

found to solve this problem. In this matter, the nonlinear optical second harmonic generation 

(SHG) technique could be of great relevance. 
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In the following, TR-SHG was used to investigate the crystallization process of DMU∙H2O and 

to determine the corresponding activation energy, and further to understand the sluggish 

behavior of the formation of DMU∙H2O.   

III-1-2. Energy Calculations of DMU and DMU∙H2O (Thermodynamics)  

In the structure of DMU∙H2O, alternate DMU and water molecules are connected by hydrogen 

bonds and an efficient three-dimensional hydrogen bonding network is built. Neither DMU-

DMU nor water-water hydrogen bonds exist (Figure III-2-(a)). Therefore, to build the hetero-

molecular hydrogen bonded chains in DMU∙H2O, certain amount of energy should be required 

to destroy the homo-molecular hydrogen bonded chains present in anhydrous DMU form II 

(Figure III-2-(b)). 

 

Figure III-2. Portion of a molecular chain of (a) DMU∙ H2O: DMU and water molecules are connected by 

hydrogen bonds, and (b) anhydrous DMU form II: DMU and DMU molecules are bonded by homo-molecular 

hydrogen chains.  

Lattice energy calculations are performed using Compass forcefield (included in Material 

Studio software)6 from the crystal structures of DMU form I7,8, DMU form II and DMU 

monohydrate7,9. Values directly obtained by the calculations are divided by Z (the number of 

molecules in the unit cell) to obtain the lattice energy per molecule. Temperature and pressure 

are not explicitly implemented in the energy calculations but the static lattice energy of the 

different polymorphs can be compared. Results are gathered in Table III-1. 

The energetic contributions of intermolecular interactions which are responsible for the 

cohesion of the crystal structures are also mentioned in Table III-1.  
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Table III-1. Summary of the results of lattice energy calculations. 

Form DMU∙H2O 
Anhydrous DMU 

form I 

Anhydrous DMU form 

II 

Crystal system Monoclinic Orthorhombic Orthorhombic 

Space group C2/c Fdd2 P21212 

Z 16 8 2 

Reference Reference 2 3 2 4 

Electrostatic contribution (kJ/mol) -417 -361 -368 -360 -358 

Van der Waals contribution (kJ/mol) -14 -36 -33 -38 -38 

Total intermolecular contribution (kJ/mol) -431 -397 -401 -398 -396 

However, because the molecular structures of DMU are very similar among the three solid 

forms7,8, the energetic contribution of the conformational intramolecular interaction is not 

relevant for a comparison between the different forms. It is clear that the electrostatic 

interactions dominate the three solid forms since all these forms essentially rely on hydrogen 

bond interactions. The electrostatic interactions are more favorable in the case of the DMU∙H2O 

(-417 kJ/mol) compare to the two anhydrous forms (ca. -360 kJ/mol). This is clearly in 

agreement with the fact that hydrogen bonds are systematically shorter in the case of DMU∙H2O 

compared to anhydrous forms. 

However, the Van der Waals energy contribution is less favorable for DMU∙H2O (-14 kJ/mol) 

with a difference of about 20 kJ/mol compared to the anhydrous forms. This is related to the 

fact that DMU-DMU interactions are reduced in the case of DMU∙H2O due to the presence of 

water molecules, which systematically surround each DMU molecule. Overall, when both 

contributions are added (the electrostatic interactions + Van der Waals), the energy of 

intermolecular interactions of DMU∙H2O (-437 kJ/mol) is still lower than those of anhydrous 

forms of around 30-35 kJ/mol. Hence, from a thermodynamic point of view, it comes that 

DMU∙H2O is more stable than the two anhydrous forms (at 0 Pa and 0K). These calculations 

confirm the established DMU/water phase diagram and the stability of phases at low 

temperature. Thus, when the conditions are favorable (water content, temperature and pressure), 

DMU∙H2O should be the solid form present when equilibrium is reached below the peritectic 

invariant (8°C). 
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Practically, solid solutions (ss I and ss II) with ppm amount of water (e.g., from moisture in the 

air) are the phases that exist instead of DMU form I and form II. Solid solutions have the same 

crystal structure and energy level than the matrix crystal structure. Thus, in the following, the 

terminology ss II is used instead of DMU form II.  

III-1-3. Mechanism of the Crystallization of DMU∙H2O  

In order to study the crystallization of DMU∙H2O, a concentration of 60% (molar fraction in 

water) DMU/water mixture was prepared. According to the phase diagram, the phases in 

equilibrium (below peritectic invariant 8°C) should be DMU∙ H2O and a saturated solution. 

Nevertheless, upon cooling, a metastable equilibrium can be reached between ss II and saturated 

solution. Moreover, no phenomenon of recalescence occurs due to the slow formation of 

DMU∙H2O. 

III-1-3-1. Second Harmonic Response of the Crystallization of DMU∙H2O 

To understand the second harmonic response of DMU∙ H2O, a DMU/water mixture with a 

concentration of 60 mol% (in water) was:  

 Cooled down from room temperature to -50°C at 10 K/min. This procedure leads to the 

metastable state between ss II and ice to be reached.  

 Then heated to 1°C at 10 K/min and annealed at this temperature to wait for the stable 

equilibrium. Thus, the transition process from ss II to DMU∙H2O (i.e., the crystallization 

of DMU∙H2O) was monitored by TR-SHG during the isothermal step. 

The evolution of the SHG signal during the annealing process is shown in Figure III-3. At the 

beginning of the annealing, only ss II crystals exists (in the metastable state) and generates the 

highest SHG signal. Gradually, ss II transforms to DMU∙H2O (centrosymmetric crystal), which 

leads to a decrease of the SHG signal. After 264 min, the SHG signal completely vanishes, 

which indicates that the stable state is reached and only DMU∙H2O exists. Furthermore, the null 

SHG signal confirms that DMU∙H2O is a centrosymmetric crystalline form (confidence higher 

than 99%10). 

Moreover, in a previous study, temperature-resolved powder X-ray diffraction (TR-XRPD)4 

confirms that when cooling down the DMU/water mixtures to temperatures below 8°C, ss II 
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crystallizes first, then the monohydrate crystallizes when the sample is maintained at those 

temperatures for a long period of time. Observations under a microscope are also in agreement 

with the SHG and TR-XRPD measurements. At low temperatures, hexagonal-shaped crystals 

are observed and correspond to ss II crystal. Increasing the temperature, a new form appears at 

the expense of the former hexagonal form crystals and the propagation of an interface in the 

bulk of the crystals can be clearly observed. The appearing form corresponds to DMU∙H2O. 

 
Figure III-3. SHG intensity versus time for a composition of 60% (in molar fraction of water) DMU/water mixture 

annealing at 1°C. SS II generates a high SHG signal, while DMU∙H2O has no SHG response. 

III-1-3-2. Kinetics of the Crystallization of DMU∙H2O  

SS II generates a high SHG intensity, while DMU∙H2O has no SHG response. Therefore, by 

tracking the SHG signal of ss II, the kinetics of the transition from ss II to DMU∙H2O (i.e., the 

crystallization of DMU∙H2O) can be followed by TR-SHG.  

A concentration of 60% DMU/water mixtures was first cooled down to -50°C, and then heated 

at 10 K/min to the desired isothermal temperatures, -25°C, -20°C, -10°C and 1°C, respectively. 

The four different isothermal temperatures are all beyond the metastable eutectic temperature 

(-37.5°C, between ss II and water) and below the stable peritectic temperature (8°C) (Figure 

III-4). Therefore, the transition from the metastable ss II to the stable DMU∙H2O can occur with 

the assistance of a liquid (as the 60% molar composition in water locates in a two-phase domain 

of saturated solution + DMU). 
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Figure III-4. Illustration of the location of 60 % DMU/water in the phase diagram.  

The completion of the transition process is highlighted by the null SHG signal. The evolution 

of the SHG signal versus time during the isothermal process is shown in Figure III-5.  

 
Figure III-5. The SHG signal versus time for the composition of 60% (in molar fraction of water) DMU/water 

mixture during the isothermal processes at different annealing temperatures. 

As can be seen, the transition processes were completed after 264 min, 292 min and 352 min 

when the sample was annealed at 1°C (pink curve), -10°C (blue curve) and -20°C (red curve), 

respectively. While after 596 min, the transition process was still not fully completed at -25°C 
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(black curve). This indicates that temperature is an important factor affecting the crystallization 

process. The higher the annealing temperature, the faster the process is completed. Especially 

in this case, at -25°C, which is lower than the stable eutectic temperature (-20°C), all phases 

are solids in the stable state, the transition process should proceed via molecular diffusion in 

the solid-state and thus takes comparatively much longer time. 

In the work of Kurtz and Perry10,11, it is indicated that the intensity of the SHG signal is 

proportional to the total number of particles present. Based on this, for all the measurements 

reported herein, the intensity of the SHG signal is considered to be proportional to the fraction 

of the crystalline non-centrosymmetric phase in the system. 

The crystallized fraction of DMU∙H2O (X) can be defined as follows: 

	 ܺ ൌ 1 െ ூೄಹಸሺ௧ሻ

ூೄಹಸ
బ                              (III-1) 

where ܫௌுீ
଴  is the initial SHG intensity (t=0, represents when the isothermal temperatures are 

reached); ܫௌுீሺݐሻ is the SHG intensity measured at time t.  

Figure III-6 displays the crystallized fraction of DMU∙H2O versus time. Note that all curves 

have a characteristic sigmoidal shape. The transition is rapid at the beginning and then slows 

down approaching the end of the process.  

 
Figure III-6. Plots of crystallized fraction of DMU∙H2O versus time for the 60% (in molar fraction of water) 

DMU/water mixture during the isothermal processes at different annealing temperatures. 

A commonly used model to describe the crystallization kinetics is the Avrami equation12–14: 

ܺ ൌ 1 െ  ௡ሻ                         (I-3)ݐሺെ݇	݌ݔ݁
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where k is the crystallization rate constant and t the annealing time, n is Avrami exponent that 

is related to the time dependence of nucleation rate and to the dimensionality of the 

crystallization.   

The logarithmic conversion of eq. I-3 leads to: 

݈݊ሾെ ݈݊ሺ1 െ ሻሿݔ ൌ ݈݊݇ ൅  (I-4)                      ݐ݈݊݊

From a linear regression of ݈݊	ሾെ ݈݊ሺ1 െ  parameters n and k can be determined as ,ݐ݈݊ ሻሿ andݔ

the slope and the intercept of the straight line obtained, respectively. Figure III-7 shows the 

Avrami plot based on eq. I-4. The average n value is relatively close to 1, which means that the 

surface crystallization is the predominant mechanism. It fits well with the microscopy 

observations in which the DMU∙H2O crystals grow on the surface of the hexagonal shaped ss 

II crystals.  

 
Figure III-7. Plots of ݈݊	ሾെ݈݊	ሺ1 െ  ሻሿ versus lnt at the labelled isothermal temperatures for the determination ofݔ

Avrami parameter n.  

III-1-4. Activation Energy Calculation Based on the TR-SHG Measurements 

Energetic barrier between ss II and DMU∙H2O can be evaluated by Arrhenius equation15–17: 

݇ ൌ ݇଴݁
షಶೌ
ೃ೅                               (I-5) 

where k is the reaction rate constant; ݇଴  is the pre-exponential factor; ܧ௔  is the activation 

energy; R is the gas constant. A logarithmic conversion of eq. I-5 is applied: 

 ݈݊݇ ൌ ݈݊݇଴ െ
ଵ

ோ்
 ௔                         (I-6)ܧ

Activation energy for isothermal temperatures can be calculated from the slopes of the linear 
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fits to the experimental data via a plot of lnk versus -1/RT. Based on the SHG data, Ea of the 

crystallization of DMU∙H2O is 77 kJ/mol (Figure III-8). This value is in the same order of 

magnitude than the values reported in the literature for other systems18,19.  

 
Figure III-8. Plots of -1000/RT versus lnk for the determination of the activation energy Ea from TR-SHG 

measurements. 

III-1-5. Discussions  

The crystallization process of DMU∙H2O is summed up in Figure III-9. 

 
Figure III-9. Gibbs energy variations of the crystallization process of DMU∙H2O. 

From a thermodynamic point of view, DMU∙H2O has a lower free energy compared to ss II, the 

driving force is around 30-35 kJ/mol (at 0 Pa, 0K) in the condition that the energetic 

contributions of the volume change (at 0 Pa, 0K) and the entropy change at the investigated 

temperature range (-25°C to 1°C) is negligible. Therefore, the formation of DMU∙ H2O is 

thermodynamically favorable. 
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From a kinetic point of view, the energy barrier (Ea) is 77 kJ/mol, which is a reasonable value 

but smaller than what was expected taking into account the observed “sluggish” character of 

the crystallization of DMU∙H2O. The possible explanation is given below.   

TR-SHG experiments (Figure III-6) show that the crystallization fraction of DMU ∙ H2O 

increases rapidly at the beginning but a certain isothermal time is needed to complete the 

crystallization process. And this time is much longer than the rapid crystallization at the 

beginning. i.e., annealing at 1°C, it takes 4440 s to crystallize 90% of the ss II to DMU∙H2O, 

while 13080 s to crystallize the remaining ss II fraction.  

Besides, attention should be paid to the annealing temperature of -25°C. The final equilibrium 

state of annealing at -25°C is only composed of solids. However, for other annealing 

temperatures (-20°C, -10°C and 1°C), liquids exist in the final state. Therefore, the 

crystallization of DMU∙H2O is even more difficult at -25°C. This is shown in Figure III-6 that 

at -25°C, the SHG curve (black) is away from the curves of -20°C, -10°C and 1°C. 

III-1-6. Conclusion 

Firstly, static lattice energy calculations were performed, which prove that the crystal 

arrangement of DMU∙H2O is more favorable than that of anhydrous DMU form I (ss I) and 

form II (ss II). Then, the crystallization process of DMU∙H2O was monitored by TR-SHG at 

four different isothermal temperatures: -25°C, -20°C, -10°C and 1°C. Results show that the 

surface crystallization is the predominant mechanism. Finally, activation energy (77 kJ/mol) of 

the crystallization process of DMU ∙ H2O was calculated based on the TR-SHG data. The 

sluggish behavior of the formation of DMU ∙ H2O should be understood correctly: the 

appearance of the monohydrate is easy, but to complete the formation of DMU∙ H2O in the 

whole sample is difficult and takes time.   
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III-2. Monotropic Phase Transition of 2-Adamantanone Studied by TR-SHG 

III-2-1. Introduction 

Adamantane (C10H16) is formed by a 10-carbon cage made of four cyclohexane rings in chair 

conformation.20 A set of adamantane derivatives can be obtained, substituting one or two 

hydrogen atoms by an atom (Cl, Br, O, etc.) or a group of atoms (CN, OH, CH3, CH2OH, NH2, 

etc.) into a tertiary or secondary carbon, given rise to the 1-X- or 2-X-adamantane compounds, 

respectively.21 The 1-X-admantane derivatives show a rich polymorphic behavior that have 

been extensively studied22–30 (see chapter IV).While among the few studied 2-X-adamantane 

derivatives, 2-adamantanone (2-O-adamantane, C10H14O, hereinafter 2O-A, Figure III-10) has 

probably been the mostly investigated compound.21,31–34  

 
Figure III-10. Molecular structure of 2-adamantanone. 

At room temperature, 2O-A exhibits an orientationally disordered (OD) phase and crystallizes 

in the face-centered cubic structure (space group Fm3ത m). On cooling the OD phase, it 

transforms to an “ordered” low-temperature (LT) phase. However, the phase transition 

temperature of 2O-A has been argued. Butler et al.35 reported that a large hysteresis in the 

transition temperature occurs between the first cooling at -102°C and first heating at -68°C, and 

when the sample is cycled several times through the transition these temperatures shift to -95°C 

and -52°C. Bazyleva et al.32 reported the transition temperature on heating was determined to 

be -56.6°C through adiabatic calorimetry. These data are summarized in Table III-2.  

Table III-2. Transition temperature of 2O-A reported in the literature. 

 Method 

 

Tt on cooling  

OD→Ordered LT 

Tt on heating  

Order LT→OD 

Butler et al.35  DSC First cycle -102°C -68°C  

After cycling -95°C -52°C 

Bazyleva et al.32 Adiabatic calorimetry  -56.6°C  
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Recently, the polymorphic behavior of this compound was thoroughly described in the work of 

Ph. Negrier et al.21 Two low-temperature phases (LT) have been revealed: one stable phase 

crystallizes in the orthorhombic Cmc21(Z=4) space group and one metastable phase crystallizes 

in the monoclinic P21/c (Z=4) space group. The crystallographic data of stable and metastable 

LT phases together with HT phase are summarized in Table III-3. 

Table III-3. Crystallographic data determined for the stable and metastable LT phases. 

  LT phases HT phase 

 Stable Metastable 

Temperature (K) 190 190 283-303K 

Crystal system Orthorhombic Monoclinic Cubic 

Space group Cmc21 P21/c Fm3തm 

a (Å) 6.8884 ± 0.0018 6.5920 ± 0.0017 9.524 

b (Å) 10.830 ± 0.003 11.118 ± 0.003 9.524 

c (Å) 10.658 ± 0.003 12.589 ± 0.003 9.524 

α	 ሺ°ሻ 90 90 90 

β	 ሺ°ሻ 90 118.869 ± 0.011 90 

γ	 ሺ°ሻ 90 90 90 

Z 4 4 4 

Z’ 0.5 1 0.02 

V (Å3) 795.101 807.985 863.889 

Density (g/cm3) 1.255 ± 0.001 1.235 ± 0.001 1.155 

The stable LT phase is non-centrosymmetric, thus is SHG positive. While metastable LT phase 

and HT phase are both centrosymmetric, so SHG negative. Therefore, the phase transitions in 

2O-A can be investigated by TR-SHG. In the following, the stable-metastable transition in 2O-

A was studied and the activation energy (Ea) was calculated by TR-SHG.  

III-2-2. Phase Transitions of 2O-A Studied by TR-SHG 

Phase transitions of 2O-A were monitored by TR-SHG, shown in Figure III-11-(a). During 

cooling (black squares) from 20°C to -170°C, SHG signal appears at -117°C, which corresponds 

to the formation of the stable LT phase. Metastable LT phase transforms continuously to the 

stable LT phase, then the signal increases. Finally, the SHG signal remains stable when the 

system is at equilibrium, only stable LT phase exists. While during heating procee (red spots) 

from -170°C to 20°C, only the stable LT phase transforms back to the HT phase. The transition 

starts at -80°C and ends at -58°C.  
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Compare the transition temperature upon cooling and heating, a large hysteresis (59°C) exists. 

This confirms the difficulty of the conversion from the HT phase to the LT stable phase, which 

was highlighted by Bazyleva et al.32 Moreover, in TR-SHG (during heating), the end of the 

transition is at -58°C, close to the temperature (-56.6°C: 216.4K) reported by Bazyleva et al.32 

(Figure III-11-(b)).  

 

Figure III-11. Phase transitions in 2O-A measured by (a) TR-SHG in the temperature range of -170°C to 20°C at 

2 K/min heating/cooling rates, and (b) by adiabatic calorimetry (empty circles) and DSC (solid lines) in the 

temperature range of 5K (-268°C) to 620K (347°C) at 0.8 K/min heating/cooling rates32.  

III-2-3. Path of the Monotropic Transition from HT Phase to the LT Phase 

The path of the phase transitions in 2O-A was illustrated in Figure III-12. Upon cooling, the HT 

phase transforms first to the metastable LT phase, then with high undercooling, the metastable 

LT phase transforms to the stable LT phase. While during heating, the stable LT phase 

transforms directly to the HT phase.     

 
Figure III-12. The path of the phase transitions in 2O-A upon cooling and heating.  
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III-2-4. Kinetics of the Monotropic Transition from Metastable LT Phase to the Stable LT 

Phase 

Transition from metastable LT phase to stable LT phase was monitored by TR-SHG. First, 2O-

A was cooled at 20 K/min to -105°C, -110°C, -115°C and -120°C, respectively to reach the 

metastable LT phase. Then, during annealing at these temperatures, metastable LT phase 

transforms to stable LT phase, the SHG signal was followed.     

The crystallized fraction of stable LT phase (X) can be defined by 

ܺ ൌ 1 െ ூೄಹಸሺ௧ሻ

ூೄಹಸ
బ                            (III-1) 

where ܫௌுீ
଴  is the initial SHG intensity (t=0, represents when the isothermal temperatures are 

reached); ܫௌுீሺݐሻ is the SHG intensity measured at time t.  

Figure III-13 displays the crystallized fraction of stable LT phase versus time. All curves have 

a characteristic sigmoidal shape. 

 
Figure III-13. Plots of crystallized fraction of stable LT phase versus time during the isothermal processes at 

different annealing temperatures. 

A commonly used model to describe the crystallization kinetics is the Avrami equation12–14: 

ܺ ൌ 1 െ  ௡ሻ                        (I-3)ݐሺെ݇	݌ݔ݁

where k is the crystallization rate constant and t the annealing time, n is Avrami exponent that 

is related to the time dependence of nucleation rate and to the dimensionality of the 

crystallization. The logarithmic conversion of eq. I-3 leads to: 

݈݊ሾെ ݈݊ሺ1 െ ሻሿݔ ൌ ݈݊݇ ൅  (I-4)                  ݐ݈݊݊
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From a linear regression of ݈݊	ሾെ ݈݊ሺ1 െ  parameters n and k can be determined as ,ݐ݈݊ ሻሿ andݔ

the slope and the intercept of the straight line obtained, respectively.  

Figure III-14 shows ݈݊ݐ versus l݊	ሾെ ݈݊ሺ1 െ  ሻሿ based on eq. I-4. The curves show an abruptݔ

change of the slopes (Figure III-14-(a)) and can be divided into two stages. In the first-stage 

(Figure III-14-(b)), the n value is close to 2. When the nucleation rate is 0 during the thermal 

analysis experiment (the bulk crystallization with a constant number of nuclei), the growth of 

the crystals is two-dimensional (disk-like crystallization). If nucleation takes place (bulk 

crystallization with an increasing number of nuclei), the crystallization is one-dimensional (rod-

like or surface crystallization). While in the second-stage (Figure III-14-(c)), n value is close to 

1, which means that the surface crystallization is the predominant mechanism.36  

 

Figure III-14. Plots of ݈݊	ሾെ݈݊ሺ1 െ  ሻሿ versus lnt at the labelled isothermal temperatures for the determinationݔ

of Avrami parameter n, (a) in the entire time range, (b) in the first-stage, and (c) in the second-stage.  
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III-2-5. Activation Energy Calculation Based on the TR-SHG Measurements 

The energetic barrier between metastable LT phase and stable LT phase can be evaluated by 

Arrhenius equation15–17: 

݇ ൌ ݇଴݁
షಶೌ
ೃ೅                                (I-5) 

where k is the reaction rate constant; k0 is the pre-exponential factor; Ea is the activation energy; 

R is the gas constant. A logarithmic conversion of eq. I-5 is applied: 

݈݊݇ ൌ ݈݊݇଴ െ
ଵ

ோ்
 ௔                         (I-6)ܧ

Activation energy for isothermal temperatures can be calculated from the slopes of the linear 

fits to the experimental data via a plot of lnk versus -1/RT. Based on the SHG data, in the first-

stage, Ea of the monotropic transition from metastable LT 2O-A to stable LT 2O-A is -107 

kJ/mol (Figure III-15-(a)). In the second-stage, the energy barrier is -97 kJ/mol (Figure III-15-

(b)). The activation energies are negative. Ea is sometimes measured as negative if data are 

fitted to an Arrhenius plot, means that the reaction slows down with increasing temperature. 

This is in accordance with the transition property of 2O-A: the transition from metastable LT 

phase to stable LT phase goes through easily with high undercooling. Moreover, the two 

negative energies are close. Therefore, we can deduce that during the transition process, the 

energy barriers are similar in the two stages but the mechanisms are different depending on the 

transition time. 

 
Figure III-15. Plots of -1000/RT versus lnk for the determination of the activation energy Ea from TR-SHG 

measurements at different time range, (a) the first-stage, and (b) the second-stage. 
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III-2-6. Conclusion 

Phase transitions of 2O-A was studied by TR-SHG. A two-stage transition mechanism was 

proposed and the energy barrieres were obtained from TR-SHG. In the two stages, the energy 

barriers are similar but the mechanisms are different. In the first-stage, when the nucleation rate 

is 0 during the thermal analysis experiment (the bulk crystallization with a constant number of 

nuclei), the growth of the crystals is two-dimensional (disk-like crystallization). If nucleation 

takes place (bulk crystallization with an increasing number of nuclei), the crystallization is one-

dimensional (rod-like or surface crystallization). While in the second-stage, the surface 

crystallization is the predominant mechanism. Also, the discrepancies of the transition 

temperature and transition process were clearly illustrated through TR-SHG results. 
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In this chapter, solid-solid phase transitions of adamantane and its derivatives 1-fluoro-

adamantane were studied by TR-SHG. In part IV-1, a new polymorph of 1-fluoro-adamantane 

is detailed. In part IV-2 the order-disorder nature of adamantane was discussed based on the 

TR-SHG results.  

IV-1. A Newly Discovered Polymorph of 1-Fluoro-adamantane (1-F-A) 

Investigated by TR-SHG  

IV-1-1. Introduction 

Diamondoids formed by carbon atoms cages have received a great attention, in particular, for 

building up organic crystals with large cavities, specific physical and chemical properties1–5. 

The simplest diamondoid, adamantane, and its derivatives exhibit an orientationally disordered 

(OD) phase (plastic phase) and show rich polymorphic transitions upon temperature or pressure 

changes6–11. 1-Fluoro-adamantane (1-F-A hereafter, Figure IV-1) is one of the 1-substituted 

adamantane and, up to date, two polymorphs have been revealed: one OD phase at high 

temperature (HT) and a less disordered low temperature (LT) phase.   

 
Figure IV-1. Molecular structure of 1-fluoro-adamantane (1-F-A). 

The phase transition HT↔LT was first detected by differential scanning calorimetry (DSC) at 

222K (upon heating) with an enthalpy of 1.5 kJ/mol.12 Later, N. T. Kawai et al.13 reported the 

transition occurs at 227K with an enthalpy of 1.7 kJ/mol upon cooling and at 231K with an 

enthalpy of 1.6 kJ/mol upon heating. The transition displays a hysteresis which indicates a first-

order behavior in the Ehrenfest classification.14 HT phase has been widely studied by thermal 

analysis12, X-ray diffraction15, NMR8, single-crystal Raman scattering16, dielectric analysis17, 

and incoherent quasi-elastic neutron scattering18. The structure of the HT phase was determined 

as face-centered cubic (Fm3തm ) by single-crystal X-ray diffraction15 and by X-ray powder 

diffraction (XRPD)19. However, less was known about the LT phase before the recent 

publication by Ben Hassine et al.19, in which reported the resolution of the crystal structure of 
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LT phase at 100K by XRPD in the tetragonal non-centrosymmetric P4ത21c space group (Z=2) - 

CCDC number 145509319. The variation of cell parameters and cell volume of 1-F-A was also 

monitored by temperature-resolved XRPD from 90K to 360K and a sole discontinuity across 

the HT↔LT transition was observed. Based on these results, it was presumed in the work of 

Ben Hassine et al.19 that only two polymorphs exist and, consequently, that the structure of 1-

F-A could be resolved in the P4ത21c space group from 90K until the phase transition towards the 

HT phase. As the LT polymorph is still disordered (as assessed by NMR and BDS 

experiments8,19), 1-F-A is a perfect candidate to go deeper in the study of molecular motions in 

the solid-state and across polymorphic transition. 

In this mater, Temperature-Resolved Second Harmonic Generation (TR-SHG) can be used to 

gather valuable information. Vogt20,21 detailed that the temperature dependence of higher-rank 

tensors describing second harmonic generation are related to variations of long- and short-range 

order. Moreover, Dougherty and Kurtz22 mentioned that dynamic disorder possibly couples with 

local polarization fluctuations can induce modification in the second harmonic signal. These 

make TR-SHG a useful tool to detect phase transitions and polymorphs for systems involving 

symmetry changes in crystalline structures and molecular motions in non-centrosymmetric 

crystalline phases. TR-SHG has already been applied to monitor transitions between 

monotropically or enantiotropically related solid phases23–26, to track ferroelectric-paraelectric 

phase transitions27,28 and order-disorder phase transitions21,29,30(with as a required condition that 

at least one non-centrosymmetric crystalline structure is involved). 

The HT phase of 1-F-A is centrosymmetric and consequently generates no SHG signal. The LT 

phase resolved in a non-centrosymmetric space group generates a SHG signal. Thus, the phase 

transition between the HT phase and the LT phase can be studied by TR-SHG.  

Through a careful investigation of phase transitions in1-F-A (especially at low temperatures) 

by the synergistic approach of combining TR-SHG and XRPD, not only a new polymorph was 

ascertained in this work but also the knowledge on the mechanism of ordered-disordered 

transitions was improved.  
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IV-1-2. Purification Procedure for 1-F-A 

1-Fluoro-adamantane (CAS registry number: 768-92-3) was purchased from ABCR in 

Germany (98.3% purity, 1.7% impurity of 1-adamantanol). To avoid any influence due to the 

impurity, 1-F-A was purified prior to the TR-SHG analysis. Crystals used in this work were 

purified by recrystallization from methanol, detailed steps are as follows: (i) a saturated solution 

was prepared by dissolving the commercial 1-F-A in methanol (HPLC grade) at 40°C, (ii) the 

solution was filtrated at this temperature and put at room temperature in a glass vial, (iii) 

Crystals of 1-F-A were grown from the solution by slow evaporation. The obtained crystals 

possess an average crystal size of 200 μm. Purity was checked by GC-MS (99.93%) (see 

Appendix V).  

IV-1-3. Characterization of 1-F-A Phase Transitions by DSC and Cold-stage Microscope   

One detectable thermal event was observed by DSC between 120K and 300K (Figure IV-2-(a)). 

Upon cooling, the onset temperature is 226.00േ0.24K with an enthalpy of 1.88േ0.02 kJ/mol. 

Upon heating, a hysteresis is observed, with an onset temperature at 231.00േ0.17K and an 

enthalpy of 1.81േ0.06 kJ/mol. This thermal event obviously corresponds to a first-order phase 

transition. Moreover, these values are consistent with previously reported data from 

literature12,13,19. 

Cold-stage microscopy observations were performed on single crystals of 1-F-A, which were 

obtained on the cap of a closed vial by sublimation at 160°C. The crystal was cooled down at 

1K/min to 153K, and was heated at 1K/min. The video was recorded during heating from 153K 

to 243K. At ca. 230K, the transition begins. One can observe the propagation of the transition 

front and the slight change of the volume, which corresponds to a first-order transition. 

IV-1-4. TR-SHG Measurements  

It is first necessary to mention that in the present case, the intensity of the measured SHG signal 

can be generated only by the non-centrosymmetric crystalline LT phase of 1-F-A. Based on S. 

K. Kurtz and T. T. Perry31, SHG intensity can thus be considered proportional to the mass 

fraction (or molar fraction) of the LT phase. The sample was cooled down from 300K to 100K 

at 1 K/min and then heated at 1 K/min. The thermal evolution of 1-F-A was monitored by TR-
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SHG through tracking the SHG signal generated by the LT phase versus temperature (Figure 

IV-2-(b)). Apparently, the sample exhibiting a positive SHG signal at 100K, which confirms 

that the structure is non-centrosymmetric at this low temperature.19 The highest SHG signal 

generated by 1-F-A was around 1/5 of quartz SHG signal (a standard material exhibiting 

relatively low SHG signal with an average crystal size 45 μm). 

 
Figure IV-2. (a) DSC measuring curves obtained for the phase transitions of 1-F-A. Black line, upon cooling (1 

K/min); red line, upon heating (1 K/min). (b) TR-SHG curves obtained for the phase transition of 1-F-A. Black 

square, upon cooling (1 K/min); red spot, upon heating (1 K/min).  

Surprisingly, the SHG signal was observed to appear only at 178K (upon cooling) while the 

transition temperature was detected at 226K by DSC (black curve in Figure IV-2-(a)). The 

temperature difference is 48K. Obviously, this difference is too large to be due to the thermal 

gradient between the sample and the heating plate. Possible reasons for this phenomenon were 

investigated. Firstly, we supposed that the SHG signal generated by 1-F-A between 178K and 
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226K could have fallen under the detection threshold of our apparatus. Even though the 

detection threshold of our TR-SHG set-up can be considered as good (evaluated at circa 1/100 

compared to the SHG intensity of quartz standard- 45 μm), the sample was annealed at 213K, 

a temperature between 178K and 226K in order to obtain a better crystallization of the sample 

(i.e., to possibly enhance the SHG signal). After 10 hours, no SHG signal was detected (Figure 

IV-3), which strongly suggests that no LT phase crystallized in the range of 178K and 226K.  

 
Figure IV-3. TR-SHG curve obtained for 1-F-A by annealing at 213K for 10h. No SHG signal was detected after 

10h of annealing. Suggested that no LT phase was crystallized at 213K. 

Secondly, it was supposed that the transition kinetics might be low and the thermodynamic 

equilibrium was not reached in this temperature range. So, the sample was annealed at 167K to 

possibly reach the thermodynamic equilibrium. Nevertheless, after 10 hours, no variation of the 

SHG signal was observed, indicating that the maximum amount of LT phase was already 

reached under the conditions used for the TR-SHG experiments (Figure IV-4). 

 
Figure IV-4. TR-SHG curve obtained for 1-F-A by annealing at 167K for 10h (inset). After 10h, no evolution of 

the SHG signal was observed. Indicates that the maximum amount of LT phase was reached at 167K. 
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Finally, these results led us to envisage that 1-F-A exhibits an intermediate phase between HT 

and LT phases in the temperature range of 178K to 226K. In the following, this intermediate 

phase is referred to as MT (for medium temperature). Since no SHG signal was detected 

between 178K and 226K, MT phase exhibits probably a centrosymmetric crystalline structure 

(confidence higher than 99%36).  

Another interesting result is that no hysteresis was observed for the SHG signal upon heating 

and cooling. That is to say, the SHG intensity profile is thus completely reversible (i.e., thermal 

cycles after cycles or after stopping and resuming the heating/cooling process). Consequently, 

a second-order transition between MT↔ LT can be suspected, complementary with the 

following observations:  

 no detectable enthalpy change detected by DSC around 178K;  

 no transition front propagation observed by cold-stage microscopy in the corresponding 

temperature range;  

 no change of the cell volume at the presumed transition temperature (178K) in the work of 

Ben Hassine et al.19.  

A thorough reinvestigation of the structures resolved from XRPD at various low temperatures 

confirmed this hypothesis as described in the following. 

IV-1-5. Crystal Structure of MT Phase Determined from XRPD 

When cooling down from HT phase to LT phase, single crystals break and thus powder 

diffraction is the only way to determine the structure of the low-temperature phases. Therefore, 

powder X-ray patterns obtained at 90K and 190K were submitted to a Rietveld refinement32, 

with the same rigid-body constraints that depicted in the work of Ben Hassine et al.19. A single 

overall isotropic displacement parameter and preferred orientation by using the Rietveld-Toraya 

function were refined. The final refined patterns together with the experimental and refined 

pattern differences are shown in Figure IV-5. The Rietveld refinement converged for LT phase 

and MT phase to a final Rwp value of 6.60% and 6.32%, respectively. The determined 

crystallographic data of both phases are summarized in Table IV-1.  
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Figure IV-5. Experimental (red circles) and Rietveld refined (black line) diffraction patterns along with the 

difference profile (blue line) and Bragg reflections (vertical black sticks) of (a) LT phase P4ത21c at 90K; (b) MT 

phase P42/nmc at 190K. The insets show the high-angle portion of each pattern (scaled to enhance their visibility). 

Table IV-1. Crystallographic data determined for the MT phase and LT phase. 

 MT phase LT phase

Temperature (K) 190 90 

Crystal system Tetragonal Tetragonal

Space group P42/nmc P4ത21c 

a=b (Å) 6.8145 (5) 6.7696 (4)

c (Å) 8.9232 (9) 8.8211 (9)

Z 2 2 

Volume (Å3) 414.37 (7) 404.25 (6)

Density (g/cm3) 1.236 1.267 
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A crystal structure validation by Platon33 was performed on the two resolved space groups. For 

the LT crystal structure at 90K, Platon results showed that no space group change is needed. 

While, if the MT phase is resolved in the space group of LT phase (at 190K), missed or 

additional symmetry are reported and Platon suggested the space group of P42/nmc. These 

results proved that the resolution of the space group in MT and LT phase are robust.   

IV-1-6. Mechanism of MT↔LT Phase Transition  

The presumed second-order phase transition of MT↔LT can be confirmed and interpreted 

microscopically by means of analysis of structural changes induced by temperature. The 

structure of the LT phase is shown in Figure IV-6-(a). The angle (ψ) defined between C-F bond 

of the four equilibrium positions for the statistical-disordered fluorine atoms (i.e., the molecular 

dipole direction) with the a (or b) tetragonal axis is ca. 6.8o at 90K. Increasing the temperature 

such angle continuously decreases and at ca. 180K it vanishes and remains null till the phase 

transition to the HT phase. Such changes provide two new mirror planes perpendicular to the a 

and b tetragonal axes. Thus, the non-centrosymmetric space group P4ത21c (Z=2) transforms to 

the centrosymmetric space group P42/nmc (Z=2), giving rise to the so-called MT phase, which 

represents a subgroup-group transition. In addition, lattice parameters as well as volume as a 

function of temperature do not show any discontinuity (Figure IV-7). Therefore, the subgroup-

group relation and the continuous lattice parameters and volume of LT and MT phases are in 

agreement with the continuity of the dynamic properties across this second-order phase 

transition19. 

Figure IV-6-(b) depicts the (001) plane at 190K for MT phase. It is worth noting that the 

fractional occupancy of 1/4 of the fluorine atoms remains unchanged across the subgroup-group 

transition (MT↔LT). Therefore, it is probable that the phase transition does not change the type 

of molecular reorientation and that the dynamics and frequency of molecular motions in the 

solid-state are not (or slightly) modified at the transition temperature (178K).  
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Figure IV-6. Crystal structure of 1-F-A (a) LT phase (P4ത21c, Z=2) at 90K and (b) MT phase (P42/nmc, Z=2) at 

190K. The fractional occupancy of 1/4 of the fluorine atoms (blue) remains unchanged across the MT↔LT 

transition. 

    

  
Figure IV-7. Variation of (a) the lattice parameter a and b, (b) the lattice parameter c and (c) the volume of 1-F-

A in the temperature range of 90K to 220K. The continuity in the variation of the parameters and the volume as a 

function of temperature confirms the second-order transition.  

To summarize, at 178K (on cooling), a second-order transition from MT to LT phase starts by 

a tilt of the angle ψ with as a consequence, an immediate change in the crystal structure. Then 

this angle ψ  increases continuously with decreasing temperature but the crystal structure 
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remains in the LT phase. The above explanations fit well with the TR-SHG results. In Figure 

IV-2-(b), the SHG signal increases continuously from 178K to 100K. Because second harmonic 

generation is intrinsically related to the crystal structure and molecular fluctuations34, it 

suggests that each SHG signal corresponds to a LT form in which 1-F-A molecules are tilted at 

a certain angle (e.g., Ψ=6.8° at 90K) by thermal agitation.  

IV-1-7. Variation of the Order Parameter with Temperature  

Order parameter η describes the extent of order or disorder in a material. It is equal to unity in 

the perfectly ordered state and zero in the completely disordered state35.  

TR-SHG was used to track the variation of the order parameter η (according to the Landau 

theory) versus temperature and to determine the critical exponent β  characteristic of this 

variation. 

The temperature dependence of the SHG intensity can be expressed as36: 

IୗୌୋሺTሻ ∝ ሺχሺଶሻሺTሻሻଶ ቂ ୪మሺ୘ሻ

୬భ
మሺ୘ሻ୬మሺ୘ሻ

∙ ୱ୧୬
మሺஔሺ୘ሻሻ

ሺஔሺ୘ሻሻమ
ቃ                (IV-1) 

where l is the thickness of the crystals, nଵ and nଶ are the indices of refraction for ߣଵ=1.064 

μm  (fundamental beam) and ߣଶ =0.532 μm  (second harmonic beam), respectively. χሺଶሻ  is 

the nonlinear susceptibility tensor, and δ ൌ ஠୪

ଶ୪ౙ
 with the coherence length lୡ ൌ

஛భ
ସ|୬భି୬మ|

. 

The term within brackets in eq. IV-1 is generally responsible for a sinc-square modulation (sinc2) 

of the SHG intensity for single crystals. Considering that for powders, the orientations of the 

crystals are random (averaging over all crystallographic directions) and the particle size (mean 

value: circa 200 μm  in the present study) is likely to exceed the coherence length, this 

modulation term can be neglected. Thus, in the following we assume that the SHG intensity is 

proportional to ሺχሺଶሻ	 ሺTሻሻଶ. χሺଶሻሺTሻ is a third rank tensor with 27 coefficients but the number 

of independent coefficient can be reduced to 3 in the crystal class 4ത2m  by symmetry 

considerations. Moreover, assuming Kleinman conditions37 are valid (no dispersion and 

absorption), the number of independent coefficient of the susceptibility tensor can be reduced 

to only one and χሺଶሻሺTሻ can be expressed as (in the contracted notation)38,39: 
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χሺଶሻሺTሻ ൌ 2 ൥
0 0 0
0 0 0
0 0 0

	 	
dଵସ 0 0
0 dଵସ 0
0 0 dଵସ

൩ 

Taking into account the previous simplifications, IୗୌୋሺTሻ can be considered proportional to 

dୣ୤୤
ଶ ሺTሻ, where dୣ୤୤ is the effective coefficient of the nonlinear susceptibility. In the present 

case, dୣ୤୤  is proportional to d14 coefficient (using Voigt's convention)40. Moreover, d14 has 

already been shown to be a linear function of the order parameter η30,34 in single crystals. In 

the present study, measurements are performed on powder samples with random 

crystallographic orientations but that does not modify the fact that χሺଶሻሺTሻ depends only on 

one coefficient. Therefore, we can assume that the SHG signal variations will be the same in 

all crystallographic directions. Hence, the square root of the SHG intensity can be taken as an 

order parameter: 

ඥIୗୌୋሺTሻ ∝ dୣ୤୤	 ሺTሻ ∝ ηሺTሻ                     (IV-2) 

The evolution of the order parameter η with temperature can be described by a simple critical 

power law derived from Landau theory30,41:  

  η ൌ Aቀ1 െ ୘

୘ౙ
ቁ
ஒ
	 	 	                        (IV-3) 

where, A is a pre-factor, Tc is the transition temperature and β is the critical exponent. 

Based on the eq. IV-2 and eq. IV-3, Tc and β values can be extracted from SHG results using: 

η ൌ ඥIୗୌୋሺTሻ 	 ൌ A ቀ1 െ ୘

୘ౙ
ቁ
ஒ
                  (IV-4) 

The fitting procedure performed from eq. IV-4 with A, Tc, and β as free parameters (Figure 

IV-8) returns upon cooling a A value of 1.064േ 0.012, β  value of 0.255േ 0.008 with 

Tc=178.76 േ 0.32K. Upon heating, A value of 1.074 േ 0.011, β  is 0.263 േ 0.008 with 

Tc=179.06േ0.33K. The experimental transition temperature (Tc: 178K-180K) is thus consistent 

with the temperature determined by the fitting.  

Order parameter η can also be obtained from XRPD by recording ψ (the angle between the 

molecular dipole C-F bond and the crystallographic a axis) versus temperature (see Figure IV-

8). The XRPD data is fitted to the power-law (eq. IV-4), in which A corresponds to ψሺ୘ୀ଴୏ሻ 
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and gives rise to A=1.000േ0.043, β=0.250േ0.027 and Tc=180.00േ0.12K. It should be noticed 

here that the lowest temperature at which the structure was solved is 90K, close to the 

temperature (92K) at which reorientational motions are characterized by a relaxation time of 

the order of 100s19. Below such temperature, reorientational motions are frozen, according to 

the previous dynamic study19 and thus, the LT phase becomes a low-dimensional glass42–44. It 

is obvious that such a LT phase cannot be the stable phase at 0K (the frozen disorder would 

confer a non-zero entropy) and the true stable phase remains at present elusive. Despite such a 

thermodynamic evidence, for both TR-SHG and  angle data from XRPD, we have assumed a 

continuous variation with temperature below 90K. Therefore, renormalization was done under 

the hypothesis that order parameter equals to unity at 0K. Under such assumption, Figure IV-8 

clearly shows that both TR-SHG and  angle from XRPD describe the second-order transition. 

 

Figure IV-8. Order parameter determined from normalized values of the TR-SHG data and angle ߰ between the 

C-F bond and a (or b) crystallographic axis from XRPD. Black line corresponds to the fit of eq. IV-4 for the TR-

SHG data on cooling (A=1.064േ0.012, β is 0.255±0.008 with Tc=178.8±0.3K). Red line corresponds to the fit on 

heating (A=1.074േ0.011, β is 0.263±0.008 with Tc=179.1±0.3K). The blue line corresponds to the fit of XRPD 

data (A=1.000േ0.043, β is 0.250±0.027 with Tc=180.0±0.1K). 
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IV-1-8. Conclusion and Perspectives 

Phase transitions of 1-F-A was thoroughly investigated by using TR-SHG and XRPD. The 

combination of both techniques unveiled a new phase (MT) with a stability domain between 

178K and 231K. A second-order transition occurs at 178K between the LT phase (P4ത21c) and 

the intermediate temperature phase (MT, P42/nmc), which arises from a continuous tilt of the 

molecular dipole around the (001) axis as function of temperature. A first-order transition 

occurs at 231K between the MT phase and the high temperature cubic phase HT (Fm3ത m). 

Moreover, variation of the order parameter versus temperature for the second-order transition 

was monitored by TR-SHG and XRPD, results are in good agreement to support the proposed 

second-order transition mechanism.  

In this work, the hint of a second-order phase transition might arouse certain debate as in the 

literature, for several compounds, second-order transitions finally turned out to be first order 

transition45,46. For instance, the undetectable thermal signature of theses transitions might be 

interpreted as inconsistent with thermodynamics. In fact, the structure differences between LT 

and MT phases are very subtle and the phase transition arises from a slight tilt of the 1-F-A 

molecule. Neither lattice parameters nor volume shows discontinuity at the transition 

temperature (178K). Consequently, transition between both phases should be difficult even 

impossible to be detected by usual DSC measurements. Measurement of heat capacity (Cp) at 

low temperature might give some indications of the MT↔LT transition. So, further study of 

this second-order transition combining other techniques could be suitable. For example, X-ray 

absorption near edge structure (XANES) might provide certain information about the change 

of the local symmetry. Finally, this work underlines that the study of polymorphs and phase 

transitions should be carried out carefully. The combination of TR-SHG and XRPD seems a 

suitable tool to monitor subtle symmetry changes when non-centrosymmetric structures are 

involved. 
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IV-2. Phase Transitions of Adamantane Investigated by TR-SHG 

IV-2-1. Introduction  

Adamantane molecule (C10H16) consists of six CH groups, which form an octahedron. Four CH 

groups that stick out from the center of the octahedron and form a tetrahedron (Figure IV-9).47 

It can be used: (i) for the synthesis of adamantane derivative, (ii) as pharmaceutical 

intermediates as well as being used as the raw material of light-sensitive material, cosmetic and 

surfactant intermediates and the epoxy curing agent.48 (iii) adamantane is well suitable for sub-

ambient calibration. i.e., for calibration of a DSC in the cooling mode because it shows no 

significant supercooling.49–53 

 
Figure IV-9. Molecular structure of adamantane. 

Adamantane undergoes below its melting point (Tm=541 K) an order-disorder phase transition 

at Tt= 208.6 K. Below 208.6 K, it crystallizes in a tetragonal ordered phase (LT phase) (space 

group P4ത21c). At 208.6 K, it transforms to a disordered face centered cubic structure, space 

group Fm3തm (HT phase). It was demonstrated that in the cubic phase the adamantane molecules 

perform 90o rotational jumps around the fourfold symmetry axis of the cubic crystal lattice.54–

57 While arrangement of the molecules in the low-temperature phase remains unchanged except 

for a 9o tilt about the c axis.56 Fyfe and Harold-Smith54 illustrated that the order-disorder 

transition in adamantane takes place through a reorientation of the molecules about their two-

fold axes. According to the X-ray diffraction measurements, the reorientation angle is either 9o 

or 81o, depending on which of the two disorder positions the individual adamantane molecule 

assumes in the disordered phase (depicted in Figure IV-10).  

The HT phase of adamantane is centrosymmetric and consequently generates no SHG signal. 

LT phase is non-centrosymmetric (i.e., generates a SHG signal). Thus, in the following, TR-

SHG was applied to study the phase transition of adamantane in order to give some information 

about the mechanism of the order-disorder transition.   
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Figure IV-10. Illustration of order-disorder transition in adamantane. (a) HT phase. The random distribution of 

the molecules between two orientations, which are interchangeable by a 90° rotation about the projection axis is 

illustrated by the upper methylene hydrogens (dark circles). (b) LT phase. Ordered phase produced by molecular 

rotations of 9° and 81°. (c) Illustration of the adamantane molecules projected in (a) and (b). All of the hydrogen 

atoms have been omitted, except the upper pair of methylene hydrogens (dark circles).54 

IV-2-2. Preparation of the Sample 

Adamantane (CAS registry number: 281-23-2) was purchased from Merck in Germany (99.83% 

purity). Crystals used in this work were purified by recrystallization from acetone. The obtained 

crystals possess an average crystal size of 200 μm. Purity was checked by GC-MS (99.99%) 

(same procedure as that used in 1-F-A). 

IV-2-3. Characterization of Adamantane Phase Transitions by DSC and XRPD 

One detectable thermal event was observed by DSC (Figure IV-11). Upon cooling (black curve), 

the onset temperature is 207.6േ0.3K with an enthalpy of 3.1േ0.1 KJ/mol. Upon heating (red 

curve), a hysteresis is observed, with an onset temperature at 208.5േ0.3K and an enthalpy of 

3.1 േ 0.1KJ/mol. These values are in consistency with previously reported data from 

literature47,54–58 and the transition corresponds to a first-order phase transition.  
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Figure IV-11. DSC measuring curves obtained for the phase transitions of adamantane. Black line, upon cooling; 

red line, upon heating. 

XRPD pattern of the HT phase was collected at ambient temperature and the LT phase was 

obtained in the CSD database. XRPD patterns of two phases were compared (Figure IV-12).  

 

Figure IV-12. Comparison of XRPD patterns between the HT phase (T=293K) and the LT phase (T=188K) of 

adamantane.  

Since the HT phase belongs to the cubic system and is highly disordered, less peaks were 

observed. The LT phase preserves main peaks of HT phase, two phases are related by a 

subgroup-group relation. Moreover, peaks in the LT phase shift to higher 2θ at different extent. 

This is due to different contraction extent in directions of a, b and c.  
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Cold-stage microscopy observations were also performed on single crystals of adamantane, 

only the transition at ca. 208 K (the temperature of first-order transition) was observed. 

IV-2-4. TR-SHG Measurements of Adamantane Phase Transitions 

The phase transition of adamantane was monitored by TR-SHG. The SHG signal is only 

generated by the non-centrosymmetric LT phase.  

IV-2-4-1. Existence of an Intermediate Phase? 

 

Figure IV-13. TR-SHG curves obtained for the phase transition of adamantane. Black square, upon cooling (0.5 

K/min); red spot, upon heating (0.5 K/min). The signal appears at 203K, SHG intensity increases with lowering 

the temperature down to 194K and then keeps stable.  

As is shown in Figure IV-13, SHG signal appears at 203K while the transition temperature was 

detected at ca. 208K by DSC (Figure IV-11), the temperature difference is 5K. This 5K 

difference might be due to (1) the inaccurate temperature regulation, or (2) the low detection 

threshold of the TR-SHG set-up. The precision of the Linkam in low temperatures was 

previously estimated at 1K, so the possibility 1 is inappropriate. To obtain a better crystallinity 

of the sample (i.e., to enhance the SHG signal) and to reach the thermodynamic equilibrium, 

the sample was annealed at 204K, 205K and 206K for 10h, no SHG signal was detected. 

Annealing at 191K, 197K, 199K, 201K and 203K for 10h, respectively, no variation of the SHG 

signal was observed, indicating that the maximum amount of LT phase was already reached 

under the conditions used for TR-SHG experiments.  
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Moreover, no hysteresis was observed in SHG signal upon heating and cooling. Consequently, 

if a phase transition could be confirmed, it should be a second-order like transition, while the 

transition of adamantane is reported to be a first-order like with a hysteresis (also shown in the 

DSC curves in Figure IV-11).   

This presents great similarity to the phenomenon observed in the case of 1-fluoro-adamantane 

and thus led us to envisage that a centrosymmetric intermediate phase could exist between the 

HT and the LT phase. Moreover, the space groups of the HT and the LT phase in 1-fluoro-

adamantane are the same as in adamantane. Therefore, an intermediate phase (MT) can be 

envisaged in adamantane. Further study with single crystal XRD or powder XRD is highly 

necessary to prove the existence of this MT phase.   

IV-2-4-2. Transition Mechanism of Adamantane 

Suppose only the HT phase and the LT phase exist in adamantane. At 203K, the cubic HT phase 

transforms to the tetragonal LT phase via a destruction-reconstruction process (first-order 

transition). This LT phase is not an ordered phase but moves continuously from 203K to 194K. 

Proves can be found in the work of Amoureux and Foulon55, they declaimed that the low-

temperature phase of adamantane still presents some slow dynamical disorder. At 194K, the 

molecules are frozen, thus the LT becomes a glassy crystal.  

IV-2-5. Conclusion and Perspectives 

Through the investigation of phase transition in adamantane by TR-SHG, an intermediate 

centrosymmetric phase was envisaged. But further confirmation via single crystal XRD or 

powder XRD is necessary. Moreover, since the HT phase and the LT phase of adamantane 

crystallize in the same space groups as in 1-F-A, we could expect a complete solid-solution 

between adamantane and 1-F-A, shown in Figure IV-14. By changing the concentration of 1-

F-A/A mixture, we expect to see the variation of the transition temperatures. The temperature 

range goes from 48K in pure 1-F-A to 4K in pure A (the shrinkage of the green region). 

In light of the present study of adamantane and 1-fluoro-adamantane, a thoroughly 

reinvestigation of phase transitions in adamantane derivatives could be envisaged. 
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Figure IV-14. Schematic phase diagram between adamantane (A) and 1-fluoro-adamantane (1-F-A). 
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The main objective of this research work was to develop complementary analytical approaches 

based on temperature-resolved second harmonic generation (TR-SHG) to address various 

issues of solid-state characterization and solid-solid transitions.  

In chapter I, basic notions in solid-states and nonlinear optics were introduced. Various studies 

based on the second harmonic generation (SHG) were reviewed.      

In chapter II, the usefulness of TR-SHG for the construction of phase diagrams was evaluated. 

Following an initial work conducted by a former student Dr. Simon Clevers on the system 

constituted by formic acid and water, the binary phase diagram between urea and water was 

studied by TR-SHG. A comprehensive approach of the evolution of the SHG signal versus 

temperature was developed to make the best use of the experimental results. This allowed us to 

construct the phase diagram and to precisely determine the eutectic composition. The method 

was further applied to other two systems: 1,3-dimethylurea (DMU)/water and 

hexamethylenetetramine/water and the impact of the non-phase-matching property of crystals 

on SHG signal was discussed. These results confirmed the potential of TR-SHG to complement 

classical techniques, such as DSC, with of course as an essential condition that one of the 

component should be non-centrosymmetric.  

The study of binary phase diagrams by TR-SHG presented in this work is only a first step and 

potential future work could be envisaged. Other phase equilibria could be studied: ternary phase 

diagrams between two non-centrosymmetric components and one centrosymmetric component 

could be constructed by TR-SHG, unary system versus temperature and pressure could be also 

explored and the combination of DSC, TR-XRPD and TR-SHG would be powerful. An odd 

order harmonic technique could be used, i.e., third-order harmonic (THG), in which the 

centrosymmetric structures can generate signals. So that the whole phase diagrams of a non-

centrosymmetric/centrosymmetric system could be obtained. Despite the advantages of the TR-

SHG shown in the cases studied in this work, challenges are also obvious. First, TR-SHG cannot 

be an independent technique without combing with other techniques. Second, the SHG signal 

generated by the non-centrosymmetric components should be high or at least prominent to 
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discern the variations of the SHG signals. Third, the application of TR-SHG on ternary phase 

diagrams would encounter more difficulties, the interpretations of the SHG signals would be 

more complicated than for the binary system. 

In chapter III, we focused on the potential of TR-SHG for tracking mechanisms and kinetics of 

phase transitions through two cases: crystallization of DMU monohydrate and monotropic 

transition of 2-adamantanone. Activation energies in both cases were calculated based on the 

TR-SHG results. The sluggish behavior of the formation of DMU monohydrate was explained 

and a two-step transition mechanism was proposed for the transition in 2-adamantanone. Again, 

TR-SHG provided another approach to determine kinetic parameters and to evaluate the 

activation energies involved. In particular, it is shown that for isothermal processes, the 

determination of activation energies by TR-SHG can be more reliable than by DSC. Therefore, 

this work could find direct extensions for the study of kinetics of crystallization from 

amorphous state or crystallization from solution. 

In Chapter IV, we reported our investigations on solid-solid phase transitions of 1-fluoro-

adamantane and adamantane. An intermediate new phase (MT) of 1-fluoro-adamantane 

between the high-temperature and the low temperature phases was revealed by TR-SHG and 

further confirmed by XRPD through resolving its structure. The transition mechanism between 

MT and LT phases was proposed as a second-order like transition. A new intermediate phase in 

adamantane was also speculated. The proposition of the second-order transition for 1-fluoro-

adamantane might be seen as controversial. Indeed, some researchers (e.g., Dr. Yuri Mnyukh) 

believe that only first-order transition exists, that all the transitions go through a destruction-

reconstruction processes, and that no well-documented example of “pure” second-order 

transition exists. 1-fluoro-adamantane could thus by considered as an interesting case to go 

further on that subject by comparing TR-SHG results with results obtained from other 

techniques, such as solid-state NMR, low-temperature heat capacity measurements and BDS.  

Through these two case studies, TR-SHG showed its high sensitivity to subtle symmetry 

changes and showed its particular relevance when low-temperature measurements are required 
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as low temperature analyses are often difficult to implement on classical equipment. In addition, 

a modeling approach could also be coupled to correlate SHG signal to the sample characteristics. 

The evolution of: the internal disorder, the crystallographic packing (position of atoms in the 

crystal lattice, molecular conformation) and the coefficient of thermal expansion of the 

crystalline mesh versus temperature may have effects on the SHG signal. Recently, researchers 

speculated that the disordered materials might be more efficient candidates for nonlinear optical 

devices than perfect crystals. So, adamantane and its derivatives might play a role in the domain 

of nonlinear optics.     

Besides the potential of SHG based analysis techniques highlighted in this PhD work, it is 

important to remain aware that because of the polycrystalline character of the samples used, 

our investigations were mainly based on a simplified theory of the SHG process. Of course, 

SHG signals are affected by crystal form, particle size, particle size distribution, degree of 

crystallinity and even crystal habit but in the powder SHG, most of these parameters are 

averaged.  

The issues developed in this thesis could benefit from a SHG microscopy and imaging approach 

(see figures below).  

 

Figure. (a) Image of a single crystal undergoing polymorphic transition, and (b) semi-crystalline polymer 

crystallizing in a non-centrosymmetric space group.   

For example, polarization resolved SHG image could afford to discriminate various sources of 

SHG signals (which exhibit different susceptibility tensors). Then, the analysis of image 
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contrast could make possible the visualization of localized structural inhomogeneities. In 

addition, the high spatial resolution offered by SHG microscopy would allow the 

characterization of very small crystals (micrometric scale or slightly lower) with a minimum 

sample preparation. This type of device could also be easily coupled to modules allowing to 

work at variable temperatures and under controlled atmosphere. 
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Appendix I. Table of 230 Space Groups 

All the 230 space groups are shown below. In blue are all the centrosymmetric achiral space 

groups, in orange are all the non-centrosymmetric chiral space groups and in purple are all the 

non-centrosymmetric achiral space groups.    

Space Groups 
Triclinic         
1 P1        

૚ഥ P૚ഥ        

Monoclinic         

2 P2 P21 C2      

m Pm Pc Cm Cc     

2/m P2/m P21/m C2/m P2/c P21/c C2/c   

Orthorhombic         

222 P222 P2221 P21212 P212121 C2221 C222 F222 I222 

 I212121        

mm2 Pmm2 Pmc21 Pcc2 Pma2 Pca21 Pnc2 Pmn21 Pba2 

 Pna21 Pnn2 Cmm2 Cmc21 Ccc2 Amm2 Abm2 Ama2 

 Aba2 Fmm2 Fdd2 Imm2 Iba2 Ima2   

mmm Pmmm Pnnn Pccm Pban Pmma Pnna Pmna Pcca 

 Pbam Pccn Pbcm Pnnm Pmmn Pbcn Pbca Pnma 

 Cmcm Cmca Cmmm Cccm Cmma Ccca Fmmm Fddd 

 Immm Ibam Ibca Imma     

 

Space Groups 
Tetragonal         
4 P4 P41 P42 P43 I4 I41   
૝ഥ P૝ഥ I૝ഥ       
4/m P4/m P42/m P4/n P42/n I4/m I41/a   
422 P422 P4212 P4122 P41212 P4222 P42212 P4322 P43212 
 I422 I4122       
4mm P4mm P4bm P42cm P42nm P4cc P4nc P42mc P42bc 

 I4mm I4cm I41md I41cd     

૝ഥ2m P૝ഥ2m P૝ഥ2c P૝ഥ21m P૝ഥ21c P૝ഥm2 P૝ഥc2 P૝ഥ2b P૝ഥn2 

 I૝ഥm2 I૝ഥc2 I૝ഥ2m I૝ഥ2d     

4/mmm P4/mmm P4/mcc P4/nbm P4/nnc P4/mbm P4/mnc P4/nmm P4/nnc 

 P42/mmc P42/mcm P42/nbc P42/nnm P42/mbc P42/mnm P42/nmc P42/ncm

 I4/mmm I4/mcm I41/amd I41/acd     
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Space Groups 
Trigonal         
3 P3 P31 P32 R3     

૜ഥ P૜ഥ R૜ഥ       

32 P312 P321 P3112 P3121 P3212 P3221 R32  

3m P3m1 P31m P3c1 P31c R3m R3c   

૜ഥm P૜ഥ1m P૜ഥ1c P૜ഥm1 P૜ഥc1 R૜ഥm R૜ഥc   

Hexagonal          

6 P6 P61 P62 P63 P64 P65   

૟ഥ P૟ഥ        

6/m P6/m P63/m       

622 P622 P6122 P6222 P6322 P6422 P6522   

6mm P6mm P6cc P63cm P63mc     

૟ഥm2 P૟ഥm2 P૟ഥc2 P૟ഥ2m P૟ഥ2c     

6/mmm P6/mmm P6/mcc P63/mcm P63/mmc    

 

Space Groups 
Cubic         
23 P23 F23 I23 P213 I213    

m૜ഥ Pm૜ഥ Pn૜ഥ Fm૜ഥ Fd૜ഥ Im૜ഥ Pa૜ഥ Ia૜ഥ  

432 P432 P4232 F432 F4132 I432 P4332 P4132 I4132

૝ഥ3m P૝ഥ3m F૝ഥ3m I૝ഥ3m P૝ഥ3n F૝ഥ3c I૝ഥ3d   

m૜ഥm Pm૜ഥm Pn૜ഥn Pm૜ഥn Pn૜ഥm Fm૜ഥm Fm૜ഥc Fd૜ഥm Fd૜ഥc

 Im૜ഥm Ia૜ഥd       

Appendix II. Form of the d-Matrix for Different Symmetry Classes in 
General Conditions and Kleinman Symmetry 

Symmetry 

class 

General conditions Kleinman symmetry 

Biaxial crystals 

1 

൥
݀ଵଵ ݀ଵଶ ݀ଵଷ
݀ଶଵ ݀ଶଶ ݀ଶଷ

݀ଵସ ݀ଵହ ݀ଵ଺
݀ଶସ ݀ଶହ ݀ଶ଺

݀ଷଵ ݀ଷଶ ݀ଷଷ ݀ଷସ ݀ଷହ ݀ଷ଺
൩ ൥

݀ଵଵ ݀ଵଶ ݀ଵଷ
݀ଵ଺ ݀ଶଶ ݀ଶଷ

݀ଵସ ݀ଵହ ݀ଵ଺
݀ଶସ ݀ଵସ ݀ଵଶ

݀ଵହ ݀ଶସ ݀ଷଷ ݀ଶଷ ݀ଵଷ ݀ଵସ
൩ 

2 

൥
0 0 0
݀ଶଵ ݀ଶଶ ݀ଶଷ

݀ଵସ 0 ݀ଵ଺
0 ݀ଶହ 0

0 0 	 	 0 ݀ଷସ 0 ݀ଷ଺
൩ ൥

0 0 0
݀ଵ଺ ݀ଶଶ ݀ଶଷ

݀ଵସ 0 ݀ଵ଺
0 ݀ଵସ 0

0 0 0 ݀ଶଷ 	 0 	 ݀ଵସ
൩ 

m 

൥
݀ଵଵ ݀ଵଶ	 ݀ଵଷ
0 0 0

0 ݀ଵହ 0
݀ଶସ 0 ݀ଶ଺

	 ݀ଷଵ ݀ଷଶ 	 ݀ଷଷ 	 0 ݀ଷହ 0
൩ ൥

݀ଵଵ ݀ଵଶ ݀ଵଷ
0 0 0

0 ݀ଵହ 	 0
݀ଶସ 0 ݀ଵଶ

݀ଵହ ݀ଶସ ݀ଷଷ 	 0 	 ݀ଵଷ 	 0
൩ 
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222 

൥
0 0	 0
0 0 0

݀ଵସ 0 0
0 ݀ଶହ 0

0	 0 	 0 	 	 0	 0 ݀ଷ଺
൩ ൥

0 0 0
0 0 0

݀ଵସ 0 	 0
0 ݀ଵସ 	 0

0 0 0 0	 	 0 	 ݀ଵସ
൩ 

mm2 

൥
0 0	 	 0
0 0 	 0

0 ݀ଵହ 0
݀ଶସ 0 0

݀ଷଵ	 ݀ଷଶ 	 ݀ଷଷ 	 0 0 0
൩ ൥

0 0 0
0 0 0

0 ݀ଵହ 	 0
݀ଶସ 0 	 0

݀ଵହ ݀ଶସ ݀ଷଷ 0	 	 0	 	 0
൩ 

Uniaxial crystals 

3 

൥
݀ଵଵ െ݀ଵଵ 0
െ݀ଶଶ ݀ଶଶ 0

݀ଵସ ݀ଵହ െ݀ଶଶ
݀ଵହ െ݀ଵସ െ݀ଵଵ

	 	 ݀ଷଵ ݀ଷଵ ݀ଷଷ 0 0 0
൩ ൥

݀ଵଵ െ݀ଵଵ 0
െ݀ଶଶ ݀ଶଶ 0

0 ݀ଵହ െ݀ଶଶ
݀ଵହ 0 െ݀ଵଵ

݀ଵହ ݀ଵହ ݀ଷଷ 0 	 	 	 0	 	 	 0
൩

3m 

൥
0 0 	 0

െ݀ଶଶ ݀ଶଶ 	 0
0 ݀ଵହ െ݀ଶଶ
݀ଵହ 0 0

	 	 ݀ଷଵ 	 ݀ଷଵ 	 ݀ଷଷ 0 0 0
൩ ൥

0 0 0
െ݀ଶଶ ݀ଶଶ 0

0 	 ݀ଵହ െ݀ଶଶ
݀ଵହ 	 0 0

݀ଵହ ݀ଵହ ݀ଷଷ 0 	 	 0	 	 0
൩

૟ഥ 

൥
݀ଵଵ െ݀ଵଵ 	 0
െ݀ଶଶ ݀ଶଶ 	 0 	 	

0 0 െ݀ଶଶ
0 0 െ݀ଵଵ

	 	 0	 	 0 	 	 	 0 	 0 0 0
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Appendix III. Purging Methods and Evaluation of the Efficiency 

Two methods are possible for purging the stage. One uses recycled nitrogen gas produced by 

the LNP95 from the Dewar (most used in this thesis, Figure A. III-1), the other method uses an 

inert gas from a gas cylinder to purge the stage. The detailed purging methods can be found in 

the user guide of THMS 600. The efficiency of the purging process was evaluated through 

microscopy observations of water condensation on the sample holder:  

 With the stage not purged and the gas purge valves opened during the cooling process, ice 

forms on the sample holder as shown in Figure A. III-2 (at -60°C and -100°C).  

 With the stage not purged and the gas purge valves closed, the amount of ice on the sample 

holder is reduced (Figure A. III-3).  

 With the stage purged at ambient temperature and the gas purge valves closed during the 

cooling process, nearly no ice can be observed (Figure A. III-4).  

This last protocol was thus chosen to avoid ice forming when performing low-temperature 

experiments. 

 

Figure A. III-1. Purging process using recycled nitrogen gas produced by the LNP95 from the Dewar. 
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Figure A. III-2. Microscopy observations of water condensation without purging (opened Linkam). 

 

Figure A. III-3. Microscopy observations of water condensation without purging (closed Linkam). 

 

Figure A. III-4. Microscopy observations of water condensation after purging (closed Linkam). 
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Appendix IV. Reliability of TR-SHG Measurements 

Most of the SHG experiments performed along this thesis involved the TR-SHG set-up. This is 

why it was of outmost importance to access the reliability of the measurements and to define 

the accuracy of the technique. 

We first analyzed the impact of the fluctuation of the laser energy. Q-Switched lasers are 

commonly subject to energy fluctuations from one pulse to another. As the SHG intensity 

evolves as the square of the incident intensity (ܫଶఠ ൌ ఠܫ
ଶ), large fluctuations can indeed induce 

large variations of the SHG signal. 

The energy fluctuations of the incident beams were recorded thanks to a pyrodetector (Ophir 

Nova). To prevent damages due to the high energy of the beam, the detector was placed behind 

the first mirror of the set-up that let a small fraction of the energy passing through. 

Measurements were performed for the laser energy levels 130 mJ/pulse and 250 mJ/pulse) 

which were the two levels mostly used to analyze our samples. For each energy level, 5 different 

durations of the laser signal were tested: 3 s, 5 s, 10 s, 30 s, 60 s corresponding respectively to 

30, 50, 100, 300 and 600 consecutives laser pulses. Each measurement was repeated 6 times.  

Figure A. IV-1 (a) shows the results of the laser stability measurements for the 130 mJ/pulse 

laser beam. The average pulse energy and its standard deviation is plotted for each signal 

duration. It decreases with increasing the duration, 3 s measurement has the highest average 

energy per pulse. In the Q-Switched mode, the laser emission is obtained by preventing light 

from travelling back and forth in the cavity and by suddenly enabling emission after having 

stocked a sufficient amount of energy in the amplifying medium. For a longer laser duration, 

sufficient light waves (photons emitted by the flash lamp) are needed. The standard deviation 

represents how disperse the laser beam is and the lowest standard error is 10 s measurements. 

However, in the actual applications, 10 s continuous laser beam may heat the sample or may 

even damage the sample. A compromise between a higher laser energy (3 s) and a more stable 

laser beam (10 s) is needed for the use of a 130 mJ/pulse laser beam. 
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For the 250 mJ/pulse laser beam test (Figure A. IV-1 (b)), the highest laser energy and the lowest 

standard deviation were achieved for a 3s measurement. The average energy over 6 

measurements is 60.52 μJ/pulse and the standard deviation is 0.15 μJ/pulse. A laser duration of 

3 s is the optimized experimental condition for this energy. 

 
Figure A. IV-1. The stability test of laser beam of (a) 130 mJ/pulse, and (b)250 mJ/pulse for a duration of 3 s, 5 s, 

10 s, 30 s and 60 s. 

Therefore, the stability of a duration of 3 s was tested. In Figure A. IV-2, every point represents 

a 3s measurements. The standard deviation of the 6 measurements is of ca. 1.4%. The intensity 

of the SHG signal is quadratic to the initial SHG light (ܫଶ௪ ൌ ௪ܫ
ଶ). So, the uncertainty of the 

SHG signal is at ca. 3% due to the deviation of the initial laser beam.   

 
Figure A. IV-2. The stability test of laser beam of 250 mJ/pulse for a duration of 3 s measurements. 
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Appendix V. Identification and Quantification of the Impurities in 1-Fluoro-
adamantane 

Identification of impurities in 1-F-A 

The impurities in 1-F-A was identified by using GC-MS. A 10,000 ppm 1-F-A solution in 

acetone was analyzed according to the method detailed below. 

A Thermo Scientific Trace GC equipped with a split injector (10 mL/min split flow) and a ITQ-

900 mass spectrometer (300 °C transfer line, scan of positive ions from 50 to 250 m/z values) 

was used for the analysis. Helium was used as carrier gas. A BP-5ms UI column (30 m×0.25 

mm×0.25 µm, 1 mL/min outlet flow) was used for the separation. Temperature was 

programmed from 50 to 150°C at 5 °C/min. 1 µL of solution was injected. Data were acquired 

and processed using Thermo Xcalibur 2.1.0 software. Mass spectra were compared to those of 

the NIST database (Oct. 2008). 

Chromatogram of the sample is presented below (Figure A. V-1). 

 
Figure A. V-1. GC-MS chromatogram of the 1-F-A sample. 

The large signal at 3 min corresponds to acetone (solvent). The major peak starting at 11.15 min 

corresponds to 1-F-A (Figure A. V-2). The minor one at 14.35 min corresponds to the impurity, 

which is further identified as 1-adamantanol (Figure A. V-3).  
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Figure A. V-2. Mass spectra of 1-F-A (top: chromatogram peak at 11.15 min, bottom: reference spectrum from 

NIST database). 

 

Figure A. V-3. Mass spectra of 1-adamantanol (top: chromatogram peak at 14.35 min, bottom: reference spectrum 

from NIST database). 



Appendices 

176 
 

Therefore, the only detectable impurity in 1-F-A sample is 1-adamantanol. Next step is to 

quantify the impurity.   

Quantification of the 1-adamantanol impurity in 1-F-A sample 

Impurity levels in 1-F-A were monitored by Gas Chromatography (GC) according to the 

method described below. 

Chromatographic conditions: GC measurements were carried out on an Agilent 7890B Series 

GC equipped with a flame ionization detector (FID) and an auto-sampler (10 µL syringe). The 

injector and detector temperatures were set at 300 °C. Hydrogen was used as carrier gas. A DB-

35ms 30 m × 0.25 mm × 0.25 µm column was used for separations. The inlet split flow was 10 

mL/min. The column outlet flow was 1.0 mL/min. Oven temperature was programmed from 50 

to 150°C at 5 °C/min. The FID was supplied with 30 mL/min hydrogen and 300 mL/min air. 

The acquisition rate was 200 Hz. For every solution, the injection volume was set at 1 µL --- 

this volume was repeatable which allowed quantification by external standard calibration. In 

these conditions, 1-F-A and 1-adamantanol retention times were 14.80 and 18.50 min, 

respectively. 

FID calibration: The detector was calibrated by injection of 1-adamantanol solutions in 

acetone ranging from 10 to 100 ppm. Detector response (1-adamantanol peak area) was 

modeled with respect to concentration by a straight line (Figure A. V-4: slope: 0.659 pA/ppm, 

intercept: 0.582 pA, R2 = 0.998).  

 

Figure A. V-4. Calibration curve of 1-adamantanol. 
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1-adamantanol quantification: Sample solutions were prepared by dissolution of 8 mg 1-F-A 

in 1 g acetone. After analysis by GC, 1-adamantanol concentration in the solution was 

determined using the calibration curve. The value was divided by the concentration of sample 

in the analyzed solution to obtain 1-adamantanol level in the sample. After 5 times repeating, 

the determined average impurity level of 1-adamantanol in 1-F-A sample is 0.07%. So, the 

purity of the 1-F-A sample is 99.93%.   

Appendix VI. Experimental Details 

Temperature-Resolved X-Ray Powder Diffraction  

Temperature-resolved X-ray powder diffraction data were collected by means of a horizontally 

mounted INEL cylindrical position-sensitive detector (CPS 120) to pursuit a careful structure 

determination from the HT to LT phases. The detector constituted by 4096 channels was used 

in Debye-Scherrer geometry. External calibration using the Na2Ca2Al2F14 (NAC) cubic phase 

mixed with silver behenate was performed by means of cubic spline fittings providing an 

angular step of 0.029o (2θ) between 4o and 120o. Monochromatic Cu ݇ఈଵ radiation (λ=1.5406 

Å) was selected with an asymmetric focusing incident-beam curved quartz monochromator. 

The samples were introduced into 0.5 mm-diameter Lindemann capillaries which were rotated 

perpendicular to the X-ray beam direction in order to decrease as much as possible the effects 

of preferred orientations. Temperature was controlled with an accuracy of 0.1K by means of a 

liquid nitrogen 600 series cryostream cooler from Oxford Cryosystems. 

X-Ray Powder Diffraction (XRPD) 

XRPD analyses were performed using a D8 diffractometer (Bruker, Germany) equipped with a 

Lynx Eyes® linear detector and a modified goniometer of reverse-geometry (-θ /-θ ). The 

incident X-ray beam consisted of the Cu ܭఈ (λ=1.5418 Å) with a tube voltage and amperage 

set at 40 kV and 40 mA respectively. XRPD analyses were performed with a step of 0.04° (2θ), 

and a 12 s per step counting time from 3° to 50° (2θ). Powder samples were placed onto a flat-

frosted glass and analyzed at room temperature. 
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Differential Scanning Calorimetry (DSC) 

Thermal analyses were conducted in a DSC 214 Netzsch equipped with an intra-cooler (-70°C). 

The pre-prepared sample (mass of ca. 10mg with a maximum deviation of 0.05 mg) was placed 

in a 25 μL closed aluminum crucible. The atmosphere during the measurements was regulated 

by nitrogen flux (50mL/min), and heating runs were conducted under conditions similar to those 

of the TR-SHG measurements in order to compare the results. Data treatment was performed 

with a Netzsch Proteus V.6.1. 

Low-temperature Differential Scanning Calorimetry  

Thermal analyses were conducted in a Netzsch 204 F1 DSC apparatus equipped with liquid 

nitrogen as the coolant. Both the temperature and the enthalpy changes of the calorimeter were 

calibrated by using the phase transition of cyclohexane and mercury. Samples were sealed in a 

25 μL  aluminum crucible. Thermograms were obtained at a scanning rate of 1 K/min. The 

atmosphere during the measurements was regulated by a nitrogen flux (40 mL/min). Data 

treatment was performed with Netzsch-TA Proteus V4.8.4 software. 

Cold-stage Microscopy 

Microscopy observations were performed under controlled cooling system. Samples (either 

powder, thin-films or single crystals) were loaded into an amorphous quartz crucible and 

controlled by a THMS 600 thermal stage setup (Linkam), which allows an accurate control of 

the sample temperature (± 0.1°C). Liquid nitrogen was used as the refrigerant for cooling ramp 

down to -120°C and the nitrogen flux was regulated via an automatic pump. The setup is 

coupled with a Nikon Eclipse LV100 microscope (maximum magnification: x1000) connected 

to a computer for image captures by using a CCD camera. 

Crystal Size Distributtion 

A Mastersizer 2000 was used to determine the particle size of the samples (accuracy better than 

1%). By measuring the intensity of light scattered as a laser beam passes through a dispersed 

particulate sample, the size of the particle was measured. Data are analysed to calculate the size 

of the particles that generated the scattering patterns. Sample dispersion is controlled by a wet 
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dispersion unit. This ensures that the particles are delivered to the measurement area of the 

optical bench at the correct concentration and in a suitable, stable state of dispersion. The 

solvent used to disperse the powder depends on the solubility properties of the sample. 

Curve Fitting 

Data were fitted to specific expressions by application of the Levenberg-Marquardt (least-

squares method) algorithm using the program Origin 10. 

 


