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“Out of suffering have emerged the strongest souls;

the most massive characters are seared with scars.”

Gibran Khalil Gibran





Abstract This manuscript aims at characterizing a new device based on a plate impact
on a liquid surface to generate cavitation and evaluate its potential to induce chemical re-
actions. The device is composed of a reactor containing a liquid that a piston hits due to
pressure difference. This impact generates a strong and uniform pressure increase in the
medium followed by a depressurization. We show that the gas/vapor layer trapped be-
tween the piston and the liquid free surface influences the pressure peaks and frequencies
generated in the medium. High-speed camera visualization shows that depressurization
activates nucleation sites leading to bubble appearance in the solution. Bubbles expand
and collapse intensively generating high velocity jets under some conditions. We also
investigate the response of pre-existing bubbles. We identify a critical bubble radius that
depends on the impact height, external pressure and piston’s characteristics. Bubbles
with an initial radius larger than the critical one collapse at the moment of impact while
smaller bubbles are only activated after it (under tension). Significant differences are
observed in the pressure recordings after the impact depending on the presence/absence
of large bubbles. We finally study the oxidation of phenol. We show that impacting on
pure water is incapable of generating radical species responsible of the degradation. By
adding hydrogen peroxide as an oxidant we show that the molecule is decomposed under
certain conditions. In general, the amount of hydrogen peroxide required to initiate a
significant oxidation decreases when increasing the intensity of the impact on which the
degradation rate mainly depends.

Key-words Cavitation ; Bubble collapse; Solid-liquid impact; Oxidation reactions;
Process intensification; Phenol

Résumé Ce manuscrit a pour but d’étudier un nouveau dispositif générateur de cav-
itation dont le potentiel favorable à l’intensification de réactions chimiques est évalué.
Ce dispositif est constitué d’une plaque mobile qui frappe un liquide contenu dans un
réacteur. L’impact génère une forte augmentation de pression dans le milieu suivi d’une
dépressurisation. Nous montrons que la couche de gaz/vapeur piégée entre le piston et la
surface du liquide influence les pics de pression et les fréquences générées dans le milieu.
La visualisation à l’aide d’une caméra rapide montre que la dépressurisation active les
sites de nucléation à l’origine des bulles de cavitation qui grandissent et implosent en
générant occasionnellement des jets de grande vitesse. Nous étudions aussi la réponse de
bulles préexistantes. Nous identifions un rayon de bulle critique qui dépend de la hauteur
d’impact, de la pression extérieure et des caractéristiques du piston. Les bulles dont le
rayon initial est supérieur à la valeur critique implosent au moment de l’impact, tandis
que les petites bulles ne sont activées qu’après (sous tension). Des évolutions de pression
différentes sont observées après l’impact en fonction de la présence/absence de grandes
bulles. Nous étudions enfin l’oxydation du phénol en montrant que l’impact sur l’eau
pure est incapable de générer des espèces radicalaires responsables de la dégradation.
En ajoutant du peroxyde d’hydrogène comme oxydant, la molécule est décomposée sous
certaines conditions. En général, la quantité d’oxydant requise pour déclencher une oxy-
dation significative diminue lors de l’augmentation de l’intensité de l’impact sur lequel
dépend le taux de dégradation.

Mots-clés Cavitation; Implosion de bulles; Impact solide-liquide; Réactions d’oxidation;
Intensification des procédés; Phénol
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General introduction

Motivation and objectives

When, for some reason, the pressure of a liquid maintained at a constant temperature

suddenly drops, vapor bubbles can grow in the liquid bulk in a process similar to boiling.

This localized change of state within the liquid volume is referred to as cavitation. This

process is usually associated with the violent collapse of bubbles, promoting turbulence

and mixing at very small length-scales making this phenomenon interesting to intensify

processes limited by heat and mass diffusion.

Cavitation can be generated by different means based on pressure variation in a liquid

using for example ultrasound, hydrodynamic machinery or by pressure variation induced

after the impact of a solid substance on a liquid. The spectrum of applications based

on the dynamic response of bubbles to pressure changes evolves in fields as different as

medicine, material synthesis and waster water treatment techniques.

Industrial waste water treatments are as varied as the industries themselves, the treat-

ment and depollution methods being function of the composition and concentration of

their contaminants. Waste characteristics vary within a single industry over time and

become unpredictable. The contents of the effluents can vary in composition with the

presence of inorganic waste to extremely toxic organo-chemical substances. Having dif-

ferent chemical and physical properties, there exists different techniques to treat waste

waters among which techniques based on cavitation proved their efficiency in recent

years.

It is in this context that this work has been conducted. To design new systems able

to control and enhance processes promoted by the collapse of bubbles remains a major

challenge nowadays. This motivates the investigation of processes at laboratory scale

in controlled conditions with the aim at clarifying the role of each separate mechanism

promoted by the collapse of bubbles on the global intensification of chemical processes.

1
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The purpose of this work is to characterize a novel experimental apparatus based on the

impact of a piston on a liquid surface and to evaluate the potential of this technique to

induce chemical reactions in the system.

Outline

The manuscript is divided into five chapters.

Chapter 1 presents the principal aspects of cavitation-based techniques applied to waste

water treatment and a review of the relevant literature. The interest in developing new

devices and techniques due to limitations in the currently used devices is stressed out.

The cavitation phenomenon is briefly re-introduced with a particular attention given

to techniques based on the occurrence of tension states to promote the appearance of

bubbles. Finally, the efficiency of cavitation-based techniques applied to waste water

treatment, in particular the oxidation a model molecule, the phenol, is also discussed.

Chapter 2 deals with the experimental facility, the equipment and the measurement

techniques used in this work. Some characteristic parameters related to the piston

impact are discussed such as its maximal velocity and the pressures induced in the

medium upon the impact. Based on this analysis, two configurations of the device are

compared and their effect on the system response are also discussed. Some of the work

presented in this chapter is published in Daou et al. 2 .

The bubble dynamic response to the piston impact is discussed in Chapter 3. A critical

parameter is introduced to differentiate bubbles based on their radii. Image recordings

of large bubbles allowed to divide their behavior into two characteristic stages and to

relate their characteristic collapse time with their maximal radii. The behavior of small

bubbles is also investigated showing that the current technique is able to induce jet

formation during the collapse of bubbles. Some of these results are published in our

work2.

Chapter 4 explores the possibility of using the plate-impact technique to induce chemical

reaction processes. Based on its wide use in literature and its presence in industrial

discharges, phenol is chosen as a model molecule. Its oxidation is studied in the presence

of an oxidant, hydrogen peroxide. Impacts on pure water and on hydrogen peroxide are

used to unveil the effects of different physical and chemical parameters on the process

of phenol’s oxidation.

Finally, a general conclusion and some perspectives for further studies are given.



Chapter 1

Bibliographical Review

Contents

1.1 Cavitation: description of the physical phenomena . . . . . 3

1.2 Chemical activity induced by cavitation . . . . . . . . . . . . 16

1.3 Waste water treatment . . . . . . . . . . . . . . . . . . . . . . 22

To develop a sense of existing works combining the understanding of the dynamic re-

sponse of bubbles and chemical reactions, this chapter first provides an overview of the

previous work describing the cavitation phenomenon (section 1.1). The chemical ac-

tivity induced by cavitation with a further insight on cavitation-based techniques for

chemical processes are then summarized in section 1.2. This chapter concludes with a

review of waste water treatment techniques and the usual contaminants with an empha-

sis on the toxicity and eco-toxicity of a model molecule found in industrial discharges

and extensively used in the literature, the phenol (section 1.3).

1.1 Cavitation: description of the physical phenomena

1.1.1 Introduction

Whether depressurizing the liquid medium (like in a nozzle or around the helices of a

boat) or heating it (like in boiling or using a laser beam), using a dynamic or a static

method, the mechanisms of bubble nucleation and their dynamic response arose a large

interest among researchers of different domains like chemistry, fluid mechanics/dynam-

ics, physics or biology.

Cavitation is a phenomenon at the origin of bubble appearance when the liquid’s pres-

sure is decreased. It can be defined as the process of formation of a vapor phase in a

3
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liquid when this liquid is subjected to a depressurization. The vapor phase formation

is almost identical to the boiling of a liquid. However, boiling is achieved by the ad-

dition of heat thus increasing the temperature of the fluid up till its boiling point. In

cavitation, it is generally assumed that the process occurs at constant temperature by

lowering the pressure of the medium below its saturation pressure. It is important to

differentiate between cavitation and flashing. During the latter, the vapor formed will

remain in the gaseous phase. Cavitation is therefore defined as a thermodynamic change

of phase with mass transfer from liquid to vapor phase and the other way around which

makes cavitation bubbles implode when the pressure increases. In all these processes,

bubbles appear due to the presence of small impurities or microscopic gas bubbles called

nucleation sites.

The ability of a liquid to sustain a tension (negative pressure) before it eventually cavi-

tates is known since long time3,4. Cavitation was first detected in 1894 by Reynolds5 who

observed and reported the boiling of water in an open tube at ordinary temperatures.

This was the result of the pressure drop of the water passing by a converging-diverging

glass tube. However, the word cavitation was introduced a year later when it was rec-

ognized as the reason why a new British destroyer, HMS Daring, failed to reach its

designed speed. Indeed, the thrust of the propellers failed to develop sufficiently: as the

screw sheared into the water, it created a wake of holes or voids which grew into a large

cavity as the speed rose, changing the shape of the pressure profile on the screw and

reducing its efficiency6. The contribution of cavitation to the damage of solid materials

was firstly investigated in the twentieth century by Parsons and Cook7. Ever since,

cavitation has been widely studied and continues to be an intense topic of research on a

fundamental basis8,9 (and references herein) or an applicative/industrial basis10–14.

1.1.2 Tension states, nucleation sites and cavitation inception

Liquids can be put in a meta-stable condition15 (and ultimately generate cavitation) in

two different ways: first by super-heating it above its boiling temperature and second,

by stretching it below its saturated vapor pressure. An interesting review is proposed

by Caupin and Herbert 16 . The existing techniques can be classified based on whether

they are static or dynamic.

The method of cooling, also known as the Berthelot tube4 owes its name to its inventor

Marcellin Berthelot. Its various stages are briefly as following: a hermetically glass or

steel sealed tube is almost completely filled with the test liquid whereas the remaining

volume is a mixture of air and liquid vapor. Upon heating, the liquid expands until it

completely fills the tube at a certain filling temperature, Tf (the air being forced into
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the solution). This generates positive pressure in the liquid. Next, the tube is cooled

slowly (T < Tf) and the liquid continues to expand and adheres to the internal walls.

The liquid’s pressure decreases to become null then negative (tension) until the liquid

breaks at a lower breaking temperature Tb. In his first experiment, Berthelot 4 noted

a sudden increase in the external volume of the tube because of the release of tension

in the liquid at the same time. The Berthelot tube method raised interest on both the

experimental17–20 and theoretical17,18,21–23 aspects.

Only one method based on the Berthelot tube can attain the cavitation pressure pre-

dicted by the classical nucleation theory (CNT) which is around −140 MPa at room

temperature24,25. It consists in cooling microscopic inclusions of aqueous fluids (mi-

crometer size water droplet for example) trapped in quartz or other crystals in such a

way that the liquid, which sticks to the hydrophilic walls, follows an isochore (constant

density path)26–29.

Another static application to put liquids under tensions is the centrifugal method. Lord

Reynolds was the first to report this centrifugation method30. It consists in rotating a

tube containing the test liquid, both ends of the tube being opened and at atmospheric

pressure. When spun, a negative pressure develops on the rotation axis. As the spinning

velocity increases, the pressure decreases and becomes negative. At a certain critical

spinning velocity, the liquid inside the tube ruptures: knowing the value of the critical

velocity, one can calculate the breaking tension.

In 1950, Briggs 31 reported that in a Pyrex glass capillary Z-shaped tube, a breaking

tension of about −25 MPa was recorded at 10 ◦C. This was the highest experimental

value recorded for distilled water using this method at that time. Briggs also determined

the influence of the temperature variation of the liquid on the tension recorded. Winnick

and Cho 32 proposed an interesting centrifugal force method but were not capable of

going beyond Brigg’s limit. They were however able to measure the volume expansion

of liquids under negative pressures.

Discrepancies between the theoretical and experimental tensile strength values seem to

be related to the presence of heterogeneous (nucleation) sites at the origin of tensile

failures in liquids. Determining the tensile strength dynamically revealed to be a way

of surpassing this barrier. Indeed, the maximum tensile strength is generated in the

bulk solution away from the solid-liquid interfaces, with experiments of short duration

so that complexities related to the presence of appearing and disappearing bubbles are

minimized and the dynamic method allows to study the kinetics of the failure process33.
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Liquids can be put under tension when a pressure wave is reflected at an interface be-

tween water and a medium with lower acoustic impedancea such as air. A well known

example of this principle is underwater explosions. They have been used in many fields

such as in radio-acoustic or for the investigation of underwater sound propagation. Pre-

liminary studies started during the second world war by some independents and nowa-

days the general character of underwater explosions is well established (refer to Cole 34).

When a high explosive is detonated underwater, the detonation wave propagates through

the liquid and converts it into gas at a very high pressure. Then, a shock wave is radiated

into the fluid. When the shock wave reaches the surface, it is reflected as a tension

wave which may cause cavitation. When considering a relatively smooth surface of the

water, this surface could be disturbed to a certain extent as s function of the detonation

intensity. Indeed, when the detonation is sufficiently strong to generate to the same

extent a strong shock wave, the area above the explosion charge may form a dome (of

broken water). Wilson et al. 35 showed that by determining experimentally the initial

velocity of the dome U0 using a high-speed camera, the tensile strength can be evaluated

by extrapolation of Equation 1.1 to when U0 is null using:

U0 =

(
2

ρlUw

)(
P − P neg

2

)
, (1.1)

where P is the maximum pressure of the explosion,P neg is the negative pressure in the

reflected shock wave ρl the density of the liquid and Uw the pressure wave velocity.

Another technique highly used in research and also based on the dynamic stress of a

liquid is called the bullet- piston method. It has the same principle as underwater

explosions. The experimental set-up consists of firing a bullet at a piston fitted into

the bottom of a vertical cylindrical tube containing the liquid. This technique revealed

inconsistent results when it came to the tensile values in water in comparison to the

Berthelot tube for example. Sedgewick and Trevena 36 reported a value of the tensile

strength F for deionized water by the bullet-piston method equal to 1 MPa whilst Jones

et al. 20 recorded 4.6 MPa using the Berthelot tube for water. Several attempts have

been made to explain the reason behind these inconsistencies. Temperley and Trevena 37

proposed the idea of a meta-stable transition layer (between liquid and vapor) at the

surface of water making it an imperfect reflector for a pressure wave incident upon it.

Williams and Williams 38 proved that this explanation was erroneous. Indeed, through

an improved version of the bullet-piston apparatus, they came to the conclusion that the

anomalously low values of F determined in previous experiments based on the reflection

principle are to be attributed to the deficiencies in the technologies used to record

aAcoustic impedance is a measure of the amount by which the motion induced by a pressure applied
to a surface is impeded. It can be calculated as the ratio between pressure and velocity.
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dynamic tensions. In 1969, Couzens and Trevena 39 demonstrated that the evolution

of the (F , P ) curve reaches a “plateau” which value is determined according to the

experimental conditions. Indeed, Sedgewick and Trevena 40 determined the values of F

for divers kinds of water whilst Overton and Trevena 41 proposed a new way of presenting

the experimental data. The latter included several portholes in their tube at different

depths and displayed the data as (tension, depth) graphs. After determining the critical

depth, i.e. the depth at which the incident and reflected pulses are separated (no longer

overlap), they varied the piston’s length and the bullets’ nature before plotting the

resulting tension peaks F as a function of the peak pressure in the incident pulse P . As

in Couzens39, the authors found a “plateau”.

It is worth mentioning that studies based on the reflection of a wave on a suitable liquid-

solid interface also exist (see for example Carlson and Henry 42). Using an interferometric

technique to monitor the motion of a Mylar film, the authors determined the tensile

strength in glycerol at room temperature using pulsed electron beam deposition on a

solid target (Astrel 360). The stress pulse produced in the plate was transmitted to the

liquid and then reflected as a tension wave at a Mylar film causing it to move.

Another way of generating tensions in liquids is by producing the tension pulse ab initio

in the liquid by an impact. One way is through the tube-arrest technique. In his attempt

to study bubbles’ dynamics, Chesterman 43 chose a method which he qualified as “of ex-

treme simplicity”. He used a vertically mounted, half water filled glass tube which was

normally at rest against a rubber buffer. When pulled down against rubber-tensioned

supports and released, the tube rose vertically before being arrested by the buffer. By

continuing its vertical motion and causing a tension pulse, the liquid (water) generated

a cavity near the bottom of the tube. Overton and Trevena 41 proposed a similar exper-

imental apparatus and presented using a transducer, the pressure changes in the liquid

that they related to bubbles radii variations. They also proposed an explanation of the

oscillatory nature of the pressure records.

Using the water shock tube method, tension is either generated directly or by reflection

(of a positive pulse). In the former case, the tensile pulse is the result of the sudden

release of the pressure of a gas above the liquid, and in the latter, it is due to the

combustion of a gas above the liquid, the combustion giving rise to a compressional

wave which travels down and back before being reflected at the liquid’s free surface.

The water shock tube is widely used in cavitation studies and both techniques are

discussed herein. Fujikawa and Akamatsu 44 studied the collapse of cavitation bubbles

using the direct method of this technique. The authors disposed of a sealed vertical

tube composed of a lower chamber of degassed tap water and an upper part containing

a gas mixture of helium and air under pressure the whole sealed by a diaphragm. Using
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water electrolysis, hydrogen or oxygen bubbles were generated at the bottom of the

tube using platinum electrodes before breaking the diaphragm using an electro-magnetic

plunger once the bubbles of interest in the field of view. This mechanism is at the origin

of an expansion (rarefaction) wave which propagates down the helium-air tube to the

water column before being reflected at the bottom of the shock tube. Bubbles were

then photographed by a high-speed camera during the period of growth, collapse and

rebound and pressure signals recorded by means of transducers.

The combustion of a gas above a liquid also generates tension. The experimental set-up

resides upon the generation of a compression wave due to the combustion above the liquid

of a combustible. The wave is reflected after traveling down and back. Richards et al. 45

developed a technique in which they placed deionised water in a vertically mounted,

stainless-steel, combustion-driven shock tube to study tension in the liquid. The bot-

tom of the tube consisted of a Mylar diaphragm and the upper part of oxyacetylene

equivolume mixture (used as combustible). When the latter was ignited, a detonation

wave traveled down the tube and reflected at its bottom. The combination of the Mylar

diaphragm and water can be almost assimilated to a free surface since their acoustic

impedances are almost the same and due to the flexibility of the diaphragm.

Whilst this technique was developed to study bubble dynamics and cavitation45, it also

extended its application in process safety like for example in the work of Thomas and

Oakley 46 in which the authors tried to determine in a more forward way the interac-

tion between the type of the explosion wave (deflagration or detonation) and the water

volume/containment vessel walls.

A common limitation of the technology cited above is that some specific sites promote

the growth and the macroscopic appearance of vapor bubbles. These locations are called

nucleation sites 15. Unlike the boiling process in which the highest tensions are expe-

rienced by the liquid in contact with the heated surface, the liquid bulk experiences

in cavitation a reduction in pressure making contaminants, such as small particles or

micro-bubbles, a potential source for bubble nucleation sites. Harvey et al. 47 were the

first to suggest the presence of micron-sized cavities on which cavities could develop

explaining the difficulties in reproducing results from one laboratory to another. Nucle-

ation sites are of three different natures. Micro-bubbles are perhaps the most readily

contaminants which will grow into an observable macro-bubbles when the liquid medium

is subjected to tension. Microscopic cavities can be either gas (air)- filled bubbles or

vacuous (vapor-filled bubbles) and may be stabilized against gaseous diffusion by a skin

of organic impurity. They are stabilized against dissolution due to surface properties.

Iyengar and Richardson 48 proposed measurements based on physical means to detect
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these gaseous nuclei in water. Solid particles can also act as nucleation sites. As men-

tioned earlier, gas can be trapped in small crevices and give rise to bubbles. These

crevices can be either existing in solid particles (motes) or in the walls of the vessel

containing the liquid.

1.1.3 Bubble collapse

The fundamental equation governing the dynamics of a spherical bubble was first devel-

oped by Lord Rayleigh 9 who established the first equation for the collapse of a cavity

as:

RR̈ +
3

2
Ṙ2 =

P (R) − P (∞)

ρl
, (1.2)

where R is the bubble’s radius and P the liquid’s pressure (P (R) and P (∞) are re-

spectively at the interface and in the bulk solution away from from the bubble). A

dot represents a differential with respect to time. Later on, Equation 1.2 was further

developed by Plesset to take into account some other terms such as surface tension

(σ), dynamic viscosity (µ) and gas/vapor content of the bubble which gave place to

Equation 1.3 today known as the Rayleigh-Plesset equation.

RR̈ +
3

2

(
Ṙ
)2

=
1

ρl

[
P (R) − P (∞) − 2σ

R
− 4µ

R
Ṙ

]
(1.3)

When a pre-existing cavity is subjected to tension, it follows three stages: nucleation,

growth and collapse. Based on Equation 1.3, the evolution of the radius of a bubble

with time can be determined for different boundary conditions and assumptions showing

that a bubble passes through successive growth and collapse stages which can continue

indefinitely without attenuation in the absence of dissipation mechanisms49. The content

of the bubble also plays an important role on its behavior. In general, it is assumed

that bubbles contain a certain quantity of contaminant gas at a certain partial pressure

(related to their size) and temperature.

It is important to note that when bubbles collapse close to a boundary the dynamic

response is more complex. The surface of the bubble suffers an involution, the collapse

is asymetrical50 and the surface away from the rigid boundary folds into the interior.

This is called “jetting” and it usually occurs for bubbles close to the boundary. Visual

examples are presented in the works of Lauterborn and Bolle 51 and Field 50 . This bubble

elongation contributes to solid damaging but can also be interesting for surface cleaning.

During the collapse of a single bubble, its volume decreases whilst the pressure of the

gas/vapor mixture inside the bubble increases. The presence of gas inside the bubble
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plays an important role in the deceleration of the collapse and thus on the overall bubble

dynamic response49. In addition to micro-jets formation and turbulence, it is also at

the origin of the generation of shock waves during the rebound phase of the bubble

taking place after the first collapse . If the implosion of bubbles is strong enough, high

temperatures an pressures generated in their vicinity also affect the components. In

an aqueous medium, vapor pressure enters the growing bubble and can thus be cleaved

generating reactive species.

Bubbles’ content can also be represented as a bi-phasic entity of vapor and gas. In the

case of water, the first consists of water vapor while the second is formed starting from

the dissolved gases in the liquid of which oxygen. Nucleation sites are at the origin of

the appearance of bubbles in the medium. When they grow from an initial size of radius

R0 to many times their original size, they reach a maximum radius Rmax before starting

the collapse stage when the pressure is restored to its reference value. The growth of the

bubbles is a combination of the expansion of the pre-existing gas/vapor and the diffusion

of the vapor of the liquid (solvent and volatile solutes including gaseous compounds). In

the early 1900s, Lord Rayleigh 9 discussed the consequence of the presence of a gaseous

fraction in the bubble by considering that the compression of the gas is isothermal.

Nowadays, it is well-established that the compression of a bubble’s components is ap-

proximately adiabatic52 when the compression velocities are high enough. According to

Brennen 49 , the maximum pressure and temperature generated inside a collapsing bub-

ble are around 107 GPa and 4× 104 times the ambient temperature assuming that the

depression pressure is around 10 kPa, Rmax = 100R0, the initial partial pressure of the

gas in the bubble is about 0.1 MPa and that this same pressure at the beginning of the

collapse is about 0.1 Pa. This result is evidently dependent of many factors, however, it

gives an idea of the possible conditions generated upon the bubble’s collapse.

Estimations of the bubble temperature have been widely discussed in the literature.

Researchers use thermodynamic models to predict the maximal temperature generated

inside the cavity by taking into consideration certain effects or simply by stating some

hypotheses to simplify the problem. For example, if one neglects the heat dissipation

between the bubble and its environment, the thermal conductivity of the gases and

the consumed energy for the gas/vapor decomposition inside the bubble, the maximum

theoretical temperature Tmax can be estimated according to Equation 1.453,54 where T0

is the temperature of the solution, Pliq the pressure in the liquid, γ the specific heat

ratio of the gas/vapor mixture defined as γ =
cp
cv

and Pv the pressure in the bubble at

Rmax.

Tmax = T0

[
Pliq (γ − 1)

Pv

]
(1.4)
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Other researchers intended to use experimental techniques to determine this important

parameter. For instance, Single Bubble SonoLuminescence (SBSL) is considered to be

a useful probe of the extreme conditions generated during the bubble collapse. SBSL is

a consequence of an acoustic excitation of a single bubble. Several studies found in the

literature estimate the peak temperatures reached in SBSL in a variety of liquids55,56.

An interesting review on the origin of this technique and the existing knowledge are

presented in the work of Jarman 57 . The temperature bubble estimation, depends on

several factors such as the liquid’s nature and temperture, the nature of the dissolved

gases57 and the used frequencies58. It is important to note that light emission is not

restricted to SBSL experiments, but it is also observed in flowing liquids59.

One way to estimate the peak temperatures reached during the bubble collapse is to use

the Methyl Radical Recombination (MRR) proposed by Hart et al. 60 . Bubble tempera-

ture is estimated by studying the degradation of a simple hydrocarbon, methane (CH4)

in an aqueous solution under an argon atmosphere (to suppress any large-scale oxidative

side reactions) and by detecting the relative yield of the major decomposition products,

i.e. ethane, acetylene and ethylene. The products are the result of the recombination

of the methyl radicals CH3
• generated by the methane decomposition in the cavitation

bubble. The temperature determination method is well explained in the work of Rae

et al. 61 . The authors calculate an absolute temperature ranging from 2720 to 1930 K

for solutions containing respectively 10 and 100 % of CH4. Other organic molecules were

also studied52,61 however it is admitted that the calculated temperatures reflect an av-

erage core temperature since the decomposition and recombination must take place in

different temperature regions.

The consequences of bubble collapse are very interesting in chemical applications. The

generated temperatures and pressures inside their vicinity are at the origin of the forma-

tion of radical species capable of reacting with chemical compounds in water. However,

the mechanisms by which bubbles participate to chemical processes is not fully under-

stood yet. Although efforts were made to understand this contribution, they were based

on simplified models62 (and included references). In their work, Hauke et al. 62 stud-

ied numerically the dynamics of isolated and ultrasound cavitating bubbles completely

immersed in a liquid. The authors showed using the different models that the chemical

reaction depends on several factors such as bubble contents (influencing the properties

in the vicinity of the bubble), reaction rate and the production of radicals.
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1.1.4 Description of existing cavitation-based techniques

Excluding laboratory techniques such as laser induced pulses15, classical techniques to

induce cavitation include ultrasound and hydrodynamic machinery. The depressuriza-

tion generated in cavitation-based techniques promote bubble appearance at nucleation

sites that release bubbles into the liquid’s bulk. This is clearly observed with boiling

water: at the initiation of boiling, bubbles are produced at specific sites and as the

times passes, more and more sites are activated. Note that it is also possible to generate

cavitation via laser pulses51.

Originally, acoustics referred to the study of sound, i.e. pressure waves in air which can

be detected by the human ear. It was then extended to lower and higher frequencies

called infra- and ultra-sounds. Acoustic cavitation refers to the utilization of ultrasound

to generate an acoustic wave in the medium. The resulting wave is composed of a

succession of positive and negative half periods (see Figure 1.1) generating in the medium

a succession of compression and rarefaction (tension) phases respectively. The passage

of waves in the medium exerts forces on the molecules and cause them to compress and

stretch around an average molecular spacing. If the wave’s amplitude in the negative

half-cycle is large enough, bubbles appear in the medium. This is explained by the

passing wave which is able to break-down the minimum molecular distance required

to hold the liquid intact. Once the pressure in the medium increases back (positive

half-cycle), the bubble will shrink before it re-grows in the next half-cycle.

Ultrasonic devices use a source to generate ultrasound. For example, an ultrasonic

bath uses transducers which can either work with only one frequency or with multiple

ones. In general, transducers are situated at the bottom or the sides of the bath for

a better homogenization of the ultrasonic power distribution. Another device is the

ultrasonic probe in which the transducer is directly immersed in the container. There

exists different types of probes with different shapes and of different materials and are

almost all equipped with a temperature- control option. The efficiency of acoustic devices

depend of several parameters such as the frequency or the acoustic power. Ultrasonic

cavitation gained much attention over the years but still requires further understanding

and design enhancement for a future industrial application. Gogate et al. 63 proposed

an interesting paper on the scale-up design process of acoustic reactors which primary

difficulty is to maintain a uniform distribution of cavitational activity. The authors

attempted to provide criteria selection for operating parameters to optimize the design

which they divided into operating (such as frequency and intensity of irradiation) and

geometric parameters (like number and location of transducers) in addition to the liquid’s

nature.
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Figure 1.1: The response of a bubble to the passage of an acoustic wave.

Hydrodynamic cavitation techniques are based on the pioneering work of Reynolds5

in 1894, who reported the boiling of water in an open tube at ordinary temperatures.

This was the result of the pressure drop of the water passing by a converging-diverging

glass tube. Bubble behavior and flow regime transitions studies based on the passage

of a liquid through a constriction are detailed in literature based on simulations and/or

experiments64–66.

Accordingly, varying the velocity of a horizontal flow with a relative low viscosity subjects

it to a depressurization. Venturi tubes are a common example of a device to generate

hydrodynamic cavitation. The Bernoulli equation is

P1

ρl
+

1

2
U2

1 =
P2

ρl
+

1

2
U2

2 + g∆z + Ed, (1.5)

where Ed includes all viscous and turbulent mass energy losses, P is the pressure, U

the velocity, g the acceleration due to gravity and ∆z the elevation of the point above a

reference plane. P
ρl

+ 1
2U

2 is constant along a streamline such that when U increases, P

decreases and bubbles appear. This phenomenon can also occur in hydraulic machinery

like pumps, propellers, artificial hearts, etc. Cavitation in hydraulic systems is thor-

oughly studied by engineers to suppress it since it generates some mechanical erosion of

exposed surfaces.
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Gogate and Pandit 64 studied the effect of the operating parameters on bubble behavior

and pressures generated in a plate orifice. The authors showed based on simulations

that the system’s response depends on the inlet pressure, the initial cavity size and the

diameter of the holes. In an interesting review on hydrodynamic cavitation, the same

authors67 resumed pertinently the advantages and the disadvantages of hydrodynamic

reactors of which the relative low cost of such a technology and its ease of scale-up on

one hand, but lower intensity of collapse of the bubbles on the other hand especially

compared to the generated pressures and temperatures with acoustic cavitation.

To compare acoustic and hydrodynamic cavitation reactors, Moholkar et al. 68 proved

that identical cavitation conditions can be generated with both techniques with some

advantages related to hydrodynamic cavitation. It was more energy-efficient, a simpler

method and offered better operating parameter control. This result is in accordance with

the study carried out by Gogate et al. 69 who compared acoustic and hydrodynamic

cavitation reactors based on a model reaction with potassium iodide (KI) called the

Weissler reaction.

As mentioned earlier, cavitation bubbles can appear through mechanisms different than

those typically investigated in the literature, i.e. ultrasound and hydrodynamic machin-

ery. Bubbles can be generated as a response of a liquid or solid to a sudden impact70.

The impact submits both the liquid and the flier (in occurrence a solid) to a stress

wave50. In solid mechanics e.g. spallation or dynamic fracture, cavitation occurs upon

the impact of a solid on a target71–73.

The first to investigate spalling was Hopkinson 74 at the beginning of the previous cen-

tury. The basic principle is to impact a medium with a projectile or a flier. Following the

reflection of the initial compression wave, a tensile stress wave is generated in the medium

and when the local tensile strength is larger than the material’s strength, small defects

present in the solid structure are activated in a process similar to that of cavitation in

liquids. This phenomenon appears when the pressure falls below Blake’s threshold75–80.

In this context, spallation refers to the ejection or vaporization of a material from the

target in response to an impact.

In liquids, the impact of a projectile flying across a vessel full of liquid is known to

induce the formation and collapse of bubbles81. For instance, Dear and Field 82 used

the “tube arrest” method43 to study both the collapse of a single cavity and an array of

cavities contained between two transparent plates after the impact of a slider84. Using

a water/gelatine mixture, the authors were able to control several parameters such as

the shape and the size of the bubbles70,82. Other relevant works include those of Daily

et al. 85 , who studied the catastrophic rupture of glass bottles induced by the collapse of

bubbles after an impact, Rodŕıguez-Rodŕıguez et al. 86 who report experiments on the
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dynamic response of bubbles in supersaturated media triggered by the impact on a vessel

and Dular and Coutier-Delgosha 87 who use the “tube arrest” method to investigate the

thermodynamic effects associated to the collapse of a single bubble.

There exist several devices for liquid-solid impact(s)70, the simplest case consisting of a

normal impact. In a model liquid-solid impact problem the liquid is considered to have

a well-defined free surface and the solid’s deformation reversible during the first instants

after the impact70. It is also assumed that the liquid is inviscid. The appearance of

the bubbles depends on the speed of impact and the physico-chemical properties of the

medium,

In his work, Glenn 88 used a normal impact geometry to better understand the phenom-

ena of liquid- solid impact and studied the model of shock reflection in one-dimension.

The contribution of the collapse of a cavity to the damage of solid materials was inves-

tigated in the beginning of the twentieth century by Parsons and Cook7,70. Few years

later, Cook 7 calculated using the water- hammer theory the pressure with which a col-

lapsing cavity can erode a propeller blade. This theory is used to describe a pressure

wave propagating when a moving fluid is forced to stop. Interesting reviews dealing

with its development are presented in the works of Ghidaoui et al. 89 , Bergant et al. 90 .

The general form of the theory is given in Equation 1.6 in which ∆P is the pressure

variation, c the acoustic speed and ∆U the velocity variation.

∆P = ρlc∆U (1.6)

According to Kornfeld and Suvorov 91 , the calculation made by Cook 7 was irrelevant

since it is only valid when the bubble is attached to the surface to be able to deform

it. The authors also pointed out that for the damage to take place, the bubble should

disappear completely resulting in a singular behavior where the pressure reached during

the collapse is not well defined. Solid-liquid impact also generates surface damage92,

being well accepted that jet formation is a relevant mechanism responsible of erosion.

When bubbles implode violently, high pressures and temperatures called “hot-spots”

are generated in the vicinity of the bubbles, which means that using such techniques

it is possible to concentrate energy in small zones and overcome processes with large

activation energy (e.g. chemical reactions).
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1.2 Chemical activity induced by cavitation

1.2.1 The generation of hydroxyl radicals in cavitation

As explained earlier, cavitation bubbles can, under certain conditions, be assimilated

to micro-reactors and hence generate hydroxyl radicals HO in aqueous media. Thus,

techniques based on cavitation find application in water treatment where oxidation pro-

cesses need to be promoted and radical species react with the organic matter contained

in the liquid.

Hydroxyl and hydrogen radicals are the result of the homolytic cleavage of a water

molecule93,94,

H2O
∆

H + HO (1.7)

H + HO H2 + O (1.8)

2 HO H2O + O (1.9)

O + HO O2 + H (1.10)

In cavitation bubbles, the water vapor molecules diffuse into the bubble interior during

the growth stage and HO are generated during the collapse, i.e. when he temperature

inside the bubble is maximal. The radical species can recombine and/or react together to

form molecular O or diatomic oxygen O2 (see Equations 1.8, 1.9 and 1.10)53 meaning that

sonolytic processes can not be strictly anoxic. Hydrogen radicals are present in a much

smaller number than hydroxyl radicals94 and therefore their presence is disregarded

herein despite their ability to produce HO radicals95.

There exists quantification methods for HO radicals and cavitational activity using

hydroxyl radical dosimeters96,97,97. These methods allow for example to compare the

efficiency of different ultrasonic reactors98 and hydrodynamic machinery99. Several

compounds can be used as dosimeters. Among them, iodide is a good example since

the oxidation of this molecule is an indicator of the presence of an oxidizing agent.

One of the advantages of this so-called Weissler reaction is related to its simple use.

Indeed, the oxidation of iodide I– into iodine I2 or triiodide I –
3 (when I– is in excess98)

is obtained exclusively due to the action of HO . In addition, intermediate products are

transparent in the final result. Iodide remains as a standard dosimeter for sonochemical



Chapter 1. Bibliographical Review 17

reactions100,101 and the proposed reaction mechanism is as follows102:

I− + HO• −−→ HO− + I• (1.11)

I• + I− ←−→ I2
•−

2 I2
•− −−→ I2 + 2 I−

I2 + I− ←−→ I3
−

Note that the hydroxyl radical in Equation 1.11 comes from water molecule dissociation

(see Equation 1.7). Triiodide formation is easily monitored spectrophotometrically at

a wavelength equal to 355 nm98. It colors aqueous solutions from light yellow to dark

brown as a function of its increasing concentration in the medium. Furthermore, in the

presence of starch, it confers a blue/black color to the solution thus making it easily to

see. It is noteworthy that the most important parameter governing the efficiency of the

radical generation is probably the intensity with which the bubbles collapse. This is the

same mechanism governing the resulting noise and damage in pumps. Hence, the more

intense the collapse is, the higher the radical population should be.

The application of ultrasound to chemical reactions was first observed in the 1950s. Ta-

ble 1.1 lists some examples of the different reactions types and applications of cavitation

studied in literature. This non-exhaustive list shows the increasing interest in the field

of applying cavitation-based techniques to different domains. Since cavitation bubbles

can be at the origin of the generation of hydroxyl radicals, cavitation-based-techniques

are employed in waste water treatments103,104. However, the combination of cavita-

tion and chemical reactions is very complex and further understanding of the occurring

mechanisms is necessary.

Luche et al. 105 differentiated in their work between true and false sonochemistry. The

first resulting from the action of free radicals attack whilst the second resulting from

mechanical effects around the bubble. Therefore, based on the differentiation made by

the author, the high temperatures generated in the bubble vicinity are at the origin of

the chemical reactions106. However, the mechanism by which the organic molecules are

destroyed is very complex and the nature of the molecule influences the mechanism. To

better understand the place of occurrence of oxidation reactions, different scenarii can be

imagined and either be taken separately or combined: the reaction can take place within

the bubble, at the bubble/solution interface or in the bulk solution104 (assuming that

they are capable of escaping the bubble’s interior). This proves the complexity of the

mechanism by which organic molecules are destroyed. It is shown in acoustic cavitation

that hydrophobic and/or volatile chemicals tend to diffuse into the bubble’s vicinity

whilst hydrophilic and/or non-volatile compounds tend to remain in the bulk liquid.
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Therefore, the place in which the reaction takes place is different. Hydrophobic and/or

volatile molecules are most readily destroyed at the bubble-liquid interface and/or inside

the bubble. Hydrophilic and/or non-volatile compounds react in the liquid medium

and/or the bubble-liquid interface depending on their concentration107.

Molecule Application/Reaction Cavitation type Reference

Waste and fresh cooking oil Transesterification Hydrodynamic 108

Phenol and bisphenol A Oxidation Ultrasound 109

Antistreptavidin Protein Mechanical 110

IgG1 and rhGH aggregation shock

Invasive weeds Enzymatic hydrolysis Ultrasound 111

Table 1.1: A list of some reactions and applications of cavitation in literature.

The radical attack mechanism and the interaction at the bubble’s interface is investigated

first. The HO radicals are thought to be responsible of much of the occurring chemistry.

By studying the sonolysis of tert-butyl alcohol in an aqueous medium, Tauber et al. 52

claim that the concentration of the hydroxyl radicals was high at the interface of the

bubbles (estimated to 10−2 mol · L−1) and that a great number recombines to form

hydrogen peroxide (H2O2) according to:

2 HO H2O2. (1.12)

If scavenger molecules are present at the gas-liquid interface, part of the HO · radicals

react with them and H2O2 concentration decreases compared to when the scavenger

molecules are absent. To highlight the presence of H2O2, Henglein 53 showed that the

H2O2 yield is decreased in the presence of HO scavengers such as acetic acid, dioxane and

1-hexanol (see Figure 1.2). The author correlated the concentration of the molecules

to the hydrophobicity ratio R defined as the ratio between the hydrophobic to the

hydrophilic groups in the molecule. For example, four hydrophobic groups (CH2) and

two hydrophilic groups (O) are present in a dioxane molecule thusRdioxane = 2. Following

the same reasoning, Racetic acid = 1 and R1−hexanol = 6.

O

OH

Acetic acid O

O

Dioxane

OH

1-hexanol

Figure 1.2: The structural formula of some HO scavengers.
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The results showed that the higher R is, i.e. the more hydrophobic the molecule, the

more the molecules will tend to accumulate at the bubble/liquid interface. Hence, the

concentration of the molecule will decrease since the scavengers will react more rapidly

with the radicals and prevent their recombination into H2O2. The scavenging efficiency

is dependent on the scavenger and its scavenging power. In this way, the author high-

lighted the formation of hydrogen peroxide at the bubble’s interface but it is impor-

tant to note that part of the H2O2 is also being destroyed by HO radicals52. The

molecule’s physico-chemical properties are one of the many parameters which influence

the occurrence of the chemical reaction. For example, considering the volatility of the

organic molecules, volatile/hydrophobic compounds diffuse into the bubble whereas non-

volatile/hydrophilic molecules stay in the bulk solution112,113.

When we are able to generate a repetitive transientb bubble, the majority of the produced

radicals are imprisoned in the bubble interior by the bubble surface114. Soluble products

from the bubble can still diffuse into the solution bulk115. The lifetimes of bubbles and

radicals are a key parameter for a better understanding. As mentioned earlier, radical

species are generated inside the bubble because of the high temperatures induced by

bubble collapse. If the lifetime of the bubbles is smaller than that of the radicals, then

these latter are released into the bulk solution following the former’s fragmentation or

by their dissolution. In the opposite case, the radicals are trapped inside the bubble

and will have time to recombine and give H2O2 molecules (see Equation 1.12). Since the

bubbles lifetimes depend on the acoustic frequency, this parameter is of great importance

in sonochemistry.

1.2.2 Examples based on existing techniques

Kidak and Ince 113 studied the effect of operating parameters on the removal of phenol

molecules using ultrasound. They showed that at a frequency equal to 20 kHz, the

treatment was ineffective. The authors explained that by referring to the volatility of

the molecule. Since phenol is a low volatile molecule (see section 1.3.1), it will preferably

stay in the bulk solution or at the bubble’s interface116,117. In addition, at frequencies

between 20 and 100 kHz, the lifetime of the bubbles is long and since the generated

radicals are formed in regions of high temperatures118, they will stay trapped inside the

bubble and therefore inaccessible to the organic molecule. However, higher frequencies

seem more suitable for phenol degradation. Indeed, they tested two higher frequencies of

300 and 520 kHz, with the optimum found at 300 kHz. In fact, even though the increase

in frequency generates a higher concentration of free radicals119, it also decreases the

bQualifies a bubble undergoing a high-energy phenomenon which will cause its instability and later
violent collapse49.
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collapse’s intensity120. Note that this phenomenon is observed for a given acoustic

power.

The pressure amplitude is a key parameter in the sonochemical systems that is usually

related to the power transferred to the medium. It influences to a certain extent the

number of cavitation bubbles, the temperature of collapse and the reaction yield120,121.

When operating at low pressure amplitudes, limited active cavitation is observed because

bubbles undergo low and stable energy oscillation122. Therefore, to obtain transient or

non-linear response, i.e. bubbles which will eventually collapse violently and give rise to

free radicals, high pressure amplitudes must be transferred to the liquid.

In systems resorting to acoustic cavitation, it should be kept in mind that the frequency

and the acoustic power are related though the vessel resonance properties, that at the

same time depend on the amount of bubbles present in the system. As a general rule,

the number and size of cavitating bubbles increases with increased frequency and the

number of active bubbles depends strongly on the acoustic power. The main question

arises when it comes to the attribution of the efficiency of water treatments in the pres-

ence of cavitation bubbles to radical species. Indeed, the oxidation of the contaminants

can occur following another reactional mechanism based on the direct pyrolysis of the

organic matter53,123. According to Henglein 53 , the action of the ultrasounds is not only

restricted to the generation of HO radicals. The organic molecules are also subjected

to a direct thermal action in the presence of acoustic waves52,53 in regions of high tem-

perature.

When sodium acetate is subjected to sonolysis under an argon atmosphere, the author

observed the formation of “unusual” products. The formation of a single product, suc-

cinic acid (when subjected to γ-radiolysis) is the reason behind the utilization of this

organic compound. The presence of this molecule, also detected in sonolysis, with other

products such as carbon monoxide (CO) and methane (CH4) can not be explained by

a radical attack53. They are the result of the thermal decomposition of the parent

molecule in regions of very high temperatures which the author qualified as “interfacial

regions”.

The work of Nagata et al. 124 shows a significant decrease in the degradation rate of

chlorophenols in the presence of tert-butanol, a good HO radicals scavenger52,53,125.

Thus, the authors demonstrated that the main degradation pathway is via the radical

attack103,126. As for the study by Kang and Hoffmann 123 concerning the oxidation of

MTBE (methyl tert-butyl ether) in the presence of ozone, it shows that the reaction

pathway followed three routes. These different examples show the complexity of the

sonolysis systems and the underlying mechanisms.



Chapter 1. Bibliographical Review 21

Despite their interest, cavitaion-based techniques are costly. For example, cavitation in

itself is not sufficient to achieve high destructive rates of industrial waste pollutants127.

Accordingly, researchers combined this method to other available AOPs like oxidation

using hydrogen peroxide.

In the field of water treatment, the use of two agents is typically adopted since it gener-

ates a more intense cleaning action. Indeed, water alone is a poor cleaner, and soap is not

a cleaner at all. However, the combination of these two provides an efficacious cleaning.

On this basis, the efficiency of a water treatment process depends on the speed of the

generation of the oxidizing species, i.e. the free radicals and the duration of contact be-

tween these radicals and the polluting molecules. Thus, the optimization of the process

becomes a major challenge. The similarity between the mechanisms of AOPs for the

destruction of contaminants and the difficulties to find the optimal operating conditions

make their combination interesting and challenging. Previous research showed that the

synergy between cavitation and AOPs improves the overall process performance com-

pared to the individual techniques or their simultaneous use128. However, under certain

circumstances, the combination effects may not be additive or even antagonistic.

By combining different techniques, some of the problems experienced with one or the

other method are surpassed. Taking as an example the photocatalytic oxidation, the

difficulties of mass transfer and solid fouling can be overcomed by coupling the technique

to ultrasonic irradiation129. In fact, not only the quantity of HO radicals increases sig-

nificantly in the medium due to cavitation, but also the generated turbulence by the

ultrasonic irradiation makes it possible to remedy the problem of mass transfer and

facilitates the regeneration of the catalyst. Many possibilities exist when it comes to

combining some oxidants to cavitation - especially ultrasound - of which ultrasound-

s/H2O2 stands out.

Lim et al. 109 tested the effect of the H2O2 concentrations on the enhancement of the

sonochemical degradation of two organic molecules, phenol and bis-phenol A (BPA)

of initial concentration equal to 0.044 mmol in a 1 L reactor. The ultrasonic reactor

consisted of a 10 cm cup-horn single piezoelectric transducer operating at 35 kHz. The

authors showed that in the absence of hydrogen peroxide and only under the cavitational

effect, BPA was more readily degraded than phenol. They explained the observed results

by referring to the chemical properties of the molecules. Since BPA is more hydrophobic

and volatile than phenol, it has a higher probability of entering the bubble and be

degraded by the free radicals whereas phenol will preferably stay in the solution. In the

presence of the H2O2/ultrsaounds system, the addition of the oxidant had little effect

on the degradation of BPA whilst it had a significant effect for the phenol degradation.

Due to its chemical properties, H2O2 stays in the solution with phenol and therefore
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react together. Remarkably, the increase of the hydrogen peroxide concentration had

little effect on the efficiency of the reaction. It must be noted that the influence of

H2O2 depends on the compounds128 and that its role as a HO scavenger makes the

determination of its optimal concentration delicate.

Although an intense research is done on the combination of water treatment and ultra-

sounds, fewer work exists on the oxidation of recalcitrant molecules and other types of

cavitation-based techniques such as solid-liquid impact induced cavitation130. Given the

potential of cleaning to induce high intensity cavitation in solid-liquid impact techniques,

it is interesting to explore these technologies for the degradation of pollutants.

1.3 Waste water treatment

In France, industries (paper and food industries particularly) account for half of all or-

ganic pollutants released into the natural environment, with the remaining 50 % coming

from local authorities. Moreover, the industries are still responsible for a large pro-

portion of toxic waste in water despite the efforts made in recent years to reduce the

quantities of the discharged pollutants and to monitor them. Indeed, they are restrained

to reduce the contamination to an acceptable level by using different techniques.

In 2002, the French Ministry of the Environment implemented over a period of 4 years a

national action for the detection and reduction of the Release of Dangerous Substances

in Water by classified installations (RDSW). As per that Ministry, ”any industrial or

agricultural operation likely to create risks or cause pollution or nuisance, notably in

terms of local residents health and safety, is a classified installation”. Between 2002

and 2007, the campaign analyzed the discharges of 180 industrial plants and urban

waste water treatment plants in the Provence-Alpes-Côte d’Azur region. This operation

included a phase of research of substances likely to be present in the discharge (by

activity sector), called initial monitoring followed by a phase of consolidation of the

perennial monitoring of substances emitted. Finally, a phase of proposal strengthened

by a technical and economical analysis or an action plan131 was proposed. Among other

things, this study made it possible to say that the paper industry is the most polluting

sector in the industrial sectors and that the food industry has increased its discharges

by 80 % due to its development.

1.3.1 Usual contaminants: the case of phenol

The organic matter, present under dissolved or solid forms, contributes to the reduc-

tion of dissolved oxygen in aquatic environments leading to the asphyxiation of living
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organisms. This organic matter is composed of carbon atoms associated with other ele-

ments such as hydrogen, oxygen and nitrogen mainly. Waste water can contain various

pollutants ranging from pathogenic microorganisms to numerous chemical substances

presenting risks to human health and the environment. As a result, waste waters must

be collected and treated before releasing them into the natural environment.

The criteria for assessing the quality of industrial effluents play an important role in

finding the appropriate treatment to reduce pollutants’ concentration in industrial dis-

charges. The quality of the effluents is judged according to different criteria132 such as

the Chemical Oxygen Demand (COD)c, the Biochemical Oxygen Demand (BOD)d and

the Total Organic Carbon (TOC)e.

Phenol is an organic molecule widely studied in literature and present in industrial dis-

charges. Discovered in 1650 by Johann Rudolf , it is mainly found in the waste waters

coming from coal processing plants, petroleum refineries, paper industries, paint, tex-

tile, pesticide, pharmaceutical and tannery manufacturing plants. Phenol has a simple

molecular structure (see Figure 1.3).

OH

Figure 1.3: Structural formula of a phenol molecule.

More generally, the term “phenol” includes a group of substituted hydroxylated molecules

derived from benzene (simple phenols) and its higher homologues (cresols known as

methylphenol) and polycondensed nuclei molecules (sulphonated naphthols and naph-

thols). Phenol has a a wide range of applications from synthetic resins (bisphenol A,

etc.) to dyes (diazo compounds, etc.), food additives (vanillin, etc.), medicines (aspirin,

paracetamol, etc.), herbicides (chlorophenols, etc.), etc. When reacting with acetone

and in the presence of an acid catalyst, phenol can be converted to bisphenol A (see

Figure 1.4), a monomer for the manufacture of plastic (bisphenol A polycarbonates).

cIn mg/L. COD is the equivalent amount of oxygen required to oxidize organic matter (bio and
non-biodegradable substances) present in a water sample by means of a strong chemical oxidizing agent.

dIn mg/L. BOD corresponds to the quantity of oxygen required by bacteria for the degradation of
organic matter. Not all organic matter is oxidized in BOD analysis, only bio-degradable ones. This
criterion is defined as BOD5 when evaluated over 5 days and depends, among other things, on the
microorganisms used for the biodegradation.

eIn mg/L. TOC represents the totality of carbon present in the organic matter dissolved and/or
suspended in aqueous media.
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HO

CH3

CH3

OH

Figure 1.4: The structural formula of a Bisphenol A molecule.

Phenol is not classified as an alcohol due to its unique properties. Indeed, in an alcohol,

the hydroxyl group OH is bonded to a saturated carbon atom, whereas in the phenol

molecule, this group is linked to a non- saturated aromatic structure (alternating simple

and double bonds). Thus, phenols acquire a higher acidity than alcohols. The pKa

value of the phenol/phenolate pair is equal to9.9 at 25 ◦C. Phenol is also a low-volatile

compound with vapor pressure equal to 0.41 mmHg at 25 ◦C.

Even though the phenol present in the environment can be extracted from tar or waste

water from cracking units, it is mostly produced synthetically. Phenol world production

was estimated around 6 Mt/yr in 2008133 and it remains one of the major products of

the organic chemical industry even though its use has somewhat been replaced by new

plastic material. Its role as an intermediate has also been reduced by using cyclohexane

and its derivatives.

The main disadvantage of phenol molecule is that to destroy it, very high temperatures

and oxidizing agents are necessary. The organic molecule reacts strongly with strong

oxidizers such as peroxides. Around 800 ◦C, the phenol molecule is reduced to ben-

zene in the presence of zinc. At higher temperatures, pure phenol decomposes entirely

into carbon monoxide, carbon and hydrogen134. For its uneasy to destroy this refrac-

tory molecule, phenol has become one of the model molecules studied in waste water

treatments.

1.3.2 Waste water treatment techniques for phenol and its derivatives

One of the aims of waste water treatment is to remove pollutants which can harm the

aquatic environment. The presence of dissolved oxygen (DO) is very important for

aquatic life and when the concentration is low it has deleterious effects on the aquatic

environment. Therefore, waste water engineers focus on the removal of pollutants which

cause the depletion of DO such as phenol.

Due to the toxicity and biodegradability problems related to phenol and its derivatives,

these molecules represent a real problem for polluted waters. Indeed, they are harmful

at low concentrations for the organisms and they are dangerous pollutants because of
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their potential harmful effects on human health135–137. Consequently, a well adapted

treatment must be set in place to eliminate them.

The choice of the optimal water treatment method depends on several factors such as the

constituents (organic or inorganic), their concentrations and toxicities, the volume to be

treated, etc.138,139. From a general point of view, there are two types of water treatment

which can be used to classify the methods concerning phenol removal: the first is based

on the pollutant’s recovery whilst the second directly aims at destroying it. To recover

the organic molecule from waste waters, physical techniques are set in place such as

adsorption137,138,140–142, membrane-based separations like pervaporation142–144, ultra-

filtration145 and liquid membrane extraction142,146–148. As for the destructive methods,

the most commonly used are the incineration as well as biological treatments149 and

chemical oxidation reactions150,151. These latter include Wet Air Oxidation (WAO) and

Advanced Oxidation Processes (AOPs) of which we cite photolocatalytic reactions126,

Fenton reaction152,153 and cavitation127.

1.3.2.1 Toxicity, eco-toxicity and other properties

Anyone can be exposed to phenol through the environment, the consumption of contam-

inated water or food, and the use of phenol-containing products154. When an effluent

is released into the environment without prior treatment, it causes severe damage by

contamination of the soil, surface and water. Some laws have been therefore set in place

to regulate the phenol content of waste waters.

Phenol is an irritating and highly corrosive substance. It has a strong ability to penetrate

the body through the skin and mucous membranes. The European Union has classified

phenol as category III mutagen and the majority of phenols and their derivatives are

toxic. This makes them hazardous waste and some are known to be carcinogenic. The

“Agency for Toxic Substances and Disease Registry” has listed phenol on the “Priority

List of Hazardous Substances”155. If absorbed, phenol is rapidly distributed in the

body134. The concentrated application of phenol on the skin can cause severe skin

lesion156 and cases of fatal poisoning157 have been registered. In the case of infants, the

ingestion of minimal amounts of phenol (5 to 500 mg) whether accidental or intentional

is fatal. As for adults, cases of death occur after ingesting 1 to 32 g158,159.

A significant amount can enter the skin when the body is in contact with phenol vapors.

Due to their toxicity, the limit value of the concentration in air is fixed at 0.0002 mg · L−1

in France160. These molecules are transformed into other chemicals called metabolites

which are rapidly eliminated within a few days a priori in the urine. As for inhalation,

the majority of phenol rapidly enters the body through the lungs and gives signs of
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respiratory irritation with cough and dyspnea. During exposure by inhalation of a

human being to phenol vapors at concentrations of 6 to 20 mg ·m−3, 60 to 80 % of

phenol is absorbed134 causing various effects from intense thirst to nausea and in some

cases a coma160. Livers and kidneys of animals exposed to phenol in the air can undergo,

among other things, pneumonia and morphological alterations161.

Phenols are also soluble in water and can therefore reach drinking water sources where

they can generate unpleasant odors and tastes even at low concentrations140,162. Ac-

cordingly, they are toxic and very dangerous for aquatic life136. They can modify the

aquatic ecosystems and cause damage to the biota135,137. According to literature, bio-

accumulation of 2 mg · L−1 or more of phenol alters the development of certain fish and

the disappearance of the aquatic life is reached for concentrations ranging between 10

and 100 mg · L−1 within 96 h137,162.

The “United States Environmental Protection Agency” recommends a maximum limit of

0.001 mg · L−1 163. The general limit for the discharge of phenol effluents is 0.05 mg · L−1,

before being discharged into watercourses163. The “World Health Organization” limited

the concentration of phenol in drinking water to 0.001 mg · L−1 158. The European Union

Directive 80/778 /EC requires a total phenol concentration of less than 0.0005 mg · L−1

in drinking water164 whereas in France, it must be less than or equal to 0.1 mg · L−1 165

(phenol index)f.

The tolerated amounts of phenol in water is very low which drives researchers and

industrials to find divers means to reduce its presence in waters. As mentioned earlier,

phenol can either be extracted from these waters or destroyed.

1.3.2.2 Non-destructive techniques

Physical treatments are used to separate pollutants from their matrices. Non-destructive

methods use an extraction-based technique relying on the chemical or physical properties

and result in a selective separation of one or more compounds from a mixture. Due

to the formation of toxic by-products such as chlorinated phenols, physico-chemical

methods become sometimes very costly and present intrinsic disadvantages158. For

example, distillation require the use of organic solvents which in some cases are more

contaminating than the starting pollutant itself with a limited effectiveness thus making

the process very expensive. Nevertheless, techniques such as adsorption, liquid-liquid

extraction and membrane-based processes (the latter not detailed herein) do not alter

the nature of the species.

fMethod of detection including all phenols reacting with amino-4-antipyrine and para-nitraniline.
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Adsorption Adsorption is a useful technique for eliminating deleterious micropollu-

tants. It is highly used for the treatment of drinking water from underground or surface

sources. During adsorption, the interactions between gas or liquid molecules (adsor-

bates) and a solid surface (adsorbents) take place. These interactions fix the adsorbate

to the solid surface. There exists various types of adsorbents used in literature166 such

as eco-friendly polymeric adsorbents167.

Activated carbon is the primary adsorbent in water industry thanks to its physico-

chemical properties which make it a good adsorbent to organic molecules168. It has a

large surface area, a good pore size distribution and a high mechanical strength169. Ac-

tivated carbon precursors are mainly coal and lignocellulosic-based waste biomass such

as coconut shell and wood163,170–175. The raw material can be used directly however ac-

tivation enhances the absorbance performance. The physical activation implies that the

carbon medium, once prepared from precursors, is subjected to stream (a gas like water,

argon or nitrogen) and high temperature (800 to 1000 ◦C) usually in an oxygen-free envi-

ronment. As for the chemical activation, it requires the need of chemical species such as

zinc chloride or potassium hydroxide173. As a result, during its preparation, the pyrol-

ysis conditions and the activation procedure influence the final product characteristics

and therefore its activity168,176.

It is noteworthy that activated carbon is inefficient in treating large amounts of phe-

nol177–180. In addition, it is very costly: the price range per kilogram varies from 2–4

dollars to 20–22 dollars depending on its quality166. This makes it difficult to use when

waster waters contain high concentrations of organic matter177–180. Efforts have been

made to find more economical natural adsorbents and clays proved to be an interesting

alternative181.

Liquid-Liquid Extraction Another non-destructive technique is the liquid-liquid ex-

traction (LLE) which allows the separation and purification of chemical compound-

sCote 182 . Unlike distillation which is based on boiling point differences, LLE is based

on the separation of compounds (solutes) based on their relative solubility in two im-

miscible liquids (and of different densities), generally water (aqueous phase, carrier) and

polar organic solvents (organic phase, solvent). This separation method implies a mass

transfer through the two liquid phases. One important operating parameter is the sol-

vent’s choice judged according to its capacity to transfer efficiently the solute from the

carrier to the solvent. In general, an ideal solvent has certain properties of which a high

solubility for the solute, a low solubility for the carrier liquid and a low cost. This tech-

nique is used primarily for highly loaded effluents183 (phenol concentration greater than

1000 mg · L−1 164,184), which results in a big advantage over other technologies. Kiezyk
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and Mackay 185 propose an interesting review on the waste water treatment based on

solvent extraction. The author discussed the economical aspect of this technique and

its application potential. Hence, LLE is a useful technique when it comes to the phe-

nol recovery164,184,186 becoming profitable when phenol concentration is greater than

10 000 mg · L−1 184.

1.3.2.3 Destructive techniques

Incineration Incineration was the first water treatment technique to be marketed. It

refers to the combustion of the sewage sludge produced in waste water treatment plants.

The energy produced by the combustion can be either used directly by the plant or

sold since the sludge contains 10 times the energy needed to treat it187. The combustion

takes place in specific furnaces, the pollutants being in the gaseous state and the furnace

at temperatures exceeding 850 ◦C188.

This technique is only advantageous when it becomes self-sufficient in energy. In other

words, when the water to be treated is loaded with more than 30 g · L−1 of COD, i.e.

highly polluted effluents189 able to sustain self-combustion. Several types of incinerators

exist in the industry however, this method is expensive due to the high costs of instal-

lation and operation (high working temperatures)188. Its main disadvantage is that it

converts the waste into ash, solid waste and toxic fumes containing among others CO2,

NOx, SOx, furans and dioxins. Garrido-Baserba et al. 187 proposed a study of sludge

treatment alternatives including incineration whilst taking into account the economical

and environmental aspects of each technique. Their conclusion is that thermal treat-

ments (such as incineration) are the worst option for all scenarios.

The use of incineration is divisive. Supporting arguments by the industry regarding this

technique include: fine particles are removed by processing them through filters and

scrubbers, the produced energy can be utilized and replace power generation plants, the

emission of furans and dioxins is controlled. However, environmental activists still op-

pose to it given that heavy metals are produced along the way and additional treatment

is sometimes required when injurious matter is present at the end of the operation.

Biological treatment Biological treatment necessitates the use of microorganisms of

animal or vegetable origin for the destruction of oxygen-demanding pollutants. They are

mostly organic pollutants and also ammonia, which is an important inorganic pollutant.

Aquatic microorganisms eliminate biodegradable organic materials which serve them as

nutrients and their particularity is that they are capable of surviving lower DO levels

than higher life forms.
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This technique can be classified according to two major types of operation190,191. The

first consists on the degradation of organic residues in the presence of dioxygen (aerobic

degradation), forming initially catechol (see Figure 1.5) which can be further degraded

releasing carbon dioxide. The second takes place in its absence (anaerobic degradation)

leading to fermentation and releasing carbon dioxide and methane192. Each of these

alternatives has its advantages and disadvantages as described in the work of Chan

et al. 191 .

OH

OH

Figure 1.5: The structural formula of a catechol molecule.

Several species of bacteria are known to degrade the phenol molecule like Alcaligenes,

Acromobacter and Pseudomonas Putida in addition to certain mushrooms such as Fusar-

ium and Penicillium species193. Bio-processing is a long process requiring the control

of various parameters such as pH, temperature, oxygen concentration, etc. In addition,

the treatment of solutions containing high concentrations of contaminants and organic

loads remains problematic149. Phenol has phyto-toxic effects on active microorgan-

isms194 making it difficult to these organisms to degrade solutions at concentrations

greater than 200 mg · L−1 144. Indeed, the toxicity of phenol may cause the inhibition

of the degradation processes: a lack of growth of microorganisms is rapidly established

in effluents with high concentrations of phenol195. Nevertheless, the use of a sequen-

tial biological reactor (SBR) was suitable for the treatment of phenolic solutions with

moderate concentrations149,196,197.

Oxidation reactions Liquid-phase oxidation offers a real solution for the treatment

of effluents which are toxic and difficult to treat. Chemical oxidation aims to mineralize

the contaminants to carbon dioxide, water and inorganics or at least transform them

into harmless products. Much research has been done over the past decade concerning

two types of processes based on the type of oxidant used: Wet Air Oxidation (WAO)

processes involving dioxygen (O2) and Advanced Oxidation Processes (AOPs) in which

oxidizing agents like ozone (O3), hydrogen peroxide (H2O2) and species activated by par-

ticular means (such as radiation) are employed. These techniques have evolved rapidly

and belong to the latest generation of technologies developed to treat water.
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WAO is a process used in water treatment to degrade the contaminants (organic or

inorganic, in an aqueous solution or in suspension) using molecular oxygen (direct use

or from air) as the oxidizing agent. The oxidizing potential of O2 is equal to 1.2 eV.

WAO is able to treat waste waters which are too concentrated to be biologically treated

and too dilute for incineration. Its principle relies on the enhancement of the contact

between these molecules.

First developped by Zimmermann198, its industrial application gave rise to the Zimpro

and Kenox processes. The operating conditions consist of high pressures and temper-

atures with or without the presence of a catalyst, all of which favor the solubility of

oxygen in water. Since the oxidation takes place in the liquid phase, and the work-

ing temperature range is between 150 to 320 ◦C, the medium must be pressurized (2

to 15 MPa)199–202 to keep a sufficient quantity of water in the liquid state, the water

also being a moderator for its heat transfer capacity. Hence, the solubility of oxygen at

high temperatures influences the oxidation force of the system which in turn increases

the rate of the reaction and the production of free radicals involved in the formation of

intermediate products.

Previous research showed that like most other techniques, the oxidation degree of the

effluents depends on different factors like the temperature, oxygen or air pressure, re-

action time and finally the medium’s oxidability. As a result, in the case of a complete

degradation, carbon, nitrogen, halogens and sulfur are respectively converted into car-

bon dioxide, dinitrogen, halides and inorganic sulphate202. In some cases, WAO can be

used as a pre-treatment like before the biological treatment for the purpose of partial

oxidation. However, this implies that the remaining products in solution are non-toxic

and biodegradable.

WAO remains an efficient water treatment technology200. Unfortunately, it is limited

on an industrial aspect for its necessary to operate at certain conditions requiring high

costs. To remedy to these constraints, other treatment techniques have been developed,

called Advanced Oxidation Processes which require milder operating conditions and an

easier industrial scale-up.

1.3.2.4 Advanced Oxidation Processes

In the 1980s, Advanced Oxidation Processes (AOPs) were set in place for the treat-

ment of drinking water before being utilized later on for waste waters treatment. This

technology relies on the generation of highly oxidizing radical species such as hydroxide

(HO ) in sufficient quantities to eliminate a majority of pollutants (organic and inor-

ganic) or as a pre-treatment to biological processes. Later on, the concept was extended
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to other radical species such as sulfate radicals SO –
4 which gained attention as a power-

ful oxidizing agent. Indeed, radicals are very reactive species which can readily degrade

recalcitrant organic molecules and sometimes inorganic pollutants.

Different AOPs are implemented in the industry and developed in research. It is impor-

tant to note that the efficiency of the process depends on several parameters such as the

contaminants physico-chemical properties, the operating conditions and the AOP type.

To generate HO radicals, AOPs make use of several oxidants like hydrogen peroxide

(H2O2) and ozone (O3) which are relatively expensive oxidants. Thus, this treatment

procedure is economically viable when the contaminated waters are poorly polluted, i.e.

COD contents ≤5 g · L−1 203. The efficiency of the oxidation process mainly relies on

the chemical agent and its oxidizing power. A more powerful oxidant results in a better

oxidation reaction. There exists various oxidants which can be classified as a function

of their oxidation potential:

HO (2.8 eV) > O3 (2.1 eV) > H2O2 (1.8 eV) > O2 (1.2 eV).

As this classification shows, all oxidants are stronger oxidizing agents than O2 and the

hydroxyl radical HO is the specie having the highest oxidizing power making it the most

sought-after oxidant for the degradation of pollutants. HO radicals have the virtue of

being non-selective and react very rapidly with various species with a rate constant of

the order of 106 to 109 L ·mol−1 · s−1 139,204,205. Having very short lifetimes, hydroxyl

radicals are produced in situ starting from other oxidizing agents (like O3 or H2O2)

sometimes in the presence of transition metal ions (like Fe2+) or in the presence of

irradiations (like ultraviolet light or ultrasounds)188. AOPs based on the combination

of these latter also exist (H2O2/Fe2+ (Fenton), H2O2/ Fe3+ (Fenton-like), H2O2/Fe2+,

O3/UV, etc.). Several processes will be briefly discussed hereafter. For more details the

reader is referred to the work of Huang et al. 188 .

Oxidation using ozone Ozone, a water-soluble gas, arose interest for drinking water

treatment when the use of chlorine as both a disinfectant and oxidizing agent had to be

abandoned since free chlorine generates by-products such as trihalomethanes, harmful

to human health. Ozone first proved to be a promising oxidizing agent in the drinking

water treatment field in 1906 at the Bon Voyage plant in Nice, France. Because it is an

unstable gas, it must be generated in situ starting from O2 (directly or in air) in the

presence of plasma (corona discharge) which is the most common technique following a
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two-step formation:

O2

corona discharge
O + O

O + O2 O3

O3 can also be generated photochemically using ultraviolet light (λ ∼ 185 nm) resulting

from arc discharge lamps. In the presence of UV light (hν), hydrogen peroxide (H2O2)

is furtherly formed thus increasing the oxidizing power of the system according to:

O3 + H2O
hν

H2O2 + O2

Once generated, O3 must be transferred to the waste water, the most used technique

being the counter- current sparged column. Once it is dissolved in the waste water it

reacts with the contaminants; the faster the reaction is, the more O3 will be dissolved

and the more rapidly it will cross the water/gas boundary. Different pathways have

been proposed, the overall mechanism generating hydroxyl radical HO from O3 being

as follows204:

3 O3 + H2O 2 HO + 4 O2

The action of ozone on the cleavage of the unsaturated molecules like phenol is highly

effective however, ozone’s reactivity towards aliphatic halides and neutral compounds

is very low188,205,206. Turhan and Uzman 206 studied the removal of phenol from water

in the presence of ozone. The authors used a mechanically stirred semi-batch reactor

supplied with a counter-current of ozone. They showed that the reaction was extremely

selective and limited to unsaturated aromatics and aliphatic compounds. Indeed, they

observed the formation of catechol (see Figure 1.5) and hydroquinone (see Figure 1.6)

during the first reaction stages, then p- and o- benzoquinone, maleic and oxalic acids.

CO2 and H2O products were observed in alkaline media. To increase the ozone quantity

OH

HO

Figure 1.6: The structural formula of a hydroquinone molecule.

in the medium, “catalytic” ozonation processes are well described in literature139,205,207.

We mention as an example the combination of ozone to ultraviolet radiations with or

without the presence of hydrogen peroxide. Unfortunately, ozone is unstable in water

since it decomposes to oxygen at a rate proportional to the pH of the water206 and
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therefore the pH of the solution influences the final result139. Moreover, its reaction

with the organic matter results in the formation of by- products which are more readily

biodegradable than their precursors but will promote biological growth thus limiting

its efficiency. In addition, many refractory and/or dangerous by-products persist after

treatment127,208 meaning that high disposal costs or the development of regeneration

methods must be set in place194,209. To justify its main application in the disinfection

of drinking water, one has to resort to its effectiveness in destroying bacteria, viruses

and certain algae and as a pre-treatment for biological purification210.

Oxidation using hydrogen peroxide Hydroxyl radicals can also be generated start-

ing from various oxidants such as hydrogen peroxide H2O2. The processes using this

oxidizing agent are known as Wet Peroxide Oxidation (WPO). Even though it is a less

powerful oxidant compared to ozone (see section 1.3.2.4), H2O2 is liquid in normal con-

ditions reducing the phase transfer problems. When added to the contaminated water

without any additional external contribution, this oxidant is unable to treat the organic

matter151. Indeed, hydrogen peroxide must be decomposed into free hydroxyl radicals,

which can be accomplished in the presence of a transition metal ion which plays the role

of a homogeneous or heterogeneous catalyst (like classic Fenton or Fenton-like reaction).

Sometimes, H2O2 is decomposed in the presence of the catalyst and UV- visible radia-

tions (like for the photo-Fenton reaction)203,211. Other decomposition systems can be

set in place, like for example H2O2/ultrasounds.

In 1894, Fenton used a ferrous ion/hydrogen peroxide system (Fe2+/H2O2) to oxidize

tartaric acid212. This catalytic system is nowadays known as the Fenton reagent and

the hydroxyl radicals generation occurs according to Equation 1.13 (classic Fenton re-

action) based upon a first comprehensive paper by Barb et al. 213 . However, research

showed that at some pH values, the reduction of Fe2+ to Fe3+ can occur (Fenton-like

reaction)214 engendering another reaction which can take place in the medium according

to Equation 1.14215.

Fe2+

ferrous ion
+ H2O2 Fe3+ + HO– + HO , (1.13)

Fe3+

ferric ion
+ H2O2 Fe2+ + H+ + HOO . (1.14)

Whether the classic Fenton reaction or the Fenton-like process, the reactive system re-

mains of much interest for researchers whether for its mechanism comprehension216,217

or its amelioration in the water treatment field211,218. In their work, Matta et al. 151

showed that a 0.53 mmol · L−1 solution of phenol is readily oxidized in the presence

of 155 mmol · L−1 of hydrogen peroxide by varying the amount of a synthetic mixture
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of ferrous- ferric hydroxides called Green Rust (GR) at neutral pH and ambient tem-

perature. The authors observed that phenol was transformed after 1 min mainly into

catechol and hydroquinone (see Figures 1.5 and 1.6) however complete mineralization

was unachievable. They compared this experiment to another one in which no GR was

added to the medium and concluded that oxidation of phenol was always negligible in

the absence of GR (thus the absence of HO radicals).

WPO operating conditions are milder than WAO198,200 (see section 1.3.2.3), but remains

a partial process. The aqueous medium remains refractory since products such as acetic

acid and other di-carboxylic acids (oxalic acid, succinic acid, etc.) still persist in the

medium151. However, other metallic salts may replace or be added to iron salts to

improve the oxidation of certain compounds (such as Cu2+, Mn2+, Co2+, etc.). In this

way, a homogeneous Fe/Cu/Mn catalyst has been developed to obtain further oxidation

which was possible due to synergistic effects219.

Just like with ozone, the effectiveness of the treatment depends on various parame-

ters including reagents concentration, pH and temperature. For example, an optimum

temperature range of 100 to 140 ◦C appears to be necessary to achieve a satisfactory

degradation of a wide variety of compounds200 whereas the decomposition of hydrogen

peroxide into HO radicals is favored at a pH varying between 3 and 4218,220,221.

Oxidation in the presence of ultraviolet radiations Hydroxyl radicals can be

generated in the presence of ultraviolet radiations (UV). The radicals are the result

of the interaction between photons and a chemical substance (a catalyst and/or an

oxidant) such as H2O2 or titanium dioxide (TiO2) which are capable of absorbing UV

light. Another variant of the classical Fenton reaction (see section 1.3.2.4) is the photo-

Fenton reaction in which the catalytic system is formed by Fe2+/UV irradiation. In the

following, we will briefly discuss the interest of the UV radiations. Interesting reviews

are found in the literature127,222,223.

Photocatalytic processes have gained much attention in the waste water treatment field

due to several factors of which complete mineralization, mild operating conditions and

low cost in comparison to the other purification techniques127,223. In the presence of

UV radiations ( λ < 280 nm), H2O2 molecules are cleaved into hydroxyl radicals ac-

cording to Equation 1.15 which is the most accepted mechanism. This cleavage is pH

dependent139,222.

H2O2
hν

2 HO (1.15)
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UV radiations can also be used in the presence of solid catalysts (semi-conductors) such

as titanium dioxide TiO2. When TiO2 is irradiated by a UV source with an energy equiv-

alent to or greater than the photocatalytic semiconductor’s band energy, the incidence of

a photon results in the formation of electrons (e−) in the conduction band and positive

holes (h+) in the valence band, as well as the formation of HO radicals204,224–226. Thus,

when the position of the holes meet with the hydroxyl radicals or any other electron

donor (likeH2O or O2) and are adsorbed on the surface of the catalyst, free radicals are

generated204.

In their work, Yawalkar et al. 227 compared two catalytic systems for the degradation of

phenol using UV from solar radiation: H2O2/UV and TiO2/air/UV. The authors showed

that the reaction’s mechanism in both systems is different. Indeed, in the presence of

TiO2, the amount of the reaction’s intermediate products is smaller than in the presence

of H2O2 and thus leading to higher concentrations ofCO2, the final reaction product .

This catalytic system was also cheaper.

Other semiconductors acting as photocatalysts exist, such as tungsten trioxide (WO3),

strontium titanate (SrTiO3), zinc sulfide (ZnS), etc223. However, TiO2 remains the

most advantageous. Thus, the majority of studies aim to improve its efficiency since it

is biologically and chemically inert, inexpensive and corrosion resistant. The emission

of UV light has been tested on many pollutants such as dyes228 and chlorophenols229.

However, the separation of the treated effluent and titanium dioxide (TiO2) is difficult

to achieve given that the latter tends to agglomerate during this operation. In addition,

the low overlap between the solar spectrum and the absorption spectrum of TiO2 reduces

the efficiency of the process. Thus, these problems are the two main disadvantages of

the heterogeneous photocatalysis in the presence of this catalyst.

Almost all water treatment plants until recently include conventional processes such

as physical or chemical treatment methods. However, new technologies have emerged

to meet the needs of health authorities and respect the law in a more efficient and

economical way. Since cavitation bubbles produce highly reactive oxidizing species in

their vicinities, cavitation-based techniques are considered to be part of the AOPs.

Cavitation proved to be quite interesting and many studies were developed to optimize

this phenomenon for industrial waste water treatments127,129.
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As presented in Chapter 1, there exists several techniques to induce fast pressure changes

in a liquid. In particular, a piston impact on a liquid surface generates series of pressure

fluctuations which, under certain conditions, induce the appearance of bubbles under

tension states followed by their implosion.

In this chapter, we examine the phenomena induced by the impact of a piston on a

liquid containing bubbles of controllable size confined in a closed vessel230. This device

is designed to overcome the classical problems of acoustic and hydrodynamic cavitation

and to control several variables which have been proven to have a great influence on the

bubble collapse process such as the bubble radius distribution and the frequency and

amplitude of the excitation wave. To control the intensity of the bubble collapse is the

first step towards the control of the physical and chemical phenomena triggered by the

collapse of bubbles1,55,62,231.

This chapter is structured as follows: in section 2.1 we present the experimental device

and we provide details about the methods used to obtain the experimental data. In

section 2.2 we investigate the dynamics of the impact of a piston on a liquid free surface

enclosed in the reactor when the bottom of this latter is fixed. We present the results of

37
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the generated pressures in the medium, the characteristic impact times and frequencies

and we present a model that gathers all the parameters influencing the strength and

main frequency content induced by the impact of the piston on the free surface. Finally,

in section 2.3, we compare the effect of the mobility of the bottom of the reactor on the

parameters mentioned earlier.

2.1 Experimental set-up and measurements

2.1.1 Experimental set-up

The experimental arrangement, developed by Fuster et al. 230 , is schematically presented

in Figure 2.1 along with the velocity and pressure measurement systems.

Electromagnet Target

H0

H0,l

d

Upper Piston

Lower Piston

Optical Access

Backlight

Amplifiers

Computer and oscilloscope

Camera

Position 1

Position 2

Camera

Ptop

Pbott

Patm

Reactor

Ptop,0

Vacuometer

Piezoelectric transducers

“Toward pump”

Figure 2.1: Sketch of the experimental apparatus used to induce cavitation with a
piston and to observe the bubble dynamic response.

The apparatus consists of a cylindrical reactor (stainless steel, internal diameter 0.075 m)

filled with a liquid. The initial height of the liquid level, H0,l is typically of the order

of 30 cm. An upper piston of mass mp = 0.530 kg is used to impact the liquid free

surface. The side walls of the reactor are equipped with two opposed optical accesses

for the purpose of visualizing the liquid’s response to the impact. Note that they can be
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obstructed. The bottom part of the reactor consists of another piston which displacement

is restricted between two vertical positions of separation length d. Note that when d = 0,

the reactor can be considered as a non-deformable rigid-wall vessel.

The initial height of the upper piston above the liquid free surface, H0 is set by an

electrical actuator (not presented on the sketch) which controls the displacement of an

electromagnet. The attachment and release sequences of the piston by the electromagnet

are controlled by a computer.

Electromagnet

Upper Piston

Optical Access

Backlight

Reactor

Vacuometer

Piezoelectric transducers

“Toward pump”

Figure 2.2: Photo of part of the experimental apparatus.

The initial pressure between the free surface of the liquid and the upper piston when the

latter is still attached to the electromagnet, Ptop,0, is regulated using a vacuum pump.

The minimum reachable value of Ptop,0 is the liquid’s vapor pressure, i.e. water in the

experiments herein and equal to 2.3 kPa at ambient temperature. Ptop,0 is measured

using a digital vacuometer (LEO 2, Keller) attached to an evacuation pipe. It has a dy-

namic range from −0.1 to 0.3 MPa with a 100 Pa resolution. Because of the unavoidable

presence of dissolved gases in the liquid, Ptop,0 is a measurement of the pressure of the

vapor initially present between the liquid’s free surface and the piston.

When the electromagnet is switched-off, the pressure difference between both sides of

the piston generates a force which accelerates the latter towards the liquid’s surface. The

pressure above the piston is the atmospheric pressure, Patm. When the piston finally

impacts the liquid, rapid pressure changes are generated and used to promote fast bubble

dynamic processes.
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The temporal evolution of the pressure under the piston, Ptop, and at the bottom of

the reactor, Pbott, are both measured using two flush-mounted piezoelectric transducers

(601H, Kistler) which natural and cut-off frequencies are equal to 150 to 300 kHz respec-

tively. The pressure captors are calibrated by the manufacturer and although they are

destined to record a dynamic pressure, dynamic tension can also be recorded (to a cer-

tain extent according to the manufacturer). Thus, the discussion of negative pressures

(tension states) will remain only qualitative. The pressure signals are amplified (5018A,

Kistler) and recorded using a high-frequency oscilloscope (InfiniiVision MSO7054A, Ag-

ilent Technologies). Note that neither digital nor hardware filtering is employed in the

pressure signal recording pathways and the amplifier does not incorporate electronic

filtering circuitry.

We record the successive images of the piston’s position using a high-speed video camera

(Phantom v711,Vision Research) when it is in Position 1 and the piston’s velocity is

obtained by simple derivation. An explanation of the numerical detection of the piston’s

position is detailed in Appendix A. The pressure signals and the image recordings are

triggered by the output from one of the pressure transducers (threshold value 0.1 MPa).

When we study the behavior of pre-existing bubbles in the system during and after the

piston’s impact, we place the camera in position 2 (see Figure 2.1). For these high speed

visualizations, we use a white LED lamp (RT220-20, Gardasoft Vision) for backlighting.

Part of the experimental set-up is presented and detailed in Figure 2.2.

2.1.2 The effective pressure in the reactor Pint

The pressure recordings obtained from the piezoelectric transducers contain information

about both the background and the local pressures. The former, generated by the piston’s

impact, induces nucleation followed by the collapse of bubbles. As for the latter, it is

generated by the bubbles’ response. For that reason in this manuscript, we compute an

average effective chamber pressure using Newton’s second law applied to the “piston”

system. Neglecting the piston’s weight and the friction forces, we express the average

effective pressure below the piston, Pint, equal to Ptop, as:

Pint = Ptop = Patm −
mp

Sp

dU

dt
, (2.1)

where U and Sp are respectively the piston’s velocity and surface. In the following, the

reported maximal peak pressures are calculated from Equation 2.1.



Chapter 2. Physical response of a liquid to an impact 41

2.1.3 Uncertainty measurements

The instantaneous piston position obtained from the images are detected within an

error of the order of the pixel size, which is of the order of few microns.The sampling

acquisition rate is 50 000 frames/s. Based on the piston’s maximum velocities and impact

heights presented herein, the plate velocity computed is estimated with an uncertainty

lower than 1 %.

The data from the pressure transducers is acquired with an oscilloscope at a sampling

rate of 1.25 MS s−1. The voltage range is chosen as ±8V for all the runs of this study.

The oscilloscope has an effective resolution of 8 bits at 1.25 MS s−1. This gives an output

resolution of 62.5 kPa.

2.2 The impact of a piston on a liquid enclosed in a fixed-

bottom reactor

2.2.1 Characteristic stages of the process

We describe the characteristic stages of the process of the piston’s descent based on a

qualitative description and through the analysis of its position, velocity and the pressure

signal. Figure 2.3 presents a typical example of the temporal evolution of the piston’s

position, H, the piston’s velocity, U , and the average pressure under the piston, Ptop,

as a function of time for an initial impact height of H0 = 16 mm. Time averaging is

performed over five data samples. Every single sample is first shifted in time so that

the origin t = 0 is defined as the instant when the piston’s velocity is maximum, Umax.

Based on the analysis of Figure 2.3, we propose to divide the evolution of the system

into three characteristic stages described below.

The acceleration stage (Figure 2.3, green) begins when the piston is released and ends

when the velocity U reaches its maximum value Umax at t = tUmax . Note that as

presented earlier, tUmax is equal to zero. During this stage, the pressure in the medium

is lower than the ambient pressure (i.e., Patm) and the piston’s acceleration reaches a

quasi-constant value as evidenced by the quasi- linear evolution of the piston’s velocity

U . The work of the external pressure force is mostly converted into the piston’s kinetic

energy, although during the very last instants of this stage, part of this energy is also

used to increase the average temperature and pressure of the gas/vapor layer existing

between the piston and the liquid’s surface.
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Figure 2.3: Top: Temporal evolution of the average position (red line) and piston
velocity (black line). Bottom: Pressure under the piston for H0 = 16 mm for a fixed

bottom configuration.

The compression stage (Figure 2.3, orange) is defined as the time evolution of the sys-

tem between tUmax and the moment when the chamber’s pressure reaches its peak value,

Ptop,max. This instant is identified as the moment when the piston hits the liquid-gas

interface. When the inner pressure forces equilibrate the outer pressure forces acting

on the piston (which occurs at tUmax), the piston’s velocity starts decreasing, whilst the

pressure of the gas/vapor layer keeps increasing. Figure 2.4a shows a typical example

of the piston’s position and velocity (in red and black respectively) whilst Figure 2.4b

presents the experimental pressures Ptop (in black) and Pbott (in red) measured using

the piezoelectric transducers placed respectively at the piston’s surface and at the re-

actor’s bottom. Note that both figures are zoomed. The averaged pressure inferred

from the piston’s velocity data (Equation 2.1) is also presented (in blue). We can first

note that there is no observed lag between the two pressure signals Ptop and Pbott (see

Figure 2.4b), which can be explained by the fact that the characteristic liquid height,

H0,l (Figure 2.1) is smaller than the wavelength of the wave induced during the impact,

λ = cl/fi, where cl is the speed of sound in the liquid and fi the characteristic frequency

generated during the impact. This results by a uniform background pressure inside the

chamber. We also note that the effective pressure given by Equation 2.1 is consistent

with the direct pressure measurements of the transducers. In this case, the pressures

are localized and it is possible to detect the high frequency fluctuations induced by the

hydrodynamic pressure changes generated by the dynamics of surrounding bubbles by

simple subtraction of the experimental and calculated signals. By using Equation 2.1,

local pressure fluctuations are smoothed out and we obtain a filtered evolution of the

average effective pressure Pint acting on the piston.
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Figure 2.4: (a): Temporal evolution of the position (red line) and the piston velocity
(black line) for H0 = 20 mm and d = 0. (b): Temporal evolution of the pressures

experimentally measured (Ptop and Pbott) and the effective pressure (Pint).

The rebound stage (Figure 2.3, violet) is characterized by the minimum (negative) pis-

ton’s velocity, Umin. When the piston impacts the liquid surface, the averaged pressure

inside the chamber is greater than the outer (atmospheric) pressure and the piston re-

bounds on the surface. During this stage, the pressure inside the reactor decreases and it

is possible to observe tension states (Figure 2.4b, ≈ 0.5 ms) which induce the activation

of bubble nuclei present in the system. After this stage, the chamber’s pressure recovers

back making bubbles implode. Finally, successive impacts and rebounds of the piston

occur with decreasing intensities due to the irreversible nature of the process.

2.2.2 Characteristic pressures induced by the impact of a piston on a

liquid enclosed in a chamber

Figure 2.5 presents the computed maximum pressure in the reactor, Ptop,max (from

Equation 2.1) as a function of the piston’s maximum velocity, Umax, for various initial

pressures Ptop,0/Pvap.

The amplitude of Ptop,max is proportional to the peak velocity Umax. For the conditions

tested here, pressures of the order of 0.5 to 3 MPa are obtained. A first estimation

of the peak velocity Umax and of the maximum pressures generated during the impact

are obtained from a simple model in which the gas/vapor layer is absent. In this case

we obtain an estimation of Umax from Newton’s second law considering that the fric-

tion forces are negligible and that the internal pressure is negligible compared to the
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Ptop,0/Pvap Slopes (106 kg ·m−2 · s−1)

1 0.8313
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4 0.5171

Figure 2.5 & Table 2.1: Maximum pressure under the piston Ptop,max as a function
of the maximum velocity Umax for various initial pressures Ptop,0/Pvap (colored data)
and the theoretical solution to the water-hammer theory (in black). In the table, we
show the experimental linear fits of the maximum pressure Ptop,max as a function of the

maximum velocity Umax for various initial pressures Ptop,0/Pvap.

external/atmospheric pressure during most of the acceleration stage,

Umax =

√
2PextSpH0

mp
. (2.2)

Equation 2.2 shows that Umax is independent of Ptop,0, although the experimental data

show a slight but systematic dependence of the maximal velocity on the initial pressure.

We emphasize that Equation 2.2 remains valid only for very low initial pressures when

the simplifications adopted are acceptable. The experimental dependence of the piston’s

maximum velocity on the piston’s initial position H0 is presented in Figure 2.6.

A simple model to compute the peak pressures generated during the impact can be

derived from the analytic solution used in the context of the water-hammer theory in

which a sudden pressure change is caused when a fluid in motion is suddenly forced

to stop. This theory allows the evaluation of the maximum magnitude of the water

hammer pulse from the Joukowsky equation as, Ptop,max = ρlclUmax where ρl is the

liquid’s density. Note that cl can be calculated232 from the empirical Equation 2.3 in

the temperature T and pressure P range of 273 to 293 K and 105 to 107 Pa respectively

as:

cl = c0 + A(T − T0) + BP, (2.3)

where c0 = 1447 m · s−1, T0 = 283.16 K and the constants A and B are equal to

A = 4 m · s−1 ·K−1 and B = 1.6× 10−6 m · s−1 · Pa−1. This theoretical solution is pre-

sented in Figure 2.5 for pure water (continuous black line) for which the slope is equal

to ρlcl = 1.490× 106 kg ·m−2 · s−1.
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Figure 2.6: Temporal evolution of the piston velocity U for various H0.

The data presented in Figure 2.5 show that the damping effect of the gas/vapor layer

neglected in the theoretical approach becomes increasingly important when the initial

pressure under the piston Ptop,0 increases. Indeed, the peak pressures and slopes deter-

mined experimentally are significantly smaller than the computed values for a sudden

piston-water impact (see Table 2.5) revealing the importance of the presence of the gas/-

vapor layer during the last instants before the impact. In particular, the peak pressures

obtained during the compression stage appear to be function of the amount of vapor

enclosed in the chamber. The influence of the gas/vapor layer on the peak pressures

generated in the medium can be explained by the fact that during the instants before the

impact the compression of the gas/vapor layer tends to decrease the piston’s velocity.

The thickness of the gas/vapor layer at tUmax referred to as hc, is an important parameter

controlling the characteristics of the impact. We can measure it experimentally as the

difference between the piston’s position at the moment of maximum velocity and the

instant at which the piston’s position reaches its minimal value. Figure 2.7a presents the

experimental values of hc as a function of the impact height H0 and for various initial

pressures under the piston, Ptop,0/Pvap. The values obtained for hc range from 0.5 to

3.5 mm. We propose a simple model to predict hc assuming that the gas/vapor layer

follows a polytropic compression law during the acceleration stage. From the time at

which Ptop,0 is fixed to the instant tUmax = 0 when the inner pressure forces acting on

the piston balance the atmospheric pressure forces, we assume that the pressure of the

gas/vapor layer can be described by an effective polytropic evolution such that

hc

H0
=

(
Ptop,0

Patm

)1/γeff

, (2.4)

where γeff is the effective polytropic coefficient of the gas/vapor mixture such that

PV γeff = C, C is a constant.

The evolution of the dimensionless gas/vapor layer thickness hc/H0 with respect to the
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Figure 2.7: Left: Experimental gas/vapor layer thickness hc at tUmax as a function
of the impact height H0 for different initial pressure under the piston Ptop,0. Right:
Non-dimensional gas/vapor layer thickness as a function of the dimensionless pres-
sure Ptop,0/Patm. Experimental data (o), adiabatic transformation (−) and isothermal

transformation (−−).

dimensionless pressure Ptop,0/Patm is plotted based on the polytropic relation given by

Equation 2.4 as presented in Figure 2.7b. For comparison, the isothermal (dashed line)

and adiabatic (continuous line) transformations relative to the experimental conditions

discussed here are superimposed to the experimental data. Globally, the compression

of the gas/vapor mixture in the acceleration stage can be modelized as an adiabatic

process of an ideal gas, the agreement being remarkably good with the experimental

data especially when H0 is small.

To explain this behavior, we can make an analogy between the response of the rapidly

compressed gas/vapor layer trapped between the piston and the liquid volume and the

response of gas/vapor bubbles against pressure changes in diluted bubbly liquids1. The

influence of heat and mass transfer can be discussed as a function of the Péclet and

Sherwood numbers defined as the ratio between the averaged compression velocity Umax

and the characteristic velocity of thermal diffusion DT/H0 (to define the Péclet number

as Pe = UmaxH0/D
T) or mass diffusion DM/H0 (to define the Sherwood number as

Sh = UmaxH0/D
M), where DT and DM are the averaged thermal and mass diffusivities

of the gas/vapor mixture.

For low Péclet numbers, the characteristic velocity of heat transfer is larger than the

characteristic compression velocity. In this limit, the response of the system is isother-

mal and the limiting response for a non-condensable gas (PV = C) and that of a

condensable vapor (where P = Pvap) is different.

At large Péclet/Sherwood numbers, there is no time to exchange neither mass nor heat

with the environment and we expect to find an adiabatic response of the gas/vapor
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mixture irrespective of the vapor content. In the present study, typical values of the

Péclet numbers during the full compression process of the gas/vapor layer are of the

order of 103 – 104 which, according to the model presented by Fuster and Montel 1 ,

implies that the effective polytropic coefficient of the gas/ vapor mixture corresponds

to that of an adiabatic compression even when the vapor content is large. That is, the

compression velocity during the acceleration stage is larger than the characteristic heat

and mass diffusion velocity in the gas/vapor layer.
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Figure 2.8: The evolution of the effective polytropic coefficient as a function of the
Péclet number. Adapted from1.

The situation is different during the compression stage. In this case, the instantaneous

Péclet/Sherwood numbers, proportional to the instantaneous compression velocity and

the thickness of the gas/vapor layer, become small and therefore the compression is no

longer adiabatic. We can say that the assumption of an adiabatic compression breaks

when

Pe =
UH

DT
< Pec, (2.5)

where Pec is the critical Péclet number below which thermal and mass transfer effects

become important. An estimation of Pec can be obtained from the results of the effective

polytropic coefficient reported in Fuster and Montel 1 (see Figure 2.8).

The critical Péclet number is shown to vary between 104 for pure vapor mixtures to

100 for pure air. Using Pec, we obtain a first estimation of the critical thickness below

which the process is no longer adiabatic taking the maximum compression velocity as a

characteristic velocity of the process, so that

Hc = Pec
DT

Umax
. (2.6)
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This value is of the order of hundreds of microns (for pure gas mixtures) to few mil-

limeters for pure vapor bubbles, showing that the evolution of the gas/vapor pressure is

indeed influenced by mass and heat diffusion processes during the last instants before

the impact. Due to the pressure increase, vapor condenses slowing down the rate of

gas/vapor pressure increase, keeping the compression velocities high. This makes the

reachable pressure peaks at the moment of impact dependent on the vapor content. As

the vapor content increases (lower initial pressures), condensation processes are more

important and the pressures generated at the impact are larger (see Figure 2.5).

2.2.3 Characteristic frequencies induced by the impact of a piston on

a liquid enclosed in a chamber

Despite the importance of the amplitude of the pressure wave, it is also essential to

characterize the frequencies generated during the impact. The pulses resulting from the

impact generate a time-varying signal which requires the use of tools able to capture the

appearance of a wide range of frequencies as a function of time. The choice of wavelets

is then preferred compared to simple Fourier Transform analyses given that it allows us

to quantify the intensity of various frequencies as a function of time. Since the Fourier

Transform of the raw signal show a frequency peak at 150 kHz that corresponds to the

natural frequency of the transducers, only the frequencies below 100 kHz are taken into

consideration.
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Figure 2.9: (a): Pressure signal at the bottom of the reactor obtained for d = 0 and
H0 = 16 mm. (b): Daubechies wavelet of the pressure signal presented in (a). The
color bar represents the absolute values of the wavelet coefficients, which represent a

measure of the signal intensity.

Figure 2.9b presents the result of the treatment of a raw pressure signal Pbott (Fig-

ure 2.9a) recorded for an impact height H0 = 16 mm using the Daubechies wavelet. We
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see that the frequency content is rich during the impact when the peak pressure occurs.

In this case, the highest values of the wavelet coefficients are found to lay in the range

of 1 to 10 kHz. Figure 2.10 presents the influence on the wavelets of the initial impact

height, H0, equal to 8 and 20 mm respectively. As shown on the figures, H0 has an im-

pact on the frequency range and intensity generated in the medium. Indeed, the larger

H0 is, the richer the content of the generated frequency is.
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Figure 2.10: Left: Pressure signal at the bottom of the reactor obtained for d = 0.
Right: Daubechies wavelet of the pressure signal presented in (a) and (c). Up:
H0 = 20 mm and Down: H0 = 8 mm. The color bar represents the absolute values

of the wavelet coefficients, which represent a measure of the signal intensity.

The frequencies generated during the impact can be made non-dimensional by defining a

characteristic compression time based on the characteristic length of the gas/vapor layer

and peak velocity of the process, tc = hc/Umax. If we replace hc by the expression pre-

sented in Equation 2.4 the resulting formula shows that the non-dimensional frequency is

expected to depend only on the initial dimensionless pressure,
Ptop,0

Patm
and on the effective

polytropic coefficient during the acceleration stage, γ, i.e. tcUmax
H0

=
(
Ptop,0

Patm

) 1
γ
.
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We experimentally obtain the characteristic compression time, ti, as the time difference

between tUmax = 0 and the instant when Ptop = Ptop,max. Figure 2.11a presents the

experimental values of ti with respect to the impact height H0 for various initial pressures

below the piston, Ptop,0/Ptop,max. Typical values of the impact time are of the order of

0.2 to 1.6 ms. The amount of gas/vapor trapped between the piston and the liquid’s free

surface influences the time lapse over which compression occurs.
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Figure 2.11: (a): Impact time ti as a function of the impact height H0. (b):
Non- dimensional impact time tcUmax/H0 as a function of the dimensionless pressures
Ptop,0/Patm. Experimental data (o), adiabatic transformation (−) and isothermal trans-

formation (−−).

In Figures 2.12a and 2.12b we represent the maximal frequencies generated in the

medium from the pressure signals using the Daubechies wavelets, fmax, as a function

of H0 along with its dimensionless representation as a function of Ptop,0/Patm. The

linear fit of the experimental data presented in Figure 2.12b gives: fmaxH0

Umax
= 0.013(

Ptop,0

Patm

)− 1
0.5

. We can clearly see that the characteristic time H0/Umax suffices to col-

lapse the experimental data on a single curve. As expected, the frequencies generated

during the impact decrease when increasing the amount of air given that the compres-

sion of air makes the chamber pressure to increase sooner. When fitting the obtained

non-dimensional frequencies generated during the impact against the non-dimensional

vapor pressure, we can obtain the effective polytropic coefficient during the compression.

The value obtained γeff ≈ 0.5 is consistent with the fact that the Péclet numbers are

significantly smaller during the compression stage, which makes heat and mass transfer

effects to control the peak pressures and frequencies generated during the impact. From

Figure 2.8 we can see that for a pure vapor mixture the effective polytropic coefficient

is of the order of 0.5 for values of the Péclet number around 100. This is consistent

with the experimentally measured values of the Péclet number and the estimations of

the effective polytropic coefficient from the theoretical model.
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Figure 2.12: (a): Impact frequency determined through the wavelet analysis fmax as
a function of the impact height H0 and (b): Non-dimensional frequency determined
through the wavelet analysis fmaxH0/Umax as a function of the dimensionless pressure

Ptop,0/Patm.

2.2.4 Summary

As a summary of the previous discussion, Figure 2.13 gives the different transformations

of the gas/vapor layer upon its compression by the piston’s descent. We show that the

impact of the piston on the liquid’s surface generates an approximately spatially uniform

variation of the pressure in the system. Both the characteristic amplitude and frequency

of the impact are strongly influenced by the dynamics of the gas/vapor layer trapped

between the piston and the liquid’s surface. In addition to this parameter, the amplitude

of the pressure variation induced in the system strongly depends on the impact velocity

and the medium’s compressibility.

�
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t = t0 t = ti

H0 hc
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t = tUmax
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Ptop,maxPtopPtop,0
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Figure 2.13: A sketch of the transformations of the gas/vapor layer
upon its compression.

It is noteworthy that we expect to generate higher and faster pressure changes and

frequencies when increasing the external pressure Pext and decreasing the piston’s mass

per unit surface mp/Sp (which is a measure of the inertia per unit surface). The effect
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of the impact height H0 is more intricate. In fact, if we increase H0, the intensity of the

impact could be augmented at the expense of decreasing the characteristic frequencies

generated during the impact. As we will see in the next Chapter, this is going to restrict

the range of bubble sizes that undergo an intense collapse.

Simple models are proposed from simple manipulation of Equations 2.2, 2.4 and the

Joukowsky equation (see section 2.2.2) to predict the characteristic frequencies fmax

generated by the impact and the pressure peaks Ptop,max,

Ptop,max

ρlclUmax
= C0, (2.7)

fmaxH0

Umax
= C1

(
Patm

Ptop,0

) 1
0.5

, (2.8)

C0 is experimentally found to be between 1/3 and 1/2 and C1 is 0.013 from the linear fits

of Equations 2.7 and 2.8. It must be noted that these expressions include the damping

effect due to the presence of gas.

2.3 The impact of a piston on a liquid enclosed in a mobile-

bottom reactor

2.3.1 Comparison between the fixed- and mobile-bottom configura-

tion: the characteristic stages

(a) (b)

Figure 2.14: Top: Temporal evolution of the average position (red line) and piston
velocity (black line). Bottom: Pressure under the piston for H0 = 16 mm for (a): fixed

bottom and (b): mobile bottom configurations.

In section 2.2.1, we determined three characteristic stages of the piston’s descent towards

the water column when the lower piston (see Figure 2.1) is immobile, i.e. d = 0. In the



Chapter 2. Physical response of a liquid to an impact 53

following section, we briefly expose the differences observed when d 6= 0. Before doing

so, whether the lower piston is mobile or fixed, note that no changes are brought up to

the experimental set-up except for the reactor’s bottom mobility. Herein, d = 10 mm. As

a result, to compensate for this mobility, the initial impact height value H0 is augmented

by d giving: Hd 6= 0
0 = Hd = 0

0 + d.

In Figure 2.14b we present the characteristic stages determined for an impact height

H0 = 16 mm when d 6= 0. Like for the fixed-bottom configuration which we re-present

in Figure 2.14a (the figure is zoomed-out), three characteristic stages can be defined. The

most markedly difference between both configurations is the amplitude of the minimal

velocities after the impact. In addition, note that after the piston rebound we observe

a second impact, hence with lower magnitude than Umax but with a higher intensity

compared to the fixed-bottom configuration.

2.3.2 Comparison between the fixed- and mobile-bottom configura-

tion: effect on Pmax and hc
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Figure 2.15: The evolution of the maximum pressure under the piston, Pmax as a
function of the maximum velocity Umax when d 6= 0 in dashed lines and in continuous

lines for d = 0. From left to right:
Ptop,0

Patm
= 1,

Ptop,0

Patm
= 2 and

Ptop,0

Patm
= 4.

We present in Figure 2.15 the evolution of the maximum pressure under the piston,

Pmax as a function of the maximum velocity Umax when d 6= 0 in dashed lines and

in continuous lines for d = 0 for
Ptop,0

Patm
= 1, 2 and 4 (from left to right). We can say

that the presence of the gas/vapor layer is as much important as when d = 0. Indeed,

the larger the gas content is, the smaller the slope relating Pmax to Umax is. Again,

the experimental values are smaller than the theoretical evolution expected from the

water-hammer theory addressed in section 2.2.2 showing once again the importance of

the role played by the gas/vapor layer.
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The influence of the various parameters on the peak pressures generated during the

impact is similar to the configuration of fixed-bottom chamber. Figure 2.16a presents

the evolution of hc, the thickness of the gas/vapor layer as function of H0.
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Figure 2.16: (a): Experimental gas/vapor layer thickness hc at tUmax as a function
of the impact height H0 for different initial pressure under the piston Ptop,0. (b):
Non-dimensional gas/vapor layer thickness as a function of the dimensionless pres-
sure Ptop,0/Patm. Experimental data (o), adiabatic transformation (−) and isothermal

transformation (−−).

The determined values of hc in this case are between 0.5 to 5 mm, which are slightly

higher than the values when d = 0 (see Figure 2.7a). As for the dimensionless repre-

sentation of this quantity as a function of the dimensionless pressure, the experimental

data presented in Figure 2.16b are less in accordance with an adiabatic compression of

the gas/vapor layer than in the case of the fixed-bottom configuration (see Figure 2.7b).

2.3.3 Comparison between the fixed- and mobile-bottom configura-

tions: effect on ti

We can also resort to the use of wavelets for the qualitative analysis of the generated

frequencies in the medium for a mobile lower piston configuration. Figures 2.17 show

again that the impact height H0 plays an important role on the resulting frequencies.

Indeed, based on the same figures, a lower H0 induces a tighter range of frequencies

which are also lower in magnitude as compared to the fixed-bottom configuration.

Compared to Figure 2.11a in which we showed that the order of magnitude of the impact

time ti when d = 0 ranges from 0.2 to 1.6 ms, the order of magnitude of ti when d 6= 0

is of 0.2 to 1.2 ms based on Figure 2.18a. We can say that the effect of the mobility of

the reactor’s bottom is minor on the characteristic time of the impact.
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Figure 2.17: Left: Pressure signal at the bottom of the reactor obtained for d = 10 mm
and Ptop,0/Patm = 1. Right: Daubechies wavelet of the pressure signal presented in
(a) and (c). Up: H0 = 20 mm and Down: H0 = 8 mm. The color bar represents
the absolute values of the wavelet coefficients, which represent a measure of the signal

intensity.

Conclusion

Using high-speed camera visualizations and pressure measurements, three characteristic

stages of the impact of a piston on the liquid free surface have been identified for both

the fixed and the mobile bottom configurations: a) the acceleration stage defined as the

time lag over which the piston is accelerated (pressure inside the chamber is lower than

the reference pressure), b) the compression stage represented by the time lag between

tUmax (end of the acceleration stage) and the instant when the pressure surge reaches

its maximum value and c) the rebound stage characterized by a rebound of the piston

after its impact on the liquid free surface due to a large excess of pressure forces acting

below the piston.

We have identified two quantities of major importance to characterize the system re-

sponse: the peak pressure reached during the impact and the characteristic frequency
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Figure 2.18: Left: Impact frequency fi as a function of the impact height H0.
Right: Non-dimensional frequency fcH0/Umax as a function of the dimensionless pres-
sure Ptop,0/Patm. Experimental data (o), adiabatic transformation (−) and isothermal

transformation (−−).

of the pressure transmitted to the liquid medium. The pressure peaks observed vary

between 0.5 to 5 MPa depending on the impact velocity, the amount of water vapor

trapped in a small gas/vapor layer under the piston and the mobility of the lower pis-

ton. Unlike techniques based on ultrasound, the new device efficiently transmits pressure

to the liquid medium without any significant attenuation. Indeed the pressure can be

assumed to be almost uniform in the liquid volume. The characteristic impact frequen-

cies transmitted to the liquid medium have been shown to range between 0.5 to 5 kHz.

These frequencies are of the same order of magnitude as the ones required to excite large

pre-existing bubbles present in a volume of water. It is also worth noticing that due to

the impact and subsequent bubble collapse, higher frequencies are also generated in the

medium. Wavelet analyses reveal that frequencies above 100 kHz are also excited during

very short instants after the impact of the piston. In this manuscript, no comparison

between the tension values and literature are made since the captors are not adapted to

tension measurements and therefore the analysis remains qualitative however this could

be a field of future investigation.

Both the peak pressures and the impact frequencies are shown to depend on the amount

of gas/water vapor trapped between the piston and the liquid free surface. As an analogy

with the compression of gas/vapor bubbles in a bubbly liquid, we presented a simple

model to correlate the initial internal pressure and the piston’s maximum velocity based

on a modified Joukowsky equation which accounts for the presence of the gas/vapor layer.

The mobility of the bottom of the reactor had little influence on these parameters. Only

the velocity of the rebound and the intensity of the secondary impact are significantly

modified by making the bottom part of the chamber mobile.
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In this chapter, we discuss the response of bubbles to the impact of a piston taking

advantage of the fact that we can control the most relevant variables having a significant

influence on the bubble collapse process such as the initial bubble radius distribution,

the frequency of the excitation and its amplitude.

This chapter is structured as follows: in section 3.1, we introduce the definition of a

bubble’s critical radius which will be useful to further discussions. The behavior of

bubble nuclei either bigger or smaller than the critical radius is included in sections 3.2

and 3.3 and in section 3.4, we develop the observed differences in bubble response when

modifying the mobility of the reactor lower piston.

3.1 The bubble’s critical radius Rc

The collapse of a bubble after a sudden increase of the surrounding/external pressure,

i.e. the background pressure, is theoretically identified with the so-called Rayleigh col-

lapse. Given a pressure difference between the initial bubble’s internal (P0) and external

57
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pressures, ∆P = Pmax − P0 ≈ Pmax, the time lag between the instants when the

radius is maximum, Rmax and minimum, Rmin is given by the Rayleigh collapse time,

tRayleigh. The analytic expression for tRayleigh was derived by Rayleigh in 191749,

tRayleigh = 0.915

(
ρlR

2
max

Pmax

)1/2

. (3.1)

Equation 3.1 can be deduced starting from the Rayleigh-Plesset equation in the absence

of thermal effects, neglecting viscosity and surface tension terms and assuming that the

liquid is incompressible and that the bubble remains spherical.

In a real application where the pressure increase in the system is not instantaneous, the

response of the bubbles can be discussed in terms of the ratio between the characteristic

time of pressure increase during the compression stage, tc, and the bubble’s characteristic

collapse time tRayleigh. Thus, we define a critical bubble radius Rc as the radius for which

tc = tRayleigh, expressed as:

Rc =
H0

1.884

(
c2

l mp

H0SpPatm

)1/4(
Ptop,0

Patm

)1/γ

. (3.2)

Typical values of the critical radius Rc are found to be of the order of 1 mm for the

conditions reported in this manuscript. Accordingly, Rc is defined as a parameter to

differentiate bubbles based on their size.

One of the advantages of the experimental set-up is that it gives place to bubbles of

different sizes that we can analyze their response to the impact of the piston on the

liquid’s surface (bubbles are classified based on Rc). First, the liquid can contain micron-

sized bubbles present in the bulk medium due to organic matter or impurities. These

bubbles are activated when tension states occur. However, as the nuclei naturally present

in the system are difficult to observe before their activation, in some of the experiments

reported below, we resort to the generation of bubbles using water electrolysis to better

study isolated bubbles of the size of a few microns. The response of this type of bubbles

was part of the topics investigated in the PhD thesis of Elena Igualada233 and was

developed in our publication2. Note that as a consequence of the bubble generation

technique, some changes were made to the experimental device presented in Chapter 2: a

cathode and an anode are introduced inside the chamber in addition to a pulse generator

which allows the control of the intensity and the number of pulses generated. For further

details the reader is referred to Igualada 233 . The bubbles generated using this technique

are of the order of 1 to 10 µm at the cathode234. Thus, the electrolysis- based experiments

allows us to study the response of isolated bubbles with an initial size below the critical

radius (Rbub < Rc).
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Large bubbles or gas/vapor bags can also be trapped inside the liquid when the con-

figuration of the reactor is modified to provide optical access to the bulk solution (see

Figure 3.1). Thus, in this work we take advantage of this set-up modification to in-

vestigate the response of large gas/vapor bags with a characteristic size larger than Rc

(Rbub > Rc).

Electromagnet “Toward pump”
Transducer

Bubble

Lower Piston

Optical access

Protection

Figure 3.1: A sketch of a bubble trapped inside the liquid when the optical access is
installed.

As a preliminary qualitative analysis of the behavior of big and small bubbles, Fig-

ures 3.2b and 3.2c present respectively the temporal evolution of small bubbles, i.e.

Rbub < Rc and of the pressure in the medium Ptop, while Figure 3.2a presents the

evolution of the radii of a bubble with an initial size larger than the critical threshold,

Rbub > Rc presented along with the pressure change under the piston.

As these figures show, bubbles with a characteristic size Rbub > Rc implode during the

first pressure peak generated during the piston impact. On the contrary, pre-existing

bubbles with an initial radius smaller than Rc slowly compress during the initial com-

pression stage due to the small characteristic compression time with respect to the fast

bubble’s response time. In this case, bubbles adapt to the pressure increase generated

during the compression stage without undergoing any violent collapse during it. Only

after the initial pressure peak, when pressure in the chamber decreases below the initial

pressure (t > 0.4µs), the pre-existing bubble germs significantly expand and finally col-

lapse. In the following sections we investigate in more detail the response of the system

and the bubbles in each scenario.

3.2 The collapse of bubbles larger than the critical radius

Figure 3.3 shows a typical example of the different evolution stages of large bubbles

before, during and after the piston impact where the impact height H0 = 14 mm, the
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Figure 3.2: (a): Temporal evolution of the pressure under the piston Ptop (in red)
and the radius (in black) of a gas/vapor bubble which Rbub > Rc; (b): Temporal
evolution of the radii of small bubbles detected in Figure 3.12; (c): Temporal evolution

of the pressure under the piston Ptop of the experiment presented in (b).

lower piston is fixed, i.e. d = 0 and the pressure under the piston at Ptop,0 is equal to

vapor pressure, i.e. Ptop,0/Pvap = 1. It is noteworthy that these bubbles are typically not

spherical, although we can still obtain the evolution of their size from the measurement

of the projected area obtained from the images recordings, such that Sbub = πR2
bub.

The evolution of the bubble radius is determined by converting its vertical width into

its characteristic size.

Based on Figure 3.3, we divide the dynamics of bubbles with Rbub > Rc into two

characteristic stages: the first stage consists of the primary collapse of the bubble due

to the piston impact and the second stage includes the fragmentation of the bubble and

cluster formation.
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Figure 3.3: Example of the presence and collapse of big bubbles. H0 = 14 mm, d = 0
and Ptop,0/Pvap = 1. Frame rate: 16 087 fps and interframe time: 248 µs.

3.2.1 Primary collapse

We discuss herein the primary collapse of bubbles which radii are larger than the crit-

ical radius based on the typical example presented in Figure 3.3. We present different

snapshots of this first stage in Figure 3.4 and Figure 3.5 presents the temporal evolution

of the pressure under the piston Ptop (in red) and the occurrence time of each image is

marked by a black circle and a reference number.

We note that upon the first instances (Figure 3.4, from 1 to 4), the bubble remains

unchanged (t . 0 ms). Then, when the transducer starts to record a noticeable pressure

increase around 0.05 ms (marker 5 in Figure 3.5), the bubble starts compressing, i.e. its

radius shrinks (Figure 3.4, from 5 to 7). Recall that this pressure increase is due to

the compression of the gas/vapor layer existing between the piston and the liquid’s free

surface. Finally, the bubble implodes and fragments forming a cluster of smaller bubbles

when the piston hits the surface around 0.2 ms (Figure 3.4, snapshots 8 and 9).
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Figure 3.4: Primary collapse of big
bubbles. d = 0, H0 = 14 mm and
Ptop,0/Pvap = 1. Frame rate: 16 087 fps and

interframe time: 62 µs.
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Figure 3.5: Temporal evolution of the
pressure under the piston Ptop for the
cluster dynamic presented in Figure 3.4
on which the instants of each frame is re-

ported in black circles.

Figure 3.6 presents the temporal evolution of the pressure under the piston, Ptop and

Rbub determined from the snapshots.
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Figure 3.6: Temporal evolution of the pressure under the piston and the radius of the
bubble presented in Figure 3.4.

As the evolution of Rbub shows , the compression of the bubble at its final stages (between

0 to 0.2 ms) is extremely fast due to the large pressure difference occurring between the

bubble’s interior and the background pressure generated during the impact. This is a

consequence of the comparable characteristic response time of the bubble, tRayleigh and

the impact time ti creating an important pressure difference between the internal and

external pressures of the bubble leading finally to a strong bubble collapse during the
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compression stage. Further examples to show the reproducibility of these conclusions

are presented in Appendix B.
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Figure 3.7: Temporal evolution of the pressure under the piston in the absence (in
black) and the presence (in red) of the optical access for a typical example in which
H0 = 18 mm and d = 0. The shadowed region corresponds to a pressure peak related

to the existence of big bubbles attached to the optical access.

It is also worth noticing the appearance of a secondary pressure peak of large amplitude

which systematically appears when using the configuration in which the optical access

is present (e.g. large bubbles are initially present in the system). Figure 3.7 compares

the typical signals obtained for a fixed-bottom reactor in the absence (in black) and the

presence (in red) of the optical access. Based on the shadowed region, when windows

are absent (and also large bubbles), the appearance of the second peak is suppressed.

It is then tempting to attribute the secondary pressure peak to the collapse of the

large gas/vapor bags presented in the system, although the modification of the system

geometry may also modify the response of the pressure evolution in the chamber. Further

investigation about the correlation between the pre-existence of large gas/vapor bags and

the appearance of the secondary pressure peak would be desirable.

3.2.2 Fragmentation and cluster dynamics

During the last instants of the primary collapse, two remarkable phenomena are observed

in Figure 3.8: fragmentation and cluster formation. Fragmentation occurs when the

bubble collapses. This phenomenon is usually identified with the development of a

Rayleigh-Taylor instability235. The result of fragmentation is the formation of a cluster

of small bubbles possessing its own dynamic response.
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Figure 3.8: Fragmentation and cluster forma-
tion of big bubbles in a fixed bottom geometry.
H0 = 14 mm, d = 0 and Ptop,0/Pvap = 1. Frame

rate: 16 087 fps and interframe time: 62 µs.
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Figure 3.9: Temporal evolution of
the pressure under the piston for
the fragmentation and cluster for-

mation presented in Figure 3.8.

Figure 3.9 shows the short-term temporal evolution of the pressure signal including

references to the snapshots in Figure 3.8. Images 2 to 12 show that once the cluster is

formed near the optical access, it starts a translational movement which creates micro-

scale mixing and turbulence in the liquid. Indeed, the cluster detaches from its initial

position and starts a descent trajectory induced by the high intensity mixing generated

during the bubble collapse.

The dynamics of the cluster formed has a markedly longer response time than the single

bubble. The dynamics at longer times are represented in Figure 3.10 which shows

snapshots of the evolution of the bubble cluster. Figure 3.11 presents Ptop as a function

of time with the adequate snapshots references. Compared to Figure 3.8, we observe a

densification of the cluster from images 1 to 5 (from ≈ 1.5 to 4 ms). This increase in

the opacity of the cluster is due to the increase of the concentration of small bubbles.

When looking at the occurrence of this volume augmentation in Figure 3.11, we see that

it corresponds to a region in which the pressure is low and the frequency of pressure

fluctuations is high meaning that it is possible to excite bubbles with large and high

resonance frequencies (small radii). At t ≈ 5.5 ms, we observe another pressure peak

(of lower intensity than the ones right after the impact) which we attribute to the

characteristic rebound stage of the piston impact (see the violet highlighted region in

Chapter 2, Figure 2.3). Thus, the cluster of bubbles feels an increase of the surrounding

pressure which induces the collapse of very small bubbles.



Chapter 3. Bubble response to an impact of a piston on a liquid surface 65

(1) (2) (3)

(4) (5) (6)

(7) (8) (9)

Figure 3.10: Cluster dynamics of big
bubbles in a fixed bottom geometry.
H0 = 14 mm, d = 0 and Ptop,0/Pvap = 1.
Frame rate: 16 087 fps and interframe

time: 622 µs.
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Figure 3.11: Temporal evolution of the
pressure under the piston Ptop for the clus-
ter dynamic presented in Figure 3.10on
which the instants of each frame is re-

ported in black circles.

3.3 The collapse of bubbles smaller than the critical radius

Bubbles which radii Rbub are smaller than the critical radius Rc behave differently than

the ones described in the preceding section. We already mentioned that small bubbles

can be generated by electrolysis2,233. This allows us to isolate individual bubbles and

follow their behavior after the piston impact. We can also study the behavior of small

bubbles present naturally in the bulk solution due to the presence of nucleation sites.

We present in Figure 3.12 successive images of bubbles naturally activated in the system

after the piston impact. We can see a “bigger” bubble compared to the rest. Thus, before

developing further our discussion, we can note that the life-time of bubbles depends

directly on the bubble radius.

Figure 3.13 presents the temporal evolution of the pressure under the piston, Ptop for

the experimental conditions presented in Figure 3.12, i.e. H0 = 8 mm, d = 0 and

Ptop,0/Pvap = 1. We report on this figure the different instants corresponding to their

respective images.

In contrast to the behavior of big bubbles, i.e. for which Rbub > Rc, bubbles much

smaller than Rc (e.g. micron-sized bubbles) slowly compress during the initial com-

pression stage due to the small characteristic compression time with respect to the fast

bubble’s response time (inversely proportional to the bubble’s resonance frequency).

Thus, bubbles with radii smaller than Rc follow and adapt to the pressure’s increase



Chapter 3. Bubble response to an impact of a piston on a liquid surface 66

generated during the compression stage without undergoing any violent collapse during

it.
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Figure 3.12: Example of the pres-
ence and collapse of bubbles in the
medium. H0 = 8 mm, d = 0 and
Ptop,0/Pvap = 1. Frame rate: 49 000 fps

and interframe rate: 41 µs.
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Figure 3.13: Temporal evolution of the
pressure under the piston Ptop for the bub-
bles presented in Figure 3.12 on which the
instants of each frame is reported in black

circles.

During the piston’s rebound stage, negative pressures are generated in the liquid which

correspond to tension states where small bubble nuclei expand significantly (t ≈ 0.3 ms).

During this stage bubbles become large enough to be measured accurately using image

processing techniques on the high-speed movie frames, which have a typical resolution of

4 microns/pixel. This makes it possible to extract the evolution of the radii of these bub-

bles from the recorded images (Figure 3.12). Bubble detection is carried out by applying

a gray-level threshold to images once the background is removed with a rolling-ball algo-

rithm. Subtracting the image background makes the area of the bubble images almost

insensitive to the precise value of the threshold used. The bubble radii reported in this

paper correspond to those of an equivalent circle with the same pixel area than the

binary bubble image, Sbub, that is, Rbub =
√
Sbub/π. Figure 3.14 presents a represen-

tative example of the evolution of small germs. The maximum bubble radius obtained

is usually between 100 µm and 1 mm. As predicted from the Rayleigh collapse time,

the collapse time is directly linked to the maximum radius. Only for the largest bubble

(around 1 mm) we observe a significant rebound that reveals the large pressures reached

inside the bubble during the collapse. For smaller bubbles the limitations imposed by the

resolution of the images impede to draw conclusions about the intensity of the impact.

In addition to the large pressures and temperatures locally reached, the collapse of

bubbles can induce an important agitation at very small scales due to the formation

of a liquid jet during the last instants of their collapse. Jet formation results from
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Figure 3.14: Temporal evolution of the radii of small bubbles detected in Figure 3.12.

asymmetries during the collapse induced by pressure differences across the cavity. Jetting

is at the origin of surface damage in solid-liquid impact92 and it is the result of an

asymmetrical bubble implosion which contributes to surface damage (e.g. when the

bubble collapses next to a solid boundary). Both the emission of shock waves and the

high stresses induced by the liquid jet impact can damage the surface of solids. Another

indirect consequence of jetting is a significant acceleration in their translational motion.

It is noteworthy that not all bubbles lead to this phenomenon.

Figures 3.15, 3.16 and 3.17 show characteristic snapshots of the jet formation process

during bubble collapse after the impact of the piston. This reveals the potential of the

piston impact method to generate bubbles which act as small mixing sources during the

last moments of the collapse. Note that the characteristic scales of the jet are below

1 mm.

Figure 3.15: Snapshots during the collapse of a single bubble (Rmax = 79 µm) gener-
ated by electrolysis. During the strong collapse a jet is generated that induces a strong

translational motion. Interframe time: 7 µs.

The average velocity of the jet can be determined from series of successive snapshots. We

calculated the velocity as the ratio between the length difference of two successive images
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of the jet and the inter-frame rate. Note that the jet length is the distance between the

tip of the jet and the end of the bubble contour, i.e. the place of birth of the jet. The

jet velocities calculated based on Figures 3.15, 3.16 and 3.17 are 0.7653, 0.5952 and

1.607 m · s−1 respectively. Some previous studies in the literature investigated the effect

of newtonian and non-newtonian liquids on the jet formation236,237, showing that jets

have an impact on the instability patterns of cylindrical jets238. Brown and Williams 237

studied the effect of the addition of the polyacrylamide (PAA) to a newtonian liquid

made of syrup and water. The liquid jet velocities reported for the newtonian fluid

varied from 4 to 6 m · s−1. Upon the addition of 100 ppm of PAA, the jet velocities were

1.5 times smaller.

Figure 3.16: Snapshots during the collapse of a single bubble (Rmax = 62 µm) gener-
ated by electrolysis. During the strong collapse a jet is generated that induces a strong

translational motion. Interframe time: 15 µs.

We can then conclude that despite the low impact velocities used in this work (of the

order of 5 m · s−1), the current technique is able to generate jets during the collapse of

bubbles with velocities comparable in orders of magnitude to those reported by Brown

and Williams 237 . In general, the presence of a source of asymmetry, as for example

solid walls or the presence of surrounding bubbles, may also significantly modify the

maximum jet velocities reached during the impact239.

3.4 The impact of the lower piston mobility on the bubble

dynamic response

We saw in Chapter 2 that the system response is slightly different depending on the

mobility of the lower piston of the reactor. After having developed in the previous

chapter the effect it has on the generated pressures and frequencies in the medium, we

discuss herein some differences observed on the bubble response.
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Figure 3.17: Snapshots during the collapse of a single bubble (Rmax = 154 µm) gener-
ated by electrolysis. During the strong collapse a jet is generated that induces a strong

translational motion. Interframe time: 10 µs.

3.4.1 Response of bubbles with Rbub ≥ Rc

In section 3.2, we described the behavior of bubbles which radii are greater or equal to

the critical radius Rc. Herein, we develop the observed differences in the collapse time

of these bubbles when the lower piston is mobile, i.e. d 6= 0.
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Figure 3.18: Temporal evolution of the pressure under the piston (red line) and the
bubble’s size, Rbub (black line) for cavities with initial radii of the order of the critical
radius given by Equation 3.2 at Ptop,0/Pvap = 1. (a) and (b): H0 = 10 and 16 mm,

d = 0; (c) and (d): H0 = 10 and 18 mm, d 6= 0.
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Figure 3.18 shows four different examples of the temporal evolution of the pressure in

the reactor, Ptop (in red) and the bubble’s radius, Rbub (in black). Figures 3.18a and

3.18b are examples of the pressure evolution obtained for a fixed bottom (d = 0) and

an impact height H0 = 10 and 16 mm, whilst Figures 3.18c and 3.18d are obtained for

d 6= 0 and H0 = 10 and 18 mm respectively.

Independently of d, large bubbles - whatever their exact initial size is - start their

compression before the impact of the piston due to the compression of the gas/vapor

layer. The appearance of the second peak related to the presence of large bubbles (set-

up with optical access) is confirmed for the mobile bottom configuration (see shadowed

region in Figure 3.19). Remarkably, when the lower piston is mobile (d 6= 0), bubbles

implode during the second pressure peak (see Figure 3.18b and 3.18d). The fact that the

time difference between the two pressure peaks is variable from experiment to experiment

seems to provide further evidence about the correlation between the initial size of pre-

existing bubbles (which unfortunately could not be controlled) and the appearance of a

secondary pressure peak of large amplitude. Further examples are given in Appendix B.
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Figure 3.19: Temporal evolution of the pressure under the piston in the absence (in
black) and the presence (in red) of the optical access for a typical example in which
H0 = 18 mm and d 6= 0. The shadowed region corresponds to a pressure peak related

to the existence of big bubbles attached to the optical access.

In Figure 3.20 we present the evolution of a large bubble for a typical example in which

the impact height is equal to H0 = 10 mm, Ptop,0/Pvap = 1 and for d 6= 0. We can again

divide the behavior into the two characteristic stages detailed in section 3.2. We present

in Figure 3.21 the evolution of the pressure under the piston Ptop for the experiment

presented in Figure 3.20 and we report on it the instants of each frame (presented in

black circles). The overall evolution of the bubble, from its primary collapse to its

fragmentation and cluster response is very similar to when d = 0.
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Figure 3.20: Cluster dynamics of large
bubbles in a mobile bottom geome-
try. H0 = 10 mm and Ptop,0/Pvap = 1.
Frame rate: 16 087 fps and interframe

time: 622 µs.
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Figure 3.21: Temporal evolution of the
pressure under the piston Ptop for the exper-
iment presented in Figure 3.20 on which the
instants of each frame is reported in black

circles.

3.4.2 Response of bubbles with Rbub < Rc

Herein, we compare the behavior of bubbles smaller than Rc when the lower piston is

mobile. Note that for the series of experiments below, no electrolysis technique was

used, so the number of bubbles activated during the impact is directly related to the

presence of pre-existing nucleii.

Figure 3.22: Example of the presence
and collapse of bubbles in the medium.
H0 = 8 mm, d 6= 0 and Ptop,0/Pvap = 1.
Frame rate: 49 000 fps and interframe

rate: 102 µs.
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Figure 3.23: Temporal evolution of the
pressure under the piston Ptop for the ex-
periment presented in Figure 3.22 on which
the instants of each frame is reported in

black circles.
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Figure 3.22 presents snapshots of bubbles recorded for an impact height H0 = 8 mm,

d 6= 0 and Ptop,0/Pvap = 1 while Figure 3.23 presents the evolution of the pressure

Ptop, an inset which delimits the zone of appearance of the bubbles and an inset of

the evolution of the radii of the different bubbles detected in Figure 3.22. The first

observation made is that for a mobile bottom configuration, we obtain more bubbles per

unit volume compared to the configuration where the lower piston is fixed. Table 3.1

presents the bubble density in the medium through a typical example for which the

impact height, H0 = 12 mm and for both lower piston configurations. The bubble

density is defined as the maximum number of detected bubbles per unit surface. This is

estimated over sufficient number of repetitions (see Table 3.1) to ensure the statistical

convergence. We show that bubbles are much more present when the bottom of the

reactor is mobile than when it is fixed showing that the first configuration is more

interesting to activate nuclei.

Lower Piston Impact height Bubble density
(mm) (bubbles/mm2)

Fixed 12 0.021

Mobile 12 0.057

Table 3.1: The density of bubbles in the medium for different impact heights and
lower piston configurations.

When a tension state occurs, small bubbles are unable to adjust their pressure to the

background pressure and their size increases by at least one order of magnitude. Bubbles

finally collapse when the system pressure is recovered undergoing a series of rebounds

until the bubble pressure re-equilibrates with the surrounding pressure. Since the in-

tensity of the waves decays in time, the first expansion-collapse is the most violent.

Unfortunately, the framerate of the high speed camera is insufficient to estimate the

bubble collapse velocities immediately prior to minimum radius.

The radii evolution inset presented in Figure 3.23 shows that a bubble rebound is ob-

served only for the largest bubble. Smaller bubbles detected between 0.5 and 1.5 ms

are more difficult to follow over longer periods of time because of the frame rate con-

ditions and the rapidity of their collapse. Indeed, the smaller the bubble the faster its

oscillation frequency, which establishes a limit in size below which is no longer possible

to well resolve the rebound. In any case, we can say that these bubbles which max-

imal radius is lower than 1 mm appear and quickly disappear after the main pressure

peak around 0 ms. The largest observed bubble has a long lifetime and feels the small

pressure increase observed around 1.4 ms, which is of the order of the time at which

the secondary pressure peak appears. That is, bubbles with long life-times experience

a significant increase of the background pressure induced by the secondary impact of
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the piston. In this case, we expect the collapse of the bubbles to be stronger than for

bubbles having a life-time shorter that the rebound time of the piston. It is noteworthy

that the pressure-tension spike features observed in the inset in Figure 3.23 and the

corresponding bubble behavior occur at approximately the same time. Furthermore, we

can determine from the Rayleigh-Plesset equation an experimental pressure difference

based on the radii evolution which in this case was determined to be around 0.1 MPa

which is in accordance with the pressure-tension spike values.
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Figure 3.24: The collapse time tcol as a function of Rmax. H0 = 16 mm and d 6= 0.

In Figure 3.24, we represent the collapse time tcol as a function of the maximal radius

Rmax. Recall that tcol is defined as the difference between the moment at which the

radius is maximal Rmax and the time of the first rebound. The slope of the experi-

mental fit presented in a black continuous line on Figure 3.24 is equal to 0.3167 s ·m−1.

According to Equation 3.1, tcol and Rmax are related theoretically by a factor equal to

0.915
(

ρl
Pmax

)1/2
. This allows us to calculate the effective maximal pressure felt by the

bubbles which we call P eff
max. The calculated value of P eff

max is of the order of 10 kPa. Such

rapidly growing and collapsing bubbles could, in principle, give rise to a hydrodynamic

pressure wave contribution to the pressure record.

Summary

This chapter describes the dynamic response of bubbles present in a liquid after the

impact of a piston on the liquid free surface. Using high-speed camera visualizations,

we show that bubbles initially present in the medium behave differently depending on

their size.
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Based on the ratio between the characteristic compression time related to the com-

pression of the gas/vapor layer below the piston and the Rayleigh collapse time of the

bubble, we find a critical radius that depends on the impact velocity and both the initial

and the reference pressures. During the initial pressure peak induced by the impact of

the piston, bubbles smaller than this critical radius (of the order of millimeters in our

conditions) tend to follow the system’s pressure evolution and compress slowly, whereas

bigger bubbles collapse violently. In the rebound stage, tension occurs and small bubbles

expand and collapse at later times.

In general, the collapse of bubbles present in the medium creates an important agitation

at very small scales (of the order of microns) and can generate hydrodynamic pressure

waves which can contribute to pressure records.

Table 3.2 summarizes the impact of the physical parameters (noted as input) related to

the experimental set-up have on the response of the medium and the variables determined

in Chapters 2 and 3 (noted as output). Note that for each input variable the rest of

the inputs are constant and that comparable means that the effect is negligible. This

parametric study allows to better define the optimal parameter for a more developed

physical and/or chemical studies.

Input
Output

fmax ti Pmax hc Bubble population

H0 increases increases increases comparable increases

Ptop,0 decreases increases decreases increases -

d comparable comparable comparable increases increases

Table 3.2: Summary table of the impact of the physical parameters on the medium
response to the piston impact.

The possibility to use this process to promote chemical and physical processes on complex

systems containing two or more phases (solid/liquid/gas) is investigated in Chapter 4.
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In Chapter 1, we described different applications which resort to bubbles - excited by

ultrasounds - as micro-reactors. The various types of reactions studied in the context of

sonochemistry can be potentially investigated using the experimental set-up presented

in this manuscript. Among all of them, we chose the oxidation of phenol as a model

reaction due to its direct application in waste water treatment studies and given its wide

study in literature.

The objective of this chapter is twofold: a) to evaluate the potential of technologies based

on piston impact to induce chemical reaction processes and b) to gain further insight

into the influence of the various design parameters of the set-up on the chemical activity

induced in the reactor after a series of impacts. Given that we showed that the response

of the medium (and also the bubbles) in different conditions can be controlled, it is

75
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interesting to evaluate if these changes are going to have an impact on the performance

of the equipment when trying to intensify/promote a chemical reaction.

This chapter is structured as follows: we present in section 4.1 the viability of the

plate-impact technology to induce radical formation in water. In sections 4.2 and 4.3

we briefly present the experimental procedure, the role the hydrogen peroxide plays in

the reaction, the analysis system and some preliminary results. We finally discuss the

role played by different physical parameters on the chemical reaction in a fixed-bottom

geometry (section 4.4) and in the mobile configuration (section 4.5).

4.1 Viability of the current technology to induce radical

formation in water

It is well-known in literature that a chemical reaction can take place in the presence

of collapsing bubbles63,65,66. In acoustic cavitation applied to water treatment, it is

accepted that the nature of the organic pollutants strongly influences their ultrasonic

degradation128. Recall that hydrophobic and/or volatile compounds degrade mainly in-

side the bubble due to direct thermal decomposition whereas hydrophilic compounds like

phenol tend to degrade in the bulk solution and/or at the bubble interface. This latter

decomposition is generally linked to the formation of radical species, mainly hydroxyl

radicals.

HO radicals are the product of the homolytic cleavagea of water molecules (see Equa-

tion 4.1) trapped inside the bubble93,94. Indeed, when the bubble grows due to medium

depressurization for example, gas and vapor diffuse into it. Its collapse can generate

high temperatures locally and thus lead to bond breaking.

H2O
∆

H + HO (4.1)

To probe the formation of HO in pure water under cavitation conditions, we used the

Weissler reaction. This quantification method is based on the oxidation of iodide I–

into iodine I2 or triiodide I –
3 (when I– is in excess)98. This method is therefore a good

indicator of whether hydroxyl radicals are generated in the medium.

The oxidation of a 0.1 mol · L−1 iodine solution subjected to an impact height H0 equal

to 20 mm, a number of impacts N = 500 impacts in both fixed and mobile configurations

aWhen the two electron pair making- up a covalent bond split equally between the products, the
process is qualified as homolytic, whereas in the opposite case, i.e. an unequal distribution of an electron
pair is called a heterolytic cleavage which would give H+ and HO–.
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is tested. The volume of the solution is varied from 30 to 220 mL in the presence of big

and small bubbles. We referred to the color change method to detect if the reaction

took place. The experimental protocol is established in Appendix C, section C.1. Note

that 500 impacts take almost 2 h to be done

The experimental results (not presented here) show a priori no sign of triiodide forma-

tion. Indeed, no color change is observed for the different combinations of the experi-

mental conditions. Thus, as HO is not evidenced in the standard impacting conditions

tested in this work, the role of the parameters determined in Chapter 2 on radicals

formation was not further examined and the use of external additives is hence necessary.

4.2 Experimental procedure - The role of H2O2

The literature review presented studies that show that the use of solid catalysts240 or

other technologies129 such as ultraviolet irradiation is interesting for enhancing chemical

reactions in the presence of cavitation bubbles. To increase the HO population and

the efficiency of the water treatment process - especially when degrading hydrophilic

compounds - the addition of oxidants is interesting. Indeed, the addition of gaseous102

or liquid100 additives enhance oxidation reactions. For example, the combination of

hydrogen peroxide H2O2 to acoustic cavitation gives rise to synergistic effects which

promote chemical oxidation reactions128. We briefly developed the role played by these

molecules as well as their occurrence site in Chapter 1. Note that the dissociation energy

of the O H bond in a water molecule H2O is equal to 498 kJ ·mol−1 which is twice the

dissociation energy of the O O bond in a hydrogen peroxide molecule H2O2. This

implies that thermodynamically, H2O2 molecule can be more readily cleaved compared

to water.

The oxidation of phenol is a complex reaction. Many intermediates can be formed

depending on the reaction mechanism241–243. Independently of this latter, the overall

reaction between phenol and hydrogen peroxide is written as:

C6H5OH + 14 H2O2 6 CO2 + 17 H2O (4.2)

Table 4.1 presents the physical parameters which include: H0 the impact height, N the

number of impacts and d the mobility of the lower piston of the reactor. Note that the

temperature, equal to room temperature and the pH were not controlled.

As for the chemical parameters we define:

• CreactorC6H5OH the concentration of phenol in the reactor in mol · L−1;
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H0 (mm) N (impacts) d (mm)

8, 12, 16 and 20 up-to 500 mobile or fixed

Table 4.1: Experimental conditions: the physical parameters.

• VH2O2 the volume of hydrogen peroxide added to the solution of phenol in mL;

• CreactorH2O2
the concentration of hydrogen peroxide in the reactor in mol · L−1;

• Vtot the total volume of the mixture of the phenol and hydrogen peroxide solutions

in mL.

The detailed protocol for the solution preparation is presented in Appendix C.2 and we

present in Figure 4.1 a summary sketch. In brief, a mother solution of 0.01 mol · L−1

phenol is prepared and split into two unequal daughter solutions. The desired volumes

of water and hydrogen peroxide are added to the first solution which we call Mixture

0 and note in the following M0. The total volume of this first solution is equal to

Vtot = 170 mL and its concentration in phenol, i.e. the concentration of phenol in the

reactor is equal to CreactorC6H5OH = 0.0082 mol · L−1. To the second solution only water is

added to obtain the same final phenol concentration. We call this solution Phenol alone

and represent it as Ph0.

+

M0 Ph0

PhNMN

+ water+ waterH2O2

N impacts N impacts

Phenol
Mother solution

Figure 4.1: Sketch of the experimental solutions prepared and withdrawn before or
after the impacts.

Table 4.2 presents the common quantities of the chemical parameters. According to

Equation 4.2, V stoech
H2O2

= 2 mL however, we chose to start with a VH2O2 = 19.5 mL, i.e.

in a large excess compared to stoichiometry. The reason behind this choice relies on

the experimental conditions presented in literature concerning the oxidation of organic
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molecules which show unanimously that the oxidation of the molecule depends not only

on the concentration of the oxidant, but also on the frequency of the transducer, the

acoustic power, etc.106,107 and therefore to maximize the chance of observing some chem-

ical activity we chose to work in an excess of oxidant. Nevertheless, the role played by

this parameter is investigated herein.

Creactor
C6H5OH (mol · L−1) VH2O2 (mL) Creactor

H2O2
(mol · L−1) Vtot (mL)

0.0082 19.5 1.123 170

Table 4.2: Experimental conditions: the chemical parameters.

Note that after undergoing N impacts in the reactor, Mixture 0 and Phenol alone are

noted MN and PhN respectively. Hence, when M0 undergoes N = 100 impacts, its noted

M100. Table 4.3 summarizes the names and the characteristics of the different solutions.

Solution Name Abbreviation Description

Phenol alone Ph0 C6H5OH solution at t = 0

Phenol alone after N impacts PhN Ph0 after N impacts

Mixture 0 M0 C6H5OH and H2O2 mixture at t = 0

Mixture after N impacts MN M0 after N impacts

Table 4.3: Summary table of the different types of solutions.

4.3 Analysis systems and preliminary results

4.3.1 Gas Chromatography

The principle of the Gas Chromatography (GC) technique is detailed in Appendix D,

section D.1. Briefly, GC relies on the introduction of a mixture (liquid or gas) into an

injector which will then be transported through a column. Depending on its affinity

with the compounds, the column separates them. The separated molecules pass by a

detector which generates a signal recorded in a chromatogram and representing the area

of the molecule at a specific time (constant under the analysis conditions). An example

of the C6H5OH chromatogram is shown in Appendix D, Figure D.2.

The peak area of a species x (Areax) is related to its concentration Cx in the medium

according to:

Areax = kxCx,
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where kx is the response factor. To determine kx, an internal or external standard b can

be added to the solution before the reaction or the injection into the column respectively.

In this work, we used the method based on external calibration with a standard curve.

Following the experimental protocol presented in Figure 4.1, a fresh solution of Ph0

of 0.0082 mol · L−1 was injected in the column. Then the phenol solution is left at

room temperature and analyzed periodically on a period of time similar to the one

used in the cavitation experiment. The evolution in time of the phenol peak area is

presented in Figure 4.2 in blue. Note that the values are calculated based on four

different experiments. This first result shows that Ph0 is stable during the time of the

analysis.
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Figure 4.2: Phenol peak area AreaC6H5OH as a function of time for the different
solutions listed in Table 4.3.

To the rest of the prepared solutions, hydrogen peroxide and water are added (see

Table 4.2) before doing 100 impacts followed by 400 more (total of 500 impacts) at

H0 = 20 mm in a fixed bottom configuration. The average values of AreaC6H5OH for

the different solutions are presented in Figure 4.2. Note that when the aliquots are

withdrawn from the reaction medium after finishing the impacts, they are kept in vials

at room temperature and in the light.

The experimental data show a decrease of the phenol area between Ph0 on one hand and

the rest of the solutions on the other at the first injection. This is due to the fact that the

mixture is introduced in the injector at 280 ◦C (see Appendix D, section D.1) whereas

the temperature at which hydrogen peroxide decomposes ranges from 150 to 152 ◦C244.

bThis addition consists of referencing the analyte signal to a signal from another species which is
added to the solution. Accordingly, this species must be different from the analyte and should not
interfere in the reaction or in the retention time of the target molecule.
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Accordingly, as H2O2 is decomposed in the injector, it is able to react with the phenol

molecules before entering the separation column under the only effect of temperature.

Nevertheless, the results can still be analyzed qualitatively. We can see that M0 is stable

up-to ≈ 1000 min and that the impacts of the piston affect the oxidation reaction since

M100 and M500 solutions show both a decrease in the phenol area compared to M0.

In addition, it seems that the number of impacts does not affect the solution. This

conclusion is discussed later on and should be taken carefully due to the dissociation of

the molecules in the injector.

Since the GC method is not fully satisfying for the tested experimental conditions, an

alternative analytical method is used to determine the composition of the medium in

phenol.

4.3.2 UV-visible spectroscopy

The ultraviolet-visible (UV-visible) technique is relatively simple. Its principle is pre-

sented in Appendix D, section D.2. The UV-visible method, allows among other to:

1. Record the absorbance spectrum of a species x resulting in a A = f(λ) spectrogram;

2. Record the value of the absorbance at the maximal wavelength λmax. For phenol,

λmax = 270 nm.

UV-visible is based on the Beer-Lambert law which states that at a given wavelength λ,

the absorbance A of a diluted mixture of n absorbing species is equal to the sum of the

individual absorbances according to:

A =
n∑
i=1

Ai(ελ,i, l, Ci), (4.3)

where ελ,i is the molar attenuation coefficient of the species i in the medium at the

wavelength λ, l the path length of the beam light through the material sample (usually

equal to 1 cm) and Ci the concentration of the species i in the sample.

Calibration curves of standard solutions of C6H5OH and H2O2 are plotted at the maximal

wavelength, λmax = 270 nm. Figure 4.3a presents the repetitions and average values of

the absorbance of the different standard solutions of phenol AC6H5OH as a function of

CC6H5OH and Figure 4.3b presents AH2O2
as a function of CH2O2

. The linear fit of the

data is also plotted on the figures.
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Figure 4.3: Absorbance of standard phenol (AC6H5OH) (a) or or hydrogen peroxide
AH2O2

(b) solutions as a function of their respective concentrations CC6H5OH and CH2O2

at λmax = 270 nm.

In addition, the absorbance of experimental solutions subjected to different conditions

were also determined to study their stability in time. Table 4.4 resumes the char-

acteristics of each solution prepared following the experimental protocol presented in

sections D.2.1 and D.2.3. Solution A is a Phenol alone solution (Ph0) left on the bench

and solution B consists of a mixture between phenol and H2O2 (M0) non diluted and

exposed to light (diluted just before the absorbance measurement). As for solution C,

it is the same as B but diluted from the beginning and finally solution D is the same

as C but kept in the dark. The absorbance of the different solutions, Asolution, in which

solution refers to A, B, C and D, were recorded at 270 nm every hour over 5 h. The

results are presented in Table 4.5. Note that the non-diluted solutions must be di-

luted before recording their absorbance since their direct use saturates the UV-visible

spectrophotometer (in this case, CC6H5OH = 5.32× 10−4 mol · L−1).

Solution Description

A Phenol alone solution exposed to light and diluted from the beginning

B
Mixture 0 exposed to light as initially prepared.

and diluted just before the absorbance measurement

C Mixture 0 exposed to light and diluted

D Mixture 0 kept in the dark and diluted

Table 4.4: Experimental conditions and absorbance of solutions of phenol and hydro-
gen peroxide under different conditions.

The absorbance of solution A (Phenol alone) corresponds well with the linear fit of the

calibration curve plotted in Figure 4.3a. The absorbance of this solution is markedly

different of that of solutions B, C and D. The reason behind why absorbances A and B
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are different is that the addition of hydrogen peroxide to phenol increases the absorbance

of the overall mixture, that is, the H2O2 absorbs at the same wavelength than the phenol.

Thus, knowing the phenol and hydrogen peroxide concentration, the absorbance of the

mixture can be calculated using the Equations in Figure 4.3a and Figure 4.3b and

the value obtained is experimentally checked. However, given the absorbance of the

mixture, it is not possible to obtain information about the changes in concentration of

each compound separately (since the UV-visible technique is used herein without any

separation coupled technique). Being aware of this limitation, in the following we use

the changes on the overall absorbance to discuss the presence of chemical reactions in

the system.

Solution
Asolution

t = 0 t = 2 h t = 3 h t = 4 h t = 5 h

A 0.73 0.74 0.75 0.75 0.77

B 1.15 1.17 1.18 1.18 1.21

C 1.15 1.18 1.22 1.19 1.21

D 1.15 1.18 1.28 1.21 1.20

Table 4.5: Absorbance of the phenol solution and mixtures over a period of 5 h.

Another important observation is that the absorbance of mixtures B, C and D (all of

them hydrogen peroxide/ phenol mixtures without treatment) are similar and therefore

the dilution/exposition to light do not alter the medium. It is also noteworthy that in

the absence of cavitation bubbles, when the mixture of phenol and hydrogen peroxide

is left on the bench at room temperature and exposed to natural light over 48 h, a very

slow reaction occurs between the molecules as a color change attests (from colorless to

light yellow) which is disregarded in the following discussion in view of the duration of

the degradation experiments using the piston impacts.

4.4 Correlation between the chemical activity and the phys-

ical parameters in a fixed-bottom geometry

We identified in Chapter 2 several physical parameters which influence the response

of the system to the piston impact. We examine herein the effect of some of these

parameters on the oxidation of phenol in the presence of H2O2. Furthermore, the effect

of the parameters on a Hydrogen Peroxide alone, i.e. in the absence of the organic

molecule and Phenol alone solutions is also investigated.
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The discussion is primarily based on the absorbance of the solutions. In addition, when

relevant, the increase of the pressure Ptop,0 under the piston is commented provided that

gaseous products can be formed when degrading phenol (such as carbon dioxide).

4.4.1 Experimental protocol and absorbance determination

We proceed by doing a series of impacts using the same experimental protocol pre-

sented in Appendix C, section C.4. We briefly detail it in the following for a better

comprehension of the results.

After each batch, we bring-up the piston to H0, read the value of Ptop,0 displayed by

the vacuometer before putting the reactor under atmospheric pressure. We then remove

the piston and withdraw an aliquot of 2 mL from the bulk of the solution before setting

the upper piston in place, vacuuming and doing a new series of impacts. The impact

number varies as follows: at first only 1 impact is made. It is then followed by 9 other

thus making a total of 10 impacts. A total of 100 is achieved afterwards before stopping

at 500 impacts with a 100-impacts step. At this stage, four impacted solutions are

available for the absorbance recording. Recall that the withdrawn aliquots are diluted

before recording the absorbances. We detail the protocol established for the preparation

of the solutions to record their absorbance in Appendix D, section D.2.4. Note that the

absorbances are recorded 24 h after finishing the impacts.

4.4.2 Stability of hydrogen peroxide after impacts

This section focuses on the stability of hydrogen peroxide solutions after impacts. This

step is important in order to quantify whether the changes of absorbance of a hydrogen

peroxide/phenol mixture can be partially attributed to the degradation of the oxidant

molecule.

There exists in literature studies about H2O2 stability. Drijvers et al. 240 determined

by iodometric titration, i.e. using iodide, the degradation of 100 mmol of H2O2 in an

aqueous solution subjected to sonication at a frequency equal to 520 kHz. The effective

sonication power was equal to 12 W and the experiments were carried out at 29.5 ◦C.

They observed the degradation of 2 % of H2O2 after 1 h and concluded that under the

tested conditions, H2O2 is slowly degraded. They explained their result by relating

it to the volatility of the molecule. Indeed, since H2O2 is hydrophilic and has a low

volatility, it remains in the bulk solution and cavitation bubbles are unable to degrade

it easily. Note that the authors used very little concentration of H2O2 which reduce

the possibility of this latter to accumulate at the bubble interface to be more easily
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degraded. On the other hand, Jiang et al. 245 noted an increase in the concentration of

the hydrogen peroxide in the medium in the absence of organic molecules after 60 min.

The authors examined the evolution of H2O2 concentration as a function of sonication

time in the presence of a phosphate buffer (to vary the solution pH), at 610 kHz and

an ultrasonic power of 25 W at 15 ◦C temperature. They showed an increase of H2O2

concentration as a function of sonication time and determined an optimum pH range

(2.8 < pH < 4.5) in which hydrogen peroxide generation is maximized. Based on these

two examples, we note that the formation and degradation mechanisms of hydrogen

peroxide are very complex and strongly depend on the experimental parameters.

We therefore chose to study the effect the piston impacts have on a hydrogen peroxide

solution to see if these molecules are destroyed by cavitation bubbles formed in the

medium (in this case the concentration of H2O2 in the medium should decrease). We

analyzed a solution containing 19.5 mL of hydrogen peroxide (Vtot = 170 mL) subjected

to typical experimental conditions in which the impact height H0 = 20 mm, the number

of impacts N is equal to 10, 100 and 500 impacts in both fixed and mobile bottom

configurations. Note that the impacts are successive and therefore the solution is not

renewed before the end of the 500 impacts. The experimental protocol is detailed in

Appendix C, section C.3.

A simple way to dose hydrogen peroxide is by titration in the presence of an acid with

a standard solution of potassium permanganate. The overall reaction is written as:

2 MnO –
4 + 5 H2O2 + 6 H+ 2 Mn2+ + 5 O2 + 8 H2O

Figure 4.4a shows that in the absence of organic molecules, H2O2 is degraded to up-to

15 % after 500 impacts at H0 = 20 mm in both configurations. The clear dependence of

the mixture of the absorbance as a function of the the number of impacts shows that

the process of degradation is continuous. Note that in these experiments, an increase in

the initial pressure under the piston is recorded to up-to 100 impacts before stabilizing

(see Figure 4.4b). This pressure evolution can be attributed to the formation of gaseous

oxygen.

In order to verify that the changes in absorbance are directly linked to the degradation

of the hydrogen peroxide added to water, we titrate a solution of water deprived of H2O2

subjected to the same experimental conditions. This also allows us to determine whether

the oxidant molecule is formed in noticeable amounts starting from the combination of

two HO radicals according to:

2 HO H2O2. (4.4)
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Figure 4.4: Evolution of the concentration of a hydrogen peroxide solution and the
pressure in the reactor when impacted at H0 = 20 mm in a fixed-bottom (blue) and

mobile-bottom (orange) geometry.

In this case, the H2O2 concentration remained negligible (not shown on figure) compared

to the amount added in our experiments (of the order of 2 %). This is consistent with

the lack of hydroxyl radicals formation when impacting water. Note that no pressure

increase is recorded.

Thus, we can conclude that for mixtures containing hydrogen peroxide, there is a con-

sumption of hydrogen peroxide which will tend to decrease the overall absorbance of

mixture at the wavelength chosen.

4.4.3 Effect of the impact height H0 and the number of impacts on the

oxidation of phenol/hydrogen-peroxide mixtures

We showed that when the impact height, H0, is varied we modulate the maximal impact

velocity Umax (Equation 2.2 in Chapter 2), the kinetic energy of the piston hitting the

surface of the liquid and also the peak pressures generated during the impact. We expect

that the higher the value of H0 is, the more violent of the collapse of the bubbles and

therefore the more intense the chemical activity of the mixture will be.

We present in Figure 4.5a the relative absorbance
(A − At0)

At0
as a function of the impact

height H0, At0 being the absorbance of M0. The chemical experimental conditions

of these results are presented in Table 4.2. Note that the following data are for an

impact number N = 100 impacts. Figure 4.5b shows the evolution of the difference

of the pressure under the piston Ptop,0 before and after the impacts. Recall that the

pressure augmentation recorded can be attributed to the possible formation of some of
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the gaseous products such as CO and CO2 and/or to the decomposition of H2O2 in the

medium.
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Figure 4.5: The evolution of
(A − At0)

At0
in (a) and Ptop,0 in (b) as a function of H0

after N = 100 impacts and for d = 0.

Based on Figure 4.5a, we see that for an impact height smaller than H0 = 16 mm, the

relative absorbance decreases with respect to the non-treated mixture. In general we

observe a small decrease of the absorbance which can be attributed to H2O2/phenol

degradation and intermediates formation which do not interfere in the absorbance. In

this case, the change of pressure Ptop,0 inside the chamber is not significant and stays

within the fluctuations of pressure typically observed in the experimental setup due to

leakages or gas exsolution.

For H0 = 20 mm (see Figure 4.5a), the results are markedly different. The concentration

decrease of phenol and H2O2 are counterbalanced by intermediates absorbing at λmax

observing a significant net increase of the overall mixture absorption. This is consistent

with the direct visualization of the mixture, where we can see a clear change of color

(from colorless to light brown) due to some intermediates (such as ortho- and para-

benzoquinone derivatives) showing that a significant chemical activity was triggered by

the treatment of the mixture. The coloring of the medium due to phenol degradation

has been previously reported in the literature246.

To gain further insight into the process, we also plot the relative absorbance as a function

of the number of impacts N for various impact heights H0. The experimental parameters

are presented in Tables 4.1 and 4.2.

We chose three common impact numbers for all impact heights, i.e. 1, 10 and 100 impacts.

For further comparison, we proceeded by doing 500 impacts for only H0 = 8 and 20 mm.

We observed that N = 1 impact has no effect on the mixture (the absorbance of the
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Figure 4.6: Evolution of
(A − AM1)

AM1
for various impact heights H0 as a function of N

in logarithmic scale for d = 0.

solution is of the same order of magnitude of M0). Hence, the relative absorbance of

this impact height is set to zero. Figure 4.6a presents the evolution of
(A − AM1)

AM1
as a

function of N in logarithmic scale for various impact heightsH0.

Increasing N gives an increase of the relative absorbance of the medium even for small

values of H0. For the highest impact height, the absorbance increases significantly after

500 impacts implying the formation of reaction intermediates. In general, we can set

an impact number equal to N = 100 impacts as a minimal value to observe significant

changes on the absorbance of the mixture. Thus, the experimental data prove that

the number of impacts N plays an important role on the oxidation of phenol which

experiences a continuous degradation. UV-visible spectrophotometry shows an increase

of more than 50 % of the relative absorbance when N increases from 100 to 500 impacts.

We can say that in general, for the conditions tested the impact of the piston on a

liquid’s free surface can trigger a significant degradation of phenol in the presence of

hydrogen peroxide for impact velocities equal or larger than 5 m · s−1. Unfortunately,

the present analytic techniques does not allow us to differentiate the absorbance decrease

linked to the disappearance of the reactants and the increase linked to the formation

of the products. The use of HPLC technique seems more suitable for the extension of

these preliminary analyses and the work is left for future investigations.
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4.4.4 Effect of the concentration of hydrogen peroxide H2O2 on the

oxidation of phenol/hydrogen-peroxide mixtures

In this section we focus on the effect of hydrogen peroxide concentration on the overall

performance of the process. Due to the role played on the reaction enhancement, its use is

inevitable especially when it comes to hydrophilic compounds such as phenol. However,

from an industrial point of view and based on economical aspects, it is interesting to

try to reduce the quantities of H2O2 used200. In addition, H2O2 can act as a radical

scavenger109 thus the importance of determining its optimum concentration.

In this work H2O2 is always withdrawn from the same bottle and the final solution

volume is maintained equal to 170 mL. We chose to vary the amount of H2O2 as follows:

at first, CH2O2
is set to 1.123 mol · L−1 (see Figure 4.7a, green). Then, it was divide it by

∼2 (CH2O2
= 0.5644 mol · L−1) and by ∼4 (CH2O2

= 0.2822 mol · L−1). Finally, we want

to test the response of the solution of Phenol alone subjected to the impacts. Table 4.6

resumes the different number of moles of hydrogen peroxide and their respective volumes.

Note that the stoichiometric amounts are presented in red color.

Solution VH2O2 (mL) CH2O2
(mol · L−1)

1 0 0

- 2 0.115

2 4.9 0.282

3 9.8 0.564

4 19.5 1.123

Table 4.6: Summary of the experimental
and stoichiometric volumes and concentrations of hydrogen peroxide.

Figure 4.7a presents the evolution of
(A − At0)

At0
for several mixtures of phenol and hy-

drogen peroxide as a function of the number of impacts N . The experiments reported

are for an impact height H0 = 20 mm and fixed bottom reactor. Figure 4.7b shows the

pressure difference recorded in this case.

All the mixtures contain a quantity of hydrogen peroxide superior to its stoichiomet-

ric value. According to the results presented in Figure 4.7a, we can see that the ab-

sorbance evolution does not change significantly for solutions containing an amount of

hydrogen peroxide below a critical threshold (solutions 1 and 2, blue and orange data

respectively). Above a critical hydrogen peroxide concentration value (between 0.282

and 0.564 mol · L−1 for the conditions tested here) the absorbance increases exponen-

tially with the number of impacts, showing that the chemical activity of the system is
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Figure 4.7: (a): Variation of the relative absorbance
(A − At0)

At0
and (b): pressure

difference for the mixtures of phenol and hydrogen peroxide solutions as a function of
the number of impact N in semi- logarithmic scale. Fixed bottom configuration, d = 0

and H0 = 20 mm.

markedly more intense above a certain critical value of the hydrogen peroxide concentra-

tion (solutions 3 and 4, violet and green data respectively). Note that the concentration

in H2O2 modifies the reaction kinetics and even at low values, the reaction probably

takes place since the absorbance does not decrease as in the case of H2O2 alone but the

analytic method does not allow us to go further. We therefore conclude that the reaction

occurring between the organic molecule and the oxidant is linked to the generation of

a significant amount of HO radicals in the mixture. For the impact intensities studied

here, the addition of a sufficient amount of H2O2 is critical in order to be able to generate

radicals during the bubble implosion.

The existence of a critical concentration value of H2O2 has been already reported in

sonochemical applications. Lim et al. 109 studied the effect of the H2O2 concentration

on the degradation of phenol and bisphenol A (BPA), two organic molecules differing

among others in their volatility, BPA being more volatile than phenol. In a 1000 mL

double-walled Pyrex reactor, the authors vary the concentration of hydrogen peroxide

in a 500 mL solution containing initially 0.044 mmol · L−1 of phenol. They use a 10 cm

cup-horn piezoelectric transducer operating at 35 kHz and the acoustic energy is around

40 W. The authors show that in the absence of target molecules, H2O2 is formed from a

complex mechanism initiated by the water pyrolysis presented in Equation 4.1. They also

tested four different concentrations of H2O2 ranging from 0.01 to 10 mmol · L−1 added

at the beginning of the reaction and 30 min afterwards making an overall concentration

ranging from 0.02 to 20 mmol · L−1. The authors show that in presence of H2O2, the

degradation of both molecules was enhanced although the oxidant’s concentration is

an irrelevant parameter for the BPA degradation rate when the H2O2 concentration
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exceeds the critical value whereas in the case of phenol, the reaction rate is shown to

be dependent on the oxidant concentration. This observation is justified based on the

properties of the molecules since H2O2 influences the degradation of non-volatile and

hydrophilic compounds like C6H5OH rather than volatile molecules such as BPA128,240.

If we assume that the HO radicals originate from H2O2 dissociation, we can say that at a

critical concentration, the oxidant molecules are sufficiently concentrated at the bubble

interface which, during its collapse stage will break the O O bond and the formed

radicals will react with the organic molecules in the bulk medium instead of those found

in the bubble vicinity.

It is worth mentioning that the critical hydrogen peroxide value beyond which intense

phenol degradation occurs is expected to be a strong function of the impact intensity.

Indeed, the parametric study reported in Figure 4.6 for solution 4 shows that phenol

degradation is not significant for H0 < 20 mm, which may require higher concentration

of hydrogen peroxide for a substantial reaction to occur. These results seem to point

out that the amount of H2O2 which one needs to add into the system in order to trigger

a substantial phenol degradation can be significantly reduced by increasing the intensity

of the impact. The maximum intensity of the impact being set by design parameters,

it was not possible to explore regimes of more violent collapses. The dependence of the

critical amount of hydrogen peroxide as a function of the impact intensity should be

clarified in future works in order to evaluate the real potential of the technology for this

application. Generally speaking, the results reported herein show that the plate-impact

technology allows the intensification of chemical reactions in the presence of oxidants.

4.5 Correlation between the chemical activity and the phys-

ical parameters in a mobile-bottom geometry

The mobility d of the lower piston of the reactor influences the system response to the

piston impact (recall that it enhances the activation of nuclei). In this section we test

this configuration to enhance phenol degradation.

We present in Figure 4.8a the evolution of the relative absorbance
(A − At0)

At0
as a func-

tion of the impact height H0 for d = 0 (blue experimental data, same as Figure 4.5a)

and d 6= 0 (orange experimental data) for N = 100 impacts. Both configurations share

similar features: the highest relative absorbance is recorded at H0 = 20 mm, which is

consistent with the fact that we expect to degrade phenol molecules more intensively

when increasing the impact intensity. The degradation observed when using the mobile

bottom set-up is larger although the differences are not significant. In both configura-

tions the increase of the absorbance is larger for H0 = 20 mm. For low intensities, small
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differences between the two setups are observed. The recorded absorbance increase when

d 6= 0 implying the formation of intermediates absorbing at λmax, while in the mobile

bottom set-up it seems that the presence of products absorbing at the wavelength chosen

is sufficiently important to induce a net increase of the overall mixture absorbance.
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Figure 4.8: Evolution of
(A − AM1)

AM1
as a function of H0 after N = 100 impacts in

the case of the fixed (d = 0, blue dots) and mobile (d 6= 0, orange dots) bottom
configurations.

As in the fixed-bottom configuration, we investigate the role played by the number of

impacts on the reaction when the bottom of the reactor is mobile. Figure 4.9a presents

the evolution of the relative absorbance (compared to AM1) as a function of N for

various H0. The interpretation of the results is more difficult than what was observed

when d = 0 (see Figure 4.6a). Indeed for the highest H0, the relative absorbance of the

medium oscillates between positive and negative values of the relative absorbance. We

recall that this situation is indeed possible given that reactants, intermediate products

and final products can each of them either increase or decrease the overall absorbance of

the mixture. Clearly, more sophisticated analytical techniques should be used to clarify

and quantify the degradation of phenol in the mixture. Although the changes on the

absorbance are an indicator of chemical activity in the medium, it is not possible to

quantify if the degradation of phenol is intensified by the mobile bottom setup, which

has been shown to activate a larger number of nuclei per unit volume.

As an alternative indirect measurement of the chemical activity, we plot in Figure 4.9b

the pressure difference of Ptop,0 recorded in the reactor before and after the impacts (see

also Figure 4.8a). As the initial pressure at H0 = 20 mm seems to indicate the generation

of gaseous products in a significant quantity, we can say that the reaction occurs in the

medium at a significant rate.



Chapter 4. An example of a chemical process induced by plate-impact cavitation:
phenol oxidation 93

10
0

10
1

10
2

10
3

-0.1

-0.05

0

0.05

0.1

0.15

0.2

0.25

(a)

10
0

10
1

10
2

10
3

0

1

2

3

4

(b)

Figure 4.9: (a): Evolution of
(A − At0)

At0
and (b): difference of Ptop,0 before and after

the impacts for various impact heights H0 as a function of N in logarithmic scale for
d 6= 0.

Finally, Figure 4.10a presents the role played by the concentration of hydrogen peroxide

in the medium in a mobile bottom configuration. Recall that the H2O2 concentration

increases from Solution 1 to 4. As previously, the interpretation of the results is more

difficult due to the large changes of different size between positive and negative relative

absorbance variations. Still we can conclude that there exists a critical concentration

threshold beyond which a significant reaction activity is observed. The two mixtures

in which the concentration in H2O2 is higher than ≈ 0.5 mol · L−1 behave differently

than when the hydrogen peroxide concentration is lower than this value, where the

relative absorbance does not change significantly and therefore, we can conclude that no

significant chemical activity occurs.
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Figure 4.10: (a): Variation of the relative absorbance
(A − At0)

At0
and (b): pressure

difference for the mixtures of phenol and hydrogen peroxide solutions as a function of
the number of impact N in semi- logarithmic scale for d 6= 0.
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We can also relate the results to the pressure evolution in the medium presented in

Figure 4.10b and note that for the two highest impacts, gaseous products are formed

significantly. We speculate with the fact that the oxidation of phenol is more intense

than under fixed bottom experimental conditions. These experimental studies should be

taken carefully in the sense that a more detailed analytic examination of the medium’s

composition is necessary.

Conclusion

In this chapter, we examined the effect of various parameters on the oxidation of phenol

in the presence and the absence of hydrogen peroxide. We showed that:

1. Hydroxyl radicals are not formed by simple impact of the piston on water;

2. The use of H2O2 as an oxidant is necessary when investigating the oxidation of

phenol;

3. A critical concentration of hydrogen peroxide is needed to trigger the oxidation

reaction;

4. Under the piston impacts, H2O2 is degraded;

5. The most suitable conditions to degrade phenol under the tested conditions are a

high impact height and number of impacts in a mobile bottom configuration;

Despite the recent studies concerning cavitation-based technologies applied to waste-

water treatment, researchers continue to investigate the parameters affecting the degra-

dation of organic compounds in the presence of H2O2, proving that the field of study is

far from being completely understood. In particular, the oxidation reaction of recalci-

trant molecules is highly dependent on acoustic parameters such as the frequency used

and chemical parameters like the pH of the solution, the temperature of the medium,

the concentration of the substrates, etc.245, many parameters that are awaiting us to

explore.

Perspectives

We identified that the impact intensity plays a major role on the process of phenol

degradation and the amount of hydrogen peroxide which needs to be added. Further

evolution of the experimental set-up allowing more intense impacts may be interesting
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in real applications in order to decrease the amount of oxidant which one needs to add

to carry out the reactions.

It is also important to note that we could not explore the chemical activity in conditions

where bubbles of the order of the critical bubble radius identified in Chapter 2 are present

in the system. The impact of the collapse of large bubbles on the chemical processes

taking place in the system is interesting to be further developed given that we measured

the peak pressures during the collapse of these bubbles to be of the order of tens of

MPa. The modification of the reactor geometry or the artificial injection of gas/vapor

bubbles coupled with chemical reactions is an interesting research line that should be

explored in the future. The use of an oscilloscope of a higher resolution would also be

interesting since it is capable of resolving higher pressure transients and therefore record

more accurately the peak pressures induced in the medium.

In addition to the above discussed parameters, one can inevitably say that there are still

lots of other variables which can be studied, some of which we investigated but did not

present the obtained results (for they were not conclusive) and some others which we

identified earlier (such as pH, temperature control, etc.).

Like for any other chemical reaction, we can propose to study the role played by the

liquid height H0,l presented in Figure 2.1 in Chapter 2. Lim et al. 101 investigated the

effect of liquid height in a sonochemical reactor. The authors studied the oxidation of

iodide I– into triiodide ion I –
3 . They showed that the formation yield of I –

3 was less

efficient when the volume of the solution was increased up-to 1 L and that for different

input power conditions. Accordingly, they were able to determine the optimum liquid

height/volume for different experimental conditions. The current setup should perform

well for large liquid volumes, but definite conclusions would require the design of a large

capacity experimental setup which was out of the scope of this work.

We also mentioned earlier the role that some chemical parameters can play on the

oxidation of phenol. For example, Kidak and Ince 113 studied the impact of the pH of

the solution on the degradation of C6H5OH. This parameter will influence the nature

of the molecule. Indeed, for the phenol molecule, basic pH will favor the presence of

the phenolate ion (C6H5O
–) rather than its molecular form (C6H5OH). This will affect

the behavior of the molecule since with the repulsive forces that it acquires under basic

(high) pH, phenol will stay away from the cavitation bubbles in which hydroxyl radicals

are mostly present, whereas at lower pH, molecular phenol will more easily approach

the bubble surface. This discussion is supported by the results presented in113.
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Furthermore, the initial concentration of the target molecule also plays an important

role on the efficiency of the technology101,113. The reason why we chose an initial con-

centration of phenol equal to 0.0106 mol · L−1 is because we wanted to be close from the

concentrations of the recalcitrant molecule present in discharge waters, and hence to be

able to study a possible and realistic application of our technology to water treatments.

We can also imagine many other parameters such as the solution temperature, the

saturation of the liquid by an oxidant like O2 or even O3, the reactor type, etc. and this

make the study of the piston impact/ oxidation reaction very promising. Finally, other

reaction types can also be investigated such as hydrolysis or transesterification.



Chapter 5

General conclusion and

perspectives

In this research, we characterize a new device aimed at generating cavitation by a piston

impact under controlled conditions. In particular, we clarified fundamental aspects of

the interaction between processes induced by the collapse of bubbles and small-scale

processes such as chemical reactions.

The experiments consist of the impact of a flyer on a liquid surface. The interaction

between the falling plate and the liquid bulk generates a significant pressure variation

with a multi-frequency content which is transmitted throughout the liquid. The over-

all analysis is based on quantitative measurements of the plate’s position and velocity

through high-speed camera visualizations and pressure recordings, which are possible

using transducers attached to the plate and the bottom of the reactor. Direct visu-

alizations of the liquid bulk are also used to clarify the response of bubbles after the

impact.

A characterization of the interaction between the falling plate and the liquid is first

proposed based on simple physical arguments:

• Three characteristic stages of the piston descent are defined based on the velocity

measurements : (i) the first stage, called the acceleration stage between the instant

at which the piston is released by the electro-magnet and the moment at which

the velocity reaches its maximum ; (ii) the second stage ranges from the moment

of maximal velocity until the moment of impact at which the pressure is maximal

and the gas/ vapor layer is compressed thus the name compression stage ; (iii)

the third and last stage called the rebound stage and characterized by the minimal

velocity during which the piston bounces back on the liquid surface.

97
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• The description of the piston descent is correlated to the pressure signals obtained.

It is shown that the thicker the layer existing between the piston and the liquid

column is, the lower the peak pressures are. This reveals the damping role of the

gas/vapor layer trapped between the free surface and the piston on the generated

pressures. It is evidenced through the determination of the effective polytropic co-

efficient that the compression of the gas/vapor layer is adiabatic in the acceleration

stage, while heat and mass transfer processes become relevant in the compression

stage. The results are consistent with theoretical predictions of the response of

gas/vapor mixtures as a function of the Péclet number.

• The impact time is defined as the difference between the instants when the velocity

and the pressure reach their maxima. It is also correlated to the effective polytropic

coefficient.

• It is demonstrated through the Daubechies wavelets analysis that the whole process

generates a wide range of frequencies (up-to a hundred kilo hertz) making the

technology of the plate impact very interesting to excite bubbles with various sizes

(e.g. resonances frequencies). It is also shown that the frequency of excitation is

strongly influenced by the dynamics of the gas/vapor layer and the initial amount

of vapor.

• We derive simple models that allows relating the maximal pressures generated

in the medium to the impact velocities and the characteristic frequencies to the

medium’s compressibility.

• The mobility of the piston has no significant effects on the above conclusions

despite its role played on the intensity of the rebound of the piston.

The second part of this manuscript discussed the bubble dynamic effects induced by the

impact of the piston:

• A critical radius based on the Rayleigh collapse time and the characteristic time of

pressure increase on the system is determined (around a millimeter) to differentiate

the response of bubbles according to their initial size.

• The collapse of bubbles which radii are greater than the critical radius is typically

described by two characteristic stages: (i) the primary collapse (i.e. bubble implo-

sion) and (ii) the fragmentation followed by the dynamic cluster response. This

process is shown to induce an intense turbulence that intensifies mixing.

• Small bubbles, i.e. bubbles which radii are smaller than the critical radius, are

shown to expand when tension states occur in the medium. The evolution of their

radii shows that they collapse and oscillate very rapidly.
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• Jet formation is evidenced when small bubbles collapse asymmetrically both, close

to the walls and also in the bulk liquid where the presence of surrounding bubbles

act as a source of asymmetry.

• The mobility of the bottom of the reactor is shown to play a crucial role on

the dynamic response of bubbles. Generally, bubbles larger than the critical size

implode at a different times compared to the fixed- bottom geometry. For bubbles

smaller than the critical radius, the mobility of the piston tends to increase the

strength of tension states enhancing the activation of small bubbles.

The last part of the manuscript investigates the application of the plate impact technique

to the intensification of a chemical process: the oxidation of phenol in the presence of

an oxidant molecule, hydrogen peroxide:

• Simple impacts on pure water are shown to be incapable of generating radical

species such as hydroxyl radicals responsible of the attack of organic molecules.

• The study of the stability of hydrogen peroxide solutions to piston impacts shows

that the oxidant molecule is degraded by cavitation bubbles.

• The parametric study of phenol degradation shows that in general, the higher

the impact intensity is, the higher the reaction rate and the lesser the hydrogen

threshold quantity needed to trigger the reaction are.

Although this work represents a significant advance in the investigation of the plate-

impact method as a precursor of physical phenomena and chemical processes, more

work remains to be done to thoroughly explain and extend it to practical applications.

Some possibilities are given below:

• Increasing the pressure surrounding the piston is a possibility to make the impact

more intense on the liquid just like decreasing the piston’s mass per unit surface.

• Further parametric studies can help to better understand the improvements needed

for the reactor design to better synchronize the appearance of bubbles and the

occurrence of the maximal pressure peak in order to optimize the performance of

this technology.

• The behavior of the asymmetrical bubbles should be further studied to clarify the

role of jetting and their related damaging/cleaning effects of solid surfaces.

• The effect of the nature and the design of the lower piston on the impact should

be also investigated in further detail.
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• The influence of either fresh or used water on the number of bubbles naturally

activated should be investigated as well as the optimal method to artificially inject

bubbles in the system.

• The role of the impact height on bubble population would inevitably affect the

chemical reaction and therefore it should be further clarified.

• Simpler oxidation reactions can be interesting to investigate to acquire a better

comprehension of the phenomena occurring when bubbles implode.

• To improve the analytical methods used and/or to use new methods is critical to

clearly distinguish the evolution on concentration of the various compounds gen-

erated during the reaction process. This step is critical for a better comprehension

between the presence of bubbles and the chemical activity.

• The coupling of heterogeneous catalysis is also a promising field. The addition of

a solid catalyst is considered to be very interesting since it is shown to increase

bubble population (increase nucleation sites). It might also affect the pressure

transmission to the medium.

• Other types of reactions such as hydrogenation or transesterification can also be

considered.

All of the mentioned parameters and even more can only elicit the curiosity of a re-

searcher. The work presented in this manuscript is just a beginning.







Appendix A

Piston position determination

A.1 Piston position determination

The experimental device is designed in order to record the piston’s motion and the bubble

response to its impact. Accordingly, through the images recordings of the piston, we can

determine its instantaneous position, and therefore calculate its temporal velocity and

acceleration through simple derivation. Herein, we detail the steps followed to determine

the position H through a typical example for which the impact height H0 = 16 mm and

the lower piston is fixed. Note that the recordings are of a small target attached to the

upper piston and which diameter is equal to 2.09× 10−3 mm.

Figure A.1 presents three representations of the piston position detection. In the upper

part of the figure, we present images of the target on which we annotate the position

of its lower limit (in a red circle) using the indices determined from the figures in the

middle. Indeed, these figures present the evolution of the gray level of the images as a

function of the position in pixels. Using these indices, we determine the position of the

piston which we present in the lower part of the figure. We detail the method in the

following.

We start by determining the average values of the color of the image in the y-axis

which we will call imcol. We then calculate a threshold, thresh based on the minimal

and maximal values of imcol. Then, we determine the index for which imcol > thresh.

To have a sub-millimetric resolution of the threshold value, we refer to the use of a

correction factor based on the ratio of the difference between the threshold and the grey

scale for which the index was calculated, and the grey scale at the index plus one and

index. For each image of the video recording, we define the index of the lower limit
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Figure A.1: Piston position detection method explained using a typical example for
whichH0 = 16 mm, d = 0, Ptop,0/Pvap = 1 and frame rate: 56 000 fps. (left): image of
the target, (middle): detection of the target based on its gray level, (right): position of

the piston.

of the target based on the threshold value calculated previously. Again, to get a sub-

millimetric resolution of the piston position, we resort to the use of the correction factor

introduced previously.

The last step of the position determination consists of the passage from pixels to the

characteristic size of the position. By calculating the width of the target in pixel from the

average values in the x-axis, we determine the correlation coefficient between pixels and

millimeters. Accordingly, the position is determined as the ratio between the determined

index and the coefficient.

Finally, the time is determined as the ratio between the difference between the image

number and the number of images before the trigger and the frame rate of the image

recording.



Appendix B

Examples of the evolution of

bubbles’ radii larger than the

critical radius

We present the radii evolution of various bubbles larger than the critical one in both

configurations of the experimental set-up, i.e. fixed and mobile lower piston and the

pressure variation in the medium. Note that in some cases, two bubbles appear next

to the optical access and therefore the presence in the following of two figures for a set

of experimental conditions. In addition, in some other cases several repetitions of the

same experimental conditions are presented. The figures captions resume the details.

B.1 In a fixed-bottom configuration

Comments Figures B.1 and B.2 present the evolution of the radius of large bubbles

in black as a function of time and the temporal evolution of the pressure under the piston

Ptop in red in a fixed-bottom geometry for various impact heights H0. As presented in

Chapter 3, in a fixed-bottom geometry, bubbles attached to the optical access tend to

collapse during the first pressure peak. These figures show further examples.
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Figure B.1: Temporal evolution of the pressure under the piston Ptop and the radius
of the recorded bubble for the following experimental conditions: d = 0, H0 = 10 mm.
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Figure B.2: Temporal evolution of the pressure under the piston Ptop and the radius
of the recorded bubble for the following experimental conditions: d = 0, H0 = 16 mm.

(a): first bubble; (b): second bubble.



B.2 In a mobile-bottom configuration
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Figure B.3: Temporal evolution of
the pressure under the piston Ptop and
the radius of the recorded bubble for
the following experimental conditions:

d 6= 0, H0 = 10 mm.
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Figure B.4: Temporal evolution of
the pressure under the piston Ptop and
the radius of the recorded bubble for
the following experimental conditions:

d 6= 0, H0 = 15 mm.
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Figure B.5: Temporal evolution of the pressure under the piston Ptop and the radius
of the recorded bubble for the following experimental conditions: d 6= 0, H0 = 18 mm.

Comments Figures B.3, B.4 and B.5 present some examples of the collapse of bubbles

which radii (presented in black) are larger than the critical radius. We also show the

pressure evolution under the piston Ptop. We showed in Chapter 3 through through

image recordings that in a mobile-bottom geometry, bubbles attached to the optical

access collapse during the second pressure peak which is also observable through the

examples herein.





Appendix C

Experimental procedures

C.1 Iodine solution titration

1. Prepare 250 mL of a 0.1 mol · L−1 of potassium iodide;

2. Withdraw an aliquot of 2 mL of the mixture after the desired number of impacts

N ;

3. Put the aliquot into an erlenmeyer flask;

4. Add slowly using a burette a solution of sodium sulfate of concentration 0.1 mol · L−1

prepared in a 100 mL volumetric flask;

5. When the solution starts to decolorize, add a spatula of Iotec: the solution turns

into blue;

6. Continue by adding slowly sodium sulfate until decolorization.

C.2 Phenol solution preparation before the piston impacts

The experimental protocol established to prepare the phenol-based solutions is as follows:

1. In a 200 mL volumetric flask, prepare a phenol solution with a concentration equal

to CpreparedC6H5OH = 0.011 mol · L−1;

2. Using 20 and 50 mL volumetric pipettes and a 10 mL graduated pipette, mix

131 mL of the phenol solution with 19.5 mL of distilled water in a 200 mL beaker;

3. Using a 10 mL graduated pipette, take the desired volume of hydrogen peroxide

directly from the bottle (mother solution) and put it in a 25 mL beaker;
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4. Mix both solutions just before putting them in the reactor. The total reaction

volume, Vtot is equal to 170 mL. Therefore, the concentration of phenol in the

final mixture and thus in the reactor CreactorC6H5OH is equal to

CreactorC6H5OH = 0.0082 mol · L−1; (C.1)

5. To the remaining phenol solution, i.e. V = 69 mL, add 20.5 mL of distilled water

in a 150 mL beaker in order to obtain the same dilution as in the reactant mixture

and to give a blank solution.

C.3 Hydrogen peroxide stability to piston impacts

1. In a 200 mL volumetric flask, prepare a potassium permanganate solution with a

concentration equal to 0.18 mol · L−1. This will serve to titrate the aliquots;

2. In a 200 mL beaker, prepare an aqueous solution of hydrogen peroxide of 1.123 mol · L−1

with a total volume equal to 170 mL;

3. Proceed by doing the desired number of impacts N at an impact height H0 equal

to 20 mm after putting the reactor under vacuum;

4. Withdraw a 2 mL aliquot;

5. Add 10 mL of sulfuric acid of concentration equal to 0.25 mol · L−1;

6. Proceed by titrating it using the prepared permanganate solution. The equivalence

point is reached once the violet color of permanganate persists in the medium. Note

that oxygen is formed during the reaction between permanganate and hydrogen

peroxide.

C.4 Experimental procedure for the piston impacts

C.4.1 Part One – Vacuuming the system

Once the solution Mixture 0 is prepared, the first part of the experimental protocol is

as follows:

1. Transfer the solution Mixture 0 to the reactor;

2. Set the upper piston in place after lubrification;



3. Once the piston is attached to the electro-magnet, bring it above the liquid’s

surface at a certain distance H and start the pump;

4. Open the adequate valves (not shown on Figure 2.1): the pressure starts to decrease

inside the reactor chamber. The vacuometer displays a decreasing value of Ptop,0.

This first vacuum duration is about 5 s;

5. Close the valves and set the piston to the desired value of H0;

6. Re-open the valve sand continue the vacuum for around 10 s;

7. Close the valves and stop the pump: the vacuometer displays a Ptop,0 value close

to Pvap.

C.4.2 Part Two – Sampling after the impacts

Now that the experimental set-up is ready, the second part of the experimental protocol

is as follows:

1. Start by doing N impacts at the desired impact height H0, N being the number

of impacts;

2. Bring back the piston’s position to H0 and open the valve to read Ptop,0 after N

impacts;

3. Put the reactor under atmospheric pressure and remove the piston;

4. Withdraw an aliquot of 2 mL from the bulk of the solution, set the upper piston

in place and repeat steps 3 to 7 of Part One.

5. If desired, proceed by doing another set of N impacts and repeat steps 2 to 5 as

many times as it is necessary.





Appendix D

Characterization techniques

D.1 Gas Chromatography

This analytical technique is based on the injection of a sample in a gas or liquid phase

into the instrument, i.e. gas chromatograph. The apparatus consists mainly of an

injector, a column and a detector. Figure D.1 presents a picture of the apparatus used

in the laboratory. In brief:

• The injector is used to vaporize the liquid injected mixture. In the injector, the

solution is transported by an inert gas stream called the mobile phase which passes

it into a separation tube, i.e. the column;

• The column separates the constituents of the injected mixture. It is composed of

a stationary phase with which the molecules will interact based on their affinities.

Most often, capillary columns are used in which the stationary phase coats the

walls of a small-diameter tube. Accordingly, the separation of the compounds is

based on the different strengths of interaction of the compounds with the stationary

phase.

• The detector measures the quantity of the components that exit the column and

transforms the signal into a peak with a certain height and area related to the con-

centration of each molecule. To analyze a sample with an unknown concentration,

a standard sample of known concentration is injected into the instrument. The

standard sample peak retention time (appearance time) and area are compared to

the test sample to calculate the concentration.

In this manuscript, the samples were analyzed using a Shimadzu GC-2025 equipped by

a Zebron ZB-5MSi column from Phenomenex. The stationary phase of the column is
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Figure D.1: A picture of the Gas Ghromatograph used for sample analysis.

composed of 5 % of phenyl and 95 % of dimethylpolysiloxane which makes the column

of low polarity. Helium was used as the so-called carrier gas at a flow rate equal to

70.7 mL/min. The volume of the samples injected was equal to 0.2 µL and the temper-

ature of the injector was equal to 280 ◦C which was the same as the temperature of the

detector. The detector was a Flame Ionization Detector (FID). Figure D.1 presents the

chromatograph used in the laboratory.

Figure D.2 shows an example of the peak of phenol resulting from its injection. This

latter is done automatically using an auto-injector AOC-20i purchased from Shimadzu

(see Figure D.1).

As Figure D.2 shows, the retention time of phenol is equal to 3.11 min under the experi-

mental conditions. The temperature program of the column is presented in Figure D.3.

D.2 UV-visible spectroscopy

Ultraviolet and Visible absorption spectroscopy (UV-visible spectroscopy) is based on

the measurement of the amount of light absorbed after passing through the sample, i.e.

the interaction of light with matter. The absorption measurement can be of two types,



Figure D.2: An example of the obtained phenol peak using the GC.
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Figure D.3: The temperature program used for the GC analysis.

at a particular wavelength λ or extended over the UV- Visible spectral range (200 to

800 nm). The UV-Visible light is quite energetic which is sufficient to enable electronic

transitions from lower to higher energy levels within molecules or inorganic complexes

in solution. There are single and double beam spectrophotometers.

Figure D.4 presents the apparatus used to measure the absorbance of the samples. The

apparatus is a Cary 50 UV-Vis purchased from Varian. It is a single beam spectropho-

tometer and consists of a light source, a monochromator (holographic grating), sam-

ple/reference cell, detector (two silicone diode tubes) and recorder (usually a computer,



Figure D.4: The UV-visible spectrophotometer.

not shown here). It has a wavelength range between 190 and 1100 nm and the cell was

made of quartz with a characteristic length l equal to 1 cm.

Two key measures commonly used to define or characterize absorption peaks in UV-

Visible spectra are: lambda max λmax and epsilon max εmax which are respective to

each compound. λmax corresponds to the wavelength at which the absorbance is maximal

(Amax) and εmax, the molar extinction coefficient is determined starting from standard

solutions of known concentration C for which A was recorded.

D.2.1 Standard phenol solution preparation

• In a 50 mL volumetric flask, dilute a mass of phenol equal to 0.0025 g and make

up to the mark with distilled water. This is the mother solution containing

CC6H5OH = 6.17× 10−4 mol · L−1;

• Using this solution prepare 3 solutions of C6H5OH with concentrations equal to

0.617× 10−4, 3.085× 10−4 and 4.319× 10−4 mol · L−1 in 25 mL volumetric flasks

(see Table D.1 for the withdrawn volumes Vsolution of the mother solution);



• Record their absorbance spectra and their respective absorbance AC6H5OH at the

wavelength λmax = 270 nm. The absorbance spectrum is repeated three times and

the average absorbance at λmax is calculated based on five repetitions.

CC6H5OH (10−4 mol · L−1) Vsolution (mL)

0.617 2.5

3.085 12.5

4.319 17.5

6.17 -

Table D.1: Withdrawn volumes and absorbance of standard phenol solutions.

Figure D.5 presents a typical example of the absorbance spectra (AreaC6H5OH = f(λ))

for a phenol solution which has been impacted 10 times at H0 = 16 mm and d = 0.
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Figure D.5: An absorbance spectrum of a 0.01 mol · L−1 phenol solution impacted
10 times at H0 = 16 mm and d = 0.

D.2.2 Concentration of hydrogen peroxide in the commerical solution

It is noted on the bottle that the content in hydrogen peroxide is of 30 %H2O2 by weight.

This implies that there are 30 g of H2O2, denoted m, per 100 g of solution.



The density is equal to ρmother solH2O2
= 1.11 g ·mL−1 therefore:

ρmother solH2O2
=

m

V

V =
m

ρmother solH2O2

=
100

1.11

V = 90.09 mL

The mass concentration Cm is

Cm = 100 · m
V

Cm = 100 · 30

90.09
Cm = 33.3 g of H2O2 per 100 mL solution

100 mL contain 0.979 mol of H2O2 meaning that the concentration of hydrogen peroxide

in the bottle CbottleH2O2
is equal to:

nH2O2 = C · V
CbottleH2O2

=
nH2O2

V

CbottleH2O2
=

0.979

0.1
CbottleH2O2

= 9.79 mol · L−1

Note that in general, the concentration of a specie x after dilution is calculated according

to: CiVi = CfVf .

D.2.3 Hydrogen peroxide standard solution preparation

• In a 250 mL volumetric flask, add 5 mL of H2O2 withdrawn directly from the

commercial solution using a 5 mL graduated pipette and make up to the mark

with distilled water: CH2O2
= 0.1958 mol · L−1;

• Prepare 3 solutions of H2O2 with concentrations equal to 0.006, 0.089 and 0.125 mol · L−1

in 25 mL volumetric flasks (see Table D.2 for the withdrawn volumes Vsolution of

the mother solution);

• Record their absorbance spectra and their respective absorbance AH2O2
at 270 nm.

The absorbance spectrum is repeated three times and the average absorbance at

λmax is calculated based on five repetitions.



CH2O2
(mol · L−1) Vsolution (mL)

0.006 0.751

0.089 1.502

0.125 2.253

Table D.2: Experimental conditions and absorbance of the standard hydrogen perox-
ide solutions.

D.2.4 The determination of the absorbance A

The experimental protocol to determine the absorbance of an aliquot is as follows:

1. In a 25 mL volumetric flask, put 1.6 mL of the 2 mL-aliquot using a 2 mL graduated

pipette;

2. Complete with distilled water until few drops below the volume mark;

3. Swirl to homogenize the solution;

4. Complete to the meniscus and place the stopper on the top of the flask;

5. Invert the flask three times to homogenize the solution;

6. Using a disposable pipette, withdraw couple of milliliters of the solution and put

them in the UV- visible cell;

7. Record the absorbance of the phenol molecule at 270 nm that we will call A.
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