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Abstract

Observation of the Atmospheric Boundary Layers (ABL) above the Antarctic Plateau has revealed the strongest
near-surface temperature stratifications on the Earth. A correct parametrization of the very stratified Antarctic
ABLs in General Circulation Models (GCM) is critical since they exert a strong control on the continental scale
temperature inversion, on the coastal katabatic winds and subsequently on the Southern Hemisphere circula-
tion. The previous Gewex Atmospheric Boundary Layer Studies (GABLS) highlighted that the parametrization
of the very stratified, or very stable, ABLs is one of the most critical challenge in the atmospheric modelers
community. Indeed, the turbulence and the nature of the other mixing processes are still poorly understood and
the common model’s parametrization generally fail in very stable conditions.
The aim of this PhD work is to evaluate and improve the modelling of the ABL over the Antarctic Plateau by
the Laboratoire de Météorologie Dynamique-Zoom (LMDZ) GCM, the atmospheric component of the IPSL
Earth System Model in preparation for the sixth Coupled Models Intercomparison Project. Before the model
evaluation itself, an in-depth study of the dynamics of the atmospheric surface layer and of the stable ABL over
the Antarctic Plateau is carried out from in situ measurements at Dome C. The analysis enables the first estima-
tions of the roughness length and of the surface fluxes during the polar night at this location, the characterization
of a summer nocturnal jet as well as the observation of very frequent near-surface moisture supersaturations
with respect to ice. Investigation of meteorological measurements along a 45 m tower also reveals two distinct
dynamical regimes of the stable ABL at this location. In particular, the relation between the near surface in-
version amplitude and the wind speed takes a typical ’reversed S-shape’, suggesting a system obeying with an
hysteresis. An analysis with a conceptual model shows that this is a clear illustration of a general and robust
feature of the stable ABL systems, corresponding to a ‘critical transition’ between a steady turbulent and a
steady ‘radiative’ regime.
LMDZ is then run on 1D simulations during a typical clear-sky summertime diurnal cycle in the framework of
the fourth GABLS case. Sensitivity tests to surface parameters, vertical grid and turbulent mixing parametriza-
tions are performed leading to significant improvements of the model and to a new configuration better adapted
for Antarctic conditions. 3D simulations are then carried out with the ’zooming capability’ of the horizontal
grid and with nudging. These simulations have enabled a further evaluation of the model over a full year and
extending the analysis beyond Dome C. In particular, the latter analysis sheds light on the importance of the
radiative scheme and of the surface layer scheme for the modelling of the ABL during the polar night over
the Plateau. Finally, the PhD work extents towards the modelling of the stable ABL over the other continents,
assessing how the frequently underestimated subgrid mixing of momentum and heat in stable conditions can
be compensated by a transfer of large scale kinetic energy towards turbulent kinetic energy when the flow is
slowed down by the drag of the orographic gravity waves.

keywords: Stable atmospheric boundary layers, Antarctic Plateau, Climate modelling, Physical
parametrizations





Résumé

L’observation des couches limites atmosphériques au dessus du plateau antarctique a mis en évidence les plus
fortes inversions de température proches de la surface de la planète. Bien représenter ces couches limites
extrêmes dans un modèle de circulation générale est essentiel pour simuler correctement l’inversion clima-
tologique de température au dessus du plateau, mais également pour reproduire des vents catabatiques réalistes
en aval du plateau et de surcroit, une circulation atmosphérique correcte dans l’hémisphère sud. Les conclu-
sions des précédentes "Gewex Atmospheric Boundary Layer Studies" (GABLS) ont conduit au constat que la
paramétrisation des couches limites stables dans les modèles climatiques reste un des enjeux majeurs pour la
communauté des modélisateurs. Ceci est dû au fait que la nature même des processus physiques en jeu est mal
connue mais aussi parce que les lois physiques, sur lesquelles les paramétrisations du mélange turbulent sont
fondées, ne sont pas applicables en condition très stable.
L’objectif de ces travaux de thèse est d’évaluer et d’améliorer la représentation des couches limites sur le
plateau antarctique dans le modèle français de circulation générale Laboratoire de Météorologie Dynamique-
Zoom (LMDZ), composante atmosphérique du modèle de climat IPSL. Avant l’évaluation même du modèle,
une étude approfondie de la couche limite de surface et de la structure de la couche limite stable a été conduite
à partir de l’analyse de mesures in situ au Dôme C. Il en a résulté une caractérisation de la hauteur de rugosité
aérodynamique, une estimation des flux turbulents de surface sur une année entière, la mise en évidence d’un
jet nocturne estival ainsi que la caractérisation de très fréquentes sursaturations de la vapeur d’eau par rapport
à la glace. L’analyse des mesures de température et de vent le long d’une tour de 45 m a aussi montré que la
couche limite se comporte tel un système dynamique à deux régimes distincts. La relation entre vitesse du vent
et inversion de température décrit un "S renversé", suggérant une transition de régime suivant un hystérésis.
Une étude complémentaire à partir d’un modèle conceptuel de la couche limite a révélé que ce comportement
dynamique à deux régimes est une caractéristique générale et robuste des couches limites stables, qui peuvent
transiter, selon l’intensité des forçages, d’un régime ’turbulent’ peu stable à un régime ’radiatif’ très stable et
vice et versa.
Le modèle LMDZ a ensuite été évalué en configuration 1D sur un cycle diurne d’été dans le cadre de la qua-
trième expérience GABLS. Des tests de sensibilité aux paramètres de surface et à la paramétrisation du mélange
turbulent ont été réalisés. Ils ont conduit à de nettes améliorations des performances du modèle ainsi qu’à la
mise en place d’une configuration adaptée aux conditions antarctiques. Des simulations complémentaires en
3D ont par la suite soulevé l’importance du transfert radiatif infrarouge et de la paramétrisation des flux tur-
bulents de surface pour la modélisation de la couche limite sur le plateau antarctique pendant la nuit polaire.
Enfin, les travaux de thèse ont été étendus à la modélisation des couches limites stables continentales. Les
paramétrisations locales de turbulence ont en effet tendance à sous-estimer le mélange turbulent sous-maille au
dessus des continents, en raison de la multitude et de la complexité des processus de mélange actifs. Un réflex-
ion a donc été portée sur la façon de palier ce manque de mélange, avec comme idée directrice de transférer
la perte d’énergie cinétique grande échelle perdue lors du freinage de l’écoulement par les ondes de gravité
orographiques, vers de l’énergie cinétique turbulente.

Mots clés: Couche limite atmosphérique stable, Plateau antarctique, Modélisation de l’atmosphère,
Paramétrisations physiques
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“If you’re in the Antarctica, are you upside down?”

Sam, aged 6

Vignette from La lune est blanche, E. and F. Lepage, Futuropolis editions. Courtsesy of F. Lepage





Note to the reader

This manuscript is organized around three published articles, one submitted paper and one preliminary draft
that together make up the main five chapters (chapters 3 to 7) of the thesis. All the published papers have
been reported in their accepted versions and have been inserted as a whole. Consequently, repetitions between
chapters can be noticed while reading but they are necessary for the self-consistency of each article. Each paper
is introduced with a preface, piece of the Ariadne’s thread that explains how the article fits in the structure of the
whole manuscript. A ’further comment’ section gives further insights to the presented work. Note that except
otherwise mentionned in the text, the data processing and analysis, the run and analysis of model simulations
as well as the code development in the model have been made by the author.
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Preamble

As fascinating as perilous, Antarctica is the continent of meteorological extremes. Accursed white desert, it
is the coldest, the driest, and windiest continent on Earth. Its geographical remoteness beyond the furious 50s
and a protecting sea-ice belt makes each mission in Antarctica a long haul, an adventure, a feat. Antarctica
was almost completely preserved from human activities until the first half of the 20th century, when fearless
famous explorers like the Roald Amundsen, Ernest Shackelton, Robert Falcon Scott or Sir Douglas Mawson,
braved the white continent. In the second half of the 20th century, after the Heroic Age of Antarctic Explo-
ration and its fantastic achievements in terms of geographical discoveries, improvements in the polar logistics
paved the way for more frequent missions in Antarctica. Scientists and particularly meteorologists and clima-
tologists realized that Antarctica was a goldmine for the research in glaciology and atmospheric sciences. To
saveguard the antarctic environment and at the same time, to foster research in austral region, a condominium
so-called ’The Antarctic treaty’ was ratified on December, 1st 1959 by 12 countries active in Antarctica during
the International Geophysical Year (1957-1958). This treaty made Antarctica a land of peace and science1 and
the antarctic exploration was thus far from finished. Another facet of Antarctica remained to be brought to light.

The evidence of the ozone hole in the spring Antarctic stratosphere in the late 1970’s that was then attributed to
industrial emission of ozone depleting substances, was a first alarm on the harmful impacts of human activities
on our atmosphere. Besides enhancing the amount of ultra-violet flux that reaches the earth-surface, the ozone
depletion, stemed by the Montreal protocol in 1989, was also the main driver of twentieth-century atmospheric
circulation changes in the southern hemisphere (e.g. Polvani et al., 2011).
The Vostok and then EPICA ice cores that provided time series of temperature, CO2 and CH4 over the last
800,000 y, is another major example of the recent achievments in Antarctic sciences. Probably one of the most
famous scientific findings of the last decades, it made us aware about the significance and the seriousness of the
current anthropically-induced global warming compared to the natural climate variability associated to glacial
and inter-glacial ages.
The Antarctic ice-sheet constitutes 70% of the global freshwater. In a context of global warming, assessing the
Antarctic contribution to the sea-level rise has become a subject of keen interest. Ritz et al. (2015) show that the
most probable climate scenario gives an Antarctic contribution to the sea-level rise of approximately 10 cm by
2100. However, significant uncertainties remain and other studies predict more alarming values (e.g. DeConto
and Pollard, 2016). Besides the monitoring and modelling of the glaciers discharge, the understanding and
modelling of physical processes at the interaction between the snow (or the ice) surface and the air are still
challenges for the geophysicists community. Works are still needed to constrain the processes that govern the
surface mass balance of the ice-sheet - i.e. precipitation (Genthon et al., 2009), sublimation/condensation,
melting, or blowing snow (e.g. Gallée et al., 2011 and Agosta et al., 2013) - but also to constrain the near-
surface temperature field and energy budget of the Antarctic atmosphere (Previdi et al., 2013, 2015). One
major area of work is the evaluation and improvement of climate models that perform simulations on which
the future scenarios of global warming by the International Panel for Climate Change (IPCC) are based. A
particularly striking figure in the last IPCC report (IPCC, 2013) is depicted here in Fig. 1. In most areas of the
globe, the mean 1979-2001 near-surface temperature in climate models involved in the fifth Coupled Models
Intercomparison Project (CMIP5) agrees with the Era-Interim (ERA-I) reanalyses within 2 oC, except in some
regions among which Antarctica, where biases are much larger (panel c). Last but not least, the southern icecap

1Since 1959, 41 other countries have acceded to the Treaty and 24 Non-Consultative Parties are invited to attend the Consultative
Meetings but do not participate in the decision-making.
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Figure 1: Figure 9.2 in IPCC (2013). Annual-mean surface (2 m) air temperature (oC) for the period 1980–2005. (a) Multi-
model (ensemble) mean constructed with one realization of all available models used in the CMIP5 historical experiment.
(b) Multi-model-mean bias as the difference between the CMIP5 multi-model mean and the climatology from reanalysis
of the global atmosphere and surface conditions (ERA-Interim, Dee et al., 2011). (c) Mean absolute model error with
respect to the climatology from ERA-Interim. (d) Mean inconsistency between ERA-Interim, ERA 40-year reanalysis
(ERA40) and Japanese 25-year ReAnalysis (JRA-25) products as the mean of the absolute pairwise differences between
those fields for their common period (1979–2001).

is the region where the inconsistency between the different reanalyses data-sets is largest (panel d). Antarctica is
thus currently the continent where the near-surface temperatures are the less well constrained in climate models
and reanalyses. This seems to be due to deficiencies in the modelling of clouds and of mixing processes in the
atmospheric boundary layer over the ice-sheet (Genthon et al., 2010). In the present manuscript, we undertake
a modest ’adventure’ in Antarctica to unravel the mysteries of the boundary layer in this extreme continent and
to improve its parametrization in a climate model. Dress warmly.
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Figure 1.1: Map of Antarctica. Bases mentioned in the manuscript are located with red dots.

1.1 Elements of geography, meteorology and climatology of the Antarctic

Antarctica is a continent of 14,000,000 km2 and 98 % of which is covered by ice. The mean altitude is ap-
proximately 2000 m and the ice thickess can reach more than 4000 m at some places. The continent can be
geographically divided in three regions (Fig. 1.1): the Peninsula that protrudes in the Austral ocean towards
Chile, the West and the East Antarctica separated by the Transantarctic mountains range. The Peninsula is a
’broken up’ mountain range sheltering many islands and the Larsen C ice-shelf. The West Antarctica is an ice
sheet that flows in many glaciers particularly towards the two main antarctic iceshelves: the Ronne and the
Ross ice shelves in the Weddell sea and the Ross sea respectively. The East Antarctica, that mostly consists in
a gently sloping high plateau, will be the main region of interest in this thesis.

In the global climate system, the Antarctic is a heat sink for the atmosphere. The annually averaged net ra-
diative cooling at the top of the atmosphere over the Antarctic continent (−102 W m−2, Previdi et al., 2013) is
mostly due to the relatively small amount of solar fluxes that reaches the high latitudes because of the spherical
geometry of the Earth. Positive feedbacks like the snow/ice albedo feeback help in maintaining the net radiative
heat loss in these regions. The radiative loss at the top of the atmosphere is mostly compensated by meridional
fluxes at the ’wall’ of the antarctic continent (red curves in Fig. 1.2). The main part of the ’wall flux’ consists
in a southward transport of potential energy by the mean meridional circulation and of sensible energy by the
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Figure 1.2: Climatological mean energy budget components over Antarctica over the period 2001-2010. ’TOA’ refers
to fluxes at the top of the atmosphere, ’SFC’ to fluxes at the surface and dE/dt is the energy storage over the ice-
sheet. FSFC :NET (CERES) refers to the sum of surface radiative fluxes in the CERES satellite-product (Loeb et al.,
2012) and ERA-I surface non-radiative fluxes; FSFC :NET (NCEP) is the net surface energy flux from the NCEP–NCAR
reanalysis (Kalnay et al., 1996); FWALL (residual) is the horizontal energy flux convergence calculated as a residual in
the energy budget, using TOA fluxes from CERES and surface energy fluxes and ∂E/∂t from ERA-I; and FWALL (direct)
is the horizontal energy flux convergence calculated directly from ERA-I vertically integrated northward energy fluxes.
Cullather and Bolisovich (2012) (CB12) estimates are for January and July only. NO88 refers to Nakamura and Oort
(1988). Figure from Previdi et al. (2013).

transient eddies (Genthon and Krinner, 1998). In fact, because of the strong south-north temperature gradi-
ent, the austral ocean is a region of strong baroclinic instability, leading to frequent and strong cyclones that
advect warm and moist air over Antarctica (see Fig. 1.3). The level of cyclonic activity is particularly high in
March-April and September-October, when the meridional temperature gradients are the strongest and when
the circumpolar trough is the deepest and southernmost (Van Loon, 1967; King and Turner, 1997).

The net radiative loss at the top of the atmosphere evolves with a clear seasonal cycle. It is larger (less negative)
during the summer months and weaker (more negative) during the winter months (blue curves in Fig. 1.2).
As the Antarctic atmosphere is very cold and dry and thus relatively transparent in the infrared spectrum, this
seasonal cycle is correlated with the seasonal cycle of the net radiative budget at the surface (defined positive
towards the surface). The surface radiative budget is on average negative (−16 W m−2, Previdi et al., 2013),
minimum in winter (−40 W m−2) and maximum in summer (40 W m−2). As the surface receives less radiation in
winter than in summer, the surface temperature is therefore maximum in summer and minimum in winter. Mean
surface temperatures in Antarctica mostly depend on the altitude and of the latitude of the location (Fortuin and
Oerlemans, 1990). Coldest temperatures are found in southernmost and highest regions i.e. on the high Plateau.
Mildest temperatures are found in the northernmost and coastal regions, particularly on the Peninsula. It is
worth noting that the coldest temperature on Earth was measured by the satellite Landsat in August 2010 near
Dome Argus and its values was no less than −93.8 oC. In addition to very low surface temperatures, the negative
surface radiative budget over the Antarctic ice sheets has consequences on the shape of the vertical temperature
profiles. As the snow surface has a much larger emissivity than the air, the surface temperature is often lower
than the near-surface air temperature. In these conditions, the mixing of heat, driven by turbulence (close to the
surface) and radiation leads to a vertical profile of temperature exhibiting a significant surface-based inversion
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Figure 1.3: Infrared composite satellite image of Antarctica from 1200 UTC 26 May 2010. Figure from Lazzara et al.
(2014)

in the first hundreds of meters above the ground, particularly strong in winter. Phillpot and Zillman (1970) (see
also Connolley, 1996 and Pietroni et al., 2014) show that the temperature difference between the warmest and
the coldest points of the inversion is about 25 K in winter over the high Plateau (Fig. 1.4c) and can even reach
35 K in clear-sky winter days. In fact, the antarctic temperature inversions are the strongest in the world and
they are not without consequences for the continental-scale atmospheric circulation. The negatively buoyant
near-surface air flows off the dome-shaped Antarctic icecap. Veered by Coriolis force towards ’the left’, this
flow leads to south-easterly winds around the coast of most of Antarctica (Fig. 1.5a, Schwerdtfeger and Mahrt,
1969; Parish and Bromwich, 1987, 2007). This flow has a high directional consistency (often greater than 0.8 or
0.9, King and Turner, 1997) that shapes the snow surface aligning snow-eroded forms so called ’sastrugi’ in the
direction of the streamlines (Fig. 1.5b, Mather and Miller, 1967). These inversion-induced winds over sloping
surfaces are so called ’katabatic winds’. They were first explained by Ball (1956) using a conceptual model of
a stationary two-layers flow in a channel to simulate the strong winds over the slopes of the ice-sheets. The
positive gradient of potential temperature (density) perpendicular to the slope leads to an horizontal pressure
force. The resulting force (vertical buoyancy + horizontal pressure force) parallel to the slope puts the flow into
motion until equilibrium with the Coriolis and frictional forces (Fig. 1.5c).

Furthermore, the katabatic drainage flow, once arrived at the continent’s periphery, has a powerful effect on the
cooling of the coastal water masses and on the production and distribution of sea-ice. In particular, pushing
the freshly-formed sea-ice off the coast, the katabatic winds create an open-water zone so-called ’polynia’.
Polynias are privileged regions for the atmosphere-ocean heat exchanges and they play an important role in
the formation of oceanic deep waters (Morales Maqueda et al., 2004), one major engine of the global ocean
circulation.

At the continental scale, the near-surface katabatic drainage flow deflected by the Coriolis force leads to an
anticyclonic divergent circulation. To conserve mass, this divergence implies an air supply from above, i.e.
a subsidence that induces a cyclonic circulation in the middle and upper troposphere (James, 1989; Egger,
1991). This latter cyclonic vorticity also implies the existence of a low-pressure at the center of the vortex,
leading to a pressure force that opposes the drainage flow. Without the intervention of other processes, James
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(1989) shows that the katabatic flow would be significantly and unrealistically slowed-down. To enable for
permanent strong katabatic winds, James (1989) suggests that processes must exist to export some cyclonic
vorticity towards mid-latitudes. Following the theroretical and modelling studies of Egger (1991, 1994) and
Simmonds and Law (1995) as well as observations at Mizuho Plateau (Yasunari and Kodama, 1993), King and
Turner (1997) propose that the most plausible mechanism for weakening the westerly vortex is the interaction
of the vortex with decaying high- and mid-latitude weather systems. In a nutshell, the slope winds are weak
when the meridional transport of vorticity is weak and when the polar vortex is strong (Fig. 1.5e). On the other
hand, when the transport of vorticity is intense and when the polar vortex is relatively weak, the slope winds
are vigorous (Fig. 1.5f). Note that the drainage flow is not the sole responsible for the presence of a westerly
polar vortex. The radiative cooling of the polar atmosphere drives a thermal circulation with westerly winds at
the upper levels (like in the Arctic). However, the relative importances of the drainage flow and of the radiative
cooling in the dynamics of the Antarctic polar vortex remain to be clarified (King and Turner, 1997).

It is noteworthy that the weather systems that disturb the tropospheric westerly flow are the main sources
of precipitation over the coastal regions of Antarctica. The precipitation annual rates on the coast can ex-
ceed 1000 mm w.e. y−1 and the mean precipitation rate in continental regions lower than 2500 m altitude is
303 mm w.e. y−1 (Palerme et al., 2014). However, the synoptic systems weaken as they reach the interior of
the Plateau, since the conservation of the Ertel’s potential vorticity implies a decrease in the relative vorticity
as a tropospheric cyclone goes up on a relief (Holton, 1992). Therefore, when air masses are advected from the
coast towards the Plateau, they distil their water, creating strong meridional gradient of precipitation (Genthon
et al., 2009, 2015). As such, the radiative cooling of the air leading to solid condensation and the formation
of diamond dust could be the main contributor to the total precipitation in the center of the Antarctic Plateau
(Bromwich, 1988) but further studies are still needed to ascertain this statement.

The question of the response of the Antarctic atmosphere to climate change is still an active topic of research.
The main driver of the changes in the southern-hemisphere atmospheric circulation during the second half of
the 20th century has not been the increase in greenhouse gases but the ozone depletion due to emission of
ozone-depleting species (Polvani et al., 2011; Smith et al., 2013). This latter led to a strengthened stratospheric
polar vortex (in average) and thus to a positive anomaly of the Southern Annular Mode1 (SAM). It is known
that the Antarctic troposphere has been experiencing significant changes during the last decades (Turner et al.,
2006; Steig et al., 2009). The Antarctic winter troposphere was warming in the end of the 20th century (Turner
et al., 2006) and in-situ effects like changes in cloud amount or particle size or in the radiative forcing by
greenhouse gases were suspected to explain such a change. Moreover, the near-surface air over the Western
part of Antarctica has undergone one of the strongest recent warming on Earth (Bromwich et al., 2013a), with
heating rate overpassing 0.5 K per decade at some places. This warming has multiple origins but it was mostly
attributed to the deepening of the Amundsen sea low in summer (related to the SAM phase) and to atmospheric
teleconnections with the Pacific ocean in winter (Steig et al., 2009; Bromwich et al., 2013a; Ding et al., 2011).
In contrast, the East Antarctica has experienced a slight cooling trend (Nicolas and Bromwich, 2014; Smith and
Polvani, 2017) in autumn, mostly due to the positive trend of the SAM in the last decades (and the subsequent
reduced advection of warm air over the Plateau). Interestingly, despite a significant warming in the end of the
20th century, the Antarctic Peninsula has been slightly cooling since 1998, reflecting the high natural variability
of the climate in this region (Turner et al., 2016).

1The Southern Annular Mode or Antarctic Oscillation is the leading mode of month-to-month to interannual variability in the
southern hemisphere and it can be defined as the difference of surface pressure between 40oS and 65oS (Gong and Wang, 1999;
Marshall, 2007). Positive (resp. negative) values of the SAM index correspond with stronger-(resp. weaker-)-than-average westerlies
over the mid-high latitudes and weaker (resp. stronger) westerlies at mid latitudes.
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(a) (b)

(c)

Figure 1.4: (a): 2000-2011 mean surface temperatures over Antarctica retrieved from MODIS satellite data. Figure from
(Freville et al., 2014). (b) Monthly averaged temperature profiles from radiosoundings at Dome C. Figure from Tomasi
et al. (2011). (c) Inversion strength in June-July-August retrieved from radiosoundings in several antarctic stations and
interpolated over the continent. The inversion is defined as the difference between the highest tropospheric temperature
and the surface temperature. Figure from Phillpot and Zillman (1970).
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(a) (b)

(c) (d)

(e) (f)

Figure 1.5: (a): Near-surface streamlines in the Antarctic Mesoscale Prediction System (Powers et al., 2012), based on the
meso-scale model Polar-MM5 (now Polar-WRF). Figure from (Parish and Bromwich, 2007). (b) Photograph of sastrugi
in Antarctica. Courtesy of Valentin Kremer. (c): Sketch of the Ball’s model for katabatic flows. Adapted from King
and Turner (1997) in Barral (2014). (d): Schematic illustration of the circulation induced by the Antarctic drainage
flow. Figure adapted from King and Turner (1997), after James (1989). (e) and (f): Schematic diagrams of the upper
tropospheric circulation over and around Antarctica for weak katabatic wind phase (e) and strong katabatic wind phase
(f). Figures from Yasunari and Kodama (1993).
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After this brief introduction of the Antarctic geography and climate, I now introduce the atmospheric boundary
layers over the Antarctic Plateau, starting with the definition of the atmospheric boundary layer (hereafter
ABL).

1.2 The atmospheric boundary layer over the Antarctic Plateau

1.2.1 Definition and brief phenomenology of the atmospheric boundary layer

Following the definition of Stull (1990), the ABL is defined as the lowest part of the atmosphere that is directly
influenced by the presence of the Earth’s surface and that responds to surface forcings with a time scale of
about one hour or less. Such forcings include radiative and turbulent processes affecting the transfer of heat,
momentum and moisture, the effect of terrain variations, as well as emissions of tracers and chemical species
that affect the radiative balance at the surface and within the air. Neff et al. (2008) and Anderson (2009) noticed
that in polar regions, the response to surface forcings may be much slower than one hour under very stable
conditions when turbulence is very weak and when slower processes like the divergence of infrared radiation
can be significant. Moreover, the inertial period decreases with increasing latitude, approaching 12 h near the
poles. Such very long response times will be evidenced further in the manuscript.

Over continents, the ABL often evolves with a clear and typical diurnal cycle as visible in Fig. 1.6a. During
daytime, the sun heats the surface that becomes warmer than the air above. As a consequence, convection
initiates and the convective ABL reaches a height up to 1000 − 2000 m and can be capped by cumulus clouds
(Fig. 1.6b). In the convective mixing layer, the thermal turbulence consisting in ascending plumes make the
potential temperature, momentum, moisture and other tracers very well mixed. Very close to the surface, in
the first ≈ 10 % of the ABL, the so-called ’surface layer’ is the layer where the vertical gradients of potential
temperature and wind speed are the strongest. In this layer, the turbulent fluxes are almost constant and the
vertical profiles of wind and temperarure are pseudo logarithmic (Monin and Obukhov, 1954). As the sun
sets, the longwave radiative cooling of the surface makes the ground colder than the air, leading to a stably
stratified ABL overcapped by a residual mixing layer from the previous day. The concept of static stability
in the ABL is illustrated in Fig. 1.7. In an air flow with a positive vertical gradient of density (or potential
temperature), as an air parcels is lifted up, its higher density compared to the environment gives it a negative
buoyancy making it come back to its original position (or oscillate around its initial position), and vice versa.
Stable boundary layers (hereafter SBL) can be classified depending on their dynamical regime (Mahrt, 1998a;
Grachev et al., 2005; Mauritsen and Svensson, 2007; Van Hooijdonk et al., 2015; Sun et al., 2012; Mahrt,
2014). Roughly and briefly speaking (because I will develop this aspect further in the manuscript), in a weakly
Stable Boundary Layer (wSBL), the mixing of momentum, heat, moisture and tracers is mostly ensured by
mechanical turbulence due to the wind shear. In such conditions, the vertical gradient of the turbulent kinetic
energy (TKE) is positive. Under clear-sky and very calm winds conditions, the ABL becomes very stable
(vSBL) and the strong buoyancy effects tend to damp the turbulence. As such, turbulence can almost vanish or
becomes intermittent (van de Wiel et al., 2003).

This phenomenon can give more room to other mixing processes and energy transfers like internal gravity
waves (e.g. Steeneveld et al., 2008; Zilitinkevich et al., 2009; Sun et al., 2015a), longwave radiative divergence
(Estournel and Guedalia, 1985; André and Mahrt, 1981; Garratt and Brost, 1981) or submeso-scale motions
induced turbulence (Mahrt, 2014). If the SBL becomes saturated, fog (Fig. 1.6c) or diamond dust in cold re-
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(a)

(b) (c)

Figure 1.6: (a): Sketch of the diurnal cycle of the ABL over continents at mid-latitudes. Adapted from Stull (1990) (b)
Photograph of a convective boundary layer over plains. (c): Photograph of a fog in a nocturnal stable boundary layer near
San Fransisco (by Nick Steinberg.).
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gions can form, changing the thermodynamics of the SBL system (Stull, 1990). SBLs are also often affected by
low-level jet, due for instance to inertial motions in its upper part (Blackadar, 1962; van de Wiel et al., 2010)
or to kababatic flows over sloping surfaces like over coastal regions of the Antarctic ice-sheet.

Figure 1.7: Scheme illustrating the static stability in the SBL.

SBLs are not only encountered under nocturnal con-
ditions over continents. In polar regions in winter,
i.e. during the polar night, the ABL is expected to
be permanently stably stratified because of the ab-
sence of sunlights. Unlike the temporary ’nocturnal
SBL’ insulated from the free troposphere by a resid-
ual layer, these ’long-lived’ SBL are in direct contact
with it (Zilitinkevich and Esau, 2005) making its dy-
namics influenced by tropospheric gravity waves ra-
diated from above (Zilitinkevich and Calanca, 2000;
Zilitinkevich, 2002). Moreover, SBL are also found
in regions where warm air masses are advected over
cold surfaces whatever the time of the day (Mahrt,
2017), at the western borders of the oceans (King
et al., 2007).

1.2.2 The extreme atmospheric boundary layer of the East Antarctic Plateau: focus on Dome
C

King and Turner (1997) classify the Antarctic ABL into three categories:

• the ABL over ice-shelves. As the snow surface is relatively flat and because the stratification remains
relatively moderate, the ABL over ice-shelves is comparable to the ABL at mid-latitudes (particularly in
terms of stability) except of course that the diurnal cycle is weak or absent during a large part of the year
(King, 1990; King et al., 1996; Cassano et al., 2016).

• the ABL in the katabatic zone. In the sloping escarpment and coastal regions of Antarctica, the ABL
dynamics is dominated by a katabatic regime (Van den Broeke et al., 2002). Katabatic winds are persistent
and particularly intense during the extended winter. Using in situ measurements in coatal Adélie Land,
Sorbjan et al. (1986) (see also Favier et al., 2011) evidenced a summertime diurnal cycle of the ABL
owing to a diurnal variation of the solar heating of the ice slopes. During nighttime, a stably stratified
ABL sets and it is associated to a strong katabatic flow while during daytime, a shallow mixed layer
develops but the flow remains downslope, due to synoptically slope-induced circulation towards the edge
of the continent. Kodama et al. (1985), Gallée et al. (2001) and Barral et al. (2014a) stress that the
blowing snow that is often observed inside strong katabatic flows plays a positive feedback on the flow 2.
In fact, not only the presence of snow particles in the flow but also the sublimation of particles in the dry
air coming from the higher regions of the Plateau tend to decrease the buoyancy of the flow. This in turn
accelerates the wind and enhances snow surface erosion.

• the ABL in the interior of the continent. As the surface slope over the Antarctic Plateau is more modest,

2But negative feedbacks also occur, like the decrease in turbulence intensity due to the presence of airborne snow particles and the
increase in the snow-surface roughness associated to the surface erosion (Gallée et al., 2013).
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Figure 1.8: Photograph of the Concordia station at Dome C.

winds are relatively weak and the yearly average stratification of temperature in the ABL is strong.
The vertical wind profiles show a rapid change in wind direction with an increase in height, indicating
that the ABL (or the pseudo-Ekman layer) is very shallow (Mahrt and Schwerdtfeger, 1970). Over the
Plateau, the heat budget of ABL during the extended winter mostly consists in an equilibrium between
the radiative and turbulent cooling with the heating by the large scale subsidence (van de Berg et al.,
2008).

In Antarctica, the qualifying adjective ’extreme’ for the ABL can thus refer to two different dynamical states.
One can first consider the extreme katabatic ABL in coastal regions with fierce downslope winds. The word
’extreme’ can otherwise refer to the extreme stability of the ABL over the Antarctic Plateau, associated to the
very strong temperature inversions. In the present manuscript, it is this second interpretation of the ’extreme
antarctic ABL’ that will be mostly considered.

To study the dynamics of the extreme ABL over the Antarctic Plateau, one needs an extensive dataset of
meteorological measurements. The french-italian Antarctic station Concordia (Fig. 1.8) at Dome C3. (123.2oE,
75.06oS, 3233 m a.s.l.) has an outstanding meteorological observatory that is particularly dedicated to the
study of the ABL. It makes it possible in-depth observational analyses of the ABL but also the calibration and
validation of meteorological models (see Chap. 2). In the present manuscript, I will thus focus on Dome C,
benefiting from the very precious meteorological measurements acquired there. It is thus worthy to present
some basics features of the climatology of this region and to give a brief presentation of the ABL dynamics
based on the existing litterature.

Climatological settings at Dome C

Dome C is a continental topographic dome (see Fig. 1.9), but the landscape is a white homogeneous snow
desert with no discernible slope (less than 1‰). The absence of local slope is critical because it means that no
katabatic wind can be generated locally. This makes the Dome C one of the less windy place in Antarctica
(Van den Broeke and Van Lipzig, 2003). The synoptic meteorological conditions consist most of the time in

3Dome C is particularly famous in Antarctica because it is where the EPICA (European Project for Ice Coring in Antarctica) ice-core
was drilled, leading to a climate reconstruction over the last 800,000 y.
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Dome C

Figure 1.9: Topography of the Dome C region. Adapted from Gallée et al. (2015a)

a large-scale flow (in thermal-wind balance with the orographically-induced mean temperature field, see e.g.
Van den Broeke et al., 2002) coming from southernmost regions of the Antarctic Plateau (Aristidi et al., 2005),
bringing cold and dry air. As a consequence, the sky is most of the time clear, the integrated water contents
varies from about 0.7 kg m2 in summer to 0.3 kg m2 in winter (Ricaud et al., 2015) and the total accumulation
is only 8 cm of snow per year i.e. less than 3 cm y−1 of liquid water equivalent (Genthon et al., 2015).

When depressions are sufficiently strong over the austral ocean, they can advect warm and moist air up to
the Plateau. Such sudden warming events associated with strong northerly winds, lead to a sharp increase in
temperature up to several tens of Kelvins in a few hours at Dome C (Argentini et al., 2001; Gallée and Gorodet-
skaya, 2010; Genthon et al., 2013) during a few days. These warm advections also modifiy the surface radiative
budget because they bring significant amounts of water vapour and thick clouds (Ricaud et al., 2017) of mar-
itime origin. They are also also suspected to be responsible for most of the snow falls at Dome C (Genthon
et al., 2015). Picard et al. (2016a) for instance shows that the total accumulation in 2015 can be explained by
almost one large-scale precipitation event in July. However, diamond-dust events, i.e. events of clear-sky pre-
cipitations due to radiative cooling in the saturated air mass do occur at Dome C (Ricaud et al., 2017; Schlosser
et al., 2016; Stenni et al., 2016) and they also seem to significantly contribute to the annual precipitation rate
(Schlosser et al., 2016). The issue of the occurence, of the amount, and of the type of precipitation at Dome C
is still an ongoing challenge.

Seasonality of the boundary layer at Dome C

The Dome C ABL shows a marked seasonality.

In summer (December-January-February, top row in Fig. 1.10), even though the sun remains always above the
horizon, the diurnal cycle of the zenith angle makes the net radiation Qn positive during one part of the day,
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Figure 1.10: 2011-2016 composite diurnal cycles of the seasonal ABL temperature (T , left column), wind speed (U
middle column) and surface radiative fluxes (right column) from in situ data at Dome C. For the surface radiative fluxes,
LWup and LWdn refer to the upward and downward longwave fluxes respectively, SWup and SWdn refer to the upward
and downward shortwave fluxes respectively and Qn refers to the net surface radiation towards the surface. Details on the
measurements are given in Chap. 2.

Figure 1.11: 24 h distribution of the turbulent ABL height estimated by sodar measurements (12 selected days in the
period 11 December 2011–5 February 2012). The intensity of the grey scale gives the occurrence of a certain h value at
each hour. Figure from Casasanta et al. (2014).
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and negative during the other part. Hence, the ABL evolves with a clear diurnal cycle with a convective ac-
tivity during ’daytime’ with well-mixed wind, moisture and temperature (between 0800 LT and 1700 LT) and
a nocturnal stable stratification during ’nighttime’ (Genthon et al., 2010). During the ’day-night’ transition,
the near-surface temperature becomes stratified. The wind speed decelerates below a height of ≈ 10 m (in
average) due to mechanical friction and the wind direction profile evolves like an Ekman-type spiral due to the
deflection of the flow by the Coriolis force (Mahrt and Schwerdtfeger, 1970; Rysman et al., 2016). The wind
above ≈ 10 m accelerates due to the mechanical decoupling with the surface and the subsequent alignment
of the wind direction with the pressure gradient force by inertial oscillation (see Chap. 5 and Gallée et al.,
2015b). In average, the 10 m wind speed does not vary very much during the day-night transition and it can
thus be so-called as the ’wind at crossing point’ (van de Wiel et al., 2012a). Sodar measurements at Dome C
enabled the characterization of the height of the summertime turbulent ABL (Argentini et al., 2013; Pietroni
et al., 2012; Casasanta et al., 2014). While the diurnal convective layer extents to a few hundreds of meters, the
nocturnal SBL is very shallow, and does not exceed a few tens of meters. Sodar measurements also enabled the
characterization of internal waves generated by Kelvin-Helmholtz instability at the top of the morning ABL,
during the development of convection (Petenko et al., 2016).

The summertime diurnal cycle can also be interpreted in terms of surface energy balance. Over a snow-covered
surface, the surface energy balance reads:

|SWdn | − |SWup | + |LWdn | − |LWup | − H − Le + G = 0 (1.1)

H and Le refer to the sensible and latent heat flux towards the air, G to the diffusive heat flux in the snow to-
wards the surface and LWup and LWdn refer to the upward and downward longwave fluxes respectively, SWup

and SWdn refer to the upward and downward shortwave fluxes4. At Dome C in summer, King et al. (2006)
report mean hourly values of the surface fluxes during the period 7 December 1999 - 2 February 2000 (see
Tab. 1.1). The surface energy balance mostly consists in an equilibrium between the net radiation, the snow
heat flux and the sensible heat flux, this latter being much larger (in magnitude) during daytime than during
nightime because of the strongest thermally driven turbulence in convective ABL. It is worth noting that the
latent heat flux has not been estimated in King et al. (2006) but this flux is relatively negligible compared to
the other terms of the surface energy budget. Vignon (2014) estimates it to be about 3 W m−2 at 1200 LT and
about −0.5 W m−2 at 0000 LT. However, this does not mean that the water vapour (the specific humidity) does
not exhibit a clear diurnal cycle. On one hand during daytime, there is sublimation of the snow surface leading
to sublimation-crystals at the surface (Gallet et al., 2014) and relatively high specific humidity values in the
ABL. On the other hand during nighttime, the vapour flux in the ABL is downward, condensation at the surface
occurs and it is associated to the formation of hoar crystals over the snow (Champollion et al., 2013; Gallet
et al., 2014).
Another interesting aspect evidenced in Casado et al. (2016) is the summer diurnal cycle of the water vapour
isotopes. At the first order, it seems that the near-surface vapour isotopic composition is directly influenced by
the fractionation associated to phase changes at the snow surface. For instance, the δ18O of the near-surface
vapour shows relatively lower value during nighttime and higher values during daytime (Fig. 1.12). Interest-
ingly, the near-surface vapour isotopic composition matches the one obtained by equilibrium fractionation of
the local snow, suggesting a likely local recycling of the water between the ABL and the snow surface.

4Albeit not very convenient, the different sign conventions (positive towards the surface or towards the air) for the various terms in
Eq. 1.1 have been chosen to keep consistency throughout the manuscript
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Time LT Qn G −H Qn + G − H
1200 49 ± 5 19 ± 6 −16 ± 3 14 ± 8
0000 −44 ± 4 18 ± 5 7 ± 1 −19 ± 7

Table 1.1: Mean values and estimated measurement uncertainties over the period 7 December 1999 - 2 February 2000
of the components of the surface energy balance at Dome C at 0000 and 1200 LT. Fluxes are in W m−2. H refers to the
sensible heat flux towards the air, G to the diffusive heat flux in the snow towards the surface and Qn the net radiative heat
flux towards the surface. Table from King et al. (2006).

Figure 1.12: Composite of the summer diurnal cycle of the surface temperature and of the near surface δ18O in the
near-surface water vapour at Dome C in the period 5-18 January 2015. Figure from Casado et al. (2016).

Figure 1.13: Close-up on the early July 2009 sudden warm-
ing event at Dome C in observations. Figure from (Genthon
et al., 2013)

In winter (June-July-August, see third row in
Fig. 1.10), the absence of sunlights makes the sur-
face radiative budget negative by 23 W m−2 in aver-
age. The near surface atmosphere is thus very cold
(with an averaged 3 m temperature of −63 oC) and
the ABL is almost always stably stratified. Moreover,
the prevailing weak winds (≈ 5 m s−1 at 10 m in av-
erage) leads to weak turbulence and extremely strong
near-surface temperature inversions. Genthon et al.
(2013) report temperature differences exceeding 25 K
between 40 m and 3 m.

It will be shown in the present manuscript that tem-
perature differences can even reach 30 K between 10 m and the surface, when the surface is mechanically
decoupled from the atmosphere. To my knowledge, these values are the most extreme ever observed on the
Earth. In average, the winter ABL at Dome C is very shallow, only a few tens of meters or even a few meters
deep. Of course, during the polar night, the ABL does not evolve with a diurnal cycle but it responds to slower
changes in synoptic-scale forcing. The main source of intraseasonal variability in the winter Dome C ABL is
the occurence of the aforementioned sudden warming events. During such events, the ABL becomes suddenly
warmer, moister and well mixed due to the strong mechanical (strong winds) and radiative (additional longwave
flux to the surface) forcing (see Fig. 1.13).

In spring and autumn (second and bottom row in Fig. 1.10), the ABL show an intermediate behaviour i.e. a
diurnal cycle with a shorter and shallower convective ABL. The structure of the Dome C ABL during each
season in summarized in Fig. 1.14.
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Figure 1.14: Scheme of the 24 h temporal evolution of the different layers in the Dome C ABL according to the seasons.
The height h0 is the top of the surface layer, h2 is the top of the ABL, and h1 (when present) is the top height of an
intermediate stable layer within the ABL. Figure from Ricaud et al. (2012)
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Representativity of the Dome C boundary layer at the continental scale

Because of its particular geographical location and because of the absence of local surface slope, Dome C is a
specific region of the Antarctic Plateau and the dynamics of the ABL at this place should not be hastly general-
ized to the whole antarctic continent. King et al. (2006) point out the specificity of the ABL dynamics at Dome
C. The authors made a comparison between the structure of the summertime ABL at Dome C and that at Halley
station, on the Brunt ice-shelf on the southeastern shore of the Weddell Sea at an elevation of about 30 m a.s.l.
Although Dome C and Halley lie a similar latitude and thus have similar diurnal variation of solar radiation at
the top of the atmosphere, the response of the ABL at the two locations is very different. Unlike at Halley, the
extreme coldness and dryness of the air at Dome C prevent large values of the surface latent heat flux. Subse-
quently, the Bowen ratio5 is high and the radiative loss/gain of the surface is mostly compensated by the snow
heat flux and the sensible heat flux. The relatively large surface sensible heat flux values lead to vigorous diur-
nal convection and to a very marked diurnal cycle at Dome C. Conversely at Halley, the partitioning between
latent and sensible heat fluxes leads to little available energy to drive diurnal convection and to make the ABL
evolve with a very pronounced diurnal cycle. Note also that at Halley, the weaker thermally driven turbulence
gives more room for the wind-shear to produce turbulence (see King, 1990; King and Anderson, 1994; King
et al., 1996; Rodrigo and Anderson, 2013 for further studies of the ABL at Halley). King et al. (2006) further
support that Dome C and the surrounding region is one of Antarctic regions the most prone to summertime
diurnal convection and to large diurnal cycle. In fact, moving north from Dome C, the temperature and the
air moisture content will generally be higher than at that station implying lower Bowen ratio and less available
sensible energy to drive convection. Moreover, moving south from Dome C, the diurnal cycle in SWdn (and
thus Qn) becomes smaller leading to a weaker diurnal cycle of the ABL. This point was actually confirmed by
observations at South Pole (Neff et al., 2008) and Dome A (Zhou et al., 2009).
In agreement with King et al. (2006), it was further shown that the summertime ABL at Kohnen station has a
behavior that can be somewhat qualified as intermediary between that at Dome and that at Halley (Van As et al.,
2006). Kohnen is located in Dronning Maud Land, at 2892 m altitude on the Plateau, at the same latitude as
Dome C and Halley, but the terrain is gently sloping. During ’nighttime’, the surface radiative cooling leads to
a SBL in which a katabatically driven low-level jet develops and peaks at an altitude between 20 and 70 m. This
jet is probably affected or partly induced by an inertial oscillation in the frictionless layer (Van As and Van den
Broeke, 2006). During daytime, a shallow convective ABL develops, extending up to 70 m.
For further comparison, at the South Pole, the summertime ABL is most of the time stable because the infrared
radiative loss of the surface exceeds the gain from the incident solar radiation. However, in cloudy conditions,
the surface radiative budget can turn positive and convection initiates (Neff et al., 2008). Surprisingly, Hudson
and Brandt (2005) also point out that at the South Pole, the median of the winter near-surface inversion is not
maximum at weakest wind speeds as one may expect because of the very reduced vertical mixing. It is actually
minimum for wind speeds between 3 and 5 m s−1 (see Fig. 1.15). Hudson and Brandt (2005) support that this
feature is due to a feedback of the inversion on the wind speed. In fact, the presence of an inversion over gently
sloping terrain forces a wind through a local thermal wind effect. Hudson and Brandt (2005) further suggest
that ’near the tops of the domes of the plateau, where the surface slope is approximately zero and an inversion
therefore cannot create a wind, stronger inversions may be possible under weak synoptic pressure gradients’.
This is exactly what I will present in Chap. 4 at Dome C and this is also what it has been observed over the flat
Ross ice-shelf in Cassano et al. (2016); Wille et al. (2016).

5The Bowen ratio is the ratio between the sensible and the latent heat flux (Stull, 1990)
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Figure 1.15: Median inversion strength (dark line) in the 2 to 22 m layer as a function of wind speed in winter at South
Pole; lighter lines are the 10th and 90th percentiles. The lower panel shows the number of observations in each bin of
width 0.1 m s−1 . Figure from Hudson and Brandt (2005)

Finally, Dome C is a particular location in Antarctica where the most stable and the most convective ABL
are likely to occur. The range of static stability experienced by the ABL at Dome C very likely encompasses
that encountered over most of the Antarctic continent. Moreover, the range of stable stratification encountered
at Dome C is probably one of the widest on Earth. This feature and the extreme flatness of the landscape
make Dome C an outstanding ’life-size’ laboratory for ABL studies, and particularly, for the study of the very
stratified atmospheric flows. However, the absence of local slope at Dome C prevents from fully generalizing
the results to escarpment and coastal regions. Indeed, a thorough climate model evaluation of the Antarctic
ABL should also particularly consider coastal regions affected by frequent and strong katabatic winds.

1.3 Challenging the modelling of very stable boundary layers over the Antarc-
tic Plateau

As katabatic winds are directly influenced by the buoyancy of the flow and thus by the temperature inversion
over the Plateau, the representation of the ABL over the Antarctic Plateau in a climate model is expected to be
critical for the modelling of the Antarctic atmospheric circulation and climate. King and Connolley (1997) ev-
idenced significant overestimations of the surface sensible heat flux over East-Antarctica in the UK Met Office
Unified Climate Model compared to observations, particularly in very stable conditions. This was attributed to
the surface fluxes parametrization that tends to overestimate the mixing in stable conditions. King et al. (2001)
show that when using surface and ABL turbulent mixing parametrizations that account for a sharper decrease
in turbulence intensity with increasing stability, the reduced downward heat flux results in a widespread cooling
over Antarctica, causing a significant increase in the near surface buoyancy and subsequently, in the strength
of the coastal katabatic winds. In a coupled model, King et al. (2001) further expect that such a sensitivity
could make the production of sea-ice and ocean bottom water significantly dependent upon the choice of the
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ABL pararametrization over the Antarctic continent. More recently, Freville et al. (2014) evidenced a signifi-
cant warm bias at the surface of the Antarctic Plateau in the ERA-I reanalyses with respect to MODIS satellite
data and in situ observational data. This bias was also suspected to be due to deficiencies in the parametriza-
tion of the surface sensible heat flux in the European Center for Medium-Range Weather Forecasts (hereafter
ECMWF) model. Such biases in the reanalyses prevent correct reconstruction of the surface Antarctic tempera-
ture using reanalyses because of the potentially spurious trends in the Antarctic region (Nicolas and Bromwich,
2014; Smith and Polvani, 2017). Still in terms of antarctic surface temperature, a large intermodel spread is
present among climate models involved in CMIP5 and this prevents from making very reliable Antarctic surface
temperature reconstructions or future scenarios based on simulations (Smith and Polvani, 2017). In addition, a
correct modelling of ABL processes over the Antarctic Plateau is critical for climate studies using numerical
models with stable water isotopes (e.g. Joussaume et al., 1984; Risi et al., 2010; Stenni et al., 2016) or for
model studies of chemical processes and transport near the snow-surface of the continent (e.g. Anderson and
Neff , 2009; Gallée et al., 2015a).

However, over the Antarctic Plateau, climate models have particularly to deal with the delicate treatment of the
turbulent mixing parametrization of the extremely stable ABL6, which is currently one of the major issue that
is facing the climate modeler’s community.

1.3.1 Current issues related to the parametrization of very stable boundary layers in large
scale atmospheric models

The titles ’Stratified Atmospheric Boundary Layers and Breakdown of Models’ of the article by Mahrt (1998b),
or ’Why is it so difficult to represent stably stratified conditions in numerical weather prediction models?’
by Sandu et al. (2013) or also ’Stable Atmospheric Boundary Layers and Diurnal Cycles: Challenges for
Weather and Climate Models’ by Holtslag et al. (2013) are explicit statements to express the disarray of
the modeler’s community facing the treatment of SBL in the meteorological models. Beyond Antarctica,
the modelling of the SBL over continents is critical for many aspects and particularly for societal reasons.

Figure 1.16: Photograph or the air pollution trapped in the
inversion layer above Grenoble, France.

Baas et al. (2009) stresses that since most human ac-
tivities take place close to the surface, reliable fore-
casts of near-surface weather (and climate) in the
SBL are crucial. Concrete examples are the fore-
cast of the fog that is extremely important for the
air and road traffics and the forecast of air pollu-
tion events because the smog can be trapped near the
surface, within the inversion layer (see Fig. 1.16).
Societal concerns also encompass the energy pro-
duction using wind turbines or the forecast of cold
spell and frost events that can devastate cultiva-
tions.

In addition, correct modelling of the SBL by climate and meteorological models is critical for comprehending
the impacts of the global warming. McNider et al. (2012) show that climate models generally do not replicate
the observed decrease in diurnal temperature range over continents during the last century, this latter being

6in addition to the blowing snow issue for instance, see Gallée et al. (2001).



26

largely due to the rising of the minimum nocturnal temperatures. In fact, the SBL responds non-linearly with
changes in external forcings, like the radiative forcing related to the greenhouse gas concentration (Walters
et al., 2007). Accounting for such non-linearities is particularly critical in the Artic regions. In fact, the arctic
SBL mixing governs the efficiency by which the thermal signal associated to the additional amount of radiative
energy at the surface is ’diluted’ to higher levels or confined to the surface, amplifying or diminishing the arctic
amplification process (Bintanja et al., 2012).

The current difficulty of modelling the SBL in meteorological models lies on four aspects of different na-
ture:

• First, the physical understanding of the processes in action in the SBL and that actually participate to the
mixing (Mahrt, 1998b, 2014). Indeed, as stability increases, the mixing is no longer governed by local
and quasi-isotropic turbulence and several processes with different temporal and spatial scales merge like
internal waves (e.g. Sun et al., 2015a), sub-meso motions (e.g. Mahrt, 2014), intermittent bursts (e.g.
van de Wiel et al., 2003), radiative divergence (e.g. Garratt and Brost, 1981), fog (e.g. Duynkerke, 1999)
as well as the interaction with the soil (Bosveld et al., 2014a) and the free atmosphere (Zilitinkevich and
Calanca, 2000; Zilitinkevich, 2002).

• The failure of the common sub-grid parametrizations of mixing. The first reason for this failure is that
parametrizations should handle the multitude of processes mentioned here above, which is all but an easy
task. In large-scale models, only a subset of processes are parametrized (like local turbulence, convective
plumes and radiation) and the other are accounted for with additional tuned parameters. In addition,
turbulence parametrizations in models are often based on the Monin-Obukhov (Monin and Obukhov,
1954) similarity theory of its extended version to the SBL from Nieuwtsadt (1984) (see Chapter 2).
However, the similarity laws are no longer valid in very stable ABL because the turbulence is weak and
non-stationary. Even more elaborated turbulence parametrizations like those based on 1.5 order turbulent
closures (see Chap. 2) have been shown to be physically inconsistent in stable stratifications, mostly
because thery are often based on the Kolmogorov’s theory (Kolmogorov, 1941). This latter implies a
constant turbulent Prandlt number 7 whatever the stability (Zilitinkevich et al., 2013) and a turbulent
dissipation proportional to the TKE at the power −3/2. Both assumptions become wrong in very stable
conditions (see e.g. Zilitinkevich et al., 2007a; Anderson, 2009; Grachev et al., 2013 for details).

• The implementation and adaptation of the physical parametrizations in models. In fact, beyond the
parametrizations themselves, the quality of the ABL modelling depends on the structure and resolution
of the model, on the way the parametrizations are numerically treated and constrained by the model’s
timestep. The frequent shallowness of the SBL requiers a fine vertical resolution in the low atmosphere
and the importance of the ground heat flux in the surface energy budget also requiers a fine resolution
in the soil (Steeneveld et al., 2006). The discretization type of the vertical grid also plays a role in the
quality of the representation of the turbulent diffusion (Holdaway et al., 2013) as well as the numerical
stability of the surface–atmosphere coupling (Beljaars et al., 2017).

• The tuning strategy in large scale models (Hourdin et al., 2017). This tuning often aims to reach large-
scale targets sometimes regardless of the SBL representation.

In large scale atmospheric models, turbulence in the SBL is often ’boosted’ by setting a minimum mixing
length of using long-tail stability functions for the turbulent mixing coefficient that maintain a minimum level

7Ratio between turbulent viscosity and turbulent diffusivity, see Chap. 2
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Figure 1.17: Difference in 2 m temperature (in K) averaged over January 1996 between simulations with two different
stability functions in the ECMWF model (2011 version). Figure from Holtslag et al. (2013).

of mixing in very stable conditions (Holtslag et al., 2013; Sandu et al., 2013, see Chapter 2 for details). These
enhanced mixing formulations are used to account for non-parametrized subgrid mixing processes, to prevent
from unrealistic runaway surface cooling due to surface-atmosphere mechanical decouplings or to provide suf-
ficient surface drag and cyclone filling in numerical weather prediction models. However these formulations
can substantially deteriorate the structure of the SBL.

Because mixing parametrization are not physically constrained enough and tuning-dependent, meteorological
models are nowadays very sensitive to the SBL parametrization. Viterbo et al. (1999), Sandu et al. (2013) and
Holtslag et al. (2013) showed that slightly changing the stability functions (stratification dependence) of the
turbulent mixing coefficient in the ECMWF model leads to very different mean winter temperatures at 2 m over
continents (see Fig. 1.17), particularly at high latitudes.

To make a critical and comprehensive evaluation of the representation of SBL processes in regional and large-
scales atmospheric models, model intercomparison studies have been organised within the GEWEX8 Atmo-
spheric Boundary Layer Study (GABLS) framework (Holtslag, 2006; Holtslag et al., 2011). Hitherto, three
GABLS exercises have been completed. They consisted in the evaluation of single column models compar-
ing with Large Eddy Simulations (herafter LES) and/or in situ observations. These three exercises can be
summarized as follows:

1. GABLS1 is an idealized Arctic case with an academic set-up (idealized large-scale forcings, prescribed
surface temperature, no radiation, constant geostrophic wind of 8 m s−1) over an homogeneous iced sur-
face (Cuxart et al., 2006). This case corresponds to a weakly SBL with a bulk Richardson number
over the whole SBL around 0.25. As the various LES involved are consistent with each other (Beare
et al., 2006), they can serve as suitable references for 1D models. However, the single column model
simulations (19) show a significant inter-model spread. Models with enhanced mixing formulations (par-
ticularly numerical weather prediction models) tend to show too strong surface drag, too deep SBL,

8The Global Energy and Water Cycle Exchanges Project (GEWEX) is a programme of research, observations, and science activities
in the framework of the World Research Climate Program. It focuses on the atmospheric, terrestrial, radiative, hydrological, cou-
pled processes, and interactions that determine the global and regional hydrological cycle, radiation and energy transitions, and their
involvement in climate change. (http://www.gewex.org/)

http://www.gewex.org/
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Figure 1.18: Results of GABLS1 single column models simulations. Red lines refer to numerical weather prediction
models, blue lines to climate models and black lines to LES. Figure from Holtslag et al. (2013), adapted from Cuxart
et al. (2006); Svensson and Holtslag (2009); Beare et al. (2006).

excessive erosion of the low-level jet and a underestimation of the turning of wind with an increase in
height (Fig. 1.18), leading to an overestimated cross-isobaric flux or ’Ekman pumping’ (Svensson and
Holtslag, 2009).

2. The GABLS2 benchmark case is based on observations from Kansas, USA, during the Cooperative
Atmosphere-Surface Exchange Study 1999 (CASES-99, Poulos et al., 2002). The experiment consists in
a simulation of a well-marked diurnal cycle with idealized forcings, no radiation, and prescribed surface
temperature. The most striking result is the underestimation of the amplitude of the diurnal cycle of
the near surface temperature and wind speed in simulations compared to observations. Moreover, the
increase of the sensible heat flux and the growth rate of the ABL height during the morning transition are
too weak. It also appears that the 1.5 order closure schemes performs slightly better than the first-order
turbulence scheme in the nocturnal SBL (Svensson et al., 2011).

3. The GABLS3 exercise adresses the issues of large scale forcings, interaction with the surface and direct
evaluation of models with observations. It focuses on a realistic (i.e. with realistic forcings) diurnal
cycle at Cabauw, The Netherlands, with a more stable nocturnal ABL compared to the previous cases.
Single column models run with their full physical package e.g. including coupling with land-surface
models and radiative processes (Bosveld et al., 2014a,b). Using innovative process diagrams, Bosveld
et al. (2014b) show that the differences in thermal coupling to the land-surface explain most of the inter-
model difference in 2 m temperature. In addition, models with strong turbulent mixing overestimate the
nocturnal ABL height and underestimate the speed of the nocturnal jet.
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1.3.2 The GABLS4 project

The three first GABLS exercises have enabled an in-depth evaluation of single column models on more and
more realistic and more and more stable cases. Holtslag et al. (2013) stresses that under strongly stable strat-
ifications, one recurrent problem is that meteorological models still struggle to adjust correctly their mixing
parametrization to avoid either too excessive mixing and too deep SBL or surface-atmosphere decouplings and
runaway surface cooling. Modelers thus need to set the ’right dose’ of turbulent mixing in stable condition. In
addition, diurnal and nocturnal transition are still poorly simulated.
At the instigation of international centers of meteorological modelling, a fourth GABLS exercise was requested
in 2013. The GABLS4 exercise (still in process as I am writting the manuscript) is steered by Eric Bazile, Fleur
Couvreux and Patrick Lemoigne (CNRM-GAME, Toulouse). Because of its rich meteorological observatory
and the well marked summertime diurnal cycle with very stable nocturnal ABL, the Dome C site was chosen
for GABLS4. The choice of the 2 days period for the experiment was not easy. The golden two days should
respect certain conditions like a very clear sky, good-quality in situ data and moderate wind. After a careful
analysis of the Dome C data, Hélène Barral (LGGE, Grenoble, France) and Olivier Traullé (CNRM-GAME,
Toulouse, France) chose the period 11-12 December 2009. These two days are also included in the period of
the CONCORDIASI campaign (Rabier et al., 2010) during which radiosoundings were launched twice a day
at Dome C.

The GABLS4 exercise has been officially launched in July 2014 (Bazile et al., 2014). It is divided in 4 stages
(Bazile et al., 2015a,b):

1. Stage 0: Offline land-surface (snow) models are run during the first 15 days of December 2009, forced
by near-surface air observations.

2. Stage 1: Single column models are run during 36 hours (from 11 December 2009, 0800 LT to 12 Decem-
ber 2009, 2000 LT) with their own physics and in interaction with the land-surface models.

3. Stage 2: Single column models and LES are run during the same 36 hours but surface temperature is
prescribed.

4. Stage 3: Similar to stage 2 but models are run without radiation and moisture and large scale forcings are
simplified.

In stages 1 and 2, single column models and LES are laterally forced with a realistic geostrophic wind and
with advections of temperature and humidity. These forcings were determined from a simulation run with
the limited-area model AROME with a 2.5 km horizontal resolution and laterally forced by a 4DVAR re-
analysis performed with the ARPEGE GCM using local radiosoundings at 0800 and 2000 LT. The advection
terms and the geostrophic wind are retrieved from a diagnostics over a 10 km region centered on Dome C.
Initial atmospheric temperature, specific humidity and wind profiles are smoothed profiles from the Dome C
radiosoundings. Initial snow temperatures are provided by numerical simulations performed with the CRO-
CUS model (Vionnet et al., 2012). Further details on the GABLS4 set-up can be found on the website
http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/GABLS4.html’.

A first GABLS4 workshop was organized in May 2015. Its conclusions particularly recommendeded new simu-
lations with more adapted surface parameters (roughness lengths, albedo and snow thermal inertia) and vertical
grid (a ’fourth’ stage). Albeit not finished yet, the GABLS4 exercise is already a success with the international
participation of 16 single column models, 9 LES and 7 land-surface models. First results show a reasonable

http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/GABLS4.html'
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convergence of single column models once the surface parameters and the vertical grid are prescribed (Bazile
et al., 2016; Bazile, 2017). This aspect will be thoroughly detailed for one particular model in Chap. 5. More
striking is that unlike the previous GABLS exercises, LES results do not converge (in terms of horizontal dis-
tributions and spectra, see Couvreux, 2017). As a consequence, LES can not be considered as benchmarks for
this case. Further details about the first achievments of GABLS4 can be found in Bazile (2017) and Couvreux
(2017) and they will be presented in upcoming papers.

1.3.3 Improving the parametrization of the Antarctic boundary layers in the LMDZ general
circulation model for the sixth CMIP experiment

The Laboratoire de Météorologie Dynamique Zoom (LMDZ) general circulation model (GCM) (Hourdin et al.,
2006, 2013a,b) is the atmospheric component of the Institut Pierre Simon Laplace (IPSL) Earth-system model
(IPSL-CM5) used for climate studies and climate change projections. This model has been particularly involved
in CMIP, the standard experimental protocol for studying the outputs of coupled atmosphere-ocean models on
which the IPCC reports are based.

Albeit mostly developed for tropical and mid-latitudes regions, Krinner et al. (1997) began to evaluate the
LMDZ model over Antarctica. The LMDZ model was then used for Antarctic purposes in studies on surface
mass balance issues (Krinner and Genthon, 1997; Genthon et al., 2003, 2009; Krinner et al., 2007; Agosta
et al., 2013), on the oceanic forcing on the Antarctic climate (Krinner et al., 2008, 2014) and on the transport
of chemical species at high southern latitudes (Cosme et al., 2002, 2005). As the intraseasonal variability over
the Antarctic Plateau is dominated by intrusions of synoptic cyclones and because these cyclones originate
from 60oS and lower latitudes, Genthon et al. (2002) particularly showed that nudging LMDZ at the Antarctic
periphery with meteorological reanalyses significantly improves the representation of the climate over the con-
tinent, and notably, at Dome C.
However, none of the aforementioned studies have compared the model to in situ observations in the Antarctic
ABL. Except for surface temperature and surface mass balance, the ability of LMDZ in simulating the near-
surface Antarctic climate in terms of ABL processes thus remains unknown.
During the three years of my PhD, the sixth version of LMDZ model (LMDZ6) was in a preparatory phase
for the sixth CMIP (CMIP6) experiment. This preparation consisted in the setting of a higher-resolution grid,
in the development and/or implementation of new physical parametrizations (like the radiative scheme and
non-orographic gravity waves), in improvements of the existing parametrizations (like clouds), in an ’harmo-
nization’ of the ensemble of parametrizations and in a tuning phase. This latter phase aims to achieve desired
properties and/or to respect large scale constraints like the global top-of-the-atmosphere radiation balance or the
intensity of the thermo-haline circulation in the coupled model for instance. To optimize the evaluation of the
model during its preparation, several axes of research were defined with their own processes/regions to analyse
the simulations. I was particularly involved in the axis ’Polar regions’, supervised by Jean-Baptiste Madeleine
from LMD, that aimed to improve LMDZ over polar regions before the sixth CMIP exercise. Further details
on the setting of LMDZ6 can be found in Hourdin (2017).
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1.4 Objectives, research strategy and outline of the manuscript

As the Antarctic ABL exerts a significant control on the climate over the ice-sheet and on the Southern-
Hemisphere circulation, to have a correct antarctic ABL in the new LMDZ6 GCM is crucial. However in
2014, LMDZ had never been involved in a GABLS exercice, and considering the difficulty in representing the
very stable ABL in meteorological models, an evaluation of the extreme antarctic ABL and more generally of
the SBL over continent in LMDZ was urgently needed. Fortunately, the timing of GABLS4 coincided well
with that of the preparation of LMDZ6. To make LMDZ involved in GABLS4 was the first motivation of my
PhD work, following the approach of the french DEPHY (’DEveloppement de la PHYsique’) consortium, that
defines strategies and working methodologies to develop and adapt physical parametrizations in french mete-
orological models. However, to start the evaluation of LMDZ blindly - i.e. with missing or unreliable in situ
data to compare the model with and without having identified and explained the main physical features of the
Dome C ABL from observations - would have been meaningless. Hence, the objective of the present work is
two fold: to improve our understanding of the dynamical behaviour of the ABL at Dome C using in situ
observations at Concordia station and to evaluate and improve the LMDZ GCM for CMIP6 in terms of
near-surface Antarctic climate and parametrization of the SBL. More specifically, the present manuscript
aims to answer the following questions:

• Question 1: Which are the critical variables and which ones are missing in the Dome C observational
dataset for the evaluation of models in the ABL over the Antarctic Plateau?

• Question 2: Which are the key governing processes that determine the structure of the SBL over the
Antarctic Plateau and that need to be simulated in climate models?

• Question 3: What is the ability of LMDZ in simulating the ABL over the Antarctic Plateau, how does it
compare with other climate models and which changes in physical parametrizations are needed?

• Question 4: To what extent the conclusions about the modelling of the SBL at Dome C can be extended
to the other continents?

• Question 5: Among the suggested changes in the model’s physics, which ones are appropriate for the
new version of LMDZ and eventually for other climate models?

The present work builds on previous observational and modelling studies at Dome C, particularly those pre-
sented in Genthon et al. (2010, 2013) and Barral et al. (2014b) and those from the PhD of Hélène Barral
(Barral, 2014).
Hereinafter, I will present ’observational’ works before ’modelling’ works but the reader must know that I
spent my three years of PhD juggling with observational data and models (numerical i.e. LMDZ as well as
conceptual models). In fact, observations challenge models until agreement but also the analysis of model sim-
ulations can suggest failures in measurements or reveals the need of new observational data or analysis methods.

The present manuscript has been structured as follows. Chap. 2 presents the meteorological observatory at
Dome C and the relevant physical parametrizations of the LMDZ GCM for modelling the ABL. Chap. 3
characterizes the atmospheric surface layer at Dome C using in situ observations giving recommendations
to atmospheric models. Chap. 4 evidences the two-regime behaviour of the dynamics of the SBL at Dome C
from observations. A conceptual model further shows that this behaviour is a robust feature of the SBL over flat
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surfaces and which needs to be represented in climate models. Chap. 5 presents the first evaluation of LMDZ
on the representation of the ABL at Dome C using 1D GABLS4 simulations. Chap. 6 extends the LMDZ
evaluation over the Antarctic Plateau with the analysis of 3D simulations over a full year. Chap. 7 then presents
a more general reflexion about the parametrization of SBL processes over continents, exploring the contribution
of the orographic gravity waves to the sub-grid turbulent mixing. Chap. 8 closes the manuscript summarizing
the results and the changes in the LMDZ model and giving prospects for the study and the observation of the
Antarctic ABL as well as for further model studies and developments.
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Observing and modelling the boundary layer over the Antarctic Plateau
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Figure 2.1: Satellite view of the Concordia station. Details about legends are in the text. Source: Google map

2.1 Observation of the boundary-layer over the Antarctic Plateau: the CALVA
program at Dome C

In 2008, the program entitled ’Antarctic field data for CALibration and VAlidation of meteorological and
climate models and satellite retrievals, Antarctic Coast to Dome C’ or ’CALVA’ program1, was launched thanks
to an initiative of C. Genthon and the logistical support of the french polar institute IPEV (program 1013). It
consists in the deployment, maintenance and analysis of automatic autonomous meteorological instruments as
well as specific campaigns at the French-Italian station Concordia at Dome C and in Adélie Land. The aim of
this program is two fold: to improve our knowledge of the physical processes that are important for the surface
mass balance of the ice-sheet, particularly those in the ABL, and to calibrate and validate climate models
and satellite data processing algorithms. Between December 2014 and February 2015, I was involved in the
summertime field campaign to service existing CALVA instruments and to deploy new measurement systems at
Dome C and in Adélie Land. Details about my work on the field will be given in the following sections.

2.1.1 Wind, temperature and moisture measurements

Since 2008, wind, temperature and moisture are measured at 6 levels along a 45 m tower (so called ’Boundary-
Layer Dome C’ or ’BLDC’) instrumented facing the dominant wind direction (Fig. 2.2a). The tower is located
at about 1 km to the west of the main buildings of Concordia station. Wind measurements are performed with
Young 05103 and Young 05106 aerovanes (Fig. 2.2b). Note that the grease was removed from the bearings of
the Young 05106 to allow for measurements at very low temperatures (the cold grease has a high viscosity).
Initially, thermohygrometers Campbell Scientific HMP45C in naturally ventilated shields were also deployed.
However, Genthon et al. (2011) showed that atmospheric temperature measurements made on the Antarctic
Plateau with thermistors in classical naturally ventilated radiation shields (multiplate ’Gill’, recommended by

1http://pp.ige-grenoble.fr/pageperso/genthonc/SiteCALVA/

http://pp.ige-grenoble.fr/pageperso/genthonc/SiteCALVA/
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(a)

(b) (c) (d)

(e)

Figure 2.2: (a): Photograph of the 45 m tower at Dome C (BLDC system). Courtesy of François Lepage. (b): Photograph
of a Young 05103 aerovane. (c) Photograph of a HMP155 thermohygrometer in a mechanically ventilated shield. (d)
Photograph of an Applied Technology Sat 3Sx (Atec) sonic thermo-anemometer. (e): Photograph of the 2.5 m system
(SBLC).
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Instrument Type Quantity Heights (m) Range Accuracy
HMP155 PT100 platinium thermistor T 0.5,0.9,1.9,2.6,10.0,17.2,24.7,32.0,41.2 [−80 −20 oC] up to ±0.35oC at −50oC

HUMICAP180R capacitive sensor RHl 0.5,0.9,1.9,2.6,10.0,17.2,24.7,32.0,41.2 [0 100%] 2.4% at −40 oC
Young 05103, 05106 four-blade propeller aerovane U 1.4,2.4,3.1,8.6,17.8,25.2,32.5,40.9 [0 355 m s−1] ±0.3 m s−1, ST: 1 m s−1

four-blade propeller aerovane dir 1.4,2.4,3.1,8.6,17.8,25.2,32.5,40.9 [0 355o] ±3o

Table 2.1: Characteristics of the instruments deployed at Dome C in the summer 2014-15 in the framework of the CALVA
program. Measurement heights are given for the 01/01/2015. Accuracy and measurement ranges are those given by the
manufacturer. T , RHl , U and dir refer to the temperature, the relative humidity with respect to liquid, the wind speed and
the wind direction respectively. ST refers to the ’starting threshold’ of the aerovane.

the World Meteorological Organization) are significantly warm-biased (Fig. 2.3). In fact, because of the high
albedo of the snow-surface at Dome C, the classical shields can not protect thermometers from the solar heating
coming from ’below’. Temperature biases could even reach 10 K in summer in weak wind speed conditions.
Moreover, HMP45C have a temperature measurement range that does not extend below −40oC. In the early
2009, PT100 solid-state thermistors (with a wider temperature range) in mechanically ventilated shields were
thus deployed and their measurements were free of radiation biases. To enable for unbiased measurements of
both temperature and humidity, the sensors in the mechanically ventilated shields were progressively replaced
by HMP155 thermohygrometers (PT100 thermometer combined with a Vaisala HUMICAP 180 capacitive rela-
tive humidity sensor), the original PT100 were moved at interlevels. This manipulation ended in January 2011.

Figure 2.3: Temperature reports at Dome C in the end of 2009. Black (resp. red)
refers to measurements at 3.5 m with a PT100 thermometer in a mechanically (resp.
naturally) ventilated shield. Green line refers to measurements with a sonic thermo-
anemometer at 8.4 m. Figure adapted from Genthon et al. (2011).

In 2012, in a bid to sample
the first meters of the ABL, a
2.5 m mast (so called ’Shallow
Boundary-Layer Dome C’, or
’SBLDC’) was set-up, with
measurements of temperature
and humidity at 3 levels (with
HMP155 in mechanically ven-
tilated shields) and measure-
ments of wind at ≈ 2.35 m
(Young 05103). In 2015, I de-
ployed an additional aerovane
at ≈ 1.35 m above the ground. All the instruments are interrogated every 30 min and only half-hourly statistics
are saved. It is worth noting that the height of all the measurements change from year to year due to the snow
accumulation of 8 cm y−1 in this region of the Plateau (Genthon et al., 2015).
Obviously, all the devices suffer in the very harsh Antarctic conditions, particularly in winter. The coldness
makes shields and instruments parts break, frost deposition on the propellers affect the wind measurements and
sometimes the data loggers fail due to power black outs. Fortunately, the winter-over staff at Concordia station
ensures a monitoring and a maintenance of the systems all year long, but this is sometimes not sufficient, and the
records are rarely continuous over a full year. Detailed characteristics of the thermohygrometers and aerovanes
that were deployed in summer 2014-20152 can be found in Tab. 2.1. Further details are given in Genthon et al.
(2010, 2013).

2I have chosen this period to make Tab. 2.1 mostly because 2014 and 2015 are the two years that were the most studied during the
PhD.
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2.1.2 Turbulence measurements

In 2008, six Applied Technology Sat 3Sx (Atec) sonic thermo-anemometers were deployed from 7 to 45 m on
the tower (Fig. 2.2d). They sample the three components of the wind and the temperature (at a frequency of
10 Hz). Using the so-called ’eddy-covariance’ method, one can compute the correlations between turbulent
fluctuations and infer the turbulent fluxes (see Fig. 2.4).

Figure 2.4: Sketch of a measurement with a
sonic thermo-anemometer.

However, operating the instruments and processing the raw-data
to obtain turbulent variances and covariances is a hard task.
First, sonic thermo-anemometers are very delicate instruments
and they systematically fail during winter at Dome C, restricting
the data-set to summer periods. Moreover, to prevent frost de-
position and to allow the sensor for working in its temperature
working-range, the instruments alternate 8 min measurement in-
tervals with 12 min heating periods (with heated wires). Then, a
long list of procedures has to be applied on the data to get access
to proper turbulent quantities. This processing was first made
by Olivier Traullé but the whole dataset was not very reliable.
The data processing was then refined for four instruments (the
two others were out of order or deficient) during the period De-
cember 2009 - January 2010 by William Maurel and Guylaine
Canut from the Centre National de Recherche Météorologique
(CNRM). In the present work, I have thus restricted the Atec
data analysis on the latter two-month period. The main steps of the data processing can be summarized as
follows:

• despiking the raw signal, following the method in Vickers and Mahrt (1997); this step improves the
turbulence spectrum at high frequencies (see Fig. 2.5).

• 2D rotation in the mean wind coordinates,

• RC-type high-pass filtering with a cut-off frequency of 8 × 10−4 Hz, (≈ 21 min)

• calculation of turbulence statistics.

A length of time of 8 min samples a large part of the turbulence spectrum, even at the highest level of the
tower, where eddies are bigger and with a longer timescale. However, statistics are not calculated over each
8 min measurement interval, because the effective period could be significantly reduced when a large amount
of peaks was removed. Variances and covariances were thus calculated on one hour corresponding to a 24 min
period of effective measurement (3 × 8 min periods). The ogives of the turbulent momentum flux3 in Fig. 2.6
show that the 24 min period samples the whole spectrum of turbulence and it is thus a good trade-off between
the integration of turbulent motions and the temporal variability of the fluxes.

3An ogive is a plot of the integrated spectral covariance from the high frequencies versus the frequency. If the ogive becomes
horizontal at low frequencies (the ogive converges), the sonic thermo-anemometer has a sufficiently long integration time to sample the
whole spectrum of turbulent eddies.
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Figure 2.5: Time series of the three component of the wind and of the temperature measured by an Atec at 7 m during
the period 11-12 December 2009. In the inset is plotted the spectrum (Power Spectral Density PSD times frequency f
versus f) of the vertical component of the wind between 0600 and 0700 LT on the 11 December. One can notice that the
despiking procedure gives a spectrum at high frequencies more consistent with the Kolmogorov’s slope. Note that in the
log-log graph in the inset, the reference slope is −2/3 and not the commonly known −5/3 because the quantity plotted is
not the PSD but the product PSD × f. Courtesy of William Maurel.
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Figure 2.6: Ogives of the momentum flux u′w′ at 7 m (a) and at 37 m (b) on the 18/12/2009. Numbers in the legend refer
to the hour of measurements (local time). The vertical dotted lines indicate the 24 min period of effective measurement
over which the turbulent covariances and variances are calculated. Courtsey of William Maurel and Guylaine Canut.
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(a) (b)

Figure 2.7: (a) Schematic drawing of the modified HMP155 hygrometer. Details for the legend are in the text. Figure
from Genthon et al. (2017). (b) Photograph of the first level of the Dome C tower where new hygrometers were deployed.
Legends are in the text.

2.1.3 Recent progresses in the measurement of near-surface moisture

While classical thermohygrometers HMP155 in mechanically ventilated shields do not report relative humidity
with respect to ice (RHi) exceeding 100%, frequent frost deposition on the instruments and on other surfaces
nearby is observed on the field even in clear-sky conditions (Genthon et al., 2010). This suggests that moisture
supersaturation actually occurs at Dome C. Moreover, meteorological models that have advanced cold ice mi-
crophysics parameterizations simulate significant supersaturations with respect to ice on the Antarctic plateau,
like the regional MAR or the ECMWF model for instance (Genthon et al., 2013). In fact, the near-surface
atmosphere at Dome C has similar properties to the high troposphere in terms of cold temperature, low specific
humidity and low concentration of aerosols and of cloud condensation nuclei. Ice supersaturation is frequently
found in the upper troposphere (Spichtinger et al., 2003) but its in situ measurement with balloon or aircraft is
challenging, since the excess moisture with respect to saturation tends to condense on any surfaces, including
those of the sampling device or the sensor itself. The same problem is encountered at Dome C with the clas-
sical HMP155 on the tower and the winterover staff often needs to remove frost that clogs the air-intake of the
shields.
In the summer campaign 2012-2013, a frost-point hygrometer Meteolabor VTP6-Thygan (hereafter ’FP’) was
deployed. The hygrometer-aspirated intake is heated so that the temperature of the sampled air parcel is raised
above condensation level. Frost-point hygrometers were shown to actually measure supersaturations near the
surface of Antarctica at Halley station in King and Anderson (1999). However, although the FP’s manufac-
turer guarantees reliable moisture measurements down to −65 oC, the sensor was found to fail below −55 oC.
This is annoying given that temperatures lower than −55 oC occur very frequently at Dome C. To alleviate this
problem, Luc Piard, from the Laboratoire de Glaciologie and Géophysique de l’Environnement, developed an
innovative instrument (hereafter ’HMPmod’) as described on the scheme in Fig. 2.7a. This latter consists in
a smart and cheap system that uses commonly-used temperature and humidity sensors. Its functioning can be
summarized as follows (numbers corresponds to those in the figure):

• The air is aspirated by the fan (1) and heated through an inlet (2).

• The temperature and humidity of the heated air (3) is measured by a humicap HMP155 (4).

• The ambient air temperature (5) is measured by an independent PT100 (6) located in the unheated aspi-
rated inlet, protected from sun radiation (7).
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(a)

(b)

Figure 2.8: (a) Observed 2015 distributions of RHi for cases with RHi between 50 and 150% with linear vertical RHi

scale (left) and between 50 and 200% and with logarithm vertical RHi scale (right). Legends are detailed in the text. (b):
2015 seasonal variability of RHi for all reports (solid lines) and reports with moisture partial pressure above 2 Pa only
(dashed lines). With all reports, the curve for FP reaches values below 30% during the extented winter, well beyond the
plot vertical scale (green solid line). This is due to a failure of the instrument for temperature lower than −55oC. Figures
from Genthon et al. (2017).

During the summer campaign 2014-2015, C. Genthon and I set-up this new instrument on the tower, at the
same height as a classical HMP155 and the FP, as visible in Fig. 2.7b. A comparison of the measurements with
the three instruments, a detailed characterization of the near-surface supersaturation at Dome C as well as an
evaluation of climate models in simulating these supersaturations are presented in Genthon et al. (2017). Note
that I was particularly involved in this study during the PhD. Without dwelling on the results, Genthon et al.
(2017) show that the HMPmod and FP are in very good agreement when the temperature is above −55 oC, or
when the partial vapor pressure is above 2 Pa. The article also shows that moisture supersaturation with respect
to ice is the norm rather than an exception (Fig. 2.8a). Supersaturations mostly occur at low temperature (weak
specific humidity or partial pressure) i.e. during summer nights and in winter (Fig. 2.8b), and preferentially
during weak wind speed conditions, i.e. when the ABL is very stable. This latter point is critical because in
very stable conditions, turbulent fluxes are weak. Subsequently, supersaturations are unlikely to strongly affect
estimations of the surface sublimation or of the latent heat flux. However, ignoring supersaturation may be a
serious issue regarding water stable isotopes, tracers of water phase changes and temperature that are used to
reconstruct past environments from ice cores.
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2.1.4 Precipitation measurements

The snow accumulation at Dome C is a quantity known from ice cores (Frezzotti et al., 2005) or from the
GLACIOCLIM stakes network Genthon et al. (2015). However, the part of accumulation that is due to pre-
cipitations only (or the precipitation rate) remains unknown. Some studies report precipitation measurements
at Dome C using a wooden platform (Schlosser et al., 2016) or an ice camera (Ricaud et al., 2017). However
the reliability of these methods is questionable since the ice-crystals that are detected are not necessarily due to
precipitations but can have different origins like hoar formation, frost deposition or drifting snow. In fact, not
only the rate but also the occurence of precipitations at Dome C are unknown. During the summer campaign
2015-2016, a hotplate precipitation gauge (or Total Precipitation Sensor) TPS-3100 (Rasmussen et al., 2011)
was set-up at Dome C (Fig. 2.9a) to test the ability of such an instrument’s type in measuring precipitations
over the Antarctic Plateau. The instrument consists of a heated thin disk that measures the precipitation rate
without using a wind shield. The disk is made of two heated, thermally isolated identical aluminum plates.
One is facing upward and the other one is facing downward. The two plates are heated independently and
maintained at a constant temperature. Precipitation rate is then estimated by calculating the power required to
melt or evaporate snow on the upward-facing plate, compensated for wind effects by subtracting the power on
the downward-facing plate. Precipitation data are not critical for the study of the ABL and thet I did not use it
during my PhD.
However, I present the hotplate measurements here because a careful data analysis as well as a broader study on
the precipitations at Dome C was carried out by Camille Reverchon during her master’s internship that I partly
supervised. The hotplate’s measurements were particularly found to often disagree with ECMWF analyses,
reanalyses and with LMDZ simulations (see Fig. 2.9b) not only in terms of quantity but also of occurence of
precipitation. It was hard to disentangle between measurements biases and misrepresentation in the other data
sets since no ’benchmark’ is available. The complete study and the details of the instrument’s evaluation are
presented in Reverchon (2017).

2.1.5 Additional meteorological measurements at Dome C

Measurements with instruments at Dome C that are not operated by the CALVA program have also been used.
For instance, radiation measurements from the Baseline Surface Radiation Network (hereafter ’BSRN’, Lan-
conelli et al., 2011) have been analyzed to get access to the upward and downward longwave and shortwave
radiative fluxes. The skin surface temperature has been retrieved using the Stefan Boltzmann law for a grey
body:

Ts =

(
|LWup | − (1 − ε s |LWdn |

ε s

)1/4

(2.1)

with ε s = 0.99 the snow emissivity (Brun et al., 2012), σ = 5.67 × 10−8 W m−2K−4 the Stefan Boltzmann’s
constant, LWdn and LWup the downward and upward longwave fluxes at the surface. Radiation measurements
from a pyranometer Kipp and Zonen CM3 and a pyrgeometer Kipp and Zonen CG3 and operated in the frame-
work of the italian project CoMPAss4 have also been considered. The longwave measurements between the
BSRN and the latter pyrgeometer are in relatively good agreement but the shortwave broadband albedo re-
trieved from the two pyranometers significantly differ. This point is further discussed in Chap. 5. Data from a
Metek sonic thermo-anemometers deployed at 3.5 m still for the CoMPass program are also analysed. As for
the Atec sonic thermo-anemometer, this instrument suffers from the coldness and the frost deposition and only

4’Concordia Multi-Process Atmospheric Studies’, in cooperation with Stefania Argentini, Giampietro Casasanta and Igor Petenko
from the ’Istituto di scienze dell’atmosfera e del clima’, Rome
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(a) (b)

Figure 2.9: Photograph of the hot plate precipitation gauge (a) and 2016 time series of the precipitation rate from different
data sets at Dome C (b). ERA-I refers to the ECMWF ERA-Interim reanalyses. Courtesy of C. Reverchon and J.-B.
Madeleine.

summer data are reliable. Further details are given in Chap. 3. A look at sodar profiles (Argentini et al., 2013;
Pietroni et al., 2012; Casasanta et al., 2014; Petenko et al., 2016) was given but no in-depth analysis of the data
is carried out in the present work.
Daily Vaisala RS92 radiosounds are launched at 2000 LT (1200 UTC) at Dome C by the ’Routine Meteorolog-
ical Observation at Station Concordia’ program’5. These radiosoundings are assimilated to make the analyses
and the reanalyses of the European Center for Medium-range Weather Forecasts (ECMWF). They give access
to tropospheric profiles of temperature, wind and moisture. The integrated water vapour (IWV) of the atmo-
spheric column above Dome C is also estimated using data from the HAMSTRAD radiometer6, operated by
Philippe Ricaud from the CNRM (Ricaud et al., 2012, 2015). This passive remote-sensing instrument uses the
microwave signal of the 60 GHz oxygen line to measure the tropospheric temperature and the 183 GHz water
vapour line to get access to the tropospheric vapour content.

2.2 Boundary layer parametrization in LMDZ: theoretical and numerical in-
sights

This section presents the most critical LMDZ’s parametrizations for modelling the Antarctic ABL. Note that
I will not present and discuss the clouds parametrization in the present manuscript. While I am writting this
thesis, Jean-Baptiste Madeleine at LMD is carrying out a thorough evaluation and revision of the representa-
tion of clouds in the Antarctic atmosphere by LMDZ. A further evaluation of the clouds in the polar ABL in
LMDZ will be actually one of the main perspectives of this PhD work, including the need of additional in situ
instruments to validate the model (see Chap. 8).

5www.climatantartide.it
6http://www.umr-cnrm.fr/spip.php?article961
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2.2.1 Radiation

The shortwave radiation scheme in the LMDZ model is the scheme developed by Morcrette (1991) (herefafter
M91) for the ECMWF. When I started my PhD, the longwave spectrum scheme in LMDZ was that of M91
(based on the previous work by Morcrette et al., 1986). This is a 6 bands scheme that accounts for the following
radiative active species: H2O, O3, CO2, N2O, CH4 and chlorofluorocarbons. For LMDZ6, the correlated-k7
Rapid Radiative Tranfer Model (RRTM) developed by Mlawer et al. (1997) and Iacono et al. (2000) was
introduced in the model for the longwave spectrum. The main differences with the M91 are (Morcrette et al.,
2001):

• RRTM accounts for the spectral optical properties of clouds while M91 uses an effective cloudiness8
approach.

• RRTM considers 16 different spectral bands, improving the spectral description of both the surface and
cloud radiative properties.

• RRTM allows for a more accurate absorption in the water-vapour continuum with updated spectral trans-
missivity values.

Morcrette et al. (2001) noticed that, in the ECMWF model, one of the main consequence of using RRTM
instead of M91 is an increase in LWdn at the surface in the dry and cold polar atmosphere.
Furthermore in LMDZ5, the albedo over land-ice surfaces was equal to 0.77 for both visible and near-infrared
spectra (Punge et al., 2012). This mean value is relatively low for the ice-sheets (Laine, 2008). Moreover the
snow-albedo in the near-infrared spectrum and in the visible spectrum are in reality very different (Wiscombe
and Warren, 1981). For clear sky conditions at South Pole, Grenfell and Warren (1994) reports broadband
albedo values around 0.99 for wavelengths in [0.3 − 0.7 µm] and around 0.70 for wavelengths in [0.7 − 5 µm].
In fact, the LMDZ albedo was tuned to 0.77 during the set-up of the third version of LMDZ (for CMIP3) in
order to compensate for a deficit of LWdn at the surface. This LMDZ albedo value over ice-sheets will be
reconsidered in Chapters 5 and 6.

2.2.2 Diffusive heat flux in the snow and ice over ’land-ice’ surfaces

The heat transfer in the snow/ice over land-ice surfaces in LMDZ is parametrized as a conductive process with
a fixed thermal inertia I =

√
λs ρsCs where λs ,ρs and Cs are the conductivity, the density and the specific heat

per unit mass of the snow respectively. In this scheme, the heat transfer equation reads

∂T
∂t

=
∂2T
∂z′s 2 (2.2)

and the heat flux in the snow writes:
Fsn = −I

∂T
∂z′s

(2.3)

7The correlated-k method is an approximate technique for the accelerated calculation of fluxes and cooling rates for inhomogeneous
atmosphere. Let’s consider a grid cell of the model with its own temperature, pressure and air chemical composition. For each spectral
band of the scheme, the numerous spectral absorption coefficients (from a large database) are rearranged in ascending order such that
a smooth cumulative function is obtained. This cumulative function is then discretized in x intervals, restricting the treatment of the
whole spectrum in the considered spectral band to x absorption coefficients.

8the product of the actual cloud cover by the cloud emissivity computed for the whole LW spectrum
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with z′s = zs/
√
λs/(ρsCs ), the e-folding depth (Hourdin, 1992) with zs the actual depth. In LMDZ, the vertical

discretisation follows a geometric series of index k:

z′s,k =
αk
s − 1

αs − 1
z′s,1 (2.4)

with z′
s,1 being the depth of the first snow layer and αs a coefficient corresponding to the ratio of the depth of

one snow layer to the depth of the overlying snow layer.

The heat conduction equations show that the depth at which the amplitude of a signal of period P is damped by
a factor e equals (e.g. Hourdin (1992)):

zPs =

√
λs

ρsCs

P
π

=

√
I

(ρsCs )2

P
π

(2.5)

This corresponds to

z′s
P =

√
P
π

(2.6)

In a climate model, one wants to reproduce typical time scales from the hourly scale to multi-year scales. In
LMDZ, the depth of the first snow layer corresponds to a typical period of Pmin = 1800 s i.e. z′

s,1 = z′s
Pmin =√

1800
π = 24 s1/2. Equations (2.4) and (2.6) with αs = 2 show that a discretisation with 11 levels enables to

represent time scales from 1800 s to 240 y.
The numerical value of the snow thermal inertia is critical, since it significantly constraints the amplitude of
the diurnal temperature range (Aït-Mesbah et al., 2015). The default value chosen for the thermal inertia over
ice-sheet in LMDZ is 2000 J m−2 K−1 s−1/2, i.e. a typical value for pure ice. This value will be reconsidered in
Chap. 5.

2.2.3 Surface fluxes

Theoretical background and Monin-Obukhov similarity theory As no universal physical laws can be
derived from first-principles to calculate the momentum and heat turbulent fluxes at a solid interface with a
fluid (Stull, 1990), the calculation of the surface turbulence fluxes in atmospheric models is often based on
the Monin-Obukhov (MO) similarity theory (Monin and Obukhov, 1954) in the surface layer. This theory is
based on the organization of variables into dimensionless groups and, following the Buckingham-Pi approach,
semi-empirical relationships between groups can be found. In a stationnary surface layer with almost vertically
constant turbulent fluxes9, the MO similarity theory predicts that the wind speed and the potential temperature
profiles have a pseudo logarithmic shape:

U =
u∗
κ

(ln(
z
z0

) − ψm (
z
L

) + ψm (
z0

L
)) (2.7)

θv − θvs =
θ∗
κ

(ln(
z

z0t
) − ψh (

z
L

) + ψh (
z0t

L
)) (2.8)

9The commonly defined ’surface layer’ where the MO similarity theory is valid is the layer above the solid interface in which the
turbulent fluxes do not diverge by more than 10%. This layer starts just above the viscous sublayer and extends to a height typically
equal to 10−30 m at mid-latitudes in moderate wind conditions. This height can be much smaller in very stable conditions, particularly
over the smooth surfaces of the Antarctic Plateau.
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and the vertical gradients reads:
∂U
∂z

=
u∗
κz
φm (

z
L

) (2.9)

∂θv
∂z

=
θv∗
κz

φh (
z
L

) (2.10)

with ψm,h (x) =
∫ x

0 (1 − φm,h (X ))/XdX .
In these equations, κ is the Von Kármán constant, g is the acceleration of gravity and z is a height close to
the surface taken as the height of the first model layer in atmospheric models. z0 and z0t are the so called
’aerodynamical roughness lengths’ for momentum and heat respectively. U is the wind speed at z, θv is the
virtual potential temperature at z and θvs is the virtual potential temperature at z0t . Note that in the MO theory
framework, the introduction of z0 and z0t enables to circumvent the treatment of the very thin (≈mm) viscous
layer very close to the suface since z0 and z0t are defined such as U (z = z0) = 0 and θv (z = z0t ) = θv (z =

0) = θvs . Note also that in polar regions, since the atmosphere is very dry, θv ≈ θ and the conflation between
the two quantities will be often made throughout the rest of the manuscript. u∗ and θv∗ are the friction velocity
and the temperature turbulent scale and θ is the averaged potential temperature between the ground and z. L is
the so-called ’Obukhov length’ and it reads:

L =
θv
g

u2
∗

κθv∗
(2.11)

L is related to the height above which buoyancy effects dominate over mechanical effects (shear) in the turbu-
lence production or damping. φm and φh are similarity functions of the stability parameter z/L for dimension-
less wind shear and temperature gradient. ψm and ψh are the integrated forms.
In neutral conditions, in the sense that the mechanical production of TKE is much larger (in amplitude) than the
buoyancy term, the size of the turbulent eddies are ≈ κz and subsequently z/L ≈ 0, φm,h = 1 and ψm,h = 0. In
convective surface layers, θv∗ and z/L are negative and ψm,h slightly increase with a decrease in z/L (Businger
et al., 1971). In stable surface layers, z/L > 0 and at the first order, φm,h = 1+αm,h z/L and ψm,h = −αm,h z/L,
where αm,h ≈ 5 are fixed constants. One can notice that for z >> L/α, Eq. (2.9) and (2.10) show that the ver-
tical gradient of wind and temperature do no longer depend on z. In fact, the size of the eddies at z is no longer
dictated by the distance from the ground z but by a buoyancy length scale related to L (i.e. the vertical distance
that an air parcel can travel with a given turbulent kinetic energy, see Fig. 2.10, see van de Wiel et al., 2008 for
details). This is the so-called ’z-less’ scaling (Mahrt, 1998b). For z/L > 1, the MO theory is not valid either
because the ABL is too stable with a weak and non-stationary turbulence or because the considered height z
is well above the constant-flux surface layer. Note that surface turbulent fluxes formulae that account for the
latter aspect have been developed in Zilitinkevich and Esau (2007) but they lie on a correct diagnostics of the
ABL height in stable conditions, which is another delicate issue (Zilitinkevich et al., 2007a).

In the MO framework, once u∗ and θv∗ have been estimated from the resolution of Eq. (2.9), (2.10) and (2.11),
the surface stress τ and the surface sensible heat flux H are then obtained using

τ = −ρu2
∗ (2.12)

H = −ρcpu∗θv∗ (2.13)

where cp is the heat capacity of dry air at constant pressure and ρ the air density.
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Figure 2.10: The mixing length scale from neutral cases to ’z-less’ conditions. Adapted from van de Wiel et al. (2008).

Surface fluxes calculation in LMDZ One can point out that solving the system of Eq. (2.7), (2.8) and (2.11)
requires an iterative procedure (Berkowicz and Prahm, 1982). This time-consuming calculation is not adapted
for GCMs but it can be circumvented using a Richardson number formulation. Indeed, Louis (1979), Louis
et al. (1982) and England and McNider (1995) show that it is possible to derive ’bulk’ expressions for the
surface turbulent fluxes using the near-surface ’bulk’ Richardson number Rib as stability parameter instead of
z/L. Rib reads:

Rib =
g

θ

(θv − θvs )z
U2 (2.14)

and it can thus be directly calculated from model’s variables. The subsequent flux formulations give reasonable
results compared to those obtained solving the MO equations system. In this framework, τ and H read:

τ =
κ2

ln(z/z0)2 fm (Rib )︸                 ︷︷                 ︸
Cd

U2 (2.15)

H = −ρcp
κ2

ln(z/z0) ln(z/z0t )
fh (Rib )︸                             ︷︷                             ︸

Ch

U (θv − θvs ) (2.16)

and the latent heat flux Le writes with a similar form:

Le = −ρLvap
κ2

ln(z/z0) ln(z/z0t )
fh (Rib )︸                             ︷︷                             ︸

Ch

U (qv − qvs ) (2.17)

Lvap is the latent heat of vaporization per unit mass, Cd and Ch are the drag coefficients for momentum and
heat (this latter is also called ’Stanton number’). fm and fh are stability functions of Rib .

A correct calculation of the surface turbulent fluxes using this method completely depends on a correct set-
ting of the aerodynamical roughness lengths and on the choice of appropriate functions fm and fh . In LMDZ
over land-ice surfaces, z0 = z0t = 1 mm and it will be shown further in the manuscript that these values are
reasonnably correct for the snow-covered surface of the Antarctic Plateau. The default stability functions are
those from Louis et al. (1982). In stable conditions (Rib > 0), they decrease very gently with Rib (they are so
called ’long-tail functions’) in order to maintain a minimum level of turbulent mixing at strong stability. These
functions will be reconsidered in the following works. Note also that in LMDZ, it is assumed that the drag
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coefficient for moisture (or the roughness length for moisture) is the same as the one for heat given both heat
and moisture transfer close to the ground are governed by diffusive processes while the transfer of momentum
is governed by both skin friction and pressure drag.

2.2.4 Turbulent mixing in the boundary layer

Theoretical approach of the turbulent transport in the boundary layer

The common equations that deal with the interaction between small-scale turbulence and the mean flow were
first derived by Reynolds in 1985. He decomposed the atmosphere equations variables into a ’mean’ component
(large scale part denoted hereafter with a horizontal bar) and a small scale turbulent perturbation (denoted with
a ’). This decomposition is made possible since turbulent motions and large scale motions are separated by a
spectral gap with a typical period of about one hour (Stull, 1990). Note that this decomposition is sometimes
not completely justified when internal waves, convective motions or meso-scale circulations - with a typical
timescale close to an hour - occur. Although the concept of ’mean’ a priori refers to the time average, for
homogeneous and quasi-stationnary turbulence the time average is almost equal to the space average (in a
representative volume) and to the ensemble average (in a statistical sense). This approximation is called the
ergodic hypothesis.
After applying the separation between mean quantity and turbulent fluctuation for each variables (linearization
around the mean state), one can make the following assumptions for the Navier-Stokes equations, and the
conservation laws for heat and moisture in the ABL (Stull, 1990):

• the atmosphere behaves like an ideal gas; this common assumption is valid both in the troposphere and
the stratosphere; it is also an underlying hypothesis in LMDZ.

• the magnitudes of density, temperature and pressure perturbations are much less than the respective mean
values.

• the flow is considered as incompressible i.e. dρ/dt = 0. This assumption is not true for the whole
troposphere but it is a reasonable approximation for turbulent motions in the ABL (Stull, 1990) since the
vertical depth scale of density variations in the ABL is much shallower than the scale depth of the lower
atmosphere (≈ 8 km). Hence, ∂xu + ∂yv + ∂zw = 0 and ∂xu′ + ∂yv

′ + ∂zw
′ = 0 where u, v and w are the

zonal, meridional and vertical component of the wind respectively.

• the mean flow is in hydrostatic equilibrium i.e. ∂P/∂z = −ρg with P the pressure ; it is also an hypotheis
of the model LMDZ.

• the magnitude of the density perturbations are governed by the buoyancy effects (pressure effects are
negligible); this is the first Boussinesq approximation and it is almost always valid except in conditions
of very strong winds.

• the density variations in the inertia terms (∂t ) are neglected but they are retained in the buoyancy terms;
in fact it is assumed that density fluctuations are important solely if they affect the buoyancy. This is the
second Boussinesq approximation.

• given that the Reynold’s number in the ABL is high (106−8), the molecular viscosity terms can be ne-
glected in the equation of motions (but mind that this assumption is not true in the TKE equation)
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Figure 2.11: Scheme of the turbulent heat flux for local vertical turbulent mixing across a region with a linear gradient in
the mean potential temperature (thick lines). Assuming an adiabatic process (no mixing), air parcels (spheres) preserve
their potential temperature of the ambient environment at their starting points (1), even as they arrive at their destinations
(2). a): Statically unstable lapse rate with a net upward heat flux. b): Statically stable lapse rate with a net downward heat
flux. Figure from Wallace and Hobbs (2006).

The equations for the mean wind components (u and v), the potential temperature (θ) and the specific humidity
(qv) in a turbulent flow on the f-plane10 thus read (Stull, 1990):

∂tu + u∂xu + v∂yu + w∂zu = − f (vg − v) − ∂xu′u′ − ∂yu′v′ − ∂zu′w′ (2.18)

∂tv + u∂xv + v∂yv + w∂zv = f (ug − u) − ∂xv′u′ − ∂yv′v′ − ∂zv′w′ (2.19)

∂tθ + u∂xθ + v∂yθ + w∂zθ =
1
ρcp

Sθ − ∂xθ ′u′ − ∂yθ ′v′ − ∂zθ ′w′ (2.20)

∂tqv + u∂xqv + v∂yqv + w∂zqv =
1
ρ

Sq − ∂xq′vu′ − ∂yqvv′ − ∂zq′vw′ (2.21)

with Sθ the heat supply term from radiative divergence and water phase change (latent heat) and Sq the water
vapour source/sink term from water phase change. ug = −1/(ρ f )∂yP and vg = 1/(ρ f )∂xP are the two
components of the geostrophic wind. The three terms at the right hand side of the equations are the divergence
of covariances of the turbulent perturbations, or with other words, the divergence of turbulent fluxes. The
concept of turbulent flux is illustrated for the vertical flux of potential temperature in Fig. 2.11.

Vertical scales of atmospheric motions (max. 10 km) are much smaller than horizontal scales 103−4 km. This
justifies the aforementioned hydrostatic approximation and explains why the vertical velocity of the mean flow
is usually of several orders of magnitude smaller than the horizontal velocities. Hence, the vertical turbu-
lent transports are comparable with or even dominate the vertical advection by the mean flow in the ABL.
Conversely, the streamwise horizontal turbulent transport is usually negligible compared to the horizontal ad-
vection. Hence, in the right hand side of Eq. (2.18), (2.19), (2.20) and (2.21), the horizontal components of the
turbulent fluxes divergence (∂x , ∂y ) can be neglected compared to the vertical component (∂z ).

10The f-plane is an approximation that can be done when the horizontal extent of the considered atmospheric motions is small
compared to the length-scale of variation of the Coriolis parameter f. In this approximation, f is assumed constant.
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Turbulence closure of the Reynold’s equations in LMDZ

Conceptual approach To represent the turbulent transport, one needs to compute the quantities u′w′, v′w′,
θ ′w′ and q′vw′. However, the set of equations for turbulent flows show that the exact expressions of these
second-order moments contain third order moment statistics (covariances between three perturbations), whose
formulations contain fourth order moment statistics etc. At one point, to obtain a usable set of equations, one
thus needs to close this endless chain (Stull, 1990). In common GCMs, even second-order moments are not
prognostic state variables of the model. Therefore a first order closure, i.e. a closure that express the second-
order moments from the first-order variables of the model (u, v, θ and qv) is necessary.
In 1877, Boussinesq proposed to parametrize the vertical turbulent fluxes Φχ of a variable χ using a linear
diffusive formulation, like the Fick’s or the Fourier’s law i.e.

Φχ = ρw′ χ′ = −ρKχ
∂ χ

∂z
(2.22)

Figure 2.12: Scheme of the mixing
length approach by Prandtl (1925).
thermalfluidscentral.org.

where χ is either u, v, θ or qv . Furthermore, Prandtl (1925)
suggests that in a statically neutral environment, χ′ can be
expressed as a perturbation corresponding to the vertical dis-
placement z′ of an air parcel from its initial position so that
χ′ = −∂z χz′ (see Fig. 7.3 for χ = u). In this framework, and
assuming that the nature of turbulence implies w′ proportional
to −∂zuz′, one can write the mixing coefficient:

Kχ = l2∂zU (2.23)

with l a mixing length proportional to z′. Close to the surface,
the size of the turbulent eddies is limited by the presence of the
surface. Hence, it is often assumed that l = κz and that l can
not be larger than a upper-bound corresponding to the maximum
eddy size observed in the atmosphere ≈ 100 − 200 m (Blackadar, 1957). The expression of the mixing length
can be refined accounting for instance for the effect of the Coriolis force (Delage, 1974). At this point, one
can already notice that the local K-gradient formulation fails in well mixed convective boundary layers since
the local vertical gradients are near zero and since the mixing is made by non-local large eddies associated
to warm ascending plumes. A first approach addressed in large scale atmospheric circulation models was
the introduction of a counter gradient term for potential temperature into the flux equation. The diffusion
of potential temperature was thus not made with respect to a neutral profile but with respect to a marginally
unstable one allowing upward heat transport (Deardoff , 1972). This technique was implemented in former
versions of LMDZ11. A more recent and more performant parametrization will be presented hereinafter.

In stable conditions one can improve the mixing length formulation using the extended MO similarity theory
for SBL developped in Nieuwtsadt (1984). The author show that in the whole SBL, the local Obukhov length

11To address the issue of non-local mixing in unstable conditions, other approaches also exist like the introduction of non-local
mixing lengths (Bougeault and Lacarrère, 1989) or non-local eddy-diffusivity coefficients that depend on the ABL height (Holtslag
and Boville, 1993).

thermalfluidscentral.org
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Λ is a pertinent scaling parameter and that the mixing coefficient can read:

Kχ =
κ2z2

φm (z/Λ)φχ (z/Λ)︸                  ︷︷                  ︸
l

∂U
∂z

(2.24)

Louis (1979) show that for direct application in climate models (Λ is not a model variable), one can approximate
this formulation with a similar one using stability functions Fχ of the gradient Richardson number Ri (directly
computable from model’s variables):

Kχ = κ2z2Fχ (Ri)
∂U
∂z

(2.25)

with

Ri =
g

θ

∂zθ

∂zU
2 (2.26)

These kinds of formulations were used in former versions of LMDZ following (Laval et al., 1981). Note that
the ratio between the eddy viscosity and the eddy diffusivity i.e. Km/Kh is called the turbulent Prandtl number
(PR).

1.5 order closure Nonetheless, the first order closures parametrize the turbulent mixing regardless of the
actual turbulence intensity and effectiveness. One further approach to parametrize the turbulent mixing is the
usage of 1.5 order closures i.e. closures that retain the prognostics equations for the zero-order variables but
also the variances of these variables and particularly, the TKE defined as:

TKE =
1
2

(
u′2 + v′2 + w′2

)
(2.27)

In this framework, the turbulent vertical velocity is taken proportional to
√

TKE and the mixing coefficient
read

Kχ = l
√

TKE (2.28)

or
Kχ = lSχ (Ri )

√
TKE (2.29)

depending on the convention i.e. if the stability function Sχ (Ri ) is included or not in the expression of the
mixing length l. Currently in LMDZ, the local turbulent mixing is parametrized following a 1.5 order closure
scheme from Yamada (1983), based on previous works by Mellor and Yamada (1974, 1982). In a routine
named yamada4.F90, the TKE is calculated at each time step using a prognostic equation assuming horizontal
homogeneity and neglecting horizontal advection (Stull, 1990):

∂TKE
∂t

= −
∂

∂z
(w′u′2 + w′v′2 +

1
ρ
w′p′)︸                                 ︷︷                                 ︸

turbulent transport and pressure correlation

−u′w′
∂u
∂z
− v′w′

∂v

∂z︸                   ︷︷                   ︸
Shear production

+
g

θv
w′θ ′v︸     ︷︷     ︸

Buoyancy production/damping

−ε︸︷︷︸
Dissipation

(2.30)

Note that when solving Eq.(2.30) in LMDZ, the shear production and buoyancy terms are expressed using
K-gradient formulations. Note also that the ratio between the buoyancy production/damping term and the
shear production is called the flux Richardson number Ri f . The dissipation term is parametrized following
the Kolmogorov’s law for the inertial range (Kolmogorov, 1941) i.e. ε = cTKE3/2/l (c a constant). The
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Figure 2.13: Scheme of the thermal plume model. Figure adapted from Hourdin et al. (2002).

turbulent transport and pressure correlation term can be expressed as the divergence of a vertical turbulent
flux of TKE using a K-gradient approach i.e. ρ−1∂z (Ke∂zTKE). The resolution of this term is treated in
an independent routine that invert the tri-diagonal matrix that relates TKE at t + dt and TKE at t. The 1.5
order turbulence closure and the Yamada (1983)’s scheme in LMDZ is thoroughly presented and extensively
discussed in Chap. 5. Further insights to the numerical treatment of Eq. 2.30 are given in Chap. 6.

The thermal plume model In Chap. 1, it was shown that convective ABLs occur in summer over the Antarc-
tic Plateau and particularly at Dome C. As mentioned before, the K-gradient approach is not adapted for the
non-local mixing in convective conditions. Albeit easy to implement, the counter-gradient formulation re-
mains a non-physical kludge. Hourdin et al. (2002), Rio and Hourdin (2008), Couvreux et al. (2010) and Rio
et al. (2010) developed a mass-flux scheme so-called the ’thermal plume model’ for the representation of con-
vective ABL in LMDZ. The basic concept can be summarized as follows and a schematic view is depicted in
Fig. 2.13. A fraction α̂ of the grid cell is supposed to be covered by ascending plumes and the vertical mass
flux f̂ corresponding to plumes with a vertical speed ŵ reads:

f̂ = ρα̂ŵ (2.31)

The vertical transport of a scalar quantity χ, whose the value inside the thermals is q̂, depends of the entrainment
ê from the environment and the detrainment d̂ towards the environment:

∂z f̂ χ̂ = êχ − d̂ χ̂ (2.32)

Hence, the total vertical turbulent flux of a quantity χ in convective condition reads

ρw′ χ′ = −ρKχ∂z χ + f̂ ( χ̂ − χ) (2.33)

Hourdin et al. (2013b) and Couvreux et al. (2015) show that this parametrization significantly improves the
mixing of momentum, heat and moisture, in the convective ABL leading to better comparison with LES simu-
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Figure 2.14: Vertical profile of the liquid potential temperature (θl ) and of the zonal and meridional wind for the 8th hour
of the EURopean Cloud Systems cumulus simulation (1330 LT) with LMDZ. Gray lines correspond to the benchmark
MesoNH-LES simulation (Couvreux et al., 2010). Figure adapted from Hourdin et al. (2013b).

lations (see Fig. 2.14). It will be shown that such an improvement has also been observed for convective ABL at
Dome C (Chap. 5). Moreover, while the counter-gradient approach predicts rainfalls in phase with insolation,
the simulated diurnal cycle of convection over continents with the thermal plume model is more realistic, with
more convective rainfalls in the early evening (Hourdin et al., 2013b).

2.2.5 Numerical treatment of ABL processes in LMDZ

After this short presentation of the key physical parametrizations for the ABL dynamics, it is important to
briefly explain how these latters are numerically implemented in the model, and particularly the turbulent
diffusion part. In LMDZ, all the physical processes (e.g. subgrid orographic drag, radiation, turbulent mixing,
microphysics, deep convection, surface fluxes) are treated column by column. Each grid cell is divided in 4
sub-cells corresponding to four types of sub-surfaces (see Fig. 2.15):

• the ’land’ subsurface, i.e. the continental surface type that is handled by the land-surface model Orchidee
(Krinner et al., 2005).

• the ’ocean’ type which is either forced in sea surface temperature or handled with a simple slab model.
In the IPSL-CM Earth-System model, LMDZ is coupled to the NEMO ocean model (e.g. Barnier et al.,
2006).

• the ’sea-ice’ type which is handled with a bulk model. In the IPSL-CM Earth-System model, the sea-ice
is treated with the LIM model (Fichefet and Maqueda, 1997).

• the ’land-ice’ type that encompasses the iced regions of ice-sheets and continental glaciers. The corre-
sponding heat transfer module was presented in Sect. 2.2.2.

At a given grid-cell, a fraction is attributed to each sub-surface type depending on the properties of the surface
at the corresponding location. The grid-cells over the Antarctic Plateau are of course 100% land-ice.
The routine in charge for ABL processes is pbl_sur f ace_mod.F90 and its main steps at each call can be
summarized as follows:
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1. for each sub-surface Sx, inventory of all the model’s grid points for which the surface contains a non-zero
fraction of Sx,

2. for each subsurface Sx, start of the loop over all atmospheric grid points that contain Sx,

3. calculation of the surface turbulent fluxes,

4. calculation of the turbulent diffusion coefficients in the atmospheric sub-columns corresponding to Sx,

5. downhill calculation of Cχ, k and Dχ, k coefficients in the atmospheric column so that for each scalar χ
(χ being either θ, qv , u or v), one can calculate χk = Cχ, k + Dχ, k χk−1, where 1 ≤ k ≤ n, n being the
vertical dimension of the model (highest index on the vertical axis). This formulation is explained below.

6. calculation of the αl and βl coefficients (functions of the soil temperature at t − dt) in the soil column
corresponding to Sx so that the temperature in the soil at a depth index l and at the time t reads Tl =

αlTl−1 + βl . This formulation results from the numerical treatment of the heat diffusion in the soil,
presented for ’land-ice’ surfaces in a previous sub-section.

7. update of the surface temperature and downward calculation of the temperature in the soil for the sub-
surface Sx,

8. update of the Sx parameters (albedo, roughness) when they are prognostic variables,

9. uphill calculation of the main atmospheric quantities using χk = Cχ
k

+ Dχ
k
χk−1,

10. various diagnostics calculations (like the 2 m temperature for Sx),

11. end of the loop over the grid points containing Sx ,

12. calculation of the weighted averages (over the different sub-surfaces) at each grid point of the wind,
temperature and moisture tendencies due to ABL processes and of cell-averaged diagnostics (2 m tem-
perature and 10 m, surface fluxes, surface parameters, ABL height etc..)

It is important to notice that the ’downhill-uphill’ process enables a consistent numerical treatment of the
update of both the soil’s and the atmosphere’s temperature, preventing any discontinuity in time at the surface
within one timestep. This ’downhill-uphill’ method as well as the formulations using Cχ

k
and Dχ

k
coefficients

are intrinsically related to the implicit discretization in time of the turbulent diffusion equations. In fact, the
temporal evolution of a quantity χ associated to turbulent diffusion reads:

∂t χ = −
1
ρ
∂z (Φχ ) (2.34)

= g∂P (Φχ ) using the hydrostatic law (2.35)

Using an implicit discretization in time, this equation reads:

χt
k
− χt−dt

k

dt
=

g

δPk
(Φt

χ, k+1/2 − Φ
t
χ, k−1/2) (2.36)
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Figure 2.15: Sketch of the sub-surfaces treatment in LMDZ.

with δP = Pk+1/2 − Pk−1/2. Then, using the K-gradient formulation for Φχ , after development, one can obtain
(Dufresne and Ghattas, 2009):

χtk =
δPk

δPk + St
χ, k+1 + St

χ, k

χt−dtk +
St
χ, k+1 χ

t
k+1 + St

χ, k
χt
k−1

δPk + St
χ, k+1 + St

χ, k

, for k ≥ 2 (2.37)

χt1 =
χt−dt1 δP1 + St

2 χ
t
2 + g dt Φt

χ, 1/2

δP1 − S2
(2.38)

where

St
χ, k =

(g ρt
k−1/2)2 dt K t

χ, k−1/2

Pk−1 − Pk
, k ≥ 2 (2.39)

Assuming no turbulent flux at the summit of the atmosphere i.e. Sn+1 = 0 and after the calculation of the
turbulent mixing coefficients, one can retrieve χt

n−1 at each timestep from the following relation:

χtn =
δPn

δPn + St
χ, n

χt−dtn︸                 ︷︷                 ︸
Cχ, n

+
St
χ, n

δPn + St
χ, n︸        ︷︷        ︸

Dχ, n

χtn−1 (2.40)

Then a downward recurrence relation is used to calculate the lower values of χt
k

using

χtk = Ct
χ, k + Dt

χ, k χ
t
k−1, k ≥ 2 (2.41)

with

Ct
χ, k =

χt−dt
k

δPk + St
χ, k+1Ct

χ, k+1

δPk + St
χ, k

+ St
χ, k+1(1 − Dt

χ, k+1)
(2.42)

Dt
χ, k =

St
χ, k

δPk + St
χ, k

+ St
χ, k+1(1 − Dt

χ,k+1)
(2.43)
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It is worth noting that for k = 1 i.e. for the calculation of χt1 in the surface layer, the formulae are slightly
different since the surface fluxes are calculated with bulk equations that differ from K-gradient expressions.
The interested reader can refer to Dufresne and Ghattas (2009) for further details.
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3.1 Preface

The meteorological observatory at Dome C presented in the last chapter provides a rich dataset that can be used
not only for in-situ meteorological studies but also for climate models evaluation. However, despite the number
of meteorological instruments that have been deployed so far, the surface turbulent fluxes, critical quantities
that drive the dynamics of the ABL, remain unknown. More exactly, these fluxes have been estimated only
during summer periods, but not during a full year. These previous summertime estimations were made using
measurements from the sonic thermo-anemometer set-up at 3.5 m above the snow-surface in the framework of
the italian CoMPAss project conducted by Stefania Argentini (e.g. Argentini et al., 2005; King et al., 2006;
Pietroni et al., 2012; Argentini et al., 2013). The latter instrument was deployed in the summer 1999-2000,
then removed and then deployed again in December 2011 until January 2016. As mentioned in the last chapter,
this delicate instrument gives reliable and valued measurements only in summer and operating it in winter is
impossible.

Besides the eddy-covariance method based on sonic thermo-anemometers mesurements, another method, so-
called the ’bulk method’, enables the estimation of the surface turbulent fluxes from classical measurements of
wind-speed, temperature and humidity close to the surface. This bulk-method consists in the application MO
similarity theory in the atmospheric surface layer, like it is done in climate models to calculate the surface fluxes.
However, the method is valid only under certain assumptions (like stationarity, vertically constant fluxes) and
it requires the knowledge of aerodynamical roughness lengths as well as formulae of similarity functions that
account for the static stability. In both observation and modelling perspectives, we can therefore wonder which
are the values of the roughness lengths and which model of stability functions should be used in order to obtain
correct surface fluxes at Dome C. In the following paper, I present an in depth study of the atmospheric surface
layer at Dome C, assessing the sensitivity of the calculation of the surface momentum and sensible turbulent
fluxes with the bulk-method to the aerodynamic roughness lengths and atmospheric stability. This enables a
first estimation of the surface turbulent fluxes at Dome C during almost a full year. Beyond the conclusions of
the article, this study serves as background material for further works like:

1. the evaluation of the values of the aerodynamical roughness lengths currently set for the surface of the
Antarctic Plateau in LMDZ (see Chapter 5).

2. the choice of realistic stability functions in the surface layer for stable conditions in LMDZ (see Chap-
ter 5).

3. the estimation of surface turbulent fluxes from observations during the GABLS4 case. Indeed, in the
GABLS4 period, sonic thermo-anemometers were deployed but from 7 m above the surface i.e., far
above the surface layer in the nocturnal conditions (see Chapter 5). The calculated fluxes were provided
to the GABLS4 committee.

4. assessing the sensitivity of the surface evaporation flux at Dome C to the measurement of moisture
supersaturations in Genthon et al. (2017).

5. evidencing the failure of the Monin-Obukhov similarity theory in very stable conditions at Dome C,
leading to a deeper study of the physical behaviour of the stable boundary layers at Dome C in the next
chapter.
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3.2 Article. Momentum and heat flux parametrisation at Dome C, Antarctica:
a sensitivity study

Vignon E., Genthon C., Barral H., Amory C., Picard P., Gallée H., Casasanta G., and Argentini S. (2016),
Momentum and heat flux parametrization at Dome C, Antarctica: a sensitivity study, Boundary-Layer Meteorol,
162(2), 341–367, doi:10.1007/s10546-016-0192-3

Abstract

An extensive meteorological observation dataset at Dome C, East Antarctic Plateau, enabled estimation of the
sensitivity of momentum and heat fluxes to aerodynamic roughness length and atmospheric stability in this re-
gion. Our study reveals that: (i) Because of the preferential orientation of snow micro-reliefs (sastrugi), the
roughness length z0 varies by more than two orders of magnitude depending on the wind direction. Conse-
quently, estimating the turbulent fluxes with a realistic but constant z0 of 1 mm leads to a mean friction velocity
bias of 24 % in near neutral conditions, (ii) The dependence of the flow regimes on the ratio of the roughness
length for heat z0t to z0 is shown to be in reasonable agreement with previous theoretical models, (iii) The
wide range of atmospheric stability at Dome C makes the flux very sensitive to the choice of the stability func-
tions. A priori adapted stability function models for stable conditions were evaluated and shown to generally
underestimate the dimensionless vertical temperature gradient. As these models differ increasingly with an
increase of the stability parameter z/L, heat flux and friction velocity relative differences reached 100 % when
z/L > 1, (iv) The shallowness of the stable boundary layer is responsible for significant sensitivity to the height
of the observed temperature and wind data used to estimate the fluxes. Consistent flux results were obtained
with atmospheric measurement heights up to 2 m. Our sensitivity study revealed the need to include dynami-
cal parametrisations of roughness lengths over Antarctica in climate models and suggests accounting for the
divergence in both radiative and turbulent fluxes in the first few meters of the boundary layer to develop new
parametrisations of the surface fluxes in very stable conditions.

3.2.1 Introduction

The Antarctic ice sheet is a major energy sink for the Earth’s climate, and near-surface air cooling over the
Antarctic Plateau partially governs large scale atmospheric and oceanic circulations at low latitudes. Cassano
et al. (2001) and King et al. (2001) showed that the surface heat flux and the surface drag over the Plateau
controls coastal katabatic wind speeds, which in turn affects the tropospheric circulation in the Southern Hemi-
sphere, the formation of sea-ice and Antarctic bottom water. However, climate models still struggle to represent
the near surface climate over the Antarctic Plateau mainly because their parametrisations of turbulence (King
et al., 2001) and surface−atmosphere heat exchanges (Cassano et al., 2001) fail. For instance, Freville et al.
(2014) highlighted a surface positive temperature bias of 3 − 6 K during the polar night in the ERA-Interim
reanalyses (Dee et al., 2011) with respect to MODIS satellite data. The bias was attributed to overestimation of
the snow thermal active depth and to overestimation of the surface turbulent fluxes in stable conditions (Dutra
et al., 2015). Understanding the near-surface turbulence in Antarctica is also crucial to improving analyses of
exchanges of chemical species between the snow-pack and the atmosphere (Legrand et al., 2009; Dommergue
et al., 2012; Frey et al., 2014; Angot et al., 2016) as well as for improved astronomical observations (Aristidi
et al., 2005; Petenko et al., 2014).
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In addition to the difficulty of obtaining meteorological observations because of the inaccessibility of the con-
tinent, the extreme climatic conditions especially above the Plateau make meteorological measurements and
thus model validation a challenge. Moreover, the sonic thermo-anemometers that are used to measure turbulent
quantities through the eddy-correlation method are affected by frost deposition and consequently difficult to
operate. Alternative methods have been used to estimate the near-surface turbulent exchange. Carroll (1982)
and Town and Walden (2009) estimated the sensible and the latent heat fluxes as a residual of the surface energy
budget at the South Pole; although this method gives a first estimate of the heat flux, it does not distinguish
between the contribution of sensible and latent heat and does not give access to the momentum surface drag.
Alternatively, the ’bulk method’ (Berkowicz and Prahm, 1982) consists of calculating turbulent quantities using
classical meteorological measurements at two levels in the atmospheric surface layer or at one level in the sur-
face layer and at the ground. The Monin-Obukhov (MO) similarity relations (Monin and Obukhov, 1954) can
be used to retrieve the turbulent fluxes, see Dalrymphe et al. (1966), Kuhn et al. (1977), Stearns and Weidner
(1993), King and Anderson (1994), King et al. (1996) or more recently Van den Broeke et al. (2005) and Van As
et al. (2006). Applying the MO relations between the surface and one atmospheric level is also a frequently
used method in climate models for parametrising surface drag and scalar fluxes at the surface. However, the
application of the MO similarity theory relies on unwarranted assumptions (Stull, 1990). First, if the bulk
method is applied between the surface and one atmospheric level, the aerodynamic roughness length z0, and
the roughness length for heat z0t and for humidity z0q are assumed to be known. Then, the stability functions
for momentum ψm , heat ψh , and for humidity ψq are known for the whole range of stability encountered.
Finally, the atmospheric level is located in a steady atmospheric surface layer, where the turbulent fluxes do not
vertically diverge by more than 10 % (Stull, 1990) and where the flow is stationary. These assumptions may be
problematic above the Antarctic Plateau.

First of all, the atmospheric boundary layer (ABL) can be very stratified and shallow. Using sodar measure-
ments, Pietroni et al. (2012) showed that during summer ’nights’ i.e. when the sun zenith angle is the largest,
the ABL height at Dome C on the East Antarctic Plateau is often less than 50 m. Given that the winter ABL is
even more stable (Genthon et al., 2013), the ABL may be only a few meters deep (Rysman et al., 2016). The
surface layer, where the turbulent fluxes do not diverge significantly and where the MO theory is valid, is thus
expected to be less than a few meters, or even a few decimeters, in depth. For instance, King (1990) reported
the surface layer at Halley station (Antarctica) to be as shallow as 5 m and so knowledge of the atmospheric
level at which the surface turbulent fluxes are retrieved is thus crucial. This key issue was already highlighted
by Cassano et al. (2001) for climate modelling over Antarctica.

Given the very stratified boundary layer over the Plateau (Kovrova, 1964; Hoinkes, 1967; Phillpot and Zillman,
1970; Connolley, 1996; Hudson and Brandt, 2005; Dutra et al., 2015), the stability functions that are valid un-
der such conditions are uncertain. Indeed the stability functions differ significantly (Högström, 1996; Andreas,
2002) with an increase in the stratification and when turbulence is intermittent (Lykossov and Wamser, 1995;
Mahrt, 1998b; Grachev et al., 2005; Mauritsen et al., 2007; van de Wiel et al., 2012b) or wave-dominated (Zil-
itinkevich et al., 2009, 2008a). Furthermore, in most studies that calculate the surface fluxes over the Antarctic
Plateau using the bulk method, z0 is taken as constant (King and Anderson, 1994; Van den Broeke et al., 2005;
Van As et al., 2006; Town and Walden, 2009). However, Jackson and Carroll (1978), Inoue (1989) showed that
the orientation of the sastrugi over the Antarctic Plateau gives a variation in z0 of several orders of magnitude
with a change in the wind direction. Champollion et al. (2013) further pointed out that at Dome C, surface
hoar is blown out at lower wind speeds for flows perpendicular to the dominant axis of sastrugi, underlining
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that roughness likely depends on the wind direction. Dutra et al. (2015) assessed the sensitivity of roughness
length in the Integrated Forecast System (IFS) model over Antarctica, showing that a realistic change in z0 (in
the range of variation due to the wind direction on the Plateau) may have a significant impact on the calculation
of the surface temperature.

The values of z0t and z0q are usually either taken as constant (Stearns and Weidner, 1993), or calculated using
relations proposed by Andreas (1987), see e.g. Van den Broeke et al. (2005), Van As et al. (2006). However,
the theoretical results of Andreas (1987) suffer from a lack of validation especially for z0q (Andreas, 2002).
Moreover, measurements by King and Anderson (1994) and Cassano et al. (2001) at Halley station revealed
z0t to be greater than z0, disagreeing with Andreas (1987). Therefore, no clear consensus on z0t or z0q values
above Antarctic surfaces has been found so far.

A final reason why the classical MO theory is expected to fail in Antarctica is the presence of wind transported
snow in the surface layer, see Barral et al. (2014a). Indeed, this snow drift has been shown to have stabilizing
effects on the atmosphere due to airborne snow particles (Gallée et al., 2001), which are not taken into account
in the classical MO theory. However, Libois et al. (2014) showed that wind transported snow events are spo-
radic at Dome C and are not expected to affect the integrated surface fluxes over periods longer than a few days.
This effect is thus not discussed here.

Our aim here is to assess uncertainties and sensitivities of the calculation of momentum and sensible heat
fluxes using the bulk method in a bid to improve parametrisations of the surface-atmosphere turbulent exchange
over the Antarctic Plateau in climate models. We use the suite of meteorological instruments at the French-
Italian station Concordia on Dome C. The paper is structured as follows: Sect. 3.2.2 briefly presents the in
situ data used in this study and the main equations of the MO theory. Sect. 3.2.4 then gives the results of the
sensitivity analysis considering the impact of four parameters, z0, z0t , the stability functions and the height
of the measurements in the ABL. Finally, annual time series of momentum and heat fluxes at Dome C are
discussed. In Sect. 3.2.5, we conclude with recommendations and perspectives on improving the surface layer
parametrisation in climate models for application over the Antarctic Plateau.

3.2.2 Geographical settings, data and methods

The Dome C atmospheric boundary layer

The Dome C (75o06′ S, 123o20′ E, 3233 m a.s.l) is located on the high eastern Antarctic Plateau, where the
landscape consists in a white homogeneous flat snow desert covered by 0.05 to 0.3 m high sastrugi (Frezzotti
et al., 2005). The daily mean 2 m temperature varies from about −25 oC in summer (December and January)
to about −80 oC in winter (Genthon et al., 2013). Because of the low temperature, the ABL at Dome C is
dry and the partial pressure of water vapour does not exceed a few tens of Pa. The 2 m wind is relatively
weak (average 3 m s−1) and mostly south-westerly in direction (Aristidi et al., 2005). In summer, the ABL
evolves with a clear diurnal cycle (Argentini et al., 2005; Genthon et al., 2011; Ricaud et al., 2012; Barral
et al., 2014b; Gallée et al., 2015a). In day time, it is dominated by convective activity (Mastrantonio et al.,
1999; Georgiadis et al., 2002; Argentini et al., 2005) and the ABL height ranges between 100 m and 350 m
(Pietroni et al., 2012; Casasanta et al., 2014). At night, stable stratification is present and the ABL becomes
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very shallow (a few dozen meters). The vertical wind profile evolves a well marked Ekman-type spiral (Rysman
et al., 2016) when it is not affected by a low-level jet (Barral et al., 2014b; Gallée et al., 2015b). King et al.
(2006) describe the surface energy budget (SEB) at Dome C during summer in detail. Given the dryness of
the atmosphere, these authors show that the latent heat flux is of minor importance and that the SEB thus
consists in an equilibrium between sensible heat flux, ground heat flux; and net radiative flux. In winter, due
to the absence of sunlight, the ABL is generally stably-stratified and features strong temperature inversions
with vertical gradients > 2.5 oC m−1 in the first 40 m (Genthon et al., 2013). The winter season is sometimes
affected by sudden ’warming events’ resulting from the advection of warm and moist air from the north. They
remove the very stable winter ABL structure and increase the tropospheric temperatures by tens of oC in a few
hours (Argentini et al., 2005; Gallée and Gorodetskaya, 2010; Genthon et al., 2013).

3.2.3 In situ measurements

The permanent scientific station Concordia is jointly operated by the French and Italian polar institutes at Dome
C. Thanks to a winter-over staff, all the instruments described here are serviced all year long. Meteorological
instruments are deployed at six levels on a 45 m high tower (Fig. 3.1, left panel) located 1 km upwind of the
station. Temperature and moisture are measured using Campbell Scientific HMP 155 thermohygrometers,
installed in mechanically ventilated shields in order to avoid temperature biases due to solar heating in low
wind conditions (Genthon et al., 2011). However, frost deposition on the shields that house the sensors may
significantly affect the measurement of humidity particularly during the nights in summer and in winter i.e.
when supersaturation occurs (Genthon et al., 2013). This technical hurdle and the limited contribution of the
latent heat flux to the SEB at Dome C are the reason why the latent heat fluxes are neglected here.

Figure 3.1: Meteorological settings at Dome C. Left panel: 45 m high tower. Middle panel: 2.5 m system. Right
panel: 3.5 m high mast. In the middle and right panels, the instruments used in the study are indicated in red letters: A,
aero-vanes, TH, thermohygrometers, S, sonic thermo-anemometer, P, pyrgeometer and pyranometer

Wind speed and direction are measured with Young 05103 aero-vanes. When the wind direction is between
050 o and 110 o, the measurements may be affected by the tower itself and so wind data sampled on the tower
and whose direction is within this interval were removed (about 9 % of the whole dataset). Moreover, as the
aero-vane has a starting threshold of 1 m s−1, in the following, data for which the wind speed < 1 m s−1 should
be interpreted with caution. Details concerning the 45 m tower are given in Genthon et al. (2011, 2013).

A complementary 2.5 m system (Fig. 3.1, middle panel) located about 300 m from the tower samples temper-
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ature and humidity at heights of 0.45, 0.9 and 1.9 m and wind speed and direction at 2.35 m. Since January
2015, another anemometer has been used at 1.35 m. The anemometers and thermohygrometers are the same
as those on the tower. All the above-mentioned instruments sample at 10 s intervals but only 30 min averages,
minima, maxima and standard deviations are retaineds. Turbulence is measured with a three-axis Metek USA-1
sonic thermo-anemometer fixed on a 3.5 m high mast located 500 m from the tower (Fig. 3.1, right panel). The
sampling frequency is 10 Hz and the planar-fit method (Lee et al., 2004) was used to correct the measurements
for sensor tilt. The turbulence characteristics were obtained using the eddy-correlation technique, and then av-
eraged over a period of 1 h. To prevent biased measurements from affecting our dataset, the data were carefully
filtered,

• Because of a small building located nearby (≈ 50 m), sonic thermo-anemometer data with wind direction
ranging between 000 o and 080 o (8 % of the whole dataset) were removed.

• For each hourly data, if the differences in temperature / wind speed between the sonic thermo-anemometer
data and the measurements at the lowest level of the 45 m tower were greater than 4 K / 2.5 m s−1 , the
sonic thermo-anemometer data were removed.

The upward and downward longwave and shortwave radiative fluxes were measured with Kipp and Zonen
CNR1 pyrgeometers and pyranometers installed 1.5 m above the surface on the 3.5 m mast. Here, we use
the data from the pyrgeometers (model KZ-CG3) to calculate the snow surface temperature Ts using a snow
emissivity ε s of 0.99 (Brun et al., 2012), viz

Ts =

(
LWup + (ε s − 1)LWdn

ε sσ

)1/4

(3.1)

where σ is the Stefan-Boltzman constant, LWdn and LWup are the downward and upward longwave radiative
fluxes respectively. Van den Broeke et al. (2004) showed that the KZ-CG3 instrument performs well in polar
regions, even better than its specification. To check its performance, we compared the surface temperature
measured with the KZ-CG3 pyrgeometer with the surface temperatures estimated from data from the Baseline
Surface radiation Network (BSRN) (Ohmura et al., 1998; Lanconelli et al., 2011) for January 2014 (not shown
here). The two datasets were in good agreement except sometimes at noon and at midnight when maximum
differences reached 1.6 K. In the following, we thus define a coarse arbitrary accuracy of 1 K for the surface
temperature. All the technical information concerning the meteorological set of instruments is summarised
in Table 3.1. The meteorological fields are assumed to be uniform on the horizontal plan between the tall
tower, the 2 m and 3.5 m masts. In the following, we focus on the period January, 1, 2014 to February, 28,
2015, a period covering more than one year and temperature and wind measurements were rarely affected by
instrument failures. The annual snow accumulation height at Dome C is relatively constant from one year to
another and was estimated to be approximately 0.08 m yr−1 by Genthon et al. (2015). A decrease in the height
of the instruments was thus calculated for the whole study period considering a constant rate of 0.08 m yr−1 .

Calculation of surface turbulent fluxes using the bulk method

The calculation of turbulent fluxes using the bulk method is based on the MO similarity theory. Because our
sensitivity study mainly aims to improve models that parametrise surface turbulent fluxes between the surface
and an atmospheric level, here we consider the MO equations system between the same limits,
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Instrument Type Accuracy Measurement heights (m)

Thermohygrometers HMP155 T: 0.17 oC; RH: 2.4 % at −40 oC 0.45 0.9 1.89 2.58 9.94 17.2 24.66 32.02 41.22
Aerovane Young 05103 wind speed: 0.3 m s−1, direction: 3 o 1.35 2.35 3.1 8.62 17.82 25.18 32.54 40.95

Ultrasonic anemometer Metek USA-1 temperature: 0.01 oC, wind speed: 0.05 m s−1 3.5
Pyrgeometer KZCG3 1 K (arbitrary for the surface temperature) 1.5

Table 3.1: Technical characteristics of the meteorological instruments. Height was measured on the January 1, 2015. The
precision of the instruments is that given by the manufacturers, except for surface temperature.
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where, κ is the Von Kármán constant, g is the acceleration of gravity, U is wind speed at level zu , θ is the
potential temperatures at levels zt and θs is the surface potential temperature; u∗ and θ∗ are the friction velocity
and the temperature turbulent scale, θ is the mean potential temperature between level zt and the surface and
L is the Obukhov length. ψm and ψh are well-known stability functions of the quantity z/L and the system
thus needs an iterative resolution. The turbulent surface stress τ, the sensible heat flux H are then deduced
using,

τ = −ρu2
∗ (3.5)

H = ρcpw′θ ′ = −ρcpu∗θ∗ (3.6)

where ρ is air density, cp is the specific heat of air at constant pressure, and w′ and θ ′ are the turbulent
fluctuations of the vertical velocity and the potential temperature respectively. Fluxes are defined as positive
as they are toward the atmosphere. The stability functions used for unstable cases (L < 0) are taken from
Högström (1996). These functions are slightly modified forms of the functions derived in Businger et al.
(1971), and they have been shown to be appropriate for the dry weakly convective ABL (Högström, 1996)
typical of the day time ABL at Dome C in summer. For stable ABL (L > 0), we compare the pair of functions
ψm and ψh proposed in several studies, the first come from Holtslag and De Bruin (1988). These functions were
recommended by Andreas (2002) because of their physical and mathematical consistency in the very stratified
boundary layer. Moreover, they have been used to estimate the turbulent fluxes on the Antarctic Plateau in
several studies (Van den Broeke et al., 2005; Van As et al., 2006; Town and Walden, 2009). A second set of
functions used here was developed for polar conditions by Grachev et al. (2007) from observations made during
the Surface HEat Budget of the Arctic ocean experiment (SHEBA). We also test the linear functions from King
and Anderson (1994), whose coefficients were retrieved from regressions on vertical temperature and wind
profiles at Halley station. Finally, functions were taken from Lettau (1979) because they were derived from
observations at the South Pole i.e. in climatic conditions similar to those at Dome C.

Non-stationary data filtering

MO theory requires a stationary state for momentum and temperature. Increased unsteadiness is expected at
Dome C particularly during day−night transitions in summer. Indeed, Joffre (1982) shows that the time scale
for significant thermal unsteadiness decreases as the surface heat flux approaches zero. To prevent significant
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unsteadiness from affecting our flux calculations, we removed all 30 min temperature and wind data for which
the 30 min differences of the 0.9 m temperature or the 2.35 m wind speed are > 2 K and 1.1 m s−1, respectively.
Details on the determination of the latter thresholds are given in Appendix A. This filtering removed 4.4 % of
the whole dataset.

Propagation of measurement errors in the flux calculation
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Figure 3.2: (a): Estimation of the relative uncertainty (2|σu∗ |/u∗ ) on the u∗ calculation by the bulk method versus u∗. (b):
Estimation of the relative uncertainty (2|σw′θ′ |/|w

′θ ′ | ) on the w′θ ′ calculation by the bulk method versus w′θ ′.

In the following, we assess the intrinsic uncertainties on the calculation of the fluxes due to uncertainties
on the temperature and wind measurements themselves, because they are given within a range of confidence
(see Table 3.1). We use the same method as in Barral et al. (2014a): for every 30 min data sample in 2014,
we perform a Monte−Carlo test with 10,000 re-samples of the meteorological fields in the interval [value-
accuracy,value+accuracy] assuming uniform distribution. Information on the accuracy of wind and temperature
measurements is given in Table 3.1. The fluxes are then computed for each sample. For each 30 min flux (u∗
and w′θ ′) datum, an uncertainty is then attributed. It is common practice to take it as twice the standard
deviation (σ) of the 30 min flux distribution. The bulk method is applied here with commonly used values of
the variables (see Sect. 3.2.4): z0 = 0.56 mm, z0t = 0.12 mm, zu = 2.35 m, zt = 2.58 m and the stability
functions for stable cases are the pair defined in Holtslag and De Bruin (1988). It is worth noting that the
propagation of the measurement errors is not very sensitive to the choice of the stability function (not shown
here). Moreover, given that accumulation is not perfectly regular at Dome C throughout the year (we recall
that this is the approximation made to account for the decrease in the measurement heights with time), an error
of 2x10−2 m in the value of zu and zt is also considered. The results of the sensitivity test are summarised in
Fig. 3.2. It can be seen in Fig. 3.2a that the relative uncertainty on u∗ decreases from about 100 % for u∗ lower
than 0.05 m s−1 to less than 5 % for u∗ greater than 0.4 m s−1. This is consistent with the fact that the relative
uncertainty on u∗ mainly depends on the relative uncertainty on the wind measurement which is higher for low
wind speed (or low u∗). Fig. 3.2a also show the greater sensitivity of ψm for stable ABL which results in higher
uncertainties on u∗ when z/L > 0 (see red dots). The relative uncertainty on the turbulent heat flux (Fig. 3.2b)
climbs to more than 100 % as w′θ ′ tends to 0. This tendency is mainly driven by the fact that the uncertainty
on the heat flux increases as the potential temperature difference ∆θ between the ground and the atmosphere
tends to 0. Fig. 3.2b also shows the greater uncertainties on the heat flux with a decrease in u∗ (blue dots),
revealing the impact of relative uncertainty on the wind speed measurement, which is enhanced when the ABL
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is stably stratified (as already seen for u∗). It should be noticed that, because of self-correlations, no physical
relationships between the turbulent fluxes and their relative uncertainties can be derived from Fig. 3.2.

3.2.4 Results

This section investigates one by one the four aspects of the MO equations that, in the Introduction, we suspected
of being responsible for biases in calculated surface turbulent fluxes at Dome C. We give the reasons why these
quantities are sources of turbulent fluxes errors and quantify associated sensitivity. Finally, we comment on the
annual time series of u∗ and of the sensible heat flux.

Sensitivity to z0

z0 estimation at Dome C We assess the range of variability of z0 over the snow sastrugied surface at Dome
C. Fig. 3.3 shows z0 versus the wind direction given by the sonic thermo-anemometer, where the roughness
length is calculated using Eq. (3.2) and using u, u∗ and L given by the sonic thermo-anemometer. The stability
function ψm used here for stable conditions is taken from Holtslag and De Bruin (1988). As we want to
obtain z0 values that depend as little as possible on the choice of the stability function, the data for which the
stability parameter |z/L | > 0.1 were removed (Van den Broeke et al., 2005). Moreover, z0 data for which
u∗ < 0.1 m s−1 were removed based on visual examination. Indeed, small errors in the measurement of u∗
significantly affect the calculation of z0 since u∗ is small (Andreas, 2011). Fig. 3.3 highlights the dependence
of z0 on the wind direction, where z0 spans nearly three orders of magnitude, from 0.01 mm to 6.3 mm . The
mean log10(z0) value is −3.25, i.e. z0 = 0.56 mm. The latter value is 10 times higher than the value obtained
by King and Anderson (1994) at Halley station in Antarctic coastal regions, but is the same order of magnitude
as the 0.16 mm found over snow covered surfaces at Kohnen station (Antarctic Plateau) by Van den Broeke
et al. (2005) or the 0.75 mm over rough snow in Queen Maud land (Antarctica) found by Bintanja and Van den
Broeke (1995). Our distribution of z0 also shows clear symmetry around a direction of 200o at which it reaches
its minimum values. This wind direction roughly corresponds to the prevailing orientation of the sastrugi (see
Fig. 3.4, left panel) and preferential wind direction (Fig. 3.4, right panel).
In Antarctic coastal regions, sastrugi have been shown to be shaped by the wind erosion when the snow is fresh
and/or exhibits sufficiently low cohesion to be eroded (Amory et al., 2017). These conditions are easily met
just after substantial snowfall events (Frezzotti et al., 2004; Amory et al., 2017). At Dome C, this mechanism
is not possible because the amount of annual snow precipitation is less than the height of most of sastrugi.
Moreover, when a precipitation event occurs on the eastern Antarctic Plateau, most of the time the air masses
come from the north quadrant (Genthon et al., 2015) and the wind is northerly which is not in agreement with
the orientation and the shape of the sastrugi observed on the field. At Dome C, the most probable mechanism
responsible for the formation of sastrugi is a post-precipitation erosion/deposition process. When the wind is
strong enough to snatch the snow particles from the ground, the flow of drifted snow creates zones of depression
and zones of deposition aligned with the direction of the wind. This is the hypothesis defended by Gow (1965)
for the South Pole and by Libois et al. (2014) for Dome C. The large scatter in Fig. 3.3 suggests that the
roughness variations can not be explained by the wind direction alone. In parallel with the conclusions of
Inoue (1989), no particular dependence of z0 on wind speed was observed in our dataset (not shown here).
Furthermore, given drifting snow events at Dome C are infrequent (Libois et al., 2014), a likely impact of
drifting snow on roughness would not be expected in Fig. 3.3.
The diamond symbols in Fig. 3.3 suggest that z0 increases with an increase in the surface temperature. This
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can-not be explained by an impact of the stability on z0 as explained in Zilitinkevich et al. (2008b). Indeed,
the dataset used here restrains the range of stability and the plot z0 vs. the bulk Richardson number Rib does
not reveal a relationship between the two quantities (not shown here). Some hypotheses have been proposed
to explain this physical temperature dependency. First, according to Amory et al. (2017), the increase in z0

with Ts could be due to an increase in the amount of ice bonds when the snow gets warmer. A warmer snow
becomes cohesive more rapidly and is thus more able to build higher and harder reliefs that less orient with
the prevailing wind direction. This enhances surface roughness. However, the near-surface temperature range
reported in Amory et al. (2017) has a lower bound of −30oC i.e. in the very uppermost part of the surface
temperature observed at Dome C. It is consequently not possible to draw a direct parallel between our study
and theirs.
Second, dependency on the surface temperature may mask a seasonal cycle of the snow features. For instance
Libois (2014) highlighted a seasonal cycle of the surface snow density caused by stronger winds in winter than
in summer and an associated increased snow densification in winter.
Moreover, Champollion et al. (2013) showed that hoar deposition is mostly lower in winter than in summer.
Hoar generally makes the snow surface rougher and may affect the skin roughness. Its absence would be one
way to explain the decrease in roughness with no change in the form drag due to sastrugi.
However, both the lack of sonic thermo-anemometer data in winter and the strong stratification of the ABL in
the polar night made it impossible for us to obtain a significant set of z0 values for a large part of the year and
to draw conclusions about seasonal variations in roughness at Dome C. The question remains to be addressed
in future studies.
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Figure 3.3: Roughness length versus wind direction given by the sonic thermo-anemometer at 3.5 m. Diamonds show
5o bin averages (on the logarithm of z0) and their colour refers to the range of surface temperatures used to calculate the
averages. The surface temperature Ts is in oC.

Sensitivity of u∗ to z0 Next, we consider the impact of such variations in z0 on surface flux calculations that
use z0 as a fixed parameter. The friction velocity u∗ is directly impacted by the choice of z0. Fig. 3.5 shows
comparisons of friction velocities calculated using the bulk method (u∗calc) with constant z0 and obtained by
eddy-correlation u∗ec for near neutral cases (|z/L | < 0.1). Panel (a) plots the results of calculations using
the mean value (0.56 mm, black dots), the minimum value (0.01 mm, blue circles) and the maximum value
(6.3 mm, yellow circles) of the roughness lengths estimated in the previous section. This figure highlights a
large scatter of u∗ values that are obtained using different but still realistic z0. As could be expected, the best
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Figure 3.4: Left panel: Picture of the snow surface from the top of the 45 m tower (January 17, 2015). The arrow indicates
the geographic orientation. A preferential orientation for the sastrugi about SSW-NNE is clearly visible.
Right panel: wind rose of the wind at 2.35 m for the whole year 2014. The colours identify the wind speed ranges in
m s−1. The percentages quantify the relative occurrence of winds at a given speed and in a given range of direction.

comparison between u∗calc and u∗ec is obtained with the mean value of z0. However, even taking the mean z0,
the mean relative error |u∗calc − u∗ec |/u∗ec is significant: 21 %.
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Figure 3.5: (a): u∗ calculated by the bulk method (u∗calc ) with different z0 versus u∗ estimated by eddy-correlation (u∗ec ).
(b): u∗ calculated by the bulk method with z0 = 1 mm versus u∗ estimated by eddy-correlation. The colours indicate the
wind direction at 3.5 m (given by the sonic thermo-anemometer). The bulk method is applied in this case between the
ground and 2.35 m for the wind and 2.58 m for the temperature. z0t is estimated at each time step with Andreas (1987)
formula. The dataset used here contains all the data between January 2014 and February 2015 that respect the selection
criteria (see Sect. 3.2.3) and for which the stability parameter |z/L | does not exceed 0.1.

Panel (b) is similar to panel (a) but the calculation of u∗ is made with only one z0 equal to 1 mm and the
corresponding wind direction is indicated in colour. Here, we illustrate results obtained with z0 = 1 mm
because this is the value used in the studies by Brun et al. (2012) and Libois et al. (2014) at Dome C using the
snow model CROCUS and because it is very close to the value used in the IFS model (1.3 mm) at the grid point
which contains Dome C (Dutra et al., 2015). The amplitude of the scatter observed in Fig. 3.5b is significant
compared to the u∗ uncertainties estimated in Sect. 3.2.3 and is dependent on the wind direction as expected
from the results in Fig. 3.3. As a consequence, u∗calc is overestimated when the wind is southerly (red dots
in Fig. 3.5b) and underestimated when the wind is perpendicular to the prevailing wind direction (easterly or
westerly, blue-green points in Fig. 3.5b). In this case, the mean relative error is 24 %.
Finally, the apparently flat surface of Dome C exhibits a wide range of roughness because of the presence of
aligned sastrugi. Considering z0 as a constant parameter then leads to biases of several tens of percent in the
calculation of friction velocity even in near-neutral conditions. Next, we assess the sensitivity of the surface
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roughness by looking at the roughness length for heat.

Sensitivity to z0t

z0t characterisation at Dome C Andreas (1987) developed a theoretical model which shows that the ratio
z0t/z0 depends on flow properties near the ground as characterised by the surface Reynolds number R∗ =

u∗z0/ν,
ln(

z0t

z0
) = b0 + b1[ln(R∗)] + b2[ln(R∗)2] (3.7)

where ν is the kinematic viscosity of air and b0, b1 and b2 are real coefficients (Andreas, 1987). Eq. (3.7)
predicts z0t/z0 = 3.49 in a smooth flow regime (R∗ < 0.1) and then a rapid decrease in this ratio when the flow
regime becomes aerodynamically rough (R∗ > 2.5).

Here, roughness lengths for temperature at Dome C could not be retrieved from the sonic thermo-anemometer
measurements using the MO equation for temperature (Eq. 3.18 in Appendix B). First, the errors made on the
estimation of z0t in near-neutral conditions are significant because they are proportional to θ−1

∗ (see Appendix
B). This makes it necessary to select situations with non-neutral ABL. However, the values of z0t obtained then
become greatly dependent on the choice of the stability functions because the latter diverge with an increase
in stability (or instability). Therefore, we use an alternative method that consists in fitting the temperature
measurements along the tower and the 2.5 m mast with a logarithmic law. We keep the fitted profiles that
respect the following criteria,

• the regression coefficient is greater than 0.99;

• the ABL is in near-neutral conditions: |z/L | < 0.1 and |Rib | < 0.02; (here Rib is the bulk Richardson
number calculated between about 2.5 m and the surface);

• a lower limit of 10−8 m was set in our z0t dataset because data lower than this threshold value have no
physical meaning (Bintanja and Van den Broeke, 1995), since they probably result from remnant non-
steady periods.

z0t is then estimated using the MO similarity relation for temperature (Eq. (3.18)) and the regression parameters.
We obtain a sample of 60 z0t data that comply with these criteria. Considering the scarcity of both near-neutral
and stationary atmospheric surface layers at Dome C, this is a reasonable result. The mean value obtained for
log10(z0t ) is −4.7, which corresponds to z0t = 0.02 mm. Fig. 3.6 shows the behaviour of the ratio z0t/z0 with
R∗.
When the 2.35 m flow is basically southerly, the z0t/z0 given by the Andreas (1987) model (thick black line)
shows a similar dependence with R∗ and a slightly overestimated mean value compared to our dataset (orange
and red circles). Andreas (2002) and Sicart et al. (2014) show that z0t/z0 versus R∗ plots suffer from notable
artificial correlations because z0 is shared in both the y and x axes (e.g. Hicks (1978)). To investigate to what
extent R∗ and z0t/z0 are intrinsically correlated, we calculate the correlation coefficient between z0t/z0 and R∗
associated with the fictitious correlations using Eq. A.16 in Andreas (2002)’s Appendix. As in our dataset, the
variance of log10(z0t ) is much larger than the variance of log10(z0), the correlation coefficient equal to −0.28.
The tendency of our data to behave like the Andreas (1987)’s model in Fig. 3.6 is thus not only a signature of
self-correlations but is driven by physical processes. However, many more z0t data are needed to corroborate
this result.
When the wind direction is north-westerly (cyan circles), the ratio z0t/z0 is much higher and matches the
corrected formula from Smeets and van den Broeke (2008) better (thin black line in Fig. 3.6). Smeets and
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Figure 3.6: Decimal logarithm of the ratio z0t/z0 versus the decimal logarithm of R∗. z0t is estimated from logarithmic
fits of the vertical temperature profiles and z0 is estimated using sonic anemometer measurements with Eq. (3.2). Colours
indicate the wind direction at 2.35 m. The thick black curve is the plot of the Andreas (1987) (A87) formula. The thin
black curve is the plot of the Andreas (1987) formula with corrections by Smeets and van den Broeke (2008) (S08) when
z0 exceeds 1 mm.

van den Broeke (2008) tested Andreas (1987)’s formula in an ablation area over the Greenland ice sheet and on
an ice cap in Iceland. They observed an overestimation of z0t by the Andreas (1987) model over hummocky ice
with a z0 > 1 mm. They attribute this overestimation to a roughness sublayer between hummocks that allows
more efficient ventilation of the substrate (Colbeck, 1989). Our observation at Dome C suggests that when the
flow is perpendicular to the preferential orientation of the sastrugi and thus when the roughness length seen
by the flow is higher than 1 mm (see Fig. 3.4), sastrugi play a role similar to the hummocks, and the ratio z0t

to z0 is much higher than that predicted by the Andreas (1987) model. Although many more data are needed
to strengthen this hypothesis, the correction of Smeets and van den Broeke (2008) will be added from now on
to take into account the departure of the z0t to Andreas (1987)’s model when the wind is perpendicular to the
sastrugi.

Finally, our results disagree with the conclusions of King and Anderson (1994) and Cassano et al. (2001) who
found z0t � z0. Cassano et al. (2001) further mention that obtaining z0t � z0 may not be a physical result,
but rather a consequence of the contribution of gravity waves which is not taken into account in the MO theory.
In our study, as we focus on near-neutral conditions, local activity of gravity waves is not expected to affect our
measurements and no conclusion about a possible effect of the static stability or gravity waves activity on the
z0t estimation can be easily drawn.

θ∗ dependency on z0t The choice of z0t is expected to have a significant impact on the calculation of the
sensible heat flux using the bulk method. However, the sensible heat flux depends significantly on the choice
of both z0 and z0t (see Eq. (4.5)). We thus assess the sensitivity to z0t of the variable θ∗, which is directly
impacted by z0t and much less by z0 when calculated by the bulk method. Fig. 3.7a compares the values of θ∗
obtained with the bulk method to the value estimated by eddy-correlation from the sonic thermo-anemometer
dataset. Here, we compare the results obtained using 4 different but constant z0t : 8.0 mm is the value obtained
by Cassano et al. (2001) to optimize calculation of sensible flux at Halley station; 51 mm is the mean value
obtained by King and Anderson (1994) at Halley station; 0.02 mm is the mean value obtained in our study
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z0t Minimum Mean Maximum

z0 = 0.01 mm 0.022 0.033 0.035
z0 = 0.56 mm 0.017 0.12 2.0
z0 = 6.3 mm 0.00068 0.22 14

Table 3.2: Minimum, maximum and mean values of z0t obtained with Andreas (1987)’s formula using different constant
values of z0. Values are given in mm. The means are calculated on log10(z0t ). The bulk method used to calculate the
turbulent quantities is applied between the ground and 2.35 m for wind measurements and between the ground and 2.58 m
for temperature measurements. The stability functions used in stable conditions are taken from Holtslag and De Bruin
(1988). The dataset contains all the data between January 2014 and February 2015 that respect the selection criteria (see
Sect. 3.2.3) and for which the stability parameter |z/L | does not exceed 0.4.
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Figure 3.7: θ∗ calculated by the bulk method (θ∗calc ) with different z0t versus θ∗ estimated by eddy-correlation (θ∗ec ).
Left panel: the calculation is done with constant z0t values and z0 is assumed to be equal to 0.56 mm. Right panel: the
calculation is done applying the formula developed by Andreas (1987) but using different z0 values The bulk method
is applied between the ground and 2.35 m for wind measurements and between the ground and 2.58 m for temperature
measurements. The stability functions used in stable conditions are those from Holtslag and De Bruin (1988). The
dataset used here contains all the data between January 2014 and February 2015 which respect the selection criteria (see
Sect. 3.2.3) and for which the stability parameter |z/L | does not exceed 0.4.

and also the value used in Van As et al. (2006) for the snow field at Kohnen station; and 0.1 mm is the value
used in the IFS model to produce the ERA-Interim re-analyses. Fig. 3.7b shows a similar plot to Fig. 3.7a but
θ∗ is calculated using the Andreas (1987) formula for z0t/z0 taking different values of z0: the minimum, the
maximum and the mean value estimated in Sect. 3.2.4. The characteristics of the z0t values obtained are listed in
Table 7.2. We only compare θ∗ data for which |z/L | < 0.4. This interval is a good trade-off to look at θ∗ values
that do not depend too much on the choice of the stability functions and that do not only correspond to cases
with low heat flux i.e. cases affected by measurement uncertainties (see Sect. 3.2.3). Fig. 3.7a reveals that the
θ∗ best match is obtained for low z0t values: 1.3x10−4 m and 2x10−5 m. z0t values estimated at Halley station
lead to a notable overestimation of the norm of θ∗ up to a factor 4. As expected from Fig. 3.6, Fig. 3.7b shows
that the Andreas (1987) model provides a reasonable comparison of θ∗, particularly in unstable conditions . In
the two panels of Fig. 3.7, it can be seen that large biases of θ∗ occur when θ∗ec > 0 even using a low z0t .
Rather than reflecting an overestimation of z0t (z0t � 10−5 m would be non-physical), this probably points
to an overestimation of the mixing as a result of a bias due to the stability function for heat. This issue is the
subject of the next section.
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Sensitivity to the stability function in stable condition
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Figure 3.8: (a) and (b): Dimensionless gradients directly estimated from in situ measurements (black x) and calculated
with different stability functions in the literature versus the stability parameter z/L (obtained by eddy-correlation at 3.5 m).
(a): φm . (b): φh . In the legend, H88 refers to Holtslag and De Bruin (1988) functions, G07 refers to Grachev et al. (2007)
functions, K94 refers to King and Anderson (1994) functions and L79 refers to Lettau (1979) functions.

The calculation of turbulent fluxes using the bulk method has been shown to be very sensitive to the choice of
roughness lengths. To analyze sensitivity to the choice of the stability functions thus requires the independence
on the roughness lengths. One way would be to apply the bulk method between two levels of meteorological
measurements in the surface layer with different stability functions. Given that the surface layer is often very
shallow at Dome C, the two levels of measurements are necessarily close to each other. This leads to very
large uncertainties on the wind speed and temperature differences and thus to a large spread of the resulting
flux data (not shown here). Moreover this method does not enable access to the shape of the stability function
with stability, which can be an interesting additional information. Another possible way would be to look at the
dimensionless gradients φm and φh ,

φm =
dU
dz

κz
u∗

(3.8)

φh =
dθ
dz

κz
θ∗

(3.9)

φm,h functions are related to ψm,h functions by the relation ψm,h (ζ ) =
∫ ζ

0 (1 − φm,h (ζ ′)dζ ′/ζ ′) with ζ = z/L
(Paulson, 1970). The vertical gradients of wind and potential temperature in the surface layers are obtained
by fitting the vertical profiles (between 1.35 m and 3.1 m for the wind and between 0.45 m and 2.58 m for the
temperature ) to a second order polynomial (Grachev et al., 2005),

x(z) = c1 ln(z)2 + c2 ln(z) + c3, (3.10)

where x is either θ or u and c1, c2 and c3 are the polynomial coefficients. The values of vertical gradient of wind
speed ( dudz ) and temperature ( dθdz ) are taken at 3.5 m, height at which the sonic thermo-anemometer acquires its
measurements. To avoid erroneous values of dθ

dz due to errors in temperature measurements, we only kept the fits
with regression coefficients > 0.99. This corresponds to 91 % of the temperature profiles in stable conditions.
Fig. 3.8 shows scatter plots of φm and φh versus the stability parameters z/L. It also compares the behaviour of
the four pairs of dimensionless gradients related to the four pairs of stability functions derived in Holtslag and
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De Bruin (1988), Grachev et al. (2007), King and Anderson (1994) and Lettau (1979) (for detailed formulae,
see Appendix C). Baas et al. (2006) showed that contrary to φh (z/L), φm (z/L) plots suffer from artificial
effects of self-correlations. This is particularly important to derive appropriate stability functions from in situ
measurements but this is beyond the scope of the present study. Here, the effect of such self-correlations
probably do not affect the following conclusions about the comparison between φm and φh data and classical
models. Fig. 3.8a shows that all the common dimensionless gradient models tend to slightly underestimate
φm . One hypothesis to explain this bias is that when z/L increases, the sonic thermo-anemometer at 3.5 m
protrudes over the atmospheric surface layer and thus measures in the part of the Ekman layer (Grachev et al.,
2005; Rysman et al., 2016) where the turbulent momentum fluxes have diverged significantly from the surface
and where the wind rotates with height because of the Coriolis force. The depth of the atmospheric surface layer
at Dome C is further discussed in the following section. Another noteworthy point is the major underestimation
of φh by the common functions except for the Lettau (1979) model (Fig. 3.8b). One hypothesis is that in
stable conditions, the temperature profile in the first meters of the ABL at Dome C is not entirely governed
by turbulence but also or even mainly by divergence in the radiative fluxes (Garratt and Brost, 1981; Andreas,
2002; Hoch et al., 2007; Anderson, 2009; Steeneveld et al., 2010). The radiative divergence may enhance the
temperature profile curvature near the surface (Estournel and Guedalia, 1985) and may increase the divergence
of turbulent heat flux close to the surface. This would lead to an increase of the slope of the observed φh

(Garratt and Brost, 1981). Moreover, in very stable conditions, the stable ABL may become decoupled from
the surface and may enter a purely radiative regime (van de Wiel et al., 2003) which does not obey the MO
laws.

Given that the Lettau (1979)’s φh model was obtained using temperature profiles at the South Pole that are quite
similar to those at Dome C, it may implicitly encompass a radiative component. Andreas (2002) particularly
underlined the unrealistic steepness of the Lettau (1979) φh function for surface layers governed by turbulence.
Therefore, the role of radiative divergence in the surface layer may explain the quite good agreement with our
φh estimations and the Lettau (1979) model, and the failure of the others.
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Figure 3.9: (a): Relative differences between u∗ calculated by the bulk method using different stability functions and the
values estimated using the Holtslag and De Bruin (1988) functions versus z/L. In the legend, G07 refers to the functions
of Grachev et al. (2007), K94 refers to the functions of King and Anderson (1994) and L79 refers to the functions of
Lettau (1979). (b): same as (a) but for w′θ ′

As no pair of dimensionless gradients exhibits a good agreement for both φm and φh , the functions obtained
by Holtslag and De Bruin (1988), which have been shown to be physically consistent in very stable ABL and
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h: Temperature Wind

level 1 m 0.90 1.35
level 2 m 2.58 2.35
level 9 m 9.94 8.62

level 17 m 17.20 17.80

Table 3.3: Exact measurement heights (h, in m) corresponding to the different levels cited in the text

which have been used in several studies on the surface Antarctic fluxes, will be used as references in the rest
of the paper. The influence of the choice of the stability functions on u∗ and w′θ ′ is illustrated in Fig. 3.9.
The evolution of the relative difference of u∗ (∆u∗/u∗) and w′θ ′ (∆w′θ ′/w′θ ′) estimated using the stability
functions from Holtslag and De Bruin (1988) and the three other pairs of stability functions is plotted versus
z/L. For both u∗ and w′θ ′, the difference is significant for z/L > 1. These situations are frequent at Dome C
and correspond to stable stratifications associated with low wind speeds and weak turbulent activity.

Sensitivity to measurement height

Beyond the capacity of the stability functions to estimate the correct turbulent quantities, the quality of the
estimation is considerably degraded if the meteorological measurements are not performed in the constant-flux
surface layer, where the MO theory is valid. The sensitivity to measurement height is illustrated here by using
the bulk method between the ground and four different levels of measurements (Table 3.3). The 2 m level is
used as the reference level because it is close to the ground and because its measurements have been available
since January 2014 (in contrast to the 1 m level for which wind measurements have been available only since
January 2015). Fig. 3.10 shows scatter plots to illustrate the comparison. For unstable cases (right panels), a
good agreement is found between levels 1, 2 and 9 m suggesting that the surface layer extends beyond a height
of 10 m in well-established unstable conditions.
In Fig. 3.10a, u∗ calculated in stable conditions at a height of 9 m and 17 m respectively can be significantly
different from u∗ calculated at the 2 m level with relative differences exceeding 200 %. This pattern can be
observed using the four types of stability functions we tested and the maximum biases are always observed for
highly stable conditions (not shown here). The main explanation for these differences is that the stable ABL at
Dome C is very shallow (a few tens of meters). The surface layer is thus a few meters or decimeters thick and
the measurements performed at a height of 9 m and 17 m respectively are often located in the part of the Ekman
layer where the values of the turbulent fluxes are significantly different from those at the surface, or even above
the ABL height. The wind profiles at these levels is thus not governed by the classical MO relations.
In Fig. 3.10c, the heat fluxes in stable conditions calculated at the 9 m and 17 m levels respectively differ
significantly from fluxes at a height of 2 m. The same behaviour can be observed for the four types of ψh

functions, with slightly smaller biases using Lettau (1979) function (not shown here). This reflects the failure
of the tested stability function for our data as z/L increases as discussed in the previous section. For both u∗ and
w′θ ′ in stable conditions, a good agreement is observed between fluxes calculated at a height of 2 m and 1 m
respectively (cyan circles in Figs. 3.10a and 3.10c), except when u∗ < 0.07 m s−1. The correlation coefficient
for stable conditions equals 0.993 for u∗ and 0.963 for w′θ ′. These high correlation coefficients suggest that
applying the MO laws in the first 2 m gives approximately the same values of the surface fluxes except during
weak wind conditions. It can be thus recommended for atmospheric modelling to use a first model level height
below 2 m to calculate the turbulent fluxes at Dome C surface. However, during weak wind conditions i.e. for
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Figure 3.10: Turbulent fluxes calculated with the bulk method at different levels (detailed in Table 3.3) versus the same
fluxes calculated at the 2 m level. Upper/lower row shows u∗/w′θ ′ results in stable (left column) and unstable (right
column) conditions. The red line is the first bisector. z0 is equal to 0.56 mm m, z0t is calculated by the Andreas (1987)
formula and the stability functions used in stable conditions are those from Holtslag and De Bruin (1988). The dataset
used contains all the data between January 2014 and February 2015 that respect the selection criteria (see Sect. 3.2.3)

well stratified cases, even 2 m is too high compared to the depth of the surface layer and further work is thus
needed to find more adequate stability functions as shown in the previous section.

Annual time series of surface momentum stress and of sensible heat flux at Dome C

Considering the results of the sensitivity study in the previous sections, using the bulk method, we finally esti-
mated an annual time series of the friction velocity u∗ and of the sensible heat flux (H) at Dome C, using,

• z0 equal to 0.56 mm

• z0t/z0 estimated using the Andreas (1987) formula

• Stability functions for stable conditions from Holtslag and De Bruin (1988)

• Wind and temperature measurements at the 2 m level
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(a)

(b)

Figure 3.11: 2014 time series of u∗ (a) and H (b). Tick on the horizontal axis denote the first day of each month. Thick
black lines are the fluxes calculated by the bulk method (calc). Blue lines are the fluxes obtained by eddy-correlation
using the sonic thermo-anemometer dataset (ec). The orange shading shows the variability range of the bulk method as
explained in the text. The thin horizontal black line in panel (b) is the zero line. The gaps in the graphs are either due to
the data filtering detailed in Sect. 3.2.3 or to instrument failures.

u∗ H
E z0 = 6.3 mm z0 = 0.56 mm z0 = 0.01 mm z0 = 6.3 mm z0 = 0.56 mm z0 = 0.01 mm

H88 0.294 0.629 0.0856 -0.694 -0.0380 0.568
G07 0.250 0.574 -0.1196 -0.715 -0.0699 0.530
K94 0.210 0.5423 -0.120 -0.720 -0.071 0.532
L79 0.239 0.689 0.212 -0.805 -0.037 0.576

Table 3.4: Efficiency E of estimation of the turbulent fluxes by the bulk method relative to the values estimated by
eddy-correlation. Twelve different estimations were evaluated and differed by the value of the chosen z0 and the choice
of stability functions in stable condition. H88 refers to the functions of Holtslag and De Bruin (1988), G07 refers to
the functions of Grachev et al. (2007), K94 refers to the functions of King and Anderson (1994) and L79 refers to the
functions of Lettau (1979).

We also calculated 11 other similar annual time series of both u∗ and H changing the value of z0 and/or the
type of stability function for stable conditions. The four pairs of stability functions as well as the maximum
(6.3 mm), the mean (0.56 mm), the minimum (0.01 mm) value of z0 found in Sect. 3.2.4 were tested. The range
between the maximum and minimum values of the time series ensemble gives a reasonable estimation of the
range of variability of the bulk method. However, it is probably still underestimated because no pair of stability
functions was shown to perfectly fit the data. Fig. 3.11 shows the 2014 time series of the friction velocity and
of the sensible heat flux estimated by eddy-correlation (blue curves) and calculated by the bulk method (black
curves).
Considering the eddy-correlation data as references (when available), the estimation of the fluxes by the bulk
method was assessed using the efficiency statistical test (E) proposed by Nash and Sutcliffe (1970),

E = 1 −
(

RMSD
STD

)2

(3.11)
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where RMSD is the root mean square deviation of the bulk method estimations from the eddy-covariance values
and STD the standard deviation of the eddy covariance values. An efficiency index of 1 means perfect agreement
between the bulk method and the eddy covariance method (RMSD = 0). As E decreases from 1, the residual
variance becomes larger than the eddy-covariance data variance, meaning the bulk method becomes deficient.
Results for the 12 time-series of u∗ and H are summarised in Table 3.4. In Fig. 3.11a, the friction velocity
varies between zero and 0.5 m s−1, a range similar to that in Van den Broeke et al. (2005) at Kohnen station.
A fair agreement between u∗ from the two methods can be observed during the periods when the comparison
is possible. During the cumulated period for which both eddy correlation and bulk fluxes are available, u∗
estimated by eddy correlation is 78.4 % of the time in the range of variability of the bulk method (orange
shading). Table 3.4 shows that the efficiency of the u∗ estimations are significantly better for z0 = 0.56 mm
i.e for the mean z0 value. This confirms the results obtained in Sect. 3.2.4 and leads to the conclusion that a
dynamical parametrisation of z0 would enable much more accurate estimation of the momentum transfer over
the Antarctic Plateau.
The sensible heat flux time series in Fig. 3.11b highlights two contrasted seasons.
On one hand the austral summer period: November, December January and February when the sensible heat
flux evolves with a clear diurnal cycle as described in King et al. (2006). Negative night time values associated
with stable nocturnal ABL extend to −20 W m−2 while the averaged net radiative loss equals −27 W m−2 in the
middle of the summer ’night’ (Argentini et al., 2014). Summer day-time values of the sensible heat flux extend
to 35 W m−2 and are associated to the convective response of the atmosphere to the surface radiation energy
gain up to 50 W m−2 at 11 L.T (Argentini et al., 2014).
On the other hand, in the winter period from March to October, when the boundary layer is usually well
stratified because of a continuous net radiative loss of the surface with monthly mean values close to −20 W m2

(Argentini et al., 2014). As a consequence, the sensible heat flux is almost always negative. The results we
obtained with the bulk method show values down to −80 W m−2 during strong wind events in May and August.
The agreement between the eddy-correlation and bulk method sensible heat fluxes is reasonable, the value
estimated by eddy correlation being 52.6 % of the time in the range of variability of the bulk method. Some
significant differences are observed in March, September and October i.e. during the months when the ABL is
well stratified. The results of the efficiency test for H in Table 3.4 may be surprising and contradictory with
the results for u∗, given the best estimations of H are obtained with the low z0 value: 0.01 mm. The main
explanation for this observation is overestimation of heat mixing by the common stability functions in stable
conditions. Fixing a lower z0 leads to a lower z0t using the Andreas (1987) formula (see Table 7.2) and thus
reduces the heat mixing. This better efficiency for H calculated with a low z0 is therefore not physical and
is due to a fallacious compensation of the overestimation of the mixing by the stability function by a lower
roughness length. Estimating more appropriate stability functions (including for instance radiative effects) is
thus recommended to correctly compute the sensible heat flux in very stable conditions.

3.2.5 Conclusion

A rich meteorological dataset at Concordia station has been used here to estimate the sensitivity of the calcula-
tion of the friction velocity and of the sensible heat fluxes using the bulk method. The choices of the roughness
length and stability functions in stable conditions as well as the measurement height have been assessed. The
results can be summarised as follows:
The roughness length for momentum exhibits strong dependence on the wind direction because of a prevailing
direction of the sastrugi. Another dependence on surface temperature has also been highlighted but no clear
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explanation was found so far for this behaviour. The z0 values over the flat surface of the Antarctic Plateau
scatter in a range greater than two orders of magnitude, in agreement with previous studies. The obtained mean
z0 value is 0.56 mm; using a constant z0 in the friction velocity calculation with the bulk method thus leads
to biases of up to several tens of percent. A next step in improving modelling of the surface wind stress over
the Antarctic Plateau could be the development of a dynamic parametrisation of the sastrugi form drag that
takes into account the wind direction, the aerodynamical adjustment of the sastrugi (Amory et al., 2016) and
the drifting snow (Gallée et al., 2001). Observations of the surface roughness using a laser-scan could provide
new information to better understand sastrugi development and dynamics.
The roughness length for temperature z0t has been shown to follow reasonably well the theoretical model of
Andreas (1987), except when the flow is perpendicular to the prevailing direction of the sastrugi. Following
the conclusions of Smeets and van den Broeke (2008), the hypothesis that the snow ventilation in the depres-
sions between sastrugi is enhanced when the near-surface flow s across these is proposed. However further
measurements are needed for corroboration of these results. For smooth Antarctic surfaces, we thus recom-
mend either using the Andreas (1987) relation or at the first order, a value of z0t lower than z0 by one order
of magnitude. Choosing z0t > z0 to counterbalance the non representation of wave-activity as suggested in
Cassano et al. (2001) for Halley station here leads to overestimation of the amplitude of the heat flux and is not
recommended.
Four typical pairs of dimensionless gradients for stable conditions were evaluated using in situ data but none
provided accurate results for Dome C conditions. They slightly overestimated the mixing of momentum at a
height of 3.5 m probably because the sonic anemometer protrude above the atmospheric surface layer. A marked
underestimation of φh by all of the models except Lettau (1979) was also highlighted, and the near-surface ra-
diative divergence is suspected to be responsible for these biases, particularly when turbulence collapses. Its
accurate observation over the Antarctic Plateau as well as its integration into the turbulent flux calculation, is
therefore a challenge for the future. Other effects such as the impact of the free atmosphere in the ’long-lived’
stable Antarctic ABL (Zilitinkevich and Calanca, 2000; Zilitinkevich, 2002) and the contribution of internal
waves to the mixing that may result in an increase in the Prandlt number (φh/φm) with stability (Anderson,
2009) also deserve further investigations.
As the stable boundary layer at Dome C can be very shallow, the calculation of the surface turbulent fluxes in
stable conditions is very sensitive to the height at which the values of wind speed and temperature are sampled.
In the present study, the consistency between calculations at heights of 1 m and 2 m leads us to recommend a
first model height < 2 m.
Finally the first 2014 time series of u∗ and of the sensible heat flux for Dome C was calculated by the bulk
method. Two seasonal summer/winter regimes are clearly identifiable and the maximum sensible heat flux val-
ues are found during winter time strong wind events and reach −80 W m−2.
Although the meteorological settings of Concordia enable in-depth analyses of the ABL using in situ observa-
tions, our study has also revealed the difficulty involved in obtaining measurements or estimations of turbulent
quantities over the Antarctic Plateau. Further advances in the understanding of ABL processes over the Antarc-
tic Plateau should be enabled by the Gewex Atmospheric Boundary Layer Study 4 (GABLS4) models inter-
comparison program over Dome C, in which climate and weather forecast models and large eddy simulations
are involved
(http://www.cnrm.meteo.fr/aladin/meshtml/GABLS4/GABLS4.html).
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Appendix

A) How to remove non-stationary data ?

Assuming horizontal homogeneity and negligible effects of the Coriolis force, the equations for wind speed and
potential temperature in the surface layer in time carying conditions are:

∂U
∂t

= −
∂u′w′

∂z
, (3.12)

∂θ

∂t
= −

∂θ ′w′

∂z
, (3.13)

Further explanations concerning the notations are given in Sect. 3.2.3. The surface layer where the MO theory
is valid is often defined as the layer in which the turbulent fluxes do not diverge more than 10% in norm (Stull,
1990) i.e.

|u′w′z − u′w′s |
z

<
0.1 |u′w′s |

z
(3.14)

|θ ′w′z − θ ′w′s |

z
<

0.1 |θ ′w′s |
z

(3.15)

where s indices refer to surface values, z indices refers to values at a height z in the surface layer. Approximating
time and spatial derivatives by bulk gradients(∂ ≈ ∆) and combining Eq. (3.12) with (3.14) and (3.13) with
(3.15) leads to :

∆U < 0.1
|u′w′s |∆t

z
(3.16)

∆θ < 0.1
|θ ′w′s |∆t

z
(3.17)

Taking ∆t = 30 min (period of data averaging before storage), u′w′s ≈ 0.015 m2s−2, θ ′w′s ≈ 0.01 m K.s−1

(typical values for Dome C), z = 0.9 m for the temperature measurement height and z = 2.35 m for the wind
measurement height in the surface layer, we obtain ∆θ < 2 K and ∆U < 1.1 m s−1. In other words, the

http://lgge.osug.fr/~ genthon/calva/home.shtml
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stationary conditions to apply the MO theory are guaranteed if the variations in temperature and wind speed
over a 30 min period are lower than the above thresholds. To ensure this condition was met, we removed all the
30 min data for which the differences in temperature or wind speed from the previous half-hour were above the
thresholds ∆θ and ∆U respectively.

B) How does an error in θ∗ affect the estimation of z0t using MO similarity equations ?

Equation 3.3 for measurements at height zt and the ground can be written as:

θ(zt ) − θs =
θ∗
κ

(ln(
zt
z0t

) − ψh (
zt
L

)) (3.18)

Writing θ(zt ) − θs = ∆θ, this directly leads to an expression for z0t :

ln(z0t ) = ln(zt ) − ψh (
zt
L

) +
κ∆θ

θ∗
(3.19)

The dependence of ln(z0t ) on the measured θ∗ by a sonic thermo-anemometer is thus:

∂ ln(z0t )
∂θ∗

=
κ∆θ

θ2
∗

−
∂φh
∂θ∗

(3.20)

In near-neutral conditions, ∂φh/∂θ∗ is negligible and thus an error ∂θ∗ on θ∗ results in an error ∂ ln(z0t )
proportional to θ−2

∗ . Given that θ∗ is very small when the ABL stratification tends to neutrality, the error made
on z0t is significant.

C) Dimensionless gradients for stable conditions

We recall here below the relations for the dimensionless gradients taken from the literature and compared in
the present study. ζ denotes the stability parameter z/L.

• Holtslag and De Bruin (1988):

φm (ζ ) = φh (ζ ) = 1 + 0.7ζ + 0.75ζ (6 − 0.35ζ ) exp(−0.35ζ ) (3.21)

• Grachev et al. (2007):

φm (ζ ) = 1 +
6.5ζ (1 + ζ )1/3

1.3 + ζ
(3.22)

φh (ζ ) = 1 +
5ζ + 5ζ2

1 + 3ζ + ζ2 (3.23)

• King and Anderson (1994):
φm (ζ ) = 1 + 5.7ζ and φm (ζ ) < 12 (3.24)

φh (ζ ) = 0.95 + 4.99ζ and φh (ζ ) < 12 (3.25)

• Lettau (1979):
φm (ζ ) = (1 + 4.5ζ )3/4 (3.26)
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φh (ζ ) = (1 + 4.5ζ )3/2 (3.27)

3.3 Further comments on the comparison of the aerodynamical roughness be-
tween Dome C and the Adélie Land

The previous results on the roughness length at Dome C can be incorporated within a broader framework on
the study of the aerodynmical roughness in Antarctica at the Institut des Géosciences de l’Environnement. In
particular, Dome C can be compared with Adélie Land, coastal East-Antarctica where recent studies character-
ized the surface drag.
In particular, thorough analyses of the factors influencing the snow erodibility and the drag from the sastrugi-
covered surface in Adélie Land were carried out in Amory et al. (2016) and Amory et al. (2017), studies in
which I was involved. Here, I just want to linger over one aspect evidencing the contrasts in the z0 behaviour
between Dome C and the Adélie Land.

Amory et al. (2017) study the variations in the neutral drag coefficient at 10 m, CDN10, with wind direction
and near-surface air temperature at D17 site, on the coastal slopes of the Adélie Land, near the french Dumont
d’Urville station. CDN10 is directly related to z0 because it reads:

CDN10 =

(
κ

ln(10/z0)

)2

(3.28)

Fig. 3.12 (corresponding to Fig. 10b and Fig 11 in Amory et al. (2017)) shows that CDN10 exhibits a sym-
metric pattern with wind direction and the surface resistance is lowest in the direction of the most frequent
and strongest winds (direction between 160 and 170 o). However, the wind direction dependence is less clear
compared to Dome C data but the dependence to the temperature (Fig. 3.12b) is very well marked. Again, one
can not draw a direct parrallel between the z0 dependence on temperature evidenced at Dome C in the previous
section and the results in Amory et al. (2017), since the range of temperature encountered at the two sites are
different and almost do not overlap. From Fig. 3.12 and further analyses in Amory et al. (2017), it appears that
temperature is the main control parameter of CDN10. In fact in Adélie Land, the temperature affects the de-
velopment and behaviour of surface microrelief through surface erodibility. Indeed, compared to Dome C, the
snow-surface is more subject to aeolian erosion mainly because the wind, the most often katabatic, has a higher
mean speed (10.7 m s−1 in average over the year at a height of 2 m). In this context, higher temperatures tend to
facilitate the development of rough surfaces by allowing snow-surface cohesion via sintering, helping the build-
ing and consolidation of sastugi during their formation and subsequently increasing the erosion wind-threshold.

Thereby, the dependences of the neutral drag coefficient - or z0 - on the near-surface temperature and wind
direction in Adélie Land can be summarized as follows. At high temperatures (> −10oC), when the wind shifts
beyond its preferential range of direction i.e. the main sastrugi alignment direction, it encounters a larger frontal
area but little or no erosion is observed. As a consequence, the surface drag increases. At low temperature, the
snow surface is more erodible and as the wind direction changes, the sastrugi are more prone to streamline with
the new wind direction.
Sastrugi aerodynamical adjustment events are analysed in Amory et al. (2016) and one of them is shown and
schematized in Fig. 3.13. During the A1 phase, the wind is south-easterly, in the direction of the sastrugi.
CDN10 is thus confined to low values. During the A2 phase, the wind speed increases to 26 m s−1, its direction
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(a) (b)

Figure 3.12: CDN10 as a function of wind direction and air temperature at D17 site, Adélie Land. Ref: Fig. 10b and 11 in
Amory et al. (2017).

becomes more southerly and CDN10 increases because the wind is no longer aligned with the sastrugi. The
aeolian snow mass flux also increases showing that the surface is being eroded. In the C1 phase, CDN10 de-
creases while the wind direction does not change, indicating the alignment of the sastrugi. Progressively, the
wind speed and the aeolian snow mass flux decrease.

At Dome C, no aerodynamical adjustment could be evidenced from sonic thermo-anemometer data. Moreover,
the data set is restricted to the summer period when the surface layer is close to static neutrality. This prevents
from carrying out a study on the evolution of the roughness at Dome C over seasonnal time scales, as well as a
thorough study on the factors governing the snow erosion (albeit weaker than in Adélie Land) and the surface
drag. Further observational work are thus still needed to develop a z0 parametrization for meteorological
models that would account for the spatial and the temporal variability of the aerodynamical roughness over the
ice-sheet. The recent deployment of a laser scan at Dome C Picard et al. (2016a); Caneill (2017) seems very
promising for characterizing the behaviour of the snow-surface at Dome C and particularly the dynamics of the
sastrugi and other snow-surface characteristics.
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(a) (b)

Figure 3.13: (a): One snow-surface erosion event showing sastrugi responses to shifts in wind direction. Note that the
drag coefficient first increases during the second phase (B1, after the wind direction shift) due to the increase in frontal
area seen by the flow, and then decreases during the third phase (c1) while the aeolian snow mass flux remains high. This
step is a signature of a sastrugi streamlining process. Ref: Fig. 3 in Amory et al. (2016). (b): Corresponding schematic
view.
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Stable boundary layer regimes at Dome C
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4.1 Preface

The previous chapter underlined the failure of the similarity function models in very stable conditions at Dome
C. It is crucial to recall that φm and φh or ψm and ψh models are intrinsically defined in the framework of the
MO theory. The application of the MO theory requires that the exchanges in the surface layer are completely
dominated by steady turbulence. However, in weak wind conditions at Dome C, not only the turbulent boundary
layer can be very shallow but even the turbulence can almost completety cut-off. This is for instance visible on
the sodargram of the 4/08/2015 in panel a of Fig. 4.11. As the wind speed decreases (panel c), the turbulent SBL,
already very shallow (less than 20 m), almost vanishes. This results in a very strong near surface inversion, with
a temperature difference between 10 m and the ground larger than 20 K at 2000 LT (panel b).

This observation led me to investigate more into details the dynamics of the SBL using the measurements along
the 45 m tower. An in-depth analysis of these measurements, in collaboration with the Dr Bas van de Wiel,
revealed that the SBL behaves like a two-regime dynamical system. On one hand in stronger wind conditions,
the SBL enters a weakly stable regime in which the turbulence is fully active and the MO laws are applicable,
on another hand in weak wind conditions, the SBL is in a very stable regime in which the turbulence is very
weak or even absent. In this regime, the exchange of heat in the SBL is dominated by radiative processes and
the MO theory thus fails. The characterization of the SBL regimes at Dome C is presented in the following
paper.

Figure 4.1: (a): Sodargram on the 4/08/2015 at Dome C. The colorbar refers to the normalized intensity of the acoustics
echo. Courtesy of Stefania Argentini. (b): Time-series of the near-surface temperature inversion on the 4/08/2015 at
Dome C. (c): idem as (b) but for the wind speed at 9 m.

1Let’s recall here that the intensity of the echo measured by a sodar depends on the atmospheric scattering of an acousitic signal by
the turbulent fluctuations of the temperature.
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4.2 Article. Stable boundary layer regimes at Dome C, Antarctica: observa-
tion and analysis

Vignon, E., van de Wiel B. J. H. van Hooijdonk I. G. S., Genthon C., van der Linden S. J. A., van Hooft J. A.,
Baas P., Maurel W., Traullé O., and Casasanta G. (2017), Stable boundary layer regimes at Dome C, Antarctica:
observation and analysis, Q J R Meteorol Soc, 143 (704), 1241-1253, doi:10.1002/qj.2998

Abstract

Investigation of meteorological measurements along a 45 m tower at Dome C on the high East Antarctic Plateau
revealed two distinct stable boundary layer (SBL) regimes at this location. The first regime is characterized by
strong winds and continuous turbulence. It results in full vertical coupling of temperature, wind magnitude and
wind direction in the SBL. The second regime is characterized by weak winds, associated with weak turbulent
activity and very strong temperature inversions reaching up to 25 K in the lowest 10 m. Vertical temperature
profiles are generally exponentially shaped (convex) in the first regime and ‘convex-concave-convex’ in the
second.
The transition between the two regimes is particularly abrupt looking at the near surface temperature inversion
and it can be identified by a 10 m wind speed threshold. With winds under this threshold, the turbulent heat
supply toward the surface becomes significantly lower than the net surface radiative cooling. The threshold
value (including its range of uncertainty) appears to agree with recent theoretical predictions from the so-called
‘Minimum Wind Speed for Sustainable Turbulence’ (MWST) theory.
For the quasi-steady, clear sky winter cases, the relation between the near surface inversion amplitude and
the wind speed takes a characteristic ’S-shape’. Closer analysis suggests that this relation corresponds to a
‘critical transition’ between a steady turbulent and a steady ‘radiative’ regime, with a dynamically unstable
branch in the transition zone. These fascinating characteristics of the Antarctic boundary layer challenge
present and future numerical models to represent this region in a physically correct manner.

4.2.1 Introduction

Modelling the atmospheric Stable Boundary Layer (hereafter SBL) is one of the current major challenges in
the climate and weather forecast modeling community today (Holtslag et al., 2013; Mahrt, 2014). To de-
velop and improve parametrizations of the SBL in atmospheric models requires a better understanding of the
physical processes involved and of their relative contributions to the mixing of momentum, heat and moisture.
Some methods have emerged for classification of the SBL into regimes based on in situ observations. A com-
mon classification is to distinguish the weakly SBL (hereafter wSBL) from the very stable boundary layers
(hereafter vSBL). The wSBL regime typically corresponds to cloudy and/or windy conditions associated with
moderate stratification and continuous turbulence. vSBL corresponds to clear-sky and/or weak-wind condi-
tions with strong temperature stratification. Mahrt (1998a,b) and more recently Conangla et al. (2008) further
distinguished SBL regimes according to the dependence of the surface sensible heat flux on z/L, with z the
height and L the Monin-Obukhov length. For wSBL, the sensible heat flux increases with stability because of
the increase in the surface temperature gradient; for vSBL the sensible heat flux is damped by thermal strati-
fication and decreases with stability. A similar classification was made for several datasets in Mauritsen and
Svensson (2007) but using the Richardson number Ri as stability parameter. The latter study also evidenced the
anisotropy of the turbulence and the significant contribution of the potential turbulent energy in vSBL.
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Furthermore, van de Wiel et al. (2012b) introduced the innovative concept of the wind speed threshold Umin

for which the net cooling of the surface can be balanced by the sensible heat flux. This threshold, called the
’Minimum Wind speed for Sustainable Turbulence’ (MWST) made it possible to contrast two SBL regimes at
Cabauw, Netherlands (Van Hooijdonk et al., 2015): vSBL for U < Umin and wSBL with U > Umin . Other
studies have evidenced wind thresholds that separate SBL regimes. Sun et al. (2012) distinguished a strongly
turbulent regime from a weakly turbulent one using a critical wind speed above which the root mean square
of the turbulent kinetic energy (TKE) and the friction velocity (u∗) increase steadily with an increase in wind
speed. Acevedo et al. (2015) further distinguished two SBL regimes with a ’crossover’ threshold defined as
the wind velocity at which the

√
TKE and u∗ vertical gradients reverse signs. Above this threshold, the TKE

is mainly generated by the mechanical friction at the surface and propagates upward. Conversely, below the
’crossover’ threshold, the near surface turbulence is damped due to strong stratification. Kelvin-Helmolz insta-
bilities can occur in the upper part of the boundary layer if the wind shear is strong, just below a low level jet
peak for instance (Newsom and Banta, 2003; Sun et al., 2012). This can lead to the downward propagation of
turbulence to the surface marked by a positive vertical gradient of TKE and u∗, and to a progressive recovery of
near surface mixing. In vSBL, the near surface continuous turbulence can cut-off and the atmosphere mechan-
ically decouples from the surface (Banta et al., 2007). This was explained by conceptual models in Derbyshire
(1999) and van de Wiel et al. (2007) and using direct numerical simulations in Van Hooijdonk et al. (2017a). In
such conditions, the radiative cooling of air may even become the dominant thermodynamic process (Estournel
and Guedalia, 1985) even though some remnants of dynamic mixing of heat can persist like intermittent bursts
(e.g van de Wiel et al., 2003) or internal waves (Zilitinkevich et al., 2008a; Sun et al., 2015a).
To evaluate the representation of real atmospheric SBL regimes, numerical models need to be compared with
in-situ measurements. However, the flow in the SBL may depend on the location, different geographical con-
ditions providing different forcings for the boundary layer. It is thus interesting to study SBL regimes using
observations in different places across the globe, and then to see if parametrizations of turbulence in models are
robust, even in uncommon and extreme boundary layers in Antarctica for instance.
In the eastern part of the Antarctic Plateau, Dome C has become a place of particular interest for studying the
atmospheric boundary layer for both the atmospheric physics community and astronomers, who require undis-
turbed telescope observations. The flatness and the homogeneity of the landscape prevent the local generation
of katabatic winds by any topographic effects (Aristidi et al., 2005). Wind-borne snow can affect the SBL dy-
namics in coastal Antarctic regions (Gallée et al., 2001; Barral et al., 2014a). However, as the wind at Dome C
is relatively moderate, major drifting snow events only occur very sporadically (Libois et al., 2014) and they are
thus not expected to have a significant impact on the SBL climatology. Moreover, the boundary layer is subject
to a wide range of stability, from convection to extreme stable stratification. Indeed in summer, even though
the sun is permanently above the horizon, the boundary layer evolves in a typical diurnal cycle similar to that
over flat ground at lower latitudes. During the ’day’, i.e. when the sun is high in the sky, convective activity
develops (Mastrantonio et al., 1999; Argentini et al., 2005; King et al., 2006; Genthon et al., 2010; Ricaud
et al., 2012) while during the ’night’, i.e. when the sun gets closer to the horizon (although still above), the
radiative cooling of the surface leads to a stable stratification (Genthon et al., 2010). Inertial oscillation often
produces a low-level jet at the top of the nocturnal boundary layer, i.e. between 15 and 60 m (Gallée et al.,
2015b). On the other hand, during the polar night in winter, quasi-permanent stable stratification occurs with
extreme temperature gradients often greater than 1 K m−1 in the first meters above the ground (Genthon et al.,
2013; Pietroni et al., 2014). The turbulent boundary layer height does not exceed a few tens of meters or even
a few meters (Pietroni et al., 2012; Casasanta et al., 2014; Petenko et al., 2014).

The present study shows a first-order climatology of the SBL regimes at Dome C using an extensive meteoro-
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Reference level height T U and δ
1 m 0.9 m 1.35 m
2 m 1.89 m 2.35 m
3 m 2.58 m 3.1 m
10 m 9.94 m 8.62 m
17 m 17.2 m 17.82 m
25 m 24.66 m 25.18 m
32 m 32.02 m 32.54 m
41 m 41.22 m 40.95 m

Table 4.1: Heights of the temperature and wind sensors on the January 1, 2015.

logical dataset. The aim is to foster further in-depth observational analysis, as well as to challenge conceptual
and numerical models to reproduce those regimes and the features connected to them. The paper is structured
as follows. In Section 4.2.2, we briefly describe the meteorological dataset of Dome C. In Section 4.2.3, we
present our method to analyse the SBL regimes. In Section 4.2.4, we demonstrate the occurence of two SBL
regimes at Dome C by analyzing temperature, wind and turbulence behaviors using the 10 m wind speed. In
Section 4.2.5, we explore the impact of the radiative energy supply at the surface on the SBL and in Sec-
tion 4.2.6, we show seasonnal differences. In Section 4.2.7, we discuss the observation of a reversed ’S’ shape
dependency of the near-surface temperature inversion to the wind speed. In Section 4.2.8, we present our con-
clusions.

4.2.2 In-situ data

Temperature and wind

Dome C is located in the eastern part of the high Antarctic Plateau (75o06′ S, 123o20′ E, 3233 m a.s.l, see
e.g. Pietroni et al. (2012) for a map of the location). In 2008, a 45 m meteorological tower was built near
the French-Italian station Concordia with 6 levels of wind and temperature measurements. In 2012, a 2.5 m
mast was added about 300 m from the tower which samples the wind and temperature very close to the surface.
Given the homogeneity of the landscape, in this study we assume vertical continuity of the measurements be-
tween the lowest level of the 2.5 m mast and the highest level of the tower. Table 4.1 gives the exact height of
the wind speed (U), wind direction (δ) and temperature (T) measurements on the January 1, 2015. Changes
in measurement heights due to snow accumulation are taken into account (Vignon et al., 2016). For the sake
of simplicity, in the following, the height of the measurements is indicated by the reference level height in the
first column in Table 4.1. The instruments sample every 30 s but only half-hourly means, maxima, minima and
standard deviations were recorded. The manufacturer specifies that the aerovanes (Young 05013) have a 1 m s−1

starting threshold and even though the consistency of wind data were checked visually, wind speed values be-
low 1 m s−1 should be interpreted with caution. Detailed information on the instruments and data processing
can be found in Genthon et al. (2010, 2013); Vignon et al. (2016).
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Turbulent quantities

From December 16, 2009 to January 31, 2010, four sonic thermo-anemometers Applied Technology Sat 3Sx
(hereafter Atec) were installed at a height of 7 m, 22 m, 30 m and 37 m on the tower. These sensors sample at
a frequency of 10 Hz and alternate 8 min measurement intervals with 12 min heating periods. Due to the harsh
climate conditions, the raw signal was quite noisy and the data were consequently processed as follows.
The signal was despiked using a two steps algorithm, inspired by Vickers and Mahrt (1997). First, isolated
individual spikes Xi for which (Xi − Xi−1) and (Xi+1 − Xi ) had opposite signs and whose amplitudes were
greater than a threshold (2.5 m s−1 for horizontal wind components, 0.5 m s−1 for vertical wind component,
and 2.5 K for temperature) were removed. Second, values higher or lower than the mean value ±N standard
deviations computed on a moving window of 500 s were also removed. N was set at 7 for wind components
and at 8 for temperature, values that are good trade-offs for removing most of the spikes, retaining the valid
data. Then, a 2D rotation in the mean wind coordinates was applied. Data gaps and particularly 12 min heating
periods were filled in with linearly interpolated values. Data were then filtered with a RC-type high-pass filter
with a cut-off frequency of 8. 10−4 Hz. This filter enabled removal of the low frequency trend within one hour
intervals, particularly the diurnal cycle.

Although a length of time of 8 minutes sampled a large part of the turbulence spectrum, statistics were not
calculated over each 8 minutes measurement interval because the effective period could be significantly reduced
when a large amount of peaks was removed.

Variances and covariances were therefore calculated on a 60 minutes period corresponding to 24 minutes (3 ×
8 minutes) of effective measurements. Analyses of cospectra and ogives at Dome C showed that the the latter
period sampled the whole spectrum of turbulence at the four levels on the tower and is thus a good trade-off

between integrating turbulent motions and the variability of the fluxes (not shown). The concatenation of three
consecutive 8 minutes measurement periods was physically consistent and not affected by artificial bias at low-
frequencies because we first removed the low-frequency tendency with a high-pass filter. This flux calculation
method was verified by carrying out preliminary tests over a snow-covered field in Toulouse, France, during
winter. A good agreement was found between fluxes calculated from classical measurements and fluxes calcu-
lated from data with artificial gaps like 12 minutes heating periods (not shown here).

From January 1, 2014 to October 31, 2015, a Metek USA-1 sonic thermo-anemometer measured turbulence at
a height of 3.5 m above the ground. The instrument was affected by the cold and failed to function correctly
during most of the winter. Consequently, only November, December, January and February (austral summer)
data were used in the present study. Technical information on the sonic thermo-anemometer measurements and
data processing are given in Argentini et al. (2005); Pietroni et al. (2012); Vignon et al. (2016).

Radiation measurements

Reference radiation measurements at the surface at Dome C are provided by the Baseline Surface Radiation
Network (BSRN) (Ohmura et al., 1998; Lanconelli et al., 2011). The surface temperature (Ts) was retrieved
from the measurements of the downward and upward long wave fluxes as in Vignon et al. (2016) using a surface
emissivity (ε s) of 0.99 (Brun et al., 2012).
In this study, all the wind, temperature, turbulence and radiation data plotted are hourly averages.
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Figure 4.2: Difference in temperature between 3 levels on the tower and the surface versus the local Ri. 2014-2015 data
with a stable stratification are plotted.

4.2.3 Method for analysing SBL regimes

As mentioned in the Introduction, evidences for SBL regimes in different places of the world can be found in
the literature. However, the way of distinguishing and analyzing the regimes differ among the studies. One
method is to look at internal non-dimensional parameters (e.g. Sorbjan, 1989, 2006) and studies like Mahrt
(1998a) and Grachev et al. (2005) identify regimes using the stability parameter z/L. Mauritsen and Svensson
(2007) show that the usage of z/L suffers from self-correlations with other turbulent quantities and prefer using
Ri. At Dome C, we looked at the dependency of meteorological variables in the SBL to Ri. Figure 4.2 shows
the dependency of the temperature difference with the surface at three different heights versus the local Ri. An
overall increase of the temperature difference with Ri is visible and this increase is quite monotonic at heights
of 3 m and 17 m. One may however distinguish two ensembles of data: one with weak temperature differences
at low Ri and another one with large temperature differences at high Ri. Nevertheless, there is no single value
of Ri that separates the same populations at the three different heights (note also that the x axis is logarithmic).
In particular, at 32 m, we can not easily distinguish different populations of data. Hence, if SBL regimes exist
at Dome C, the local Ri seems not to be a good regime predictor.

Van Hooijdonk et al. (2015) argue that the behavior of the SBL as a whole cannot be driven by a local parameter
like z/L or the Ri (see particularly their Figure 9). This point was independently confirmed by Monahan et al.
(2015) who carry out a statistical diagnosis of the meteorological time series at Cabauw using Hidden-Markov
model analysis. Van Hooijdonk et al. (2015) thus suggest trying to characterize the behavior of the SBL by
looking at external forcings. If the amount of radiative energy that reaches the surface does not change (no
change in cloud cover for instance), the SBL is indeed only governed by wind shear and the surface heat loss.
The local stability in the SBL can thus be seen as a response of these two forcings, not as a driver of the SBL
dynamics. At Dome C, as the sky is often cloud free, the SBL is expected to be primarily driven by the wind-
shear. In the present study, we follow Sun et al. (2012), Acevedo et al. (2015) and Van Hooijdonk et al. (2015)
and explore the SBL behavior by looking first at the wind speed dependency.
The actual external forcing of the SBL is the wind in the free troposphere above the top of the SBL. However,
continuous time series of this quantity are hard to obtain from observations because they require continuous
measurements above the boundary layer height. Here, because we only have access to continuous meteorolog-
ical measurements in the first tens of meters of the atmosphere at a single location, we wondered whether we
could find a good proxy of the external wind forcing in the SBL.
We could use the wind speed at the highest level of the tower (41 m). However in austral summer i.e. when
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Figure 4.3: Composite average of the difference between the wind speed and wind speed at t = 0 h (U0) at the 6 levels of
the tower, covering all days in December and January from January 2011 to December 2015. t = 0 h refers to the time
at which the net radiative cooling at surface starts to be negative. Error bars correpond to ± one standard deviation. The
crossing point where the wind is the most constant is around 10 m above the ground. Similar results obtained at Cabauw
are presented in van de Wiel et al. (2012a).

the boundary layer evolves with a clear diurnal cycle, the wind speed in the nocturnal SBL is significantly
non-stationary (see Figure 4.3). It is slowed down near the surface because downward momentum transfer is
limited, and it accelerates or decelerates aloft due to inertial oscillations (Blackadar, 1957; van de Wiel et al.,
2010; Gallée et al., 2015b). In particular, the 41 m wind speed increases significantly during the first part of the
’night’ and it is thus not a good proxy of the wind forcing on the SBL. van de Wiel et al. (2012a) showed that
because of the conservation of momentum, there is a characteristic height referred to as the ’crossing point’ at
which the wind speed is relatively constant during the day-night transition and the following night. This result
is a robust feature for nocturnal SBL over flat terrains. Figure 4.3 shows that for Dome C, the crossing point is
on average around 10 m. In austral winter, the SBL is less affected by non-stationarities because of the absence
of a diurnal cycle in the polar night. The whole wind speed profile in the SBL depends directly on boundary
conditions (external forcings) rather than on the initial conditions. In conclusion, the 10 m wind speed (here-
after U10m) can be considered as the best semi-empirical proxy of the external wind forcing for analysis of the
Dome C SBL throughout the whole year.
In the present study, we thus first analyse the SBL in relation to the 10 m wind speed. In a second time, we
explore the role of a second external parameter on the SBL, the incoming radiative energy at the surface.

4.2.4 Characterization of the stable boundary layer regimes using the 10 m wind speed

Wind and temperature coupling/decoupling

Figure 4.4 shows scatter plots of the wind speed at 6 levels versus U10m in stable conditions (identified here
when the net radiative flux at the surface is negative and the difference in temperature between 2 m and the
surface is positive). From right to left in each panel, a change in the relation of the wind speed at all levels
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with U10m occurs at U10m ≈ 5 − 7 m s−1. As this range is relatively narrow, we will now refer to a wind speed
threshold UT

10m 2, keeping in mind that it is an indicative value rather than a rigid threshold. A further analysis
with respect to any possible variability of the threshold value itself, i.e. the width of the U10m range in which
the transition occurs, is done in Section 4.2.7.

Situations in which U10m < (>) UT
10m will be referred as regime 1 (2) respectively.

In regime 2, the wind speed at each level in Figure 4.4 correlates well with the wind speed at 10 m indicating a
full vertical connection throughout the tower height. Below UT

10m , the scatter increases indicating that the wind
speed at each level becomes significantly less correlated with the value at 10 m. Furthermore, the data align
along a less well defined curve with a more upward slope indicating larger vertical wind speed gradients. This
observation recalls the study of Monahan et al. (2015) in which Empirical Orthogonal Functions analysis of
Cabauw data showed two distinct axes along which two different populations of wind speed data (two regimes)
aligned with the 10 m wind speed. Paralleling the results of Derbyshire (1999), Banta et al. (2007) and Acevedo
et al. (2015), the two regimes identified in Figure 4.4 distinguish a coupled and a decoupled state of the full
SBL with the surface.
This is further illustrated in Figure 4.5 at three different heights: 3 m, 17 m and 32 m for three quantities: the
ratio of the wind speed to the near surface wind speed, the amplitude of the difference in the wind direction
with the near surface wind and the difference between the temperature and the surface temperature. As the near
surface wind, we use the wind at 2 m instead of the wind at 1 m because no wind measurements were made at
1 m before January 2015. In the upper panels, for U10m > UT

10m , the wind speed ratios range between 1 and 2
and decrease very slightly with U10m . As U10m increases, the ratios reach limiting values of 1.1 for U3m/U2m ,
1.3 for U17m/U2m and 1.5 for U32m/U2m . For U10m < UT

10m , the range of wind speed ratios is much larger and
they exhibit no clear dependence on U10m .

A similar pattern can be observed for the amplitude of the difference in wind direction in the middle panels
in Figure 4.5. The U10m threshold distinguishes one U10m range in which the difference in wind direction is
small (in the right part) and one U10m range in which the variability of the difference in wind direction at a
given wind speed is much larger (left part). It is worth noting that in 98 % of the vertical wind profiles in stable
conditions in 2014 and 2015, the wind direction turns anti-clockwise with height, suggesting the role of the
Earth’s rotation for the wind veering. The middle panels in Figure 4.5 thus lead us to conclude that the vertical
rotation rate and hence the relative effect of the Coriolis force in the momentum budget is much more important
in regime 1 than in regime 2 over the whole tower. This observation recalls the SBL regime classification
using the Surface Heat Budget of the Arctic Ocean (SHEBA) campaign data set in Grachev et al. (2005) (see
also Lüpkes et al., 2008). This study concludes that as z and z/L increase, the SBL changes progressively
from a constant turbulent flux layer to a ’supercritical’ stable regime in which the turbulence is intermittent
and the wind structure is influenced by the Earth’s rotation, even very close to the surface. In Figure 4.5, no
information is given concerning the turbulence activity but contrary to Grachev et al. (2005), only two regimes
can be identified and the transition is distinguishable by a U10m threshold over the whole tower.
The lower panels in Figure 4.5 also clearly show the SBL regimes in the temperature difference versus U10m .
In regime 2, the difference in temperature between the three levels and the surface is still moderate with a slight
decrease with an increase in U10m . As one moves from strong U10m to UT

10m , an abrupt change in the amplitude
of the differences in temperature with the surface occurs over the whole tower. The transition from regime 2
to regime 1 is abrupt, the temperature differences scatter in a very wide range and reach very high values up to
30 K between 17 m and the surface. The large variability of the near-surface inversion at a given wind speed in

2The value of 6.5 m s−1 is used in Figures 4.4 and 4.5 to locate the transition because this is the value at which most of the regime
transitions occur.
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Figure 4.4: Wind speed at 6 levels versus U10m . 2014-2015 data with a stable stratification are plotted. The red dashed
line on one panel locates U10m = 6.5 m s−1 and distinguishes the two regimes.

regime 1 suggests the intervention of another external forcing in governing the amplitude of this inversion in
low wind speed conditions. This point is discussed in Section 4.2.5. We will also see in Section 4.2.6 that this
variability can be partly explained by the time dependency of the near-surface inversion in summer.

Turbulence regimes

In this section, we explore turbulence characteristics in the two regimes. Figure 4.6 shows a plot of the friction
velocity u∗ measured with the Metek sonic thermo-anemometer at a height of 3.5 m during 2014 and 2015
summer months versus U10m . Vignon et al. (2016) showed that the roughness length for momentum (z0) at
Dome C varies with snow properties and varies significantly with wind direction, because of a preferential
orientation of 5 − 30 cm high snow-eroded forms (sastrugi). When the wind is parallel to the sastrugi, i.e. for
wind directions around 200o, z0 drops to 10−5 m. When the wind is perpendicular to the sastrugi, z0 reaches
5 × 10−3m. The mean value found in Vignon et al. (2016) was z0 = z0m = 5.6 × 10−4 m. Because of the
marked variation in the roughness length, we decided to show two restricted subsets in Figure 4.6: one for
which z0 > 10−3 m, one for which z0 < 10−4 m. z0 was retrieved from the Metek sonic thermo-anemometer
measurements at 3.5 m using the Monin-Obukhov relation for momentum:

U (zs ) =
u∗
κ

[ln(
zs
z0

) − ψm (
zs
L

)] (4.1)

where zs = 3.5 m, κ is the Von Kármán constant and ψm the stability function taken from Holtslag and De Bruin
(1988) as in Vignon et al. (2016) for stable conditions at Dome C.
Figure 4.6 first shows that for a given U10m , u∗ is higher for higher z0 (the red crosses are located higher in
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Figure 4.5: Upper row: Ratio of the wind speed at 3 levels on the tower over the the wind speed at 2 m versus U10m (in
m s−1). Middle row: Norm of the difference in wind direction (|∆δ |) between 3 levels on the tower and 2 m versus U10m .
Lower row: Difference in temperature between 3 levels on the tower and the surface versus U10m . 2014-2015 data with a
stable stratification are plotted. The red dashed line locates U10m = 6.5 m s−1.
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Figure 4.6: u∗ at 3.5 m from the Metek sonic thermo-anemometer versus U10m . Red dots show the subset for which
z0 > 10−3 m and black dots show the subset for which z0 < 10−4 m. Only 2014 and 2015 summer data (January,
February, November and December) with stable stratification are plotted.

the graph than the black crosses), which could have been expected. Moreover, a regime transition for the two
subsets is associated to a significant and clear change in slope and a U10m threshold marks the low bound
from which the turbulence starts to be significant and to consistently increase with the speed of the wind.
Interestingly, this U10m threshold is lower for high z0 (red dots) than for low z0 (black dots). It is greater
than 5 m s−1 for z0 < 10−4 m while it is about 4 m s−1 for z0 > 10−3 m. Similar features can be observed for
the standard deviation of the turbulent vertical velocity σw (which is less subject to likely horizontal signals
from large non-turbulent eddies (Mahrt, 1998b; Sun et al., 2012)) and for the

√
TKE (not shown here). The

dependence of the transition from SBL regimes to the surface roughness is in agreement with results obtained
in Derbyshire (1999) and van de Wiel et al. (2012b).

Acevedo et al. (2015) distinguished two SBL regimes using a ’crossover’ wind speed threshold at which the
vertical gradient of turbulent quantities reverses sign (positive at low wind speed, negative at high wind speed).
This is motivation to see if we could observe the same phenomenon in our data. We consequently investigated
the vertical structure of the turbulence. Figures 4.7 show bin average plots of u∗ at 4 heights versus U10m . The
dataset used in this figure corresponds to the two months December 2009 - January 2010 for which turbulent
measurements with Atec sonic anemometers were available at 4 levels on the tower. A significant change in
slope is observed for U10m between 5 and 7 m s−1 at the four levels. However, Figure 4.7 and a similar plot of
√

TKE (not shown) do not show a reversal of the vertical gradient. This suggests that such a gradient reversal
is not a systematic feature of regime 1 in our dataset.
Smedman (1988), Mahrt and Vickers (2002) and Sun et al. (2012) observed top-down propagating turbulence
generated by significant wind shear below the peak of low-level jets. At Dome C, low-level jets generated by
inertial oscillation can develop during summer ’nights’ (Gallée et al., 2015b; Barral et al., 2014b) suggesting
that top-down propagating turbulence events might occur in summer. In any case, if top-down turbulence
events occur at Dome C, they are either too infrequent to be statistically representative in regime 1 or were not
sufficiently well sampled by the tower (in cases of SBL shallower than a few meters for instance) to be visible
in Figure 4.7. The analysis of the occurrence of top-down propagating turbulence events and the detailed
characterization of the vertical structure of the turbulence at Dome C are beyond the scope of the present study
but will be addressed in further research.
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Figure 4.7: u∗ at 4 levels on the tower versus U10m (1 m s−1 bin-averages). The dataset used here came from the Atec
sonic anemometers measurements from December 15, 2009 to the January 31, 2010 restricted to stable conditions. Note
that for better readability, the axes are different from those in Figure 4.6.

Temperature vertical profiles

The regime transition at all levels along the tower suggests a change of the dynamic and thermodynamic pro-
cesses in the SBL which may affect the shape of the temperature and wind vertical profiles. The shape of
vertical temperature profile and particularly the location of strong temperature inversions are of particular im-
portance for astronomers at Dome C because they coincide with very strong gradients of optical properties of
the air. Previous studies identified different shapes of temperature profiles depending on wind conditions. van
Ulden and Holtslag (1985) highlighted ’exponential shaped’ temperature profiles in low wind conditions, and
’Convex-Concave-Convex’ temperature profiles (from bottom to top) with two inflexion points in moderate
wind conditions at Cabauw. Changes in shape curvature were observed at Dome C by Genthon et al. (2013)
but the authors did not search for a link to SBL regimes. In this Section, we investigate if there is a system-
atic change in the shape of the vertical temperature profiles at the regime transition. In Figure 4.8, the solid
black lines illustrate two typical examples of temperature and wind profile in stable conditions at Dome C. On
September 1, 2014, the wind speed was weak along the whole tower and the temperature profile took on a
clear ’exponential shape’. On March, 18 2014, the wind was stronger and the temperature profile was ’Convex-
Concave-Convex’ (hereafter ’C-C-C’) with two inflexion points, one around 3 m and one around 21 m. Brunt
(1934) showed that infrared radiative cooling behaves like a (linear) diffusive process which gives the temper-
ature profile an exponential shape (see also Cerni and Parish (1984)). The low wind conditions on September
1, 2014 and the exponential shape of the temperature profile thus suggest very weak turbulence activity and
a radiative dominated SBL. On the other hand, using a 1 dimensional atmospheric model, Garratt and Brost
(1981) characterized the ’C-C-C’ temperature profile from the ground to the turbulent SBL height h as a three
layers profile:

1. A first layer (layer 1, up to 0.1 h) with a largely convex temperature profile. This layer is dominated by
radiative cooling because of the difference in emissivity between the air and the surface. Also, close to
the surface, the vertical temperature gradient is expected to decrease with height, due to increasing size
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Figure 4.8: Vertical temperature profiles (top row) and vertical wind speed profiles (bottom row) along the meteorological
tower at two different dates (dates are written as day/month/year local time). The red (green) line shows the profile 8
hours after (before) the indicated time. The horizontal blue lines and blue numbers distinguish the three layers described
in Garratt and Brost (1981) for the profiles at time t.
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of the dominant turbulent eddies.

2. A second layer (0.1 h to 0.8 h) capped by an increasing inversion at the highest inflexion point. Because
linear diffusion (such as radiation) tends to smooth gradients, this layer must be dominated by nonlinear
diffusion by turbulence (Estournel and Guedalia, 1985). This is essentially in line with Derbyshire
(1990)’s theroretical considerations on a tendency to ’inversion singularity’ at the top of SBL.

3. An uppermost layer (layer 3, 0.8 h to h) characterized by a convex temperature profile where radiative
cooling again dominates.

The three layers are depicted in the right panels in Figure 4.8.
Extending the analysis to all the SBL temperature profiles in 2014-2015, we observed that the location of
the largest curvature in the temperature profile depends to a significant extent on U10m . Figure 4.9a shows the
2014-2015 bin-averages of the normalized local temperature gradients along the tower versus U10m . For U10m <

5 m s−1, the normalized temperature gradient decreases steadily with height reflecting the predominance of the
’exponential’ shape for low wind speeds. For U10m values between 6.5 and 10 m s−1, the largest temperature
gradients are found in the upper part of the tower and indicate the presence of the high inflexion point of the ’C-
C-C’ shaped temperature profiles. For U10m greater than 10 m s−1, the SBL height and the capped temperature
inversion of the ’C-C-C’ temperature profile protrude beyond the top of the tower.
We now assess if the temperature profile curvature is a quantity that is systematically distinguishable from one
regime to the other. André and Mahrt (1981) characterized the curvature of the temperature profile using ’the
overall scaled curvature of the potential temperature profile’ over the whole SBL. As in many cases we were
unable to capture the whole SBL with the tower, we calculate the scaled curvature γ along the 45 m tower with
a similar formula to equation 4 in André and Mahrt (1981):

γ =
T32m − 2T17m + Ts

T32m − Ts
(4.2)

with T32m and T17m the 32 m and 17 m temperature. Negative (positive) γ indicate convex (concave) temper-
ature profiles. Another way to estimate a local curvature in the temperature profile is to calculate the local
Deacon number Dh (Deacon, 1953; Lettau, 1979). Here, we calculate it at 13.5 m with the formula:

Dh 13.5m =
*.
,

−z ∂
2T
∂z2

∂T
∂z

+/
-13.5m

(4.3)

Details on how this number is calculated with the measurements are given in the Appendix A. Positive (nega-
tive) values of Dh correspond to a convex (concave) temperature profile. For a purely logarithmic profile,−z ∂

2T
∂z2 =

∂T
∂z such that Dh = 1. Basically, γ and Dh are related qualitatively by sign switch. Figures 4.9b and 4.9c show
that the two curvature parameters do not exhibit a clear regime change at a U10m threshold.
Two hypotheses can explain this observation. First, in high wind speed conditions, the SBL height can exceed
the height of the tower and γ underestimates the mean curvature of the whole temperature profile. This may
explain why for U10m greater than 8 m s−1, γ diminishes with U10m and Dh 13.5m approaches 1 (the constant
flux layer with a logarithmic profile extending to 13.5 m). A second hypothesis that could explain the absence
of a sharp regime transition on the curvature plots is the time dependency of the development of the ’expo-
nential’ and ’C-C-C’ shapes. Indeed, Estournel and Guedalia (1985) showed that under moderate geostrophic
wind conditions (10 m s−1), the temperature profiles take several hours to develop a ’C-C-C’ shape. Like-
wise, the curvature of the ’exponential’ shape also takes several hours to develop (Cerni and Parish, 1984).
The progressive building of ’C-C-C’ and ’exponential’ profiles is clearly visible looking at the three curves at
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time t − 8 hours t and t + 8 hours in the upper panels of Figure 4.8. We also see that the development of the
’C-C-C’ shape profile is associated with a rise of the inflexion point, sometimes beyond the top of the the tower.

To summarize, probably due to its transient character, the temperature profile curvature does not show a clear
separation between two regimes when it is plotted versus the 10 m wind speed. To relate the profile curvature
to SBL regimes thus requires further investigation, looking for instance at local mixing or time dependency in
complement to external forcings.

4.2.5 Role of the surface radiative energy supply

In the lower panels in Figure 4.5, the range of variability of the temperature and wind vertical gradients in
regime 1 is large at a given wind speed. This suggests that other external forcings play a role in governing the
SBL, particularly at low wind speeds. Beyond the wind speed dependency, the SBL structure and particularly
the near-surface temperature inversion, is expected to depend on the amount of radiative energy that reaches
the surface. More radiative energy toward the surface will cause the surface to warm (and the inversion to
weaken), or at least reduce its cooling rate. At Dome C in summer, the sun remains above the horizon all day
long and heats the surface even when the boundary layer is stable. Therefore, we expect a difference in the
behavior of the temperature inversion between the polar night and the summer season. Moreover, although the
sky is often clear, the temperature inversion at Dome C has been shown to decrease with the downward long
wave radiation associated with the presence of clouds and warm moist air, particularly during sudden ’warming
events’ i.e. when air masses are advected from the coastal regions of Antarctica over the Plateau (Gallée and
Gorodetskaya, 2010; Genthon et al., 2013; Barral et al., 2014b; Pietroni et al., 2014). Here, we quantify the
amount of radiative energy that comes to the surface by the quantity R+ defined as:

R+ = |SWdn | − |SWup | + ε s |LWdn | (4.4a)

where SWdn and SWup are the downward and upward shortwave radiative fluxes and LWdn is the downward
longwave radiative flux. We use here the quantity R+ rather than the net radiative flux Qn because the latter
depends on the surface temperature. As Qn shares a variable with the near-surface inversion, it is thus not
an actual external forcing of the system composed of the flow and the interactive surface. Lower panels in
Figure 4.10 show the temperature difference between 10 m and the surface versus U10m in stable conditions for
4 subsets of R+:

• one in which R+ > 160 W m−2 corresponding to summer ’day-night’ transitions and cloudy summer
’nights’.

• one in which 120 < R+ < 160 W m−2 corresponding to clear sky summer nights and ’warming events’
in winter.

• one in which 80 < R+ < 120 W m−2 corresponding to summer-winter transitions and winter days with a
moderate amount of LWdn .

• one in which R+ < 80 W m−2 i.e. days with a very clear sky during the winter polar night.

Figures 4.10a and 4.10b show that for R+ > 120 W m−2, the temperature inversion remains confined to values
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Figure 4.9: (a) Local temperature gradient at each interval on the tower normalized by the temperature gradient over the
whole tower versus U10m (0.5 m s−1 bin-averages of 2014-2015 data in stable conditions). (b) and (c): γ and Dh 13.5m
versus U10m for stable conditions in 2014-2015. The red line is the 1 line, the green line is the 0 line.
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Figure 4.10: Scatter plots of the temperature difference between 10 m and the surface versus U10m for 4 ranges of R+.
Only 2014-2015 data with a stable stratification are plotted.

lower than 15 K. There are two possible explanations for this observation. First, the subsets in these two panels
include data during the summer ’day-night’ transitions i.e data that are not stationary in time and for which
inversions are in a developmental or destruction state; this point is discussed in the following Section. Second,
in these conditions, the amount of incoming energy is so large that the net surface radiative cooling is low and
the surface energy balance is reached at a relatively high surface temperature and low temperature inversions
even at low wind speed. Figures 4.15a and 4.15b show that for cases with R+ < 120 W m−2, T10m − Ts can
be much larger at low wind speed, reaching values up to 29 K. The amount of radiative energy at surface
thus appears to affect the amplitude of the near-surface temperature particularly in the very stable regime.
Figures 4.15a and 4.15b also show that the variability of the T10m − Ts at a given wind speed remains large
at winds close to the wind speed threshold. Moreover, data in Figure 4.15b i.e. data corresponding to clear
sky conditions during the polar night look organized along a ’reversed’ S curve. This aspect is discussed in
Section 4.2.7.

4.2.6 Summer versus winter SBL

The way we distinguished regimes so far is based on diagnostic plots as a function of external forcings (or proxy
of). Although two regimes are diagnostically identifiable, we did not consider the time dimension i.e. how the
different quantities, particularly the near-surface temperature inversion, evolve with time in each regime and
during regime transitions. In fact at Dome C, this issue is closely related to the season we consider. Beside
the amount of radiative energy at surface, summer and winter SBL also differ by their temporality. Figure 4.11
shows the time series of the temperature difference between 10 m and the surface as well as U10m and R+ dur-
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Figure 4.11: Panels a and b: Time series of the temperature inversion between 10 m and the surface, U10m , and R+, during
33 days periods in the 2014-2015 summer (panel a) and in the 2015 polar night (panel b). The green line indicates the
6.5 m s−1 wind speed value. Purple arrows indicate cloudy conditions (significant peak in LWdn). Note that the vertical
axis is the same for the three quantities but the units differ.
Panels c and d: scatter plots of T10m − Ts versus U10m corresponding respectively to the periods shown in panels a and b.
In panel c, colors indicate the local time. In panel d, colors indicate the amplitude of the time derivative of T10m −Ts (∆T).
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ing two 33 days periods: one in the 2014-2015 summer (Figure 4.11a) and one during the polar night in 2015
(Figure 4.11b). The periods were specifically chosen because they are not affected by major long ’warming
events’.
On one hand, in summer, the ABL is subject to clear diurnal cycles as visible with the time series of R+ and
T10m −Ts in Figure 4.11a. The day time convection ’resets’ the nocturnal stratification between one ’night’ and
the following and the nocturnal SBL enters a regime determined by the conditions at the ’day-night’ transition
(e.g. van de Wiel et al. (2012a)). Figure 4.11c shows a scatter plot of T10m − Ts corresponding to the whole
period shown in Figure 4.11a and colors show the local time (LT). The regime transition is well visible and one
can notice that the amplitude of the near-surface temperature inversion during ’night-time’ (between 1800 and
0700 LT) depends on local time. It is also worth noting that a similar time dependency can be observed for the
vertical wind speed gradient (not shown here). Maximum near-surface inversion values are reached between
2200 LT and 0200 LT (dark blue circles in Figure 4.11c) while evening or morning near-surface inversions
(cyan circles) are weaker. We also see that the diurnal variations of the near-surface inversion are much larger
in the weak-wind regime. A further inspection of the vertical profiles of temperature shows that the increase of
T10m − Ts during the first part of the night is not due to a descent of the capping inversion at low heights but is
driven by the decrease of the surface temperature.
On the other hand, during the polar night, the boundary layer is almost permanently stably stratified. Except
during sudden ’warming events’, the boundary layer does not undergo significant ’resetting’ and the SBL pro-
gressively transits from one regime to another depending on the mechanical and radiative external forcings. The
temperature inversion curve (black line in Figure 4.11b) clearly shows regime shifts. These regime shifts are
mainly associated with variations in U10m (red curve) except for three transitions (indicated by purple arrows)
associated with peaks of R+. Strong near-surface inversions correspond to low wind speeds and vice versa.
These transition are further illustrated in the scatter plot in Figure 4.11d in which hourly data of T10m − Ts

corresponding to the period shown in Figure 4.11b are plotted versus U10m . Colors indicate the amplitude of
the time derivative of T10m − Ts in K h−1. In this figure, data are organized along a reversed ’S’ shape like that
already observed in Figure 4.15b. We can point out that the lower and upper horizontal branch of the reversed
’S’ correspond to stationary inversions (cyan circles). The vertical branch of the ’S’ mainly contains data with
non-stationary inversions (magenta circles) i.e. data collected during regime shifts.

4.2.7 Discussion

Prediction of the Minimum Wind speed for Sustainable Turbulence (MWST) theory

Van Hooijdonk et al. (2015) clearly demonstrated the existence of two SBL regimes for wind speeds above or
below the MWST i.e. the minimum wind speed for which the surface sensible heat flux H can compensate
the surface energy demand |Qn | − |G |, Qn being the net radiative cooling and G the soil heat flux. The results
obtained in Monahan et al. (2015) independently corroborate the regime classification of Van Hooijdonk et al.
(2015), indicating that the MWST model is quite robust to explain the observations of the SBL at Cabauw. In
our study, UT

10m basically corresponds to the U10m value below which the ratio |Qn/H | starts to increase signifi-
cantly (see Figure 4.12a), meaning that below this value, net surface radiative cooling is no longer compensated
by H .
It is thus tempting to assess if the predictions of the MWST theory are in agreement with our observations.
van de Wiel et al. (2012a) and Van Hooijdonk et al. (2015) derived an expression of the MWST. First, they
considered surfaces with a low heat capacity like snow covered surfaces and a dry atmosphere such that the
storage term and the latent heat flux can be disregarded in the surface energy budget. Both hypotheses are
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Figure 4.12: (a) Norm of the ratio of the net radiative cooling Qn over the sensible heat flux H given by the sonic thermo-
anemometer at 3.5 m versus U10m . (b): 2014-2015 frequency distribution of Umin at 10 m calculated with Eq. (4.6) with
different values of z0 and G. It will be recalled that z0m is the mean value of the roughness length for momentum found
in Vignon et al. (2016) and is equal to 5.6 × 10−4 m.

valid at the first order for Dome C conditions. Then, the surface sensible heat flux is calculated following the
formulation in England and McNider (1995) (see also King and Connolley, 1997):

H =




−ρcp κ2

ln(z/z0) ln(z/z0t )
U∆θ(1 − αRb )2, Rb ≤ 1/α (4.5a)

0, Rb > 1/α (4.5b)

where ρ the air density, g the gravity acceleration, ∆θ the difference in the potential temperature between z and
the surface, cp the heat capacity per unit mass of air and Rb the bulk Richardson number between the height
z and the surface. Here the formula is slightly modified to account for the difference between the roughness
length for momentum z0 and the roughness length for heat z0t . The maximum sensible heat flux remains greater
or equal to the surface energy demand if the wind speed is greater than the following threshold:

Umin =

(
27
4

αg

θ0κ2

|Qn | − |G |
ρcp

z ln(z/z0) ln(z/z0t )
)1/3

(4.6)

with θ0 a reference potential temperature. To calculate Umin at Dome C using Equation (4.6) can be problematic
for three reasons. First, although snow is a good insulator, the soil heat flux is not negligible particularly in
summer, but it is not continuously measured. According to King et al. (2006), the soil heat flux G can reach
one quarter of Qn (in magnitude) in December and January. Moreover, Equation (4.6) is based on the Monin-
Obukhov theory which is not valid at 10 m in very stable conditions (Vignon et al., 2016). Then, van de Wiel
et al. (2012b) point out that the value of Umin is sensitive to the surface roughness, which is in agreement with
the results of Section 4.2.4. The roughness lengths vary significantly at Dome C and accurate estimation of
Umin requires a prior parametrization of z0 and z0t .
We attempt a first calculation using Equation 4.6 for the 2014-2015 distribution of Qn in stable conditions
and considering values of |G | ranging from 0 W m−2 to 1/4 Qn , different but realistic values of z0 at Dome C,
z0t = z0/10 (Vignon et al., 2016) and α = 4 which is a value that leads to a reasonnable fit between measured
and estimated sensible heat flux (not shown here). This leads to the 10 m Umin distributions in Figure 4.12b
for the period 2014-2015. The black distribution calculated using the mean z0 found in Vignon et al. (2016)
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i.e. z0m = 5.6 × 10−4m and |G | = 0 is probably the most statistically representative for Dome C. It peaks at
approximately 6 m s−1, which is in the range of values of UT

10m identified in Section 4.2.4. The distribution
is quite sharp (kurtosis equal to 7.0) and the standard deviation is equal to 1.1 m s−1 meaning that the MWST
predicts most of the transition to occur not at a fixed U10m value but at wind speeds close to 6 m s−1. This is in
agreement with our observations. The full interval of the Umin distribution becomes broader when we account
for the sensitivity to the snow heat flux G and the sensitivity to the roughness length. Considering a lower
bound for the surface energy demand term by taking |G | = 1

4Qn slightly shifts the distribution toward lower
values (red distribution). To account for the variability of the roughness length due to changes in wind direction
and snow properties, we show the distributions calculated with z0 10 times higher or lower than z0m (green
and blue distributions respectively). The peaks of the green, black and blue distributions roughly cover a range
of 2 m s−1 illustrating the sensitivity of Umin to roughness length as already emphasized in the observations in
Section 4.2.4.
Although the current expression of Umin requires further improvements to be correctly usable at Dome C
(particularly considering deviations from the Monin-Obukhov similarity theory), the Umin distribution can
explain why most of the regime transition occurs around 6 m s−1 but also why some transitions may occur at
much different values. This result and Figure 4.12a suggest that the transition between SBL regimes is related
to the compensation or non-compensation of the net surface energy demand by the sensible heat flux. This
allows to feel confident that the fundamental principles of MWST theory can explain the overall existence and
the transition between the two regimes at Dome C.

Reversed ’S’ shape dependency of the near-surface temperature inversion to the wind speed

The clear reversed ’S’ shape observed in Figures 4.11d and 4.15b is intriguing. To our knowledge, this is the first
time that such a behavior of the SBL has been evidenced in in situ observations. In addition this particular shape,
the ’S’ seems to ’fold-back’ (also visible in Figure 4.15b) and as observed in the previous section, the vertical
branch mainly contains data during regime shifts. These observations could suggest that the SBL may evolve
like a two regimes dynamical system with a critical transition and associated to an hysteresis (see Figure 4.13)
as defined in the review of Scheffer et al. (2009). This kind of critical transition recalls the original study by
McNider et al. (1995) that evidences transitions between a coupled and a decoupled state of the SBL using a
stability analysis of a two layers model. Bifurcations between SBL regimes were also analytically studied in
van de Wiel et al. (2007); Holdsworth et al. (2016) and more recently Donda et al. (2015) and Van Hooijdonk
et al. (2017a) evidenced a critical transition between a turbulent SBL flow and a laminar SBL flow in direct
numerical simulations. The authors concluded that SBL may share similarities with generic dynamical systems
like those described in Scheffer et al. (2009). In any case, although the scatter in our data prevents us from
drawing a definitive conclusion in the present study, Figure 4.11d opens new perspectives for the conceptual
understanding of the SBL. For instance, the likely hysteresis questions the existence of multiple solutions for
given external forcings, i.e., multiple values of T10m − Ts for a given U10m and a given radiative energy supply.
This is of particular importance for predicting the behavior of the SBL (McNider et al., 1995; van de Wiel et al.,
2002). Another study is currently underway as part of follow up theoretical works by the authors on the regime
transition in the near-surface temperature inversions.
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Figure 4.13: Sketch of the possible equilibrium state of the SBL at Dome C (inspired by Scheffer et al. (2009)). Solid
(dashed) lines show stable (unstable) equilibria. Dots indicate transition points and arrows show how the SBL behaves if
it is not in equilibrium.

Numerical modelling of the strong near-surface inversions at Dome C

The existence of two distinct regimes and the sharp transition between them, are three features of the Dome C
SBL that are relevant challenges for the current atmospheric numerical models. In particular, to reproduce the
very strong near-surface inversions in the low wind regime is an actual litmus test for physical parametrizations.
Beyond the critical role of the turbulence, the modelling of the very stable regime rests on the representation
of non-turbulent processes like the radiative coupling between the atmosphere and the surface. Accurate mod-
elling of the infra-red transfer over the Antarctic Plateau is in itself a challenge, because it requires a good
representation of the moisture content in the dry and cold boundary layer, accounting for frequent supersat-
urations with respect to ice (Genthon et al., 2017). Moreover, the Antarctic Plateau atmosphere undergoes a
continental scale subsidence associated with the divergence of the katabatic winds (James, 1989). This subsi-
dence leads to an adiabatic heating of the SBL which can be expected to contribute to the formation of strong
temperature inversions (S. De Roode, personal communication). However, the extent of such a phenomenon
in the energy budget of the Antarctic SBL compared to, for instance, the advection of warmer air from coastal
regions, is still an open question. Furthermore, the role of likely remnants of dynamical mixing in the very
stable regime, like intermittent turbulence, still needs investigation. Zilitinkevich and Calanca (2000) and Zil-
itinkevich (2002) also showed that the near surface mixing in long-lived SBL (Zilitinkevich and Esau, 2005),
like the winter SBL at Dome C, can be affected by non-local features e.g. the remote influence of downward
propagating internal waves from the free atmosphere. However, as no reliable turbulence measurements are
available during the polar night, parametrizations of surface turbulent fluxes that account for such effects are
hard to evaluate using current in-situ observations.

4.2.8 Conclusions

The analysis of a meteorological dataset along a 45 m tower completed with radiation and turbulence measure-
ments revealed the existence of two SBL regimes at Dome C on the Antarctic Plateau. Because the behavior of
the SBL is primarily driven by wind shear, the regime transition can be characterized with a 10 m wind speed
threshold. For winds above the threshold, the wind is vertically coupled over the 45 m tower and probably over
the whole SBL. Temperature inversions are moderate and the turbulence activity is significant and increases
steadily with an increase in wind strength. For 10 m winds below the threshold, the wind and temperature
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gradients increase dramatically and the continuous turbulence cut-offs. In these conditions, temperature differ-
ences between 10 m and the surface can reach values greater than 25 K. Weak-wind conditions are generally
associated with ’exponential’ shaped vertical temperature profiles and moderate wind conditions with ’C-C-C’
shaped vertical temperature profiles. However, because vertical temperature profiles are usually non-stationary
in time, direct use of their curvature as a regime indicator is not recommended. Paralleling results obtained at
Cabauw, the regime transition appears to be closely related to the balance or unbalance between the surface
sensible heat flux and the net surface cooling. This observation and the values of the wind speed thresholds
are in good agreement with predictions by the MWST theory. The amplitude of the near-surface temperature
inversion was also shown to depend on the amount of radiative energy that reaches the surface. Moreover, the
structure of the summertime SBL is shown to depend on local time, particularly in the low wind speed regime.
The study of the regime transition in the clear sky polar night and observation of the ’S’ shape dependency of
the near-surface temperature to the 10 m wind speed suggest that the SBL at Dome C obeys a 2 regime system
with a critical transition. This observation provides new insights for the conceptual modelling of SBL dynam-
ics. To reproduce the two regimes and very large temperature inversions is also a challenge for the atmospheric
numerical models given that this certainly requires not only an accurate turbulent closure but also a radia-
tive transfer scheme adapted to the cold dry air over the Antarctic Plateau. Analyses of model performances
over Dome C are underway in the framework of the GEWEX Atmospheric Boundary Layers Experiment 4:
’http://www.cnrm-game-meteo.fr/aladin/meshtml/GABLS4/GABLS4.html’.
Finally, this first climatology of SBL regimes opens the way for further in depth analysis, considering for in-
stance non-dimensionnal analysis of the flow in relation with turbulence ignition/extinction. The time evolution
of the SBL in each regime also remains to be investigated, exploring more into details the evening transitions
in summer but also sudden ’warming events’, that act like ’reset buttons’ for winter SBL.
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Appendix

A) Deacon number for temperature

The Deacon number for temperature at 13.5 m is calculated using a discrete form of Equation (4.3) consider-
ing the available measurements on the tower. Here, the two terms ∂T

∂z and ∂2T
∂z2 of Equation (4.3) are devel-

oped:

∂T
∂z 13.5m

=
T17m − T10m

z17m − z10m
(4.7)

http://www.cnrm-game-meteo.fr/aladin/meshtml/GABLS4/GABLS4.html
http://lgge.osug.fr/~ genthon/calva/home.shtml
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∂2T
∂z2 13.5m

=

(
T25m − T10m

z25m − z10m
−

T17m − T3m

z17m − z3m

)
/(z17m − z10m ) (4.8)

4.3 Further comments: A conceptual model to explain the regime transition
in near-surface temperature inversions

The clear observation of a two regime behaviour of the SBL at Dome C and in particular, the reversed ’S’
shape dependency of the near-surface inversion upon the wind speed questioned our current understanding of
the physics of the SBL, not only over the Antarctic Plateau, but over all flat continental surfaces. In line with
Van Hooijdonk et al. (2015) and Monahan et al. (2015), the previous study showed that the regime transition
can be understood in terms of the MWST theory. However, this latter does not predict the behaviour of the SBL
once it starts to be mechanically insulated from the surface.
Still in collaboration with Bas van de Wiel and his team, the previous article was followed by another study
conducted by the Dr van de Wiel and in which I was involved. It deals with the set-up of a conceptual model
that explains the behaviour of the near-surface inversion depending on the mechanical forcings exerted on the
SBL and this, even in very weak wind conditions. The following section summarized some of the findings. The
interested reader is encouraged to refer to van de Wiel et al. (2017).

4.3.1 Model description

The conceptual model of the SBL combines a surface energy budget equation over a flat surface with a bulk
model of an isothermal and dry low atmosphere. A schematic view of this model is presented in Fig. 4.14. Note
that Ts is the sole free variable. zr is a height close to the surface at which the wind speed does not vary much,
like the crossing-point for typical nocturnal boundary layer or a height just above the SBL top in long-lived
SBL (like those during the polar night). Note that Tr , the air temperature, is also assumed to be the temperature
in the topsoil3.

The evolution equation for the inversion strength ∆T is governed by the energy budget of the surface slab
because Tr is maintained constant. It reads:

Cv
d∆T
dt

= Qn − H − G (4.9)

with Cv the heat capacity of the surface slab. Using a bulk parametrization of the sensible heat flux H and a
linear diffusive parametrization for the ground heat flux G, this equation writes:

Cv
d∆T
dt

= Qn − ρcpCDnU∆T fh (Rib ) − λs∆T (4.10)

λs is the heat diffusivity in the soil and fh a stability function. Following the Boltzmann’s law, the net radiative
heat flux Qn can be rewritten as:

Qn = εσT4
s − εrσT4

r (4.11)

= Qi − λrad∆T (4.12)

3This is an oversimplification of reality and one may consider for instance a topsoil temperature equal to a fraction of Tr but this
would not change the main conclusions presented here.
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Figure 4.14: Schematic view of the bulk model. Black dots refer to the temperature at the surface Ts (dynamic) and to the
temperature in the atmosphere and in the soil (fixed reference Tr ). Inversion strength is called ∆T .

z0 (m) zr (m) Qi (W m−2) λ (W m−2K−1) Tr (K) P (Pa) ρ (kg m−3) cp (J kg−3 K−1)
10−3 10 50 2 243 64500 1.0 1004

Table 4.2: Parameters values for the conceptual modelling at Dome C (from van de Wiel et al., 2017)

with εr the air emissivity (assumed constant in the dry and isothermal bulk atmosphere), Qi the isothermal
net radiation equals to (ε − εr )σT4

r and λrad = 4εσT4
r an air diffusivity coefficient. Equation (4.10) thus

writes:
Cv

d∆T
dt

= Qi − ρcpCDnU∆T fh (Rib ) − λ∆T (4.13)

with λ = λs + λrad a lumped conductance parameter for the diffusive processes. This parameter quantifies the
radiative and diffusive coupling between the air and the ground, and the surface.

4.3.2 Interpretation of the ’S’ shaped relationship between the near-surface inversion and the
wind speed

For Dome C conditions, the typical values of the conceptual model’s parameters are listed in Tab. 4.2. Note that
λ is estimated from the ratio Qi/∆T in the limit of zero wind speed. The equilibrium lines of Equation (4.13)
for typical conditions at Dome C are plotted in Fig. 4.15. Panel a shows that the conceptual model solution
is remarkably similar to the reversed ’S’ shape observed for Dome C data in Fig. 4.11d and hypothetized in
Fig. 4.13. From right to left, the inversion gradually increases with decreasing wind speed until a sudden jump
(at U ≈ 6 m s−1) towards high values and followed by a levelling off at ≈ 25 K i.e. a value similar to those
observed. The levelling off of the near-surface inversion is a new result, since previous conceptual models or
Direct Numerical Simulations show an inescapable runaway cooling of the surface once this latter becomes
mechanically decoupled from the atmosphere, i.e. when the turbulence cuts-off (van de Wiel et al., 2003;
Van Hooijdonk et al., 2017a). One can also point out that the sharpness of the transition depends on the choice
of the stability function (see inset in panel a). However, the ’S’ shape seems to be a robust feature of the
SBLs over flat surface whatever the stability function or the parameters choice. Besides Dome C, van de Wiel
et al. (2017) also show the validity of this result for the SBL over the flat grass-covered landscape at Cabauw,
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the Netherlands. Panel b shows that the value of the inversion in weak wind speed conditions depends on
the strength of the ’diffusive’ coupling between the air and ground with the surface i.e. the value of λ. The
stronger the coupling, the weaker the inversion. At Cabauw, the SBL is moister and the soil less insulating, the
typical value of λ at Cabauw is ≈ 7, leading to a ’flatter’ reversed-S than at Dome C (where λ ≈ 2, see Tab. 4.2).

Moreover, one can see that either using cut-off stability function (panel a) or for very low values of λ (panel
b), the equilibrium curve presents a ’back folding’. This was identifiable in the in-situ data in Fig. 4.15b and
4.11d. The model thus predicts multiple equilibria of the inversion for a single wind speed. This nonuniqueness
in the SBL dynamical behaviour was already suggested in McNider et al. (1995, 2012) analysing the dynamical
system of simplified equations of the SBL.

Note that Fig. 4.15 shows the curve along which data are supposed to align at equilibrium. During the set-up
of the nocturnal SBL at mid-latitudes or at Dome C in summer, the data would ’move’ almost vertically in a
graph like Fig. 4.15 from a near-zero inversion and a near-geostrophic wind speed value at sunset toward the
’S’ line (as visible in Fig. 4.11c). Van Hooijdonk et al. (2017b) investigate the growth rate of the near-surface
inversion around sunset, including summer Dome C data in the analysis. The authors show that the absolute
growth of the temperature inversion increases as the wind speed becomes lower than the critical value at which
the regime transition occurs.

Moreover, the authors find this interesting result that once the inversion growth rate is normalized with the max-
imum inversion during the night (close to the inversion at ’equilibrium’), the subsequent normalized growth rate
is approximately constant, or only slowly decays with the wind speed. It neither exhibits a clear dependence
on other quantities (like the soil type) and this is true not only for Dome C but also for two sites in Europe. A
possible explanation is that the initial growth of the inversion at sunset is dominated by the same processes like
remnants of diurnal convective motions, whatever the SBL regime (and the location). This somehow contrasts
with the conceptual findings in van de Wiel et al. (2017) that expect the typical time scale of the near-surface
inversion recovery to increase with decreasing wind speed towards the critical value at which the regime tran-
sition occurs, e.g. U10m ≈ 6 m s−1 at Dome C. However, one may consider this contradiction with a pinch of
salt. Indeed, Van Hooijdonk et al. (2017b) focus on the very-beginning of the night, i.e. a period during which
the SBL is still ’entering’ its dynamical regime and is still affected by remnants diurnal motions.

Coming back on the physical interpretation of the ’S-shape’ curve in Fig. 4.15, Fig. 4.16 further shows the
magnitude of the different terms in Equation (4.13) for typical conditions at Cabauw4. Except for the numerical
values, the interpretation of this figure can be extended to Dome C. The terms are plotted as functions of the
∆T for different values of the wind speed and λ. The horizontal dotted line is the surface energy demand Qi at
the dashed and solid lines are the energy supply to the surface i.e. the sum of the sensible heat flux and of the
diffusive term.
In the upper panel with a very weak diffusive coupling (λ = 0.1), one can point out that for a given wind speed,
the heat supply curve is bell-shaped and has a maximum value proportional to U3 (van de Wiel et al., 2012a).
This tendency reflects the increase in the amplitude of the sensible heat flux with an increase in the near-surface
inversion until a value from which the damping by stability starts to prevail. One can further notice that an
equilibrium can be reached, i.e. the energy supply can equal the energy demand, from a minimum wind speed
value (between 9 m s−1 and 10.5 m s−1 for Cabauw). Below this critical wind speed, run-away cooling occurs.

4This figure is from van de Wiel et al. (2017)
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Figure 4.15: Equilibrium solutions of equation (4.13) for typical conditions at Dome C. Panel a shows the result for
different stability functions (see inset) with λ = 2, i.e. the value calculated for Dome C in Tab. 4.2. Panel b shows the
equilibrium lines for different value of λ and with the use of short-tail stability functions. This figures is adapted from
van de Wiel et al. (2017).

Interestingly this graph also shows that for very strong wind speed, the energy supply curve intersects twice
the energy demand curve, suggesting that two equilibria are possible. However, a further analysis shows that
equilibrium points located on a descending branch of the energy supply curve are dynamically unstable (van de
Wiel et al., 2017) and this statement is true for the three panels in Fig. 4.16. That is why in reality, almost only
the stable equilbrium (corresponding to the lowest ∆T value in the upper panel) is observed.

Analysing now the graph with a moderate coupling (λ = 3, middle panel), one can notice that the energy supply
curve is actually the sum of a ’bell-shaped’ contribution (corresponding to the turbulent sensible heat flux) and
of a linear trend (corresponding to the diffusive term). For weak wind speed, (solid black curve), the unbounded
cooling does not occur and an equilibrium is found at a high ∆T value. This equilibrium is a balance between
the diffusive terms and the surface energy demand term and it corresponds to the upper horizontal branch of the
reversed ’S’ in Fig. 4.15. For high wind speeds (dashed grey curve), the equilibrium is found for a weak ∆T
and it corresponds to a balance between the energy demand term and the sum of the sensible heat flux and the
diffusive term. This latter equilibrium corresponds to the lower horizontal branch of the ’S’ in Fig. 4.15. For
moderate wind speeds (solid grey curve), three equilibria are found. Two are dynamically stable (those for the
lowest and the highest ∆T), whereas the third one is unstable because it is located on a descending branch of
the energy supply curve (van de Wiel et al., 2017). This latter configuration perfectly illustrates the transition
zone of an hysteresis as suggested in Fig. 4.13 and by the back-folding curves in Fig. 4.15. In particular, the
dynamical instability of the middle equilibrium point explains why, the back-folding vertical branch of the
reversed ’S’ in our observations (Fig. 4.11d) mostly contains non-stationnary points.

The bottom panel in Fig. 4.16 shows a case with λ = 10. Whatever the wind speed, the diffusive coupling is so
strong that an equilibrium is found at a weak ∆T value.

Furthermore, van de Wiel et al. (2017) carry out a nondimensionalized analysis of Equation (4.13), evidencing
the analogy between the wind (mechanical) forcing and the radiative forcing in driving SBL regime transitions.
This echos the results of Walters et al. (2007) who use a non-linear analysis of the SBL equations to show
that an increase in greenhouse gases or surface heat capacity, can cause large increases in surface temperature
as the SBL shifts from a very stable regime to a weakly stable regime. This highlights the urgent need to
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Figure 4.16: Magnitude of terms in Equation .(4.13) as a function of inversion strength and wind speed using short-
tail stability functions for typical conditions over the short-grass covered and flat lanscape at Cabauw, the Netherlands.
Intersections of horizontal energy demand Qi with curved lines (sum of supply terms: turbulent and ’conductive’ heat
fluxes) represent equilibrium points. Upper panel: ’no diffusive coupling’, Middle panel: ’weak coupling’, Bottom panel:
’strong coupling’. Figure from van de Wiel et al. (2017).
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assess whether current GCMs involved in climate projections are able to capture the non-linearities associated
to different SBL regimes and the related sharp transitions. This aspect is treated in Chapter 6.
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Modelling the summertime diurnal cycle of the boundary layer at Dome C
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5.1 Preface

The last two chapters gave recommendations, but also raised challenging points for climate models concerning
the representation of the ABL at Dome C. I started the evaluation of meteorological models in the Dome C
ABL by the analysis of simulations made with the regional climate model MAR (e.g. Gallée and Schayes,
1994; Gallée, 1995; Gallée and Gorodetskaya, 2010), in close collaboration with Hubert Gallée and Hélène
Barral. In fact, MAR simulations were run during the summer 2011-2012 to provide key physical parameters
of the ABL for the interpretation of chemical data obtained during the Oxidant Production over Antarctic Land
and its Export (OPALE) campaign, a measurements campaign dedicated to the characterization of the oxidizing
environment of the ABL in East Antarctica (Preunkert et al., 2012). The evaluation of MAR was carried out in
two papers: Gallée et al. (2015a) and Gallée et al. (2015b).

The first article focuses on the overall representation of the ABL structure over three days in the period De-
cember 2011 - January 2012. It shows that even though MAR reasonably represent the turbulent mixing in
the summertime ABL at Dome C, it tends to underestimate the LWdn flux in cloudy conditions. This point
explains a significant overestimation of the diurnal temperature range in cloudy conditions in the model. It will
be shown hereinafter that LMDZ also struggles to simulate the LWdn flux at Dome C.

The second paper focuses on the modelling of a nocturnal jet in the night of the December, 17th 2011. This
kind of jet is critical with regard to the mixing of chemical species since it is suspected to generate additional
turbulence at the top of the nocturnal ABL and to transport chemical species over long distances from their
emission site. Moreover, Barral et al. (2014b) shows that this summer nocturnal jet is a climatological feature
of the ABL at Dome C. The authors further show that its height (i.e. the height of the wind maximum) tends to
decrease as the near surface inversion increases i.e. as the nocturnal ABL becomes very stable (see Fig. 5.1).
While the association between the word ’jet’ and ’Antarctica’ may recall the katabatic winds, we evidenced
with Hélène Barral from wind observations on the 45 m tower that the summertime nocturnal jet at Dome C is
not a signature of a katabatic flow. In fact, the jet is generated by an inertial oscillation that starts at the top of
the nocturnal SBL where the daytime turbulence has shut down. This type of nocturnal jet that is present over
relatively flat continental landscapes at mid and high latitudes, and its physical mechanism has been explained
in Blackadar (1957); Davies (2000); van de Wiel et al. (2010) and in Baas et al. (2009). It is summarized here
in Fig. 5.2.

In the diurnal convective ABL, friction causes the wind vector U0 to be directed towards low pressure. At the
day-night transition the turbulence quickly dissipates. Above the developing turbulent stable ABL, the friction
force evolves from its ’sunset’ value Ft,0 to zero. The air in this layer is decoupled from the surface and the
balance of forces is no longer in equilibrium. The wind at the top of the SBL starts to accelerate. As the Coriolis
force is proportional to the wind speed and directed ’towards the left’ (in the southern hemisphere), the wind
vector starts to rotate anti-clockwise around the geostrophic wind vector (denoted Ug ). At a time t after the
decoupling, the wind vector has moved from U0 to Ut and the Coriolis force from Fc,0 to Fc, t . The amplitude of
the oscillation equals the magnitude of the ageostrophic wind component at the moment of decoupling which
depends on the friction during daytime. The period of oscillation is given by 2π/ f where f is the Coriolis
parameter. At Dome C, this period equals 12.4 h.
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Figure 5.1: Number of samples (30 min average) for which a jet is detected below 40 m on the 45 m tower at Dome C,
as a function of the height of the wind speed maximum and of the inversion strength (measured by the difference of
temperature between the top and the bottom of the tower). All the available measurements recorded during December
nights from 2009 to 2013 have been plotted. Figure adapted from Barral et al. (2014b).

Figure 5.2: Schematic view of an inertial low-level jet (adapted from (Baas et al., 2009). Details are in the text.
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Gallée et al. (2015b) show that MAR represents relatively well the summertime nocturnal jet (see Fig. 5.3a).
A detailed analysis of the momentum budgets in the MAR simulation shows that the jet is generated when
turbulence shuts down at the end of daytime, just above the turbulent layer where the flow is still deflected
from the geostrophic wind direction blowing from higher to lower pressures. This is in agreement with the
observations and the conceptual view of the inertial jet that I have presented above. However, the model is not
able to properly simulate the inertial oscillation after 0130 LT (see Fig. 5.3b). The cause has not been firmly
identified but possible explanations are that the horizontal diffusion of the model damps the inertial oscillation
or that the westerly component of the large scale wind forcing is overestimated.

MAR is a regional model i.e. a model with a relatively fine vertical and horizontal resolution compared to GCM,
and its physical parametrizations have been mostly developed and adapted for Antarctic studies. For example,
it encompasses a parametrization for blowing snow in a climate model (Gallée et al., 2001), which is critical
for modelling the ABL in coastal Antarctic regions (e.g. Barral et al., 2014a; Amory et al., 2015). The correct
MAR performances in the ABL at Dome C underlined in Gallée et al. (2015a,b) are of course an interesting
and satisfying result but they are not very surprising. The next section is a bit more challenging since it explores
the ability of the LMDZ GCM - model with a coarser resolution and not particularly adapted and developed
for polar regions - to simulate the ABL at Dome C. I begin with the summertime diurnal cycle benefiting of
the GABLS4 exercise. As a reminder, the GABLS4 case focuses on a typical summertime diurnal cycle and its
design provides an excellent framework to start to evaluate, discuss, and improve the critical parametrizations
of LMDZ in a 1D configuration1.
The next section provides a new configuration of LMDZ that show, at least in 1D, encouraging results that are
comparable to those obtained with MAR.

1Note that all the requested simulations for the GABLS4 exercise (stages 0, 1, 2 and 3, see Sect. 1.3.2) were realized with LMDZ
and sent to the GABLS4 steering committee. In the present manuscript, I only show results from simulations corresponding to the stage
1 and 2 i.e. single column model simulations with realistic forcings and with or without prescribed surface temperature. The in-depth
analysis of the simulations corresponding to stage 0 (land-surface model only) and stage 3 (idealized forcings) is currently made by the
GABLS4 committee in the framework of the models intercomparison.
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(a)

(b)

Figure 5.3: (a): Temperature (colour) and wind speed (isocontours) in the first 45 m, simulated by MAR on 16–17
December 2011 (upper panel) and observed (lower panel). The simulated jet level is at z = 14 m (shown by a cyan line
in both panels). (b): Wind hodograph at z ≈ 15 m at Dome C between 16 December 2011 1900 LT and 17 December
2011 1000 LT. Colours represent time in hours before/after 17 December midnight (negative/positive values). Arrows are
plotted for 16 December 2011 1900 LT and 17 December 2011 0130 LT.
These figures are from Gallée et al. (2015b).
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5.2 Article. Antarctic Boundary-Layer Parametrization in a General Circula-
tion Model: 1D simulations facing summer observations at Dome C

Vignon E., Hourdin F., Genthon C., Gallée H., Bazile E., Lefbvre M.-P., Madeleine J.-B. and van de Wiel B.
J. H. (2017) Antarctic Boundary-Layer Parametrization in a General Circulation Model: 1D simulations facing
summer observations at Dome C. J G R Atmos, 122, doi:10.1002/2017JD026802

N.B.: The supplementary materials for this paper have been included in the Appendix of the thesis.

Abstract

The parametrization of the atmospheric boundary layer (ABL) is critical over the Antarctic Plateau for climate
modelling since it affects the large scale temperature inversion and the katabatic winds. This study challenges
state-of-the-art parametrizations used in general circulation models to represent the clear-sky summertime di-
urnal cycle of the ABL at Dome C, Antarctic Plateau. The Laboratoire de Météorologie Dynamique-Zoom
model is run in a 1D configuration on the fourth GEWEX Atmospheric Boundary Layers Study case. Simula-
tions are analysed and compared to observations, giving insights into the sensitivity of one model that partici-
pates to the intercomparison exercise. Snow albedo and thermal inertia are calibrated leading to better surface
temperatures. Using the so-called ’Thermal Plume Model’ improves the momentum mixing in the diurnal ABL.
In stable conditions, four turbulence schemes are tested. Best simulations are those in which the turbulence
cuts-off above 35 m in the middle of the night, highlighting the contribution of the longwave radiation in the
ABL heat budget. However, the nocturnal surface layer is not stable enough to distinguish between surface
fluxes computed with different stability functions. The absence of subsidence in the forcings and an underesti-
mation of downward longwave radiation are identified to be likely responsible for a cold-bias in the nocturnal
ABL. Apart from model-specific improvements, the paper clarifies on which are the critical aspects to improve
in general circulation models to correctly represent the summertime ABL over the Antarctic Plateau.

5.2.1 Introduction

Near surface air cooling over the Antarctic Plateau exerts a significant control on the continental atmospheric
circulation and on the Southern Hemisphere circulation (e.g. King and Turner (1997)). Indeed, the negative
surface radiative energy budget leads to a cooling of the air near the surface (Connolley, 1996; Hudson and
Brandt, 2005) and to prevailing Atmospheric Boundary Layers (ABL) that are stably stratified. The subsequent
cold and dense near-surface flow feeds the katabatic winds that blow down the coastal slopes of the continent
(Parish and Bromwich, 1987) and partially drive the meridional polar cells (James, 1989). In a general circula-
tion model (GCM), the way the surface-atmosphere heat exchanges are parametrised over the Antarctic Plateau
is thus critical for the representation of the Southern Hemisphere circulation at high latitudes.
Modelling the near-surface turbulent exchanges over the Antarctic Plateau is challenging, first and foremost be-
cause the stable ABL over the Antarctic Plateau is often as shallow as a few tens of meters or even a few meters
(e.g. King (1990); Pietroni et al. (2012)). Correct representation of the near-surface turbulent processes thus
requires a very fine vertical resolution in the first meters of the atmosphere to obtain reasonable calculations of
the turbulent fluxes (Cassano et al., 2001; Vignon et al., 2016). In addition to resolution issues, the physical
parametrizations currently implemented in climate and weather forecast models have often not been developed
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for such extreme conditions. King et al. (2001) showed that the choice of the parametrization of surface and
boundary-layer turbulent heat fluxes in stable conditions significantly affects the representation of the Antarctic
climate in the Hadley Centre climate model. In fact, using parametrizations with stability functions that sharply
decrease with increasing stability led to stronger katabatic winds and enhanced cooling of the Antarctic coastal
waters. Although the latter type of stability functions are closer to observations at Halley antarctic station
(King and Connolley, 1997), they induce mechanical decouplings between the surface and the atmosphere over
large parts of East Antarctica, as evidenced by extremely large near-surface temperature inversions. Using in
situ observations along a 45 m tower, Vignon et al. (2017a) showed that a mechanical decoupling between the
surface and the atmosphere occurs very frequently at Dome C, East Antarctic Plateau, sometimes resulting in
temperature inversions greater than 25 K between 10 m and the surface.
Beyond Antarctica, the sensitivity of climate modelling to stable ABL parametrization was shown to be crit-
ical in other regions of the world. This is for instance the case over the western parts of the North Atlantic
and North Pacific oceans where persistent boundary layers form in summer (King et al., 2007), but also in the
Arctic (Viterbo et al., 1999; Sterk et al., 2013; Holtslag et al., 2013; Sterk et al., 2015, 2016). An improved
representation of the stable ABL in climate and weather forecast models calls not only for a better understand-
ing of the physical mixing processes near the surface particularly in very stable conditions (e.g. Mahrt (2014),
Holtslag et al. (2013)), but also for a better understanding of the subgrid parameterization itself (Mahrt, 1987;
Sandu et al., 2013). In a bid to improve the representation of the stable ABL in weather forecast and climate
models, single column models and Large Eddy Simulations (LES) intercomparisons were conducted in the
framework of the GEWEX2 Atmospheric Boundary-Layer Study (GABLS, Holtslag (2006); Holtslag et al.
(2011)). One of the main conclusions of the first three GABLS intercomparison cases is that weather forecast
models simulate stable ABLs that are too deep and in which the surface drag is too strong, the low level jets
are excessively eroded and the wind veering with height is underestimated (Cuxart et al., 2006; Svensson et al.,
2011; Bosveld et al., 2014b; Holtslag et al., 2013). In weather forecast models, the enhanced mixing of heat in
stable conditions is often maintained to prevent runaway surface cooling and unrealistically strong weather sys-
tems (Sandu et al., 2013) but excessive turbulent fluxes in nocturnal conditions were also observed in most of
GCMs that were involved in the Coupled Model Intercomparison Project 5 (CMIP5) in Svensson and Lindvall
(2015). While the first three GABLS experiments dealt with relatively weakly stable ABL, a fourth GABLS
experiment was set up over Dome C, Antarctica, where very stable ABL frequently occurs. This fourth GABLS
case consists in the comparison of single column models, LES, and observations during a clear-sky summer
diurnal cycle (Bazile et al., 2014, 2015a). The alternation of a shallow and strongly stratified nocturnal ABL
with convection during daytime constitutes a critical challenge for the atmospheric models, pushing physical
parametrizations to their limits.
The aim of this study is to challenge various formulations of the parametrization of the turbulent mixing in
GCMs to represent the clear-sky summertime ABL over the Antarctic Plateau. We use the 1D version of the
Laboratoire de Météorologie Dynamique-Zoom (LMDZ) model, the atmospheric component of the IPSL Earth
System model (Dufresne et al., 2013), and compare GABLS4 simulations with in situ observations at Dome C.
Complementary to the GABLS4 models intercomparison, the study provides further insight into the sensitivity
of one particular GCM that participates in the 1D models intercomparison exercise. Besides providing an ex-
cellent test for the specific physical parametrizations in LMDZ, the present work also gives more general hints
for future developments for the representation of polar regions in GCMs.
The paper is structured as follows. Sect. 5.2.2 briefly reminds the climatology and the meteorological measure-
ments at Dome C. Sect. 5.2.3 presents the LMDZ model and describes the relevant physical parameterizations.

2Global Energy and Water Cycle Exchanges Project
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Sect. 5.2.4 presents the set-up of the GABLS4 simulations, the results of a simulation that uses the standard
configuration of the model as well as the set-up of a control simulation with adapted surface parameters and
vertical grid. Sect. 5.2.5 then shows the results of the sensitivity analysis to turbulent mixing parametriza-
tions. Sect. 5.2.6 discusses experiments with modified model forcings. Finally, Sect. 5.2.7 presents our conclu-
sions.

5.2.2 Climatological settings and meteorological observations

Summer climate at Dome C and the GABLS4 case

Dome C is located in the eastern part of the high Antarctic Plateau (75o06′ S, 123o20′ E, 3233 m a.s.l., local
time = UTC+8 h) where the french-italian station Concordia has been set up. The landscape consists in a
homogeneous snow desert, with no discernible slope (less than 1‰). The snow-surface is covered by 10 to
30 cm snow-eroded forms called sastrugi. The sky is predominantly clear. The air is very cold and dry, with
monthly mean 2 m temperature ranging from about −27 oC in austral summer to about −65 oC in the winter
polar night (Genthon et al., 2013). Genthon et al. (2015) reports a mean annual accumulation of approximately
8×10−2 m y−1 of snow (≈ 2.7×10−3 m w.e. y−1). The ’flatness’ of the Dome prevents local generation of kata-
batic winds and the 10 m wind has a moderate annual mean speed, 5.0 m s−1 and it is mostly south-westerly.
Rare peaks reach 12 m s−1 (Argentini et al., 2014). Few occurences of significant blowing snow occur (Libois
et al., 2014). In summer (December-January-February), even though the sun remains always above the horizon,
the ABL evolves in a clear diurnal cycle. Convective activity is present during daytime (e.g. Genthon et al.,
2010) refering hereafter to the time of the day when the sun is high above the horizon and when the radiative
energy budget at the surface is positive. Conversely, a stable stratification sets during nighttime (Genthon et al.,
2010) i.e. when the sun is close to the horizon and when the radiative energy budget at the surface is negative.
The upper nocturnal ABL is often affected by an inertial oscillation with a typical period of 12.4 h. It leads to a
low-level jet (Gallée et al., 2015b), peaking sometimes in the first 20 m above the ground. Sodar measurements
showed that the turbulent ABL is 100 − 300 m deep during daytime and shallower than 50 m during nighttime
(Pietroni et al., 2012; Casasanta et al., 2014). In cloudy conditions, the amplitude of the ABL diurnal cycle is
significantly reduced (Genthon et al., 2013; Gallée and Gorodetskaya, 2010).

Hereinafter, the evaluation of the 1D version of LMDZ is made in the framework of the GABLS4 experiment
(Bazile et al., 2014, 2015a). The GABLS4 single column model exercise is a 1D simulation at Dome C for the
period 11 December 2009, 0800 LT to 12 December, 2000 LT. Fig. 5.4 shows the observation of the vertical
profiles of temperature (T) and wind speed (U) over the first 45 m at 2300 Local Time (LT) the 11th December
and at 1100 LT the 12 December 2009 (red lines) at Dome C. Details on the observing system are given in
the next section. The profiles are close to the summertime climatological ones (solid black lines), evidencing
the representativeness of the summer diurnal cycle during the GABLS4 period. The wind direction is also
southwesterly and close to the climatology (Barral et al., 2014b).

In situ data

In the present study, we use in situ data from the Dome C meteorological observatory. We analyse temperature
and wind data obtained along a 45 m tower. We also use radiation data obtained by the Baseline Surface
Radiation Network (BSRN, Lanconelli et al., 2011) from which we retrieve the surface temperature using a
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Figure 5.4: Vertical profiles of temperature (upper row) and wind speed (lower row) at 1100LT (left column) and 2300LT
(right column). Full black lines are the composite profiles calculated over December and January months from 2009 to
2014. Dashed black lines indicate plus or minus one standard deviations. Red lines show the profiles at 1100 on the 12
December 2009 and at 2300 on the 11 December 2009.

Heights of sensors (m) on the 45 m tower
Temperature 3.4, 8.9, 18.0, 25.4, 32.8, 42.0

Wind 3.9, 9.4, 18.5, 25.9, 32.3, 41.7

Table 5.1: Heights of sensors on the 45 m tower in December 2009. Heights may slightly vary with time due to snow
accumulation.

surface emissivity of 0.99 (Brun et al., 2012), as well as the surface albedo by calculating the ratio between
the downward and the upward shortwave radiations. Heights of the sensors in December 2009 i.e. during
the GABLS4 period (see Sect. 5.2.4) are shown in Tab. 5.1 and details on the measurements themselves can
be found in Genthon et al. (2010, 2013). We also use turbulence data in 2014 and 2015 estimated by eddy-
covariance using a Metek USA-1 sonic thermo-anemometer measurements at 3.5 m (Pietroni et al., 2012;
Casasanta et al., 2014).

5.2.3 Model description

The LMDZ general circulation model

The model we use is an improved version of the LMDZ5B model (Hourdin et al., 2013b), atmospheric compo-
nent of the IPSL Earth System Model (IPSL-CM5) used for climate studies and climate change projections, and
in particular involved in the last CMIP5 exercise. Although initially developed for tropical and mid-latitudes
regions, Krinner et al. (1997) started to evaluate the LMDZ model over Antarctica. They proposed changes
in the model physics and tuning, like a new value for the albedo for instance, to improve the representation of
the polar climates. The LMDZ GCM was then used to study various aspects of the climate over Antarctica,
such as tropospheric circulation (e.g. Genthon et al., 2002), surface mass balance (e.g. Agosta et al., 2013),
oceanic forcing on the Antarctic climate (e.g. Krinner et al., 2014) and transport of chemical species at high
southern latitudes (e.g. Cosme et al., 2005). However, none of the studies have compared the model to in situ
meteorological observations in the ABL over the Plateau.
In this study we use a version of LMDZ under development that is based on the version described in Hourdin
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et al. (2013b) but that contains substantial changes in the physical parametrizations. One major change is the
vertical resolution: 79 levels in the new version developed for CMIP6 instead of 39 in the previous version.
This new vertical discretization has been set up as a trade off for the modelling of the stratosphere dynamics,
tropospheric circulation and ABL processes. Above Dome C, the model contains 15 levels in the first 500 m,
of which 3 are in the first 45 m (height of the meteorological tower). We now describe the parametrizations that
are expected to be critical for modelling the ABL at Dome C.

Atmospheric boundary layer in LMDZ

In LMDZ, the parametrization of the vertical turbulent flux ρw′q′ of a scalar q (being either the zonal or
meridional wind component, the virtual potential temperature or the specific humidity) reads:

ρw′q′ = ρα̂ŵ(q̂ − q) − ρKq
∂q
∂z

(5.1)

where z is the height, ρ is the air density, α̂ is the fraction of the horizontal surface covered by ascending
plumes, ŵ the turbulent vertical velocity in the thermals, q̂ the value of q in the plume and Kq a local turbulent
diffusion coefficient.
The first term in the right-hand side of this equation corresponds to the transport by a mass-flux scheme, called
the ’thermal plume model’ and described in detail in Hourdin et al. (2002) and Rio et al. (2010). Note that this
term is only active in convective conditions.
The second term in the right-hand side of Eq. (5.1) is a local turbulent diffusion term. It is parametrized using a
1.5 order closure K-gradient scheme. This scheme retains the prognostic equations for the zero order statistics
of mean wind, potential temperature and humidity and a prognostic equation (see Appendix A) for the turbulent
kinetic energy 3 (TKE) whose the square root gives a turbulent velocity scale used in the formulation of the eddy
diffusivity and conductivity. The version of the K-gradient scheme used in LMDZ was developed in Yamada
(1983) (Y83) and it is based on previous works on turbulence models for applications to the ABL in Mellor and
Yamada (1974, 1982).

The expressions for the turbulent exchange coefficients for momentum Km and for potential temperature and
humidity Kh read:

Km = lSm
√

2 TKE (5.2a)

Kh = lSh
√

2 TKE (5.2b)

where l is a master length scale and Sm and Sh are stability functions. l is calculated following Blackadar
(1962), Deardoff (1980) and Ayotte et al. (1996) as

l = min *
,
l0

κz
κz + l0

,

√
TKE
2N2

+
-

(5.3)

with z the altitude, κ = 0.4 the Von Kármán constant and N the Brünt Vaisala frequency. l0 is an asymptotic
length scale, i.e. a limit of eddy size above the surface layer, set equal to 150 m. As an extra constraint, l is
lower-bounded by a minimum value lmin = 1 m in order to enhance the mixing in very stable conditions. l is

3TKE = 1/2× (u′2 + v′2 +w′2), where u′, v′ and w′ are the turbulent fluctuations of the zonal, meridional, and vertical components
of the wind respectively.
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related to the dissipation length scale lε viz:

lε = TKE3/2/ε (5.4)

= 2−3/2 × B1l (5.5)

where ε is the TKE dissipation and B1 a constant set at 16.6 in Y83.
The stability functions Sm and Sh are semi-empirical functions of the Richardson number Ri . They are plot-
ted in Fig. 5.5. Background values of 0.085 and 0.0952 for Sm and Sh respectively were introduced in Y83
for Ri > 0.143 because the author pointed out that the usage of the full second-moment turbulence closure
of Mellor and Yamada (1974) does not produce a clear cut-off of turbulence even at strong stability. Y83
thus retained threshold values to account for the terms in the second moment equations that are neglected in
the 1.5 order closure. The effect of such thresholds are visible in Fig. 5.5. In the following, we will test a
modified version of the current Y83 scheme with no thresholds for the Sm and Sh functions (version used in
Mellor and Yamada, 1982) and with lmin = 0. It will be referred to as Y83free. The discrete formulation and the
numerical implementation of Y83 scheme and of the thermal plume model are detailed in Hourdin et al. (2002).

Ri
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Figure 5.5: Sm and Sh versus the gradient Richardson number Ri . Solid (resp. dashed) lines show functions without (resp.
with) the lower bound values prescribed in Y83.

Alternatives for turbulent diffusion

After the conclusions of Cuxart et al. (2006) and Sterk et al. (2013), we can expect the modelling of the stable
nocturnal ABL at Dome C to be sensitive to the choice of the turbulent scheme. That is why, in addition to the
Y83 scheme, we test two alternative models for turbulent diffusion.
The TKE− ε scheme from Duynkerke (1988) and that is used in the regional model MAR (Gallée and Schayes,
1994), was shown to be reasonably valid for representing the Dome C ABL in summer (Gallée et al., 2015a).
The TKE and its dissipation ε are estimated with two prognostic equations and the eddy diffusivity and the



126

conductivity are calculated as follows:

Km = cµ
TKE2

ε
(5.6a)

Kh = cµ
TKE2

ε
P−1
R (5.6b)

with cµ a constant and PR the turbulent Prandlt number. This method shows the advantage to circumvent the
parametrization of a master length scale as in the Y83 scheme and the prognostic equation on dissipation al-
lows one to relate the mixing length to local sources of turbulence. However, a TKE − ε scheme requires the
resolution of two prognostic equations rather than one, and the prognostic equation for ε needs a calibration of
semi-empirical parameters. As underlined for instance by Sukoriansky et al. (2005), the basic TKE− ε scheme
implies a constant Prandlt number. Several studies like Esau and Grachev (2007), Zilitinkevich et al. (2008a)
or Anderson (2009) show that the Prandlt number increases with stability probably because of the increase of
the relative contribution of internal waves to the mixing. Sukoriansky et al. (2005) propose a spectral theory
as an extension of the TKE − ε model that includes an expression of the Prandlt number with stability. They
obtain good model-observation comparisons with data from the SHEBA (Surface Heat Budget in the Arctic)
program. Following Gallée et al. (2015a), we thus decided to include the PR parametrization. For the present
study, the TKE − ε scheme was implemented in LMDZ using an implicit time integration scheme developed in
Deleersnijder (1992).

Zilitinkevich et al. (2013) (Z13) propose a new class of turbulence closure models for stably-stratified geophys-
ical flows. To account for the increase of turbulence anisotropy with an increase in stability, a new parametriza-
tion of turbulence anisotropy was developed. A prognostic equation of the turbulent potential energy4 (TPE)
was also added. Accounting for TPE allows for the maintenance of turbulence by wind shear even at large
Ri (Mauritsen et al., 2007). In other words, it prevents the TKE from irredeemably decaying as Ri exceeds
a critical value like in common turbulence schemes that only include a TKE equation. As TPE increases,
the counter-gradient contribution to the turbulent heat flux due to the buoyancy effect of potential-temperature
fluctuations increases, leading to a decrease in Kh and thus to an increase in PR with stability (Zilitinkevich
et al., 2007b). For this study, we have implemented in LMDZ the turbulence closure recommended for climate
models (so called the ’downgradient transport model’ in Z13) which is based on three prognostics equations:
one for the TKE, one for the TPE and one for tε = TKE/ε . In this closure, the eddy viscosity and conductivity
read:

Km = 2CτtεAzTKE (5.7a)

Kh = 2CF tεAzTKE (1 −
CθTPE
AzTKE

) (5.7b)

Cτ , CF and Cθ being numerical constants equal to 0.2, 0.25 and 0.105 respectively (Zilitinkevich et al., 2013).
Az = TKEz/TKE with TKEz the vertical component of TKE. Although the Z13 scheme has not been developed
for moist air, this is not critical here since we perform simulations in the very dry atmosphere of the Antarctic
Plateau. The Z13 system of three prognostics equations has been implemented with a ’forward-backward’
numerical scheme and it is numerically stable for time-steps of a few tens of seconds, which is reasonable for
1D simulations.

4TPE = 1/2 × ( g
θN θ

′)2, where g is the acceleration due to gravity, θ is the potential temperature and θ ′ is the turbulent fluctuation
of the potential temperature.
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Turbulence scheme
Acronym Specification
Y83 1.5 order closure scheme from Yamada (1983)
Y83free Yamada (1983) scheme, with no Sm,h thresholds and lmin = 0
TKE − ε TKE − ε scheme from Duynkerke (1988)
Z13 Energy-Flux Budget scheme from Zilitinkevich et al. (2013)
Surface drag coefficient scheme in stable conditions
Acronym Specification
L82 fm,h from Louis et al. (1982)
K01 fm,h ’SHARP’ functions from King et al. (2001) and Derbyshire (1999)
MO fm,h similar to linear MO functions, from England and McNider (1995)

Table 5.2: Acronyms and specifications of the turbulence scheme and of the surface drag coefficient scheme depending
on the fm and fh functions in stable conditions.

Surface turbulent fluxes

The surface turbulent fluxes are calculated with bulk formulae between the surface and the first model level. The
surface wind stress τ, the surface sensible heat flux H and the surface latent heat flux Le over snow read:

τ = ρ1u2
∗ = ρCdU2

1 (5.8)

H = −ρ1cpChU1(θv1 − θs ) (5.9)

Le = −ρ1LsubChU1(qv1 − qvs ) (5.10)

with u∗ the friction velocity, cp the specific heat of air at constant pressure, Lsub the latent heat of sublimation,
U , θv and qv the wind speed, the virtual potential temperature and the specific humidity respectively. The
subscript 1 refers to quantities at the first model level and the subscript s refers to surface variables. Saturation
with respect to ice over snow covered surfaces is assumed. Cd and Ch are the drag coefficient for momentum
and heat 5 respectively and they read:

Cd =
κ2

ln(z1/z0)2 × fm (5.11)

Ch =
κ2

ln(z1/z0) ln(z1/z0t )
× fh (5.12)

z1 is the height of the first model level, z0 and z0t are the roughness lengths for momentum and heat respec-
tively and fm and fh are stability functions of the bulk Richardson number Rib between the first model level
and the surface. The default value of z0 and z0t over the Antarctic Plateau implemented in LMDZ is 10−3m
which is the same value as in the European Center for Medium Range Weather Forecasts (ECMWF) Integrated
Forecast System model (Dutra et al., 2015). This value is close to the mean z0 value of 5.6 × 10−4m found
for Dome C in Vignon et al. (2016) although the latter study mentions that z0 significantly varies with wind
direction due to the alignment of the sastrugi. Moreover, the ratio z0t/z0 over snow-covered surfaces may vary
with the near-surface flow (Andreas, 1987). Vignon et al. (2016) suggested that atmospheric models need a
dynamical parametrization of roughness lengths over Antarctica to optimize the calculation of turbulent fluxes,
and, furthermore, to calculate drifting snow fluxes. Hitherto, such a parametrization is not available for GCMs
and we thus keep z0 and z0t as constants in the present study.

5We make here the usual assumption that drag coefficients for heat and moisture are equal.
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The fm and fh functions currently implemented in LMDZ are those from Louis et al. (1982) (L82). For stable
surface layers, these functions read:

fm = 1/(1 + 10
Rib

√
1 + 5 × Rib

) (5.13a)

fh = 1/(1 + 15 × Rib

√
1 + 5 × Rib ) (5.13b)

They are considered as ’long-tail’ functions because they maintain a significant level of turbulence even at
large Rib (see Fig. 5.6). They were shown to be appropriate for use in atmospheric models as they empirically
compensate for the unresolved variability inside a model grid box (Delage, 1997) and they prevent surface-
atmosphere decouplings (McNider et al., 2012). Cassano et al. (2001) showed that the turbulent fluxes cal-
culation at Halley station is sensitive to the choice of the stability function in stable conditions. We therefore
decided to test alternative stability functions. King and Connolley (1997) show that the Monin-Obukhov (MO)
similarity functions agree reasonably well with observations at Halley station. Assuming that the roughness
lengths for momentum and heat are equal and that the similarity functions for momentum and heat are identical
linear functions of z/L (L being the MO length), England and McNider (1995) show that the corresponding
fm and fh read:

fm,h



(1 − β Rib )2, Rib < 1/β (5.14a)

0, Rib ≥ 1/β (5.14b)

with β = 5 according to King et al. (2001). Vignon et al. (2016) show that, in stable conditions, commonly-
used similarity functions for dimensionless wind shear φm reasonably fit the in-situ data at Dome C while the
similarity functions for dimensionless temperature gradient φh become low-biased as the stability increases.
φm and φh functions are linked to fm and fh viz fm = φ−2

m and fh = φ−1
m φ−1

h
(England and McNider, 1995).

Green lines in Fig. 5.6 show that the MO based functions of King and Connolley (1997) better fit the in situ
estimations of fm and fh at Dome C (grey dots) than the L82 functions, consistently with results obtained at
Halley. We can also notice that these functions vanish at a critical Richardson number 1/β implying a cut-off

of turbulence at large Rib .
Following the ideas of Derbyshire (1999), King et al. (2001) (K01) found a trade-off between ’long-tail’ func-
tions and the MO functions that lead to improved simulations of surface fluxes over Antarctica.

fm = fh =



(1 − β2 Rib )2, Rib <
1

2 β2
(5.15a)

0.0625(β2/ Rib )2, Rib ≥
1

2 β2
(5.15b)

with β2 = 4. Fig. 7.2 shows that MO functions and K01 (red curves) functions are closer to the first-order
like stability functions of the Y83 and Y83free schemes (Cuxart et al., 2006, see Appendix 5.2.7 for details)
compared to the L82 functions. MO functions and the K01 functions in the surface layer are thus more consis-
tent with the standard turbulent diffusion scheme in LMDZ. One can further point out in Fig. 5.6 that the K01
functions show the best comparison with both fm and fh in-situ data (grey dots). The sensitivity to the choice
of stability functions in the first model layer in stable conditions is assessed in Sect. 5.2.5.
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The turbulence schemes as well as the surface drag schemes are listed in Tab. 5.2.
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Figure 5.6: fm (panel a) and fh (panel b) stability functions in the surface layer versus the bulk Richarson number.
fm and fh data estimated from observations (grey dots) were obtained from a dataset of dimensionless wind-shear φm
and temperature gradient φh calculated from near-surface wind, temperature and turbulence measurements in January,
February, November and December 2014 and 2015 with the same method as in Vignon et al. (2016). We then used the
relation fm = φ−2

m and fh = φ−1
m φ−1

h
(see text for details). The L82 (blue line), K01 (red line) and MO (green line) schemes

are plotted as well as the first-order like stability functions of the Y83 (solid black line) and Y83free (dashed black line)
(see Appendix B).
The solid (resp. dashed) brown lines indicate Rib = 0.1 (resp. Rib = 0.14) i.e. the maximum value reached in the
simulations with a first model level at 3 m (resp. at 8 m), see Sect. 5.2.5.

Albedo and snow thermal inertia

In the standard LMDZ version, snow albedo over ’land ice’ surfaces (alb) is a constant fixed to 0.77 for both
visible and near-infrared spectra. This value is in the bottom part of the range for the Antarctic Plateau (e.g.
Grenfell and Warren, 1994) and particularly for Dome C (King et al., 2006). It was tuned in the version of the
model used for previous CMIP exercises to compensate for a deficit in longwave downward radiation at the
surface. We reconsider the albedo value for the GABLS4 case in Sect. 5.2.4.
The heat transfer in the snow is parametrized as a conductive process with a fixed thermal inertia I =

√
λs ρsCs ,

λs , ρs and Cs being respectively the conductivity, the density and the specific heat per unit mass of the snow.
The scheme of the heat transfer in the ground is detailed in Hourdin (1992) and Aït-Mesbah et al. (2015).

The current vertical discretisation with 11 levels enables to represent the e-folding damping of a thermal waves
with typical periods from 1800 s (1st layer) to 240 y (11th layer).

The numerical value of the snow thermal inertia is critical, since it significantly constraints the amplitude of
the diurnal temperature range (Aït-Mesbah et al., 2015). The default value of the snow thermal inertia over ice
sheets in LMDZ is 2000 J m−2 K−1 s−1/2, a typical value of pure ice. The first 20 cm of snow at Dome C, i.e. the
depth that absorbs the major part of the temperature diurnal cycle, have a mean density of ≈ 300 kg m−3 (Libois
et al., 2014). Using the thermodynamical laws in Yen (1981) at T = 233 K leads to I = 321 J m−2 K−1 s−1/2.
It is worth noting that the attribution of inappropriate values for surface parameters over ice sheets in LMDZ
is observed in other GCMs. For instance Dutra et al. (2015) revealed that in the IFS GCM over Antarctica,
the snow ’thermal depth’ was set at 1 m. As a consequence, the thermal inertia of the snow was significantly
overestimated and this prevented to capture the short time scales (to a few hours) of the surface temperature
variations at the South Pole. Likewise, Schneider and Reusch (2016) show that climate models among CMIP5
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have biases in albedo over Antarctica up to 0.062 compared to satellite observations, leading to significant
surface energy budget errors.

5.2.4 GABLS4 LMDZ simulations

GABLS4 set-up

In the GABLS4 exercise, the 1D version of LMDZ is run during 36 h from the 11 December 2009 at 0800
LT. The model is laterally forced with the geostrophic wind (Ugeo) and with advections of temperature and
humidity. Further details on the GABLS4 set-up can be found on the webpages http://www.umr-cnrm.fr/
aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/General_objectives_EBazile.pdf and
http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/LeMoigne_GABLS4.

pdf.

1D simulations were carried out with three different vertical grids:

1. the default 79-level grid defined for the IPSL-CM6 configuration of the IPSL coupled model that will be
used for the CMIP6 exercise. The first level is at about 6.5 m above the surface and there are three levels
in the first 45 m.

2. a refined 90-level grid prescribed for the fourth stage of the GABLS4 experiment (Bazile et al., 2015a),
with a first level at 3 m above the surface and 8 levels in the first 45 m.

3. a 89-level grid identical to the 90-level one except that the first model level is at 8 m above the surface,
with the first layers encompassing the 2 first layers of the 90-level grid).

A 30 s timestep is used for all the experiments in order to ensure numerical stability of all the turbulence
schemes. It is worth noting that for simulations with the Y83 turbulence scheme, all the 1D results are consistent
for timesteps up to a few minutes. The radiative transfer code is called every 10 minutes.

1D simulations are summarized in Tab. 5.3. The number at the end of the names refer to the vertical grid.
Further details about the simulations are given throughout the manuscript.

Standard configuration of LMDZ

Fig. 5.7 shows a comparison of simulated temperature and wind speed with observations on the meteorological
tower (left panels) for the current standard LMDZ configuration (row ’STD-79’ in Tab. 5.3). In the observations
(Fig. 5.7a and 5.7d), we clearly see the alternation of a diurnal convective activity associated with well mixed
temperature and wind with a shallow stable nocturnal ABL (white arrows indicate when the net radiative budget
at the surface reverses sign) with significant vertical gradients of temperature and wind speed up to about 20 m
at midnight. At 0800 LT on the second day, the convection initiates again. During the first part of the night,
we observe an acceleration of the wind down to 10 m (Fig. 5.7d). The nocturnal wind speed then decays and
accelerates again around 0500 LT above 20 m. This wind pattern is characteristic of the development of a low
level jet associated to an inertial oscillation as explained in Gallée et al. (2015b).
LMDZ captures relatively well the temperature and wind during daytime even though temperature is cold
biased, and the wind speed during the second day is overestimated. During nighttime, the stratification of tem-
perature and vertical wind shear are strongly underestimated and the near-surface temperature is too high. Even

http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/General_objectives_EBazile.pdf
http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/General_objectives_EBazile.pdf
http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/LeMoigne_GABLS4.pdf
http://www.umr-cnrm.fr/aladin/meshtml/GABLS4/workshop_tlse_site/Wednesday/LeMoigne_GABLS4.pdf
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Simulations Res z1 alb I z0, z0t fm , fh , Km, Kh TPM
(m) (Jm−2K−1s−1/2) (m)

STD-79 79 6.5 0.77 2000 10−3, 10−3 L82 Y83 Yes
Alb-79 79 6.5 0.81 2000 10−3, 10−3 L82 Y83 Yes

I-79 79 6.5 0.77 321 10−3, 10−3 L82 Y83 Yes
new-snow-79 79 6.5 0.81 321 10−3, 10−3 L82 Y83 Yes

CTRL-90 90 3 0.81 321 10−3, 10−4 K01 Y83 Yes
Y83-79 79 6.5 0.81 321 10−3, 10−4 K01 Y83 Yes

noTPM-90 90 3 0.81 321 10−3, 10−4 K01 Y83 No
noTPM-79 79 6.5 0.81 321 10−3, 10−4 K01 Y83 No
Y83free-90 90 3 0.81 321 10−3, 10−4 K01 Y83free Yes

TKE − ε-90 90 3 0.81 321 10−3, 10−4 K01 TKE − ε Yes
Z13-90 90 3 0.81 321 10−3, 10−4 K01 Z13 Yes

Y83free-79 79 6.5 0.81 321 10−3, 10−4 K01 Y83free Yes
L82-90 90 3 0.81 321 10−3, 10−4 L82 Y83free Yes
K01-90 90 3 0.81 321 10−3, 10−4 K01 Y83free Yes
MO-90 90 3 0.81 321 10−3, 10−4 MO Y83free Yes
z0h-90 90 3 0.81 321 10−3, 10−3 K01 Y83free Yes

z1-L82-89 89 8 0.81 321 10−3, 10−4 L82 Y83free Yes
z1-K01-89 89 8 0.81 321 10−3, 10−4 K01 Y83free Yes
z1-MO-89 89 8 0.81 321 10−3, 10−4 MO Y83free Yes
z1-z0h-89 89 8 0.81 321 10−3, 10−4 K01 Y83free Yes

Table 5.3: Table of the 1D GABLS4 experiments. ’Res’ refers to the number of levels in the vertical grid. ’TPM’ refers
to activation of the thermal plume model.

(a) (b) (c)

(d) (e) (f)

Figure 5.7: Temperature (top panels) and wind speed (bottom panels) in the observations (left panels), in the STD-79
simulation (middle panels) and in the CTRL-90 simulation (right panels). White arrows indicate the times at which the
net radiative budget at the surface reverses sign.

though a nocturnal jet is simulated, it peaks at around 75 m at 0100 LT, much higher than in the observations.

Adapted snow parameters

The major differences in the thermal structure of the ABL between the STD-79 simulation and the observations
come from a inappropriate default setting of the values of the snow albedo and of the snow thermal inertia in the
model. Hereafter, we explore the impact of the sole change in the snow albedo from the default 0.77 value to the
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observed 0.81 value (average over the GABLS4 period and recommended for the GABLS4 case in Bazile et al.,
2015a), and in the snow thermal inertia from the default 2000 J m−2 K−1 s−1/2 value to 321 J m−2 K−1 s−1/2 to
better fit observations at Dome C. The simulation that accounts for the change in albedo (resp. thermal inertia)
but that keeps the original value of the snow thermal inertia (resp. albedo) is referred to as Alb-79 (resp. I-79).
The simulation with both changes is referred to as new-snow-79.

In Fig. 5.8, comparing the STD-79 simulation (green dashed line) and the I-79 simulation (green solid line)
that differ only by the prescribed value of the snow thermal inertia, one can point out that this parameter exerts
a significant control on the amplitude of the diurnal cycle of the surface temperature Ts (top panel), of the
sensible heat flux H (left bottom panel) and of the snow conductive heat flux G, defined positive downward
(right bottom panel). The higher the thermal inertia, the lower the amplitude of the diurnal cycle of Ts and H
and the higher the amplitude of the diurnal cycle of G. In the Alb-79 simulation with a realistic albedo but
overestimated snow thermal inertia (dashed blue line), the diurnal cycle of Ts is underestimated compared to
observations, with a cold bias during the ’day’ and a more pronounced warm bias during the ’night’. Following
on from the analysis of the role of the thermal inertia in the representation of the diurnal range of surface tem-
perature in Aït-Mesbah et al. (2015), the asymetry of the magnitude of the bias between daytime and nighttime
can be explained as follows.
During day-time, an overestimated I leads to an overestimation of G (in magnitude) that tends to make the
surface temperature cold-biased. As ∂H/∂(θv1 − θs ) is large (in magnitude) in convective conditions, the cold
bias at the surface results in a significant underestimation of the sensible heat flux (Fig. 5.8b) that acts to damp
the cold bias at the surface.
On the other hand, during nighttime, the ABL turbulence and the surface sensible heat flux are weaker. The
negative feedback in response to the higher nighttime G (in magnitude) is therefore not efficient and the surface
temperature becomes significantly warm biased.
Using a snow thermal inertia of I = 321 J m−2 K−1 s−1/2 and a snow albedo of 0.81 in the new-snow-79 sim-
ulation (solid blue lines) leads to a much better agreement between simulated and observed Ts . Comparing
the new-snow-79 simulation with the I-79, one can particularly notice the better daytime surface temperatures
due to the setting of a more correct value of the albedo. However, the new-snow-79 simulation is too cold by
2 K during the night compared to the observations and this aspect is further discussed in Sect. 5.2.6. In the
new-snow-79 simulation, it is worth noting that H and G values are close to the typical values for the summer
diurnal cycle at Dome C reported in King et al. (2006): H = 16±3 W m−2 and G = 19±6 W m−2 at 1200 LT and
H = −7 ± 1 W m−2 and G = −18 ± 5 W m−2 at midnight LT. One can point out the larger thermodynamic con-
tribution of the snow heat flux compared to the sensible heat flux in the surface energy budget during nighttime.
At 2300 LT, H = −10.5 W m−2, G = −27.0 W m−2 while the net radiative cooling is equal to 39 W m−2 (not
shown). The strong sensitivity of the surface temperature to snow thermal inertia as well as the large relative
importance of the snow heat flux in the nocturnal surface energy budget echos one of the conclusion from the
GABLS3 experiment that states that the thermal coupling with the soil (snow) has the largest influence on the
surface and near-surface temperatures in the stable ABL (Bosveld et al., 2014b). This also highlights the need
in GCMs to have a snow model that captures short time scales. Note that the above conclusions are weakly
sensitive to the vertical resolution of the model as well as to the choice of the turbulent scheme in the ABL.
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Figure 5.8: Surface temperature, surface sensible heat flux towards the air and conductive heat flux towards the snow for
simulations with different snow albedo and snow thermal inertia.

Set-up of a control simulation for the sensitivity study to the turbulent mixing formulations

In order to make a proper sensitivity analysis to the turbulent mixing parametrization in the next section, we set
up a control simulation with more adapted surface parameters than in the STD-79 simulation and with a refined
vertical resolution.

We consider the refined 90-level vertical grid jointly with the more appropriate values of the snow albedo and
thermal inertia used in the new-snow-79 simulation. Note that we keep the default z0 = 10−3 m because it is
close to the estimations for wind directions in the range met during the GABLS4 period (Vignon et al., 2016)
. However, as recommended in Vignon et al. (2016), we set the z0t value to z0/10 = 10−4 m. Following the
conclusions of Sect. 5.2.3, we use the K01 fm and fh functions for the surface drag calculations.

The obtained control simulation (CTRL-90) shows more realistic structures of potential temperature and wind
speed compared to the STD-79 simulation (Fig. 5.7c and 5.7f). However, the near-surface vertical gradient of
potential temperature during ’nighttime’ remains underestimated and the nocturnal jet remains too strong and
too high. In addition to the sensitivity to the turbulent mixing formulations, the next section investigates the
specific sensitivities of the ABL modelling to the change in vertical resolution, in the formulations of the drag
stability functions and in z0t .
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5.2.5 Results of the sensitivity analysis to turbulent mixing parametrizations

In this section, we present different sensitivity tests to turbulent mixing parametrizations with respect to the
CTRL-90 simulation.

Diurnal convective ABL: sensitivity to the use of the thermal plume model
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Figure 5.9: Panel a: Time series of h over the log10( ˆTKE) field in the CTRL-90 simulation during the second day of
simulation.
Panel b: Vertical profiles of potential temperature and wind speed at 1400 LT in the second day of simulation. Simulations
are carried out with two different vertical resolutions and with or without the thermal plume model. Due to convection at
this time of the day, homogeneous profiles of θ and U are expected. This is confirmed by observations within instrumental
accuracy (Genthon et al., 2013).

The representation of the convective ABL in LMDZ was shown to be improved by the use of the thermal plume
model in tropical regions (e.g. Hourdin et al., 2015). We explore here the effect of this scheme in modelling the
weakly convective and dry diurnal ABL at Dome C. Fig. 5.9 shows the time series of the ABL height during
the second day of simulation and the vertical profiles of the potential temperature θ and the wind speed at 1400
LT. Simulations with (resp. without) the thermal plume model are plotted in solid (resp. dashed) line for two
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vertical resolutions: the 79-level grid in red and the 90-level grid in blue. In Fig. 5.9a, we show the turbulent
layer in the CTRL-90 simulation (with the thermal plume model) by plotting in grey scale the quantity ˆTKE
defined as:

ˆTKE = TKE + α̂ŵ2 (5.16)

The ABL height h is then diagnosed as the height at which ˆTKE equals 5% of its values at the first model level.
In Fig. 5.9a, we see that this diagnostics gives a ABL height ranging between 45 and 310 m. These values
fall in the range of daytime turbulent ABL heights estimated at Dome C in summer using 2011-2012 sodar
observations, [40 − 340 m], in Casasanta et al. (2014). However, comparing the different lines in Fig. 5.9a,
one can point out that the ABL height in the model is sensitive to the use of the thermal plume model and to
the vertical resolution. For instance, h in the CTRL-90 simulation (solid blue line) drops earlier in the late
afternoon compared to the other simulations.
One can further notice that the vertical profiles of both potential temperature (left panel in Fig. 5.9b) and wind
speed (right panel) are less sensitive to the vertical resolution when the thermal plume model is activated. The
use of the thermal plume model leads to weak wind speed gradients over the first 45 m in agreement with the
observations (black lines). Conversely, in simulations without the mass-flux scheme, the vertical wind speed
gradient over the first 50 m is significant. This confirms the ability of the thermal plume model to represent
in a more physical way the vertical transport of momentum (Hourdin et al., 2002, 2015). However, the wind
speed at 1400 LT over the first 45 m is overestimated by approximately 1.2 m s−1 in all the simulations. This
can question the geostrophic wind forcing in the simulations. This point is further discussed for the nocturnal
ABL in Sect. 5.2.6.

Nocturnal ABL: sensitivity to the local turbulent diffusion scheme

We now analyse the performances of the different local turbulent diffusion schemes in representing the very
stable ABL during the GABLS4 night.

Vertical structure of the potential temperature and wind We compare four simulations that differ only by
their local turbulence scheme: the default Y83 scheme, the Y83free scheme, the TKE − ε scheme and the Z13
scheme (corresponding respectively to the CTRL-90, Y83free − 90, TKE − ε − 90 and Z13-90 simulations in
Tab. 5.3).
Fig. 5.10 shows vertical profiles of the potential temperature (panel a) and wind speed (panel b) in the first
100 m at 0100 LT, i.e. in the middle of the night. The vertical structures of the temperature and the wind speed
during the whole experiment are depicted in Fig. 1 in the supplementary materials. The potential temperature in
the first 35 m is too cold in all the simulations compared to observations. The absence of large scale subsidence
in the forcings may explain a part of this bias (see Sect. 5.2.6). Moreover, the vertical gradient of potential
temperature in the first 10 m in the CTRL-90 and TKE-ε-90 simulations are significantly underestimated com-
pared to the observed one (≈ 0.35 K m−1) reflecting a significant excess of turbulent heat mixing. In particular,
the vertical profile in the TKE-ε-90 simulation presents a marked concavity i.e. an increase in the temperature
inversion with an increase in height. In addition to better temperature profiles, one noticeable improvement
in the Y83free-90 and Z13-90 simulations is a more distinct and lower nocturnal jet (green and yellow lines in
panel b). However, the nocturnal wind speed is overestimated in all the simulations, with values greater than
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6.5 m s−1 while the observed wind speed does not exceed 5.5 m s−1.
Related to this systematic bias, Fig. 5.11a shows that the wind veering over the first 42 m in the four simulations
is underestimated compared to the observations. van de Wiel et al. (2010) underlines that the nocturnal inertial
oscillation rotates around a virtual equilibrium wind vector that is close to the synoptic wind vector well above
the jet peak. The amplitude of the nocturnal jet depends on the large scale wind speed but also on the magnitude
of the ageostrophic wind component at the time of momentum decoupling in the evening (see also Baas et al.,
2009). The hodographs of the nocturnal wind at 42 m in Fig. 5.11b shows that the wind in the simulations
and in the observations spins around a curvature center evidencing the inertial oscillation. The curvature center
in the simulations is close to the geostrophic wind (red crosses) in agreement with the nocturnal jet theories.
Nonetheless, the curvature center in simulations and observations look different. It corresponds to a weaker
and more southerly wind in the observations (dashed red arrow), suggesting an overestimated and too westerly
geostrophic wind forcing in the simulations. The sensitivity to the geostrophic wind forcing is explored in
Sect. 5.2.6.
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Figure 5.10: Vertical profiles at 0100 LT over the first 100 m in four simulations that solely differ by their turbulence
scheme. (a): Potential temperature, (b): wind speed, (c): turbulent heat flux, (d): magnitude of the turbulent momentum
flux, (e): eddy diffusivity, (f): eddy viscosity, (g): TKE, (h): Richardson number.

Vertical structure of the nocturnal turbulence Panel g in Fig. 5.10 shows the TKE vertical profiles at 0100
LT. Up to 20 m, the values of TKE are similar in all simulations but the Z13-90, that exhibits lower values.
One can notice that the turbulent SBL at 0100 LT is much deeper in the CTRL-90 simulation compared to the
others, with a significant level of TKE up to 60 m. For the Z13-90 simulation, the vertical profile of TPE is
also plotted with a green dashed line. The TPE does not exceed 15 % of TKE and plays a moderate role in the
total turbulent energy during the GABLS4 night. Indeed, even though the ABL at 0100 LT is quite stable with
Richardson number increasing from 0.05 to 1.5 in the first 40 m (panel h), the contribution of the buoyancy to
the TKE tendency is relatively small in all the simulations and the TKE budget is mainly driven by dissipation
and wind shear production (see Appendix 5.2.7). The buoyancy term being the exchange term between TKE
and TPE (e.g. Mauritsen et al., 2007), obtaining a relatively small TPE compared to the TKE in the Z13-90
simulation is thus consistent.
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Figure 5.11: (a): ABL wind turning in the first 42 m at 0100 LT in observations and simulations. (b): Hodograph at 42 m
between 1800 and 0700 LT in observations and simulations (each circle indicate an hourly mean datum). Red crosses
show the geostrophic wind from the prescribed forcing for GABLS4. Solid arrows indicate the wind at 1800 LT. The red
dashed arrow indicates the constant geostrophic wind forcing used in experiments in Sect. 5.2.6.

One can point out the significant differences between the vertical profiles of the turbulent heat flux (panel c in
Fig. 5.10) and momentum flux (panel d). Except CTRL-90 which has a non-zero heat flux up to 60 m, all the
simulations show a heat flux that decreases upward in the first 20 m. The vertical profile of the heat flux in the
TKE − ε-90 is slightly concave. In fact, the divergence of the flux increases with height and it is reponsible for
the marked concavity of the potential temperature profile between 5 and 30 m.
To compare the Km and Kh profiles in the different simulations (panels e and f in Fig. 5.10), we write them
as:

Km = lεF
√

TKE (5.17)

Kh = lεF P−1
R

√
TKE (5.18)

where lε is the dissipation length scale (Eq.(5.5)) related to the size of the most energetic eddies (Hunt et al.,
1985; Cuxart et al., 2006) and F is a stability function. The detailed expressions of these terms in each scheme
is given in Sect. 5.2.7 and their values at 0100 LT at two different heights in the stable turbulent layer are given
in Tab. 5.4.
We observe that

√
TKE, lε and F are generally greater at 8 m than at 18 m. Looking more into details, these

three quantities continuously decrease with increasing height in all the simulations (not shown), except lε in the
Z13-90 simulation. This explains why Kh and Km monotonically decrease with height (panels e and f) and do
not show a typical ’cubic’ profile as observed for the moderately stable GABLS1 case in Cuxart et al. (2006).
In the latter study, Km and Kh in most models wax and wane with height, the increase being due to the increase
in eddy size, and therefore lε , with an increase in height. In the present GABLS4 simulations, the stratification
is so strong that the turbulent diffusion decreases from the first model level.

We also notice that in the CTRL-90 simulation, at both 8 m and 18 m, lε reaches a threshold value of 5.87 m
imposed by the minimum of the mixing length lmin (Tab. 5.5). Moreover, at 18 m, F reaches a limit value of
2.05 × 10−2 imposed by the threshold value of the Sm function (Tab. 5.5). In fact, above a height of about 5 m,
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Simulation
√

TKE (m s−1) lε (m) F PR Km (m2 s−1) Kh (m2 s−1)
z=8 m

CTRL − 90 0.160 5.87 2.06 × 10−2 0.893 1.93 × 10−2 2.16 × 10−2

Y83free − 90 0.151 5.47 2.30 × 10−2 0.883 1.89 × 10−2 2.14 × 10−2

TKE − ε − 90 0.195 5.67 3.30 × 10−2 0.714 3.65 × 10−2 5.11 × 10−2

Z13-90 0.124 1.74 4.74 × 10−2 0.870 9.95 × 10−3 1.14 × 10−2

z=18 m
CTRL − 90 0.146 5.87 2.05 × 10−2 0.893 1.71 × 10−2 1.91 × 10−2

Y83free − 90 0.074 1.97 2.92 × 10−2 0.864 4.25 × 10−3 4.92 × 10−3

TKE − ε − 90 0.135 3.67 3.30 × 10−2 0.738 1.63 × 10−2 2.20 × 10−2

Z13-90 0.081 4.46 6.02 × 10−3 0.877 2.19 × 10−3 2.49 × 10−3

Table 5.4: Detailed values of the components of the turbulent exchange coefficients at 0100 LT at two different heights.

the Richarson number in the CTRL-90 simulation becomes greater than 0.143 (panel h in Fig. 5.10) i.e. the
minimum value above which the Sm function is lower bounded (Fig. 5.5). These two points raise the critical
role of the thresholds of the mixing length and of the stability functions in the Y83 scheme. In the present sim-
ulations, such thresholds lead to an excess of mixing and tend to deteriorate the representation of the nocturnal
ABL.

Furthermore, it is worth noting in Tab. 5.4 that despite using the parametrization from Sukoriansky et al. (2005),
the Prandlt number in the TKE − ε-90 simulation remains lower than 0.8. Even though the values of

√
TKE in

the TKE − ε-90 and Y83free-90 are close to each other, the TKE − ε scheme also produces much larger values
of lε and F and leads to larger Km and Kh . The damping of turbulent diffusion by stability in the TKE − ε
scheme is only accounted for in the reduction of the turbulent length scale. The departure of the vertical ve-
locity scale from

√
T KE in stable conditions due to the anisotropy of turbulence is not considered and in fact,

using our notations, the stability function F in the TKE − ε scheme is a constant equal to 3.30 × 10−2.

In conclusion, despite the excess of large scale wind speed that prevents a proper comparison with observations,
the Y83free-90 and Z13-90 simulations have stronger vertical gradients of turbulence as well as sharper and
more realistic vertical gradients of wind and potential temperature compared to the default Y83 scheme and the
TKE − ε scheme. As already mentioned in Ayotte et al. (1996), we have seen that setting lower bounds to Sm
and Sh functions and the minimum mixing length have a non-negligible effect on the GABLS4 simulations. To
remove them seems to be a satisfactory first step to obtain a better representation of the summertime nocturnal
ABL at Dome C in LMDZ at no additional numerical cost.

Temperature tendencies in the ABL Note that the weaker mixing in stable conditions gives more way
to the longwave radiative divergence in the nocturnal ABL heat budget as shown by the decomposition of
the temperature tendencies at 0100 LT in the Y83free-90 simulation compared to CTRL-90 (Fig. 5.12). The
dynamical tendency from the forcing (dT/dtdyn) is negligible in the ABL in both simulations. The turbulent
cooling (dT/dtturb) is confined in the first 25 m in the Y83free-90 simulation while it is significant up to 65 m
in the CTRL-90 simulation. Above 15 m, the radiative cooling (dT/dtLW ) is significant and it is larger (in
magnitude) in the Y83free-90 simulation. In the latter simulation, the radiative cooling even dominates the air
heat budget above 25 m and it reaches values down to −0.6 K h−1. Since almost no moisture condensation
occurs in the nocturnal ABL in our simulations, the term dT/dtLW is completely dominated by the clear-sky
component (not shown). The critical role of the long wave radiative flux divergence in the energy budget of
the near-surface nocturnal ABL is in agreement with the hypothesis in Vignon et al. (2016) stating that the
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heat exchange in stable conditions at Dome C may be partially driven or even dominated by radiation (see
e.g. Steeneveld et al., 2010 and Garratt and Brost, 1981 for other regions). It is also worth noting that values
of radiative cooling of −0.6 K h−1 = −14.4 K d−1 as observed in our simulations recall the observations of
radiative cooling in the ABL at Summit, Greenland in Hoch et al. (2007). The simulated dT/dtLW values are
apparently consistent with atmospheric conditions over high and flat places over ice-sheets.
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Figure 5.12: Vertical profiles of the temperatures tendencies due to turbulence (solid lines), to longwave radiation (dashed
lines) and to large scale dynamical forcing (dotted lines) in the CTRL-90 (blue) and Y83free-90 (yellow) simulations at
0100 LT. dT/dtdyn are small and superimposed.

Effects of the vertical resolution After the partial conclusion that the use of the Y83free scheme leads to a
reasonable structure of the nocturnal ABL in simulations with a refined 90-level vertical grid, we want to see to
what extent this result is valid using the standard 79-level grid of LMDZ. In Fig. 5.13, we show the temperature
and wind speed structures in the first 100 m in simulations with the 90 level grid and with the 79-level grid
using the Y83free scheme. The temperature field in the Y83free-79 simulation (panel a) is very similar to the
one in the Y83free-90 (panel b) and shows a little less mixing of heat near the surface during the night. The
resolution change of the wind speed structure is small (panels c and d). In particular, the nocturnal jet is well
reproduced even using the 79 levels grid. This augurs well for the representation of the summertime ABL over
the Antarctic Plateau in 3D simulations with the standard vertical grid.

Surface layer scheme and height of the first model level

After the analyse of the impact of the turbulent mixing parametrizations in the ABL, we now explore the sen-
sitivity to the surface layer scheme and to the height of the first model layer in simulations using the adapted
Y83free local turbulent scheme. A sensitivity test using the original value of z0t , z0t = z0 = 10−3 m (instead of
10−4 m), is also done in the simulation z0t − 90. In Fig. 5.14, panels a and c show that with a first model level
at 3 m, the flux calculation is not sensitive to the choice of the stability function in stable conditions (indicated
by different colors) even in the middle of the ’night’. Indeed the bulk Richardson number between 3 m and
the surface remains lower than 0.1 in all the simulations i.e. in a range where the stability functions do not
significantly differ (see Fig. 5.6, in the Rib range at the left of the solid vertical line).
Both u∗ and H compare relatively well with the direct estimations from temperature and wind observations at
3 m using the ’bulk method’ and stability functions from King and Anderson (1994) (see Vignon et al., 2016 for
the details of the calculations). One can further notice that H is slightly overestimated (in magnitude) in all the
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Figure 5.13: Vertical structures of the temperature (top panels) and wind speed (bottom panels) over the first 100 m above
the ground in simulations with two different vertical resolutions, Y83free-79 and Y83free-90. Dotted lines indicate the
middle of model layers.

simulations during nighttime. As expected, the magnitude of H is also larger in simulation z0t-90 because of
the larger z0t value. However, the absolute difference with the other simulations remains lower than 1 W m−2

during the whole experiment and the increase by one order of magnitude of the z0t value appears not critical
for the GABLS4 simulations. We now pay attention to simulations with the 89 vertical levels grid i.e. a grid
similar to the 90 levels grid except that the first model level height is 8 m instead of 3 m (simulations z1-L82-89,
z1-K01-89 and z1-MO-89). Panels b and d show that the turbulent fluxes are similar to those calculated with
the first model level at 3 m. During the ’night’, fluxes are a bit more sensitive to the choice of the stability
function since the bulk Richardson number computed between 8 m and the surface reach values up to 0.14. For
Rib > 0.1, the fluxes calculated with the K01 and MO functions are smaller in amplitude than the fluxes cal-
culated with the L82 functions used in LMDZ (see Fig. 5.6, in the Rib range between the solid and the dashed
vertical brown line). Differences reach 0.01 m s−1 for u∗ and 2 W m−2 for H .

5.2.6 Experiments with modified forcings

Strength of the geostrophic wind forcing

Baas et al. (2010) underlines the difficulty in SCM simulations to distinguish between differences due to
parametrization schemes from the spread due to uncertainties in the forcings, and particularly the forcing in
wind. In our simulations, we particularly wonder what are the causes of the overestimated nocturnal wind
speed near the surface. This bias could have various explanations like deficiencies in the physics used in the
model and/or deficiencies in the forcings like the geostrophic wind. Indeed, a previous analysis of the nocturnal
wind hodograph could suggest that the prescribed geostrophic wind speed is too strong. In this case, we can
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Figure 5.14: Friction velocity (top) and surface sensible heat flux (bottom) calculated with four couples of stability
functions in stable conditions. Left (resp. right) panels show simulations with a first model level at 3 m (resp. 8 m).
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temperature tendency associated to the subsidence.
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question to what extent our comparison with observations and our conclusions on the turbulence and surface
layer schemes are correct. Hence, we have carried out simulations with a constant geostrophic wind forcing of
4.75 m s−1 that corresponds to the mean curvature center of the observed hodograph at 42 m (visually identified
with a red dashed arrow in Fig. 5.11b). Panels c and d in Fig. 5.15 show the vertical profiles of potential tem-
perature and wind speed at 0100 LT in simulations with this new geostrophic wind forcing. Even though the
simulated temperature in the first 45 m remains too cold, both the simulated temperature and wind profiles are
closer to observations than in the Reference simulations (panels a and b, see also Fig. 2 in the supplementary
materials). In particular, the nocturnal jet shows a more realistic speed, but its height has not dramatically
changed. However, the conclusions on the comparison between turbulence schemes and surface layer schemes
that we draw in Sect. 5.2.5 remain valid. We can for instance point out that the default Y83 scheme still gives
an excessive mixing of heat and a too high and too deep nocturnal jet compared to the other tubulent schemes
(see also the vertical profiles of turbulent quantities in Fig. 3 in the supplementary materials).

Cold nocturnal bias at the surface and simulations with prescribed surface temperature

A cold nighttime bias at the surface in the CTRL-90 simulation was pointed out in Fig. 5.8a and remains
present in all the other simulations presented so far. This bias can-not be attributed to the nocturnal turbulent
heat flux because its amplitude is more likely overestimated rather than underestimated due to an excess in the
near-surface wind or in the turbulent mixing. Fig. 5.16 shows that our simulations underestimate the downward
radiative flux at the surface (LWdn) during the night. This can be critical since LWdn is the major heat supply
at the surface and the amplitude of the deficit in LWdn could explain a significant part the cold bias at the
surface. The source of this deficit in LWdn can be hardly attributed to a bad representation of the water vapor
vertical profile since the lateral forcings of the single column model is quite consistent with radiosoundings. A
likely deficiency of the longwave radiative transfer in such conditions in LMDZ would agree with Wild et al.
(2001). The authors evidenced large negative biases of LWdn in cold and dry conditions over the south pole in
the ECMWF ERA-15 reanalyses that were produced using the same radiative code as LMDZ for the longwave
spectrum, i.e. the scheme developed in Morcrette et al. (1986, 2001). These biases were significantly reduced
when the Rapid Radiative Transfer Model was implemented during the development of the ERA-40 reanalyses
(Morcrette et al., 2001).
Furthermore, although the magnitude of the observed longwave radiation does not correspond to a significant
transit of clouds above the Antarctic Plateau (e.g. Town et al., 2005), the lack of nighttime LWdn might also be
a consequence of an underestimation of the hydrometeors concentration in the atmosphere. In fact, the model
simulates a small amount of condensed water into ice particles (up to 3 × 10−6 kg kg−1) between 2500 and
3000 m a.g.l. leading to a difference between the LWdn at the surface and its clear sky component of 1.5 W m−2

in the middle of the ’night’. However, this process could be under-represented or not well simulated due to a
too coarse vertical resolution in the middle troposphere or to failures in the microphysics scheme. To assess the
performances of the radiative and microphysics schemes in LMDZ over Antarctica is beyond the scope of the
present paper but this requires a further thorough study.
One can wonder if our conclusions on the sensitivity to the turbulent scheme and to the surface layer schemes
are still valid with a correct LWdn at the surface and a surface temperature closer to observations. We have thus
carried out simulations in which we force the surface temperature with observations, like in the second stage of
the GABLS4 experiment (Bazile et al., 2015a).
Vertical profiles of potential temperature and wind speed in the aforesaid simulations are plotted in panels e
and f in Fig. 5.15. No major difference can be identified compared to the ’reference’ simulation, i.e. with a free
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Ts (panels a and b), except of course for the surface temperature itself. We remark that the cold bias in the first
45 m is still present in all the simulations and it is of similar amplitude compared to the control simulations.
The cold bias in the simulation is thus probably not driven by the surface cold bias but a consequence of an
excess of turbulent cooling in the stable ABL and/or to the lack of a large scale subsidence forcing.
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Figure 5.16: Time series of the LWdn in the Y83free-90 simulation (blue lines) and in the observations (black line).

Large scale subsidence

Subsidence has been shown to affect the structure of the stable ABL, bringing down warmer air from aloft
(Carlson and Stull, 1986; Mirocha and Kosović, 2010). The atmosphere above the Antarctic Plateau expe-
riences a large scale subsidence due to the divergence of the continental scale surface drainage flow (James,
1989). Comparing sodar measurements of the ABL height to estimations with an analytical model, Argentini
et al. (2005); King et al. (2006); Pietroni et al. (2012) expect the subsidence velocities to reach up to a few cen-
timeters per second at the top of the summer Dome C ABL. Assuming that the horizontal divergence is constant
with height, the subsidence could be estimated from a network of in-situ wind measurements. However, such
a network has not been set-up around Dome C and to the authors knowledge, the exact subsidence velocity at
Dome C remains unknown. Here, we attempt to assess the effect of a large scale subsidence typical rate on the
nocturnal temperature and wind profiles. We thus make idealized experiments in which we add an additional
vertical subsidence of 10−3 m s−1 in the reference forcings. This value has been chosen because it is close to
the December mean value in the first 100 m above Dome C that is found in a ten years climatological simula-
tion with the full 3D LMDZ model: 1.2 × 10−3 m s−1. Results are shown in panel g and h in Fig. 5.15. The
simulated temperature profiles are closer to observations compared to the reference simulations, with stronger
vertical gradients near the surface in agreement with Mirocha and Kosović (2010). In particular, the cold bias
in the first 25 m is significantly reduced in response to the warming rates associated to the subsidence (inset in
panel g). These latters reach a few K h−1 in the first 25 m where the vertical gradient of the potential temper-
ature is strong. These values are of the same order of magnitude than the turbulent cooling rates. The surface
temperature is also higher by approximately 1 oC compared to the reference simulations. In addition to the un-
derestimated downward longwave fluxes, the subsidence is thus a good candidate to explain the cold nocturnal
bias at the surface in our simulations. However, one can also point out that the structure of the nocturnal jet is
degraded (panel h) compared to the reference simulations. This aspect can be improved using a more adapted
geostrophic wind forcing as in Sect. 5.2.6, leading to a weaker but sharper nocturnal jet (not shown).
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5.2.7 Conclusions

The single column version of the LMDZ GCM has been evaluated in the framework of the GABLS4 exercise.
This experiment consists in modelling a typical and climatological summer diurnal cycle at Dome C on the East
Antarctica Plateau. A sensitivity study of surface parameters, vertical grid, turbulent mixing parametrization
and to forcings has been carried out and have led to the following conclusions:

1. The default snow albedo value in the model (0.77) was too small for typical Dome C summer conditions
and led to excessive diurnal surface temperature and sensible heat flux. Using a realistic albedo of 0.81
leads to more realistic diurnal temperatures. Moreover, the default snow thermal inertia over ice sheets of
2000 J m−2 K−1 s−1/2 was very overestimated. Using a more realistic value for the surface snow at Dome
C leads to a much better amplitude of the diurnal cycle of temperature.

2. Including the thermal plume model does not change the mixing of heat in the dry and weakly convective
conditions during daytime but it leads to a better momentum mixing in the first meters of the ABL.

3. Two additional turbulent diffusion schemes have been tested and compared to the original 1.5 order
closure Y83 scheme. While the Y83 and TKE − ε schemes lead to an excessive mixing of heat and
momentum in the first tens of meters during the ’night’, the Y83free and Z13 schemes produce realistic
strong vertical gradients of potential temperature and wind speed. In fact, best simulations are those in
which the turbulence cuts-off above 35 m in the middle of the night, giving more way to the longwave ra-
diative flux divergence in the nocturnal ABL heat budget. Removing the thresholds of stability functions
and the minimum mixing length in the Y83 scheme seems to be a good trade-off to obtain more realistic
sharp vertical gradients in the stable ABL without changing completely the current turbulence code and
adding numerical cost. This conclusion is valid for both the refined 90 levels resolution and the 79 levels
standard resolution. Hence, with the standard vertical resolution, we would recommend the configuration
of the Y83free − 79 simulation for modelling the summer Antarctic ABL in LMDZ. The need to remove
thresholds in turbulence schemes to correctly model the stable ABL over the Antarctic Plateau also raises
the need to parametrize more explicitely the additional sources of mixing in other regions of the globe,
like the gravity wave-induced terrain drag (Steeneveld et al., 2008) for instance.

4. Short tail stability functions of the surface drag coefficient compare better with in-situ observations in sta-
ble conditions at Dome C. In particular, the L82 functions in the standard version of LMDZ are strongly
overestimated. However, the dependence to the choice of the stability functions in stable conditions is
not critical for the GABLS4 case, since the near-surface stability during the night is not strong enough
to distinguish between functions. It is especially true if the first model level layer is at 3 m rather than
8 m. Further sensitivity tests to the surface-layer scheme under weaker wind conditions or in winter are
therefore required.

5. The geostrophic wind forcing of the single column model also seems overestimated during nighttime.
Simulations with a weaker wind forcing corresponding to the curvature center of the observed inertial
oscillation at the top of the 45 m tower show better wind speed profiles but does not change the main
conclusions on the comparison between turbulence and surface drag schemes.

6. We observe an underestimation of downward longwave flux at the surface in all the simulations that is
expected to be partly responsible for the cold-bias at the surface during nighttime. This probably reflects
a failure of the cloud cover modelling or a deficiency of the current radiative scheme in the dry and cold
antarctic air. Imposing surface temperature does not prevent however from a cold bias in the near-surface



Chapter 5. Modelling the summertime diurnal cycle of the boundary layer at Dome C 145

nightime ABL.

7. This cold bias points to the possible lack of a subsidence in the GABLS4 forcing. Adding such a forcing
with a typical vertical velocity retrieved from climate simulations would reconcile model and observa-
tions both in terms of ABL temperature and of height of the nocturnal jet.

Although the present work focuses on one particular GCM, the types of parametrisations (ABL turbulence,
surface fluxes, heat diffusion in the snow) that we have evaluated are common in climate and weather fore-
cast models. Our results of sensitivity tests and the aforelisted conclusions can thus be extended, and to some
extent interpreted as recommendations to the climate modelling community to obtain a reasonable represen-
tation of the clear-sky summertime ABL over the Antarctic Plateau. In particular, i) it is critical to ascertain
whether the snow scheme can capture fast time scales, ii) it is important to check whether the turbulent diffusion
scheme does not maintain artificial mixing and enables a cut-off of turbulence at a few meters above the sur-
face, iii) typical vertical resolutions with three vertical levels in the first 50 m above the surface seems sufficient
for state-of-the-art GCMs to capture the overall dynamics of the summertime Dome C ABL; nonetheless, such
a conclusion should be taken with a pinch of salt and not hastily generalized to the wintertime very stable ABLs.

Finally, our study has enabled a first evaluation of the performances of LMDZ over the Antarctic Plateau and it
is a good starting point for carrying out three dimensional simulations, particularly during the polar night when
the ABL can be very stable. It will be particularly interesting to test whether our current generation GCM is
not only capable of simulating specific cases like the present one, but also if they can capture general system
responses of the stable ABL, such as sudden regime transitions between weakly and very stable regimes, as
extensively discussed in Vignon et al. (2017a); van de Wiel et al. (2017); Walters et al. (2007). Moreover,
accurate modelling of very stable ABL over the Antarctic Plateau requires a correct modelling of the long
wave radiative transfer, that rests on a good representation of the atmospheric water content in the ABL. This
may challenge the current microphysics parametrizations in climate models, since strong supersaturations with
respect to ice occur frequently at Dome C, particularly during the polar night (Genthon et al., 2017).
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Appendix

A) TKE prognostic equation and TKE budget at 0100 LT

The TKE prognostic equation that is solved in the LMDZ model whatever the turbulence scheme is:

∂TKE
∂t

=
∂

ρ∂z
(ρKe

∂TKE
∂z

)︸                ︷︷                ︸
Turbulent diffusion

−u′w′
∂u
∂z
− v′w′

∂v

∂z︸                   ︷︷                   ︸
Shear

+
g

θv
w′θ ′v︸     ︷︷     ︸

Buoyancy

−ε︸︷︷︸
Dissipation

(5.19)

with u and v the zonal and meridional components of the wind, θv the virtual potential temperature, ρ the air
density, u′w′ and v′w′ the components of the turbulent momentum flux, g

θv
w′θ ′v the buoyancy flux and Ke a

turbulent diffusion coefficient. Fig. 5.17 shows the vertical profiles at 0100 LT of the three main contributions
to the TKE tendency. One can notice that for all the turbulent schemes, the TKE budget is primarily driven by
the ’Shear’ and ’Dissipation’ terms.
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Figure 5.17: Vertical profiles of the three main contributions to the TKE tendency at 0100 LT in four simulations.

B) First-order like stability functions of the 1.5 order closure Y83 scheme

Assuming steady-state for the TKE equation (Eq. 6.9), the formulations of turbulent diffusion coefficients can
read like an expression equivalent to the mixing coefficient from first-order schemes (Cuxart et al., 2006). In
the surface layer where l ≈ κz, the turbulent exchange coefficients read (Mellor and Yamada, 1982):

Km = (κz)2
(
B1S3

m (1 − Ri/PR)
)1/2︸                        ︷︷                        ︸

Fm

∂U
∂z

(5.20a)

Kh = (κz)2 (B1(1 − Ri/PR))1/2 S3/4
m Sh︸                             ︷︷                             ︸

Fh

∂U
∂z

(5.20b)

where Fm and Fh are ’first-order’ like stability functions and PR = Km/Kh = Sm/Sh is the turbulent Prandlt
number. Fm and Fh functions are equivalent to the fm and fh functions used to calculate the surface drag
coefficients (England and McNider, 1995).
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C) Km and Kh decomposition

Scheme lε F PR

Y83 max(B1l 2−3/2,5.87) max(4/B1Sm ,2.05 × 10−2) min(1.318 0.2231−Ri f

0.2341−Ri f
,0.893)

Y83free B1l 2−3/2 4/B1Sm 1.318 0.2231−Ri f

0.2341−Ri f

TKE-ε TKE3/2

ε cµ Sukoriansky et al. (2005)
Z13

√
TKE tε 2CτAz

Cτ
CF

(1 − CθTPE
AzTKE )−1

Table 5.5: Expressions of lε , F and PR in each turbulent scheme.

In all the turbulent schemes used in LMDZ, Km and Kh coefficients can be written using Equation (5.17). The
expression of the terms lε , F and PR in each scheme with the appropriate variables and parameters is detailed
in Tab. 5.5.
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5.3 Further comments

5.3.1 Further reflexions on the remaining surface temperature biases in the GABLS4 simula-
tions

Impact of an anomaly in LWdn on the surface temperature

In the previous paper, it is supported that the lack of downward longwave radiation at the surface during the
night may be partly responsible for the cold bias at the surface. Hereafter, I attempt to give a quantitative esti-
mation of the surface temperature bias associated to the difference of LWdn between model and observations.
Neglecting the latent heat flux, the surface energy balance equation reads (with radiative fluxes defined positive
toward the surface, H positive towards the air and G positive towards the snow):

− ε sσT4
s + ε sLWdn + [1 − alb]SWdn − G − H = 0 (5.21)

where ε s is the snow emissivity taken equal to 0.99 (Brun et al., 2012), σ the Stefan-Boltzmann constant, LWdn

and SWdn the downward longwave and shortwave fluxes. Assuming θv,1 − θs ≈ T1 − Ts and G ≈ −I Ts−Ts,1
0−z′

s,1
,

the above equation writes:

− ε sσT4
s + εLWdn + [1 − alb]SWdn + I

Ts − Ts,1

0 − z′
s,1

+ ρcpChn fhU1[T1 − Ts] = 0 (5.22)

with Chn = κ2/[ln(z1/z0) ln(z1/z0t )] and
z′
s,1 =

√
ρsCs/λs zs,1, zs,1 being the depth of the first snow layer. I now consider a relatively small additonal

component ζLW of LWdn . Assuming that U1 is not very affected by this change, the surface radiative balance
reads:

− ε sσ[Ts + ζT s]4 + ε s[LWdn + ζLW ] + [1 − alb]SWdn + I
Ts + ζT s − Ts,1 − ζT s1

0 − z′
s,1

+ ρcpChn f
′

hU1[T1 − Ts + ζT1 − ζT s] = 0 (5.23)

ζT s is the subsequent change in surface temperature, ζT s1 the change in snow temperature and ζT1 the change
in air temperature at the first model level. f ′

h
is the new value of the stability function accounting for the

temperature variations. I now consider conditions close to the nocturnal conditions during GABLS4 i.e. with a
near-surface Rib ranging between 0 and 0.1. In this range, the stability function fh can be approximated with
a linear function from Equation 5.15a.

fh ≈ 1 − 2β2Rib ≈ 1 − 2β2
gz1

TmU2
1

[T1 − Ts] ≈ 1 − β̃[T1 − Ts] (5.24)

with Tm = 1/2(T1 + Ts ) and β̃ = 2β2
gz1

TmU2
1

. Hence,

f ′h = fh − β̃[ζT1 − ζT s] (5.25)

I consider a simplified case in which I assume a linear response of the temperature at the first atmospheric
level and of the temperature at the first snow model level with the surface temperature i.e. ζT1 = ΦζT s and
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ζT s1 = ΨζT s . Φ and Ψ are real coefficients that quantify the coupling between the air and the snow with the
surface. Applying a first order perturbation analysis with |ζLW | � LWdn and |ζT s | � Ts leads to:

− 4ε sσT3
s ζT s + εζLW + I

[1 − Ψ]ζT s

0 − z′
s,1

+ ρcpChnU1[(T1 −Ts ) β̃ − fh − β̃(1 −Φ)ζT s](1 −Φ)ζT s = 0 (5.26)

rewritten in canonical form:

− ρcpChnU1 β̃(1 − Φ)ζ2
T s + [I

Ψ − 1
z′
s,1
− 4ε sσT3

s + ρcpChnU1((T1 − Ts ) β̃ − fh )(1 − Φ)]ζT s

+ ε sζLW = 0 (5.27)

I now focus on the surface energy balance at 0100 LT in the CTRL-90 simulation i.e. with Ts = 239.5 K, T1 =

240.5, U1 = 2.50 m s−1 and LWdn = 92.8 W m−2. I want to adjust the LWdn to the observed value 100.0 W m−2

(Fig. 5.16) i.e. adding an anomaly ζLW = 7.2 W m−2. Assuming full adjustment of the atmosphere and the
ground i.e. Φ = Ψ = 1, Eq. (5.27) gives ζT s = 2.4 K. Now assuming the opposite extreme case with an
infinite air and snow inertia i.e. Φ = Ψ = 0, I obtain ζT s = 0.35 K. Obtaining a lower value in the latter case
than in the former case is consistent since feedbacks from the sensible heat flux and the snow heat flux are
maximum. A deficit of 7.2 W m−2 in LWdn can thus lead to ζT s values between 0.35 and 2.4 K, explaining a
significant part of the surface cold bias of 2 K observed at 0100 LT in the CTRL-90 simulation. Obviously, the
present calculation is based on simplified assumptions and only gives a coarse approximation of the Ts anomaly
associated to the bias in LWdn .

Modelling the albedo in summer at Dome C

In the last paper, one aspect that was not discussed is the time evolution of the albedo during the experiment.
Indeed, it is known that the albedo over the Antarctic Plateau is all but a constant. It is a complex function
of the snow physical properties (grain size and geometry, age or metamorphism), of the dust or aerosols con-
centration in the snow, of cloud cover, of surface hoar formation, of surface micro-reliefs like sastrugi and of
the solar zenith angle (Wiscombe and Warren, 1981; Pirazzini, 2004; Wang and Zender, 2011). At Dome C in
summer, the specific surface area (SSA) can change during the day and the variation of the surface snow crys-
tals properties was attributed to the nighttime formation of surface hoar (Champollion et al., 2013) and daytime
formation of sublimation crystals (Gallet et al., 2014) like at Neumayer station (Wang and Zender, 2011). As
a consequence, the albedo changes can be up to 0.012. Moreover, the asymetric form of sastrugi is expected to
enhance the albedo during the second part of the day (after noon) compared to the first part of the day (Angelo
Lupi, personal communcation). However, the main contributor to the Dome C albedo’s summertime diurnal
cycle is the evolution of the solar zenith angle θzs (King et al., 2006; Gallet et al., 2014 and Q. Libois, personal
communication). Indeed, for a smooth and homogeneous snow surface, as the solar zenith angle increases, the
incident solar beam has a larger probability to penetrate the snow mantle without being absorbed while at low
zenith angle, the incident light remains trapped. The albedo is thus expected to be maximum at midnight LT
and minimum at noon LT, as observed in King et al. (2006).

Fig. 5.18a shows the summertime albedo at Dome C retrieved from BSRN measurements as a function of the
solar zenith angle. Interestingly, the relationship is not monotonic and Figure 5.18b shows that the minimum
daily values are reached at 0500 LT and the maximum ones at 2000 LT. As these observations disagree with
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Figure 5.18: (a) and (c): Albedo at Dome C in December and January plotted as a function of the zenith angle θzs .
Coulours indicate local time. (b) and (d): Albedo at Dome C in December and January versus local time. Panels a and
b show albedos estimated from BSRN data in 2009, 2014 and 2015 while panels c and d show albedos estimated from a
Kipp and Zonen CNR1 pyranometer installed at 1.5 m above the surface in 2014 and 2015 (courtesy of Stefania Argentini
and Giampietro Casasanta). Black dots show BSRN data during the two days of the GABLS4 case. Note that the CNR1
pyranometer fails at large zenith angle (due to not enough receved photons in the collector) and albedo values greater than
0.95 are not reliable. The grey solid line in panel c shows a fitting curve on the dataset restricted to realistic albedo values,
i.e. values comprised between 0.77 and 0.95.

King et al. (2006), I decided to make the same figures but using data from a Kipp and Zonen CNR1 pyranome-
ter in 2014-2015 (the instrument was unfortunately not deployed in 2009 during the GABLS4 period) set-up
about 500 m far from the BSRN station (see Sect. 3.2.3). The obtained figure, Fig. 5.18c and Fig.5.18d, are very
different. The relationsip between the albedo and the solar zenith angle is clearly monotonic (Fig. 5.18c) and
the diurnal cycle of the albedo shows minimum values at noon and maximum values at midnight LT. How to
explain such differences between the two instruments? One first hypothesis could be that the BSRN instrument
measures a surface more affected by the diurnal cycle of snow properties, this latter being not necessarily cen-
tered on midnight and noon but it depends on nighttime hoar formation and diurnal snow-surface sublimation.
However, given the homogeneity of the landscape at this location, this is not very plausible.
A second hypothesis is that the two instruments do not sample areas with the same local slope. Indeed, the local
slope below each instrument can be different due to the presence of sastrugi or small dunes. In this case, the
instruments would not see the same apparent slope, giving rise to a shift and an asymmetry of the diurnal cycle
of the albedo (Picard et al., 2016b; Dumont et al., 2017). Indeed, recent experiments at the Col de Porte, French
Alps, emphasized the role of the local slope of the snow surface on the effective solar zenith (and azimuthal)
angle seen by the snow-surface compared to a flat surface, that in turn affects the albedo measurement (Dumont
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Figure 5.19: Albedo (a) and surface temperature (b) in two GABLS4 LMDZ simulations (Y83free − 90 configuration)
with a fixed albedo of 0.81 (cyan lines) or with an albedo that depends on the solar zenith angle following the fitting curve
in Fig. 5.18c. BSRN observations are in black.

et al., 2017). Simulations with the numerical model of snow albedo of M. Dumont (Centre d’Etude de la Neige,
Grenoble France) revealed that a local westward slope of 1 or 2o could explain the shift and the assymetry of
the diurnal cycle of the Dome C albedo measured by the BSRN (not shown).
Scientists in charge of the BSRN station at Dome C were contacted and they support that their measurements
of the albedo can be affected by local surface slopes, in particular due to the presence of sastrugi.

In a meteorological model, we would like a parametrization of an albedo representative of a whole mesh area
and apparently, the current local measurements at Dome C do not enable to get access to this spatially repre-
sentative quantity. At the first order, we can assume that over an area typical of that of a climate model mesh
(tens or hundreds of km), the albedo dependence upon the snow micro-reliefs slopes cancels out. It would thus
mostly remain the dependance on the solar zenith angle (G. Picard, personnal communication).

To assess what could be the impact of accounting for the albedo’s zenith angle dependence in LMDZ, I applied
a quadratic fitting to the data in Fig. 5.18c and I implemented the obtained formula in LMDZ. Fig. 5.19 com-
pares LMDZ simulations with either a constant or a dynamical albedo. As expected, red curve in panel a shows
that the simulation that includes the zenith angle dependence of the albedo shows albedo values down to 0.75 at
noon and up to 0.87 at midnight. The surface temperature in the red simulation (panel b, red curve) is close to
the one in the simulation with the constant albedo (cyan curve) because the net shortwave flux during this time
of the day is weak. However, the surface temperature in the ’red simulation’ during daytime is much higher,
and even higher than observations. This strong warm bias is annoying but it could also be a direct consequence
of an underestimation of the present albedo measurement by the CNR-1 pyranometer. For instance, King et al.
(2006) report a mean diurnal cycle of the albedo at Dome C varying between 0.82 and 0.95 (although also using
a CNR-1 pyranometer).

Finally, the daytime surface temperature in GABLS4 LMDZ simulation is very sensitive to the value, or to the
parametrization of the albedo. However, measurement limitations and disagreement between datasets prevent
me from indubitably setting a value, or recommanding a parametrization, for the summertime albedo at Dome
C. This incomplete and unsatisfactory conclusion, due to the difficulty in obtaining representative measurements
for meteorological models, stresses the urgency for additional work on this topic. Simulations with the Two-
streAm Radiative TransfEr in Snow (TARTES) model (Libois et al., 2013) could provide additional insights.
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In any case, the present section and the previous paper have raised the strong sensitivity of the Dome C ABL
modelling to the snow thermal inertia and to the snow albedo parametrization. This invites to a deep revision of
the snow-surface treatment over the ice-sheets in LMDZ in the near future, to improve the net radiative budget
and the temperature at the surface of the Antarctic. Ideas of tracks to follow include a test of a dynamical
parametrization of the albedo (like the one from Kuipers Munneke et al., 2011) a dynamical roughness length
(with a particular dependence upon wind direction) and an improved heat diffusion scheme in the snow pack,
allowing for very sharp vertical gradients of temperature and thermal inertia.

5.3.2 LMDZ facing other climate models

Comparison between LMDZ and MAR on the GABLS4 case

Even though LMDZ has been improved in terms of representation of the ABL at Dome C, one can then question
how this improved version of LMDZ compares with a state-of-the-art meteorological model over Antarctica,
like MAR. In the previous paper, it was already concluded that the local turbulence scheme of MAR (TKE − ε)
does not significantly improve the nocturnal ABL structure at Dome C. However, the physics of MAR differs
from the one of LMDZ also in terms of radiation code and of the surface properties. Roughly speaking,
MAR has a more elaborate snow-surfaces treatment (De Ridder and Gallée, 1998; Gallée et al., 2001) with
a dynamical parametrization of the albedo (with in particular a dependence on the solar zenith angle and of
the roughness length (dependence on surface temperature and u∗). Moreover its longwave radiative scheme, a
version of the Rapid Radiative Transfer Model (Mlawer et al., 1997), is more performant in the dry and cold
Antarctic atmosphere (Morcrette et al., 2001) than the scheme from Morcrette (1991) used in LMDZ5. I thus
wanted to compare the performances of the new version LMDZ with those of MAR on the GABLS4 case.
Instead of running independently the model MAR on GABLS4 (this work was done by H. Gallée), I decided
to participate to the project that aims to ’plug’ the physical package of MAR in LMDZ (as a second option for
the physics of the model) and initiated by Gilles Delaygue, Jean-Yves Grandpeix, Martin Ménégoz, Frédéric
Hourdin and Hubert Gallée in the early 2010’s. I have thus adapted the structure of the LMDZ code to enable
for 1D simulations with the LMDZ 1D interface using the physics of MAR.
Nonetheless and unfortunately, the version of the physics of MAR that was partly adapted for LMDZ purposes
(version of the early 2010’s) had a critical problem. In fact, the numerical resolution of the vertical diffusion of
heat was made independently in the atmosphere and in the soil (snow), leading to a temporal discontinuity at
the surface within one timestep 6. This effect was also recently observed and corrected in the ECMWF model
(Beljaars et al., 2017). Concretely, this led to very strong cold bias at the surface in the GABLS4 simulation,
preventing a proper comparison between the physics of MAR and LMDZ.
Updating the physics of MAR used in LMDZ with a more recent version (without the aforementioned problem)
would have been a hard work, since almost all the code of MAR had been rewritten for parallelization purposes.
I therefore decided to compare simulations with a prescribed surface temperature from observations (stage 2 of
the GABLS4 exercise), restricting the comparison to turbulent and radiative processes in the ABL regardless of
the surface temperature and the interaction with the surface.

Fig. 5.20 shows the vertical structures of the potential temperature and of the wind speed during the GABLS4
case in the observations (left column), in a LMDZ simulation (Y83free − 90 configuration, middle column) and
in a simulation using the physical package of MAR (LMDZ-MAR). The comparison of the nocturnal structures

6This problem was corrected since, solving the vertical diffusion by inverting a tridiagonal matrix that includes both the vertical
levels in the atmosphere and those in the soil (H. Gallée, personnal communication).
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Figure 5.20: Structure of the potential temperature (upper panels) and of the wind speed (lower panels) over the first 45 m
above the ground at Dome C in the observations (left panels), in a LMDZ simulation (simulation Y83free − 90, middle
panels) and in a LMDZ simulation but using the whole physical package of MAR (right panels) during the GABLS4 case.
In the simulations, the surface temperature is prescribed.

in the simulations is similar to the comparison between the Y83free − 90 and the TKE − ε − 90 in the previous
article. The nocturnal winds are similar and the nocturnal temperature is excessively mixed in both simulations,
with mixing of heat slightly more intense in the first 10 m above the ground when using the physics of MAR.
More striking is the comparison of the diurnal structures of the wind. In the LMDZ-MAR simulation, there
is indeed a significant and unrealistic vertical gradient of wind speed during daytime, echoing the GABLS4
LMDZ simulation without using the thermal plume model in Sect. 5.2.5. MAR does use a mass-flux scheme
(Bechtold et al., 2001) for convective ABL. However the scheme in question takes charge of the mixing of
heat and moisture but not of the mixing of momentum, this latter being left to the local TKE − ε scheme7.
Fig. 5.21 compares the GABLS4 LWdn time-series in LMDZ, LMDZ-MAR and the observations. For a simi-
lar atmospheric states (same forcings), the radiative scheme of MAR gives a larger LWdn flux than LMDZ with
differences reaching 3 W m−2 during the night. However, it is not remarkably closer to the observations, ques-
tioning the GABLS4 forcings or the likely formation of thin clouds in the atmosphere above Dome C during
the GABLS4 case.

To conclude, the performances of LMDZ and MAR are now comparable. MAR needs to improve the turbulent
mixing of momentum in the convective ABL and some work is still needed to evaluate the longwave radiative
transfer (and clouds) over ice-sheets in both models.

How LMDZ behaves compared to other models involved in GABLS4

Besides the comparison with MAR, one may be interested in contrasting LMDZ with all the other models
involved in the GABLS4 exercise. I will not make an in-depth models intercomparison here since this subject
will be addressed in a dedicated publication in the near future (one can already refer to Bazile et al., 2013;
Bazile et al., 2014, 2015a; Bazile et al., 2016). A fore-taste is presented here in Fig. 5.22 with the nocturnal
vertical profiles of potential temperature and wind speed in all the single column models for the second stage

7Implementing a mass-flux scheme accouting for the mixing of momentum in the MAR physics is in the ’to do’ list of the MAR
community (H. Gallée, personal communication)
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Figure 5.21: Comparison of the GABLS4 time series of the LWdn in LMDZ (blue line), LMDZ-MAR (yellow line) and
observations (black-line)

of the exercise (with forced surface temperature but also with a prescribed 90-level vertical grid and prescribed
surface parameters). The LMDZ simulation that is plotted in this figure (solid red line) has been run with
the CTRL-90 configuration i.e. with the default Y83 turbulence scheme (with turbulence thresholds in stable
conditions)8. Interestingly, the LMDZ profiles are similar to those in many models, with an excessive mixing
of heat and a too high and too strong nocturnal jet compared to observations. The relatively good consistency
between several models suggests a common bias either in their own physics or in the prescribed large-scale
forcings. In this case, the systematic model biases can raise on concerns about the reliability of the single-
column simulations and about the sensitivity of the results to the specified large-scale forcings. That is why the
GABLS4 committee considers independently two problems: the inter-models comparison and the observations-
simulations comparison (E. Bazile, personnal communication).

(a) (b)

Figure 5.22: Vertical profiles of potential temperature (a) and wind speed (b) at 0100 LT in GABLS4 simulations (stage
2 with prescribed surface temperature and with prescribed vertical grid and surface parameters) carried out by all the
single column models involved in the exercise. Solid black line refer to observations, solid red lines refer to the LMDZ
simulation with the CTRL-90 configuration (with thresholds on the turbulent mixing). Courtesy of Eric Bazile.

8In fact, the analysis presented in the previous paper and the setting of a recommended configuration for Dome C conditions, i.e.
the Y83free − 90 configuration, were made after I sent the GABLS4 LMDZ simulations to the GABLS4 committee.
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Figure 6.1: Monthly means of the surface temperature and of the difference between the 2 m temperature and the
surface temperature at Dome C, East Antarctic Plateau. In-situ observations (averaged over the period 2011-2016),
ERA-I reanalyses (averaged over the period 2011-2016) and results of AMIP simulations (averaged over 1979-2010)
from 16 CMIP5 models are shown. Expansions of the acronyms in the legend are available online at http://www.
ametsoc.org/PubsAcronymList. Details for each model and on the simulations set-up can be found online at
https://www.wcrp-climate.org/wgcm-cmip/wgcm-cmip5.

6.1 Preface

GCMs involved in the fifth CMIP intercomparison project show a large intermodel spread in terms of both
surface temperature and near-surface temperature inversion over the homogeneously flat landscape of Dome C
(see Fig. 6.1). In particular, the largest biases and the widest inter-model spread of the near-surface inversion
are found in the austral winter (panel b). Over the Antarctic Plateau, the most extreme ABL and thus the most
challenging for climate models occurs in winter, when it experiences very strong near-surface inversions and
sharp regime transitions.
The participation of the LMDZ GCM to the GABLS4 exercise has enabled significant improvements in the
representation of the summertime ABL at Dome C. However, limiting the evaluation of LMDZ on the GABLS4
case would not have been sufficient. The present chapter is the natural extension of the evaluation of LMDZ to
a full year period. The following article in preparation presents the analysis of 3D simulations with a stretched-
grid over Dome C and a comparison of the model’s outputs with observations. It is worth noting that the
conclusions of the previous and present chapters have been accounted for setting the sixth version of LMDZ (see
Chap. 8 for a summary of the changes). As such, LMDZ6 has a physical package that enables an improvement
of the modelling of the near-surface climate of the Antarctic Plateau compared to LMDZ5.

http://www.ametsoc.org/PubsAcronymList
http://www.ametsoc.org/PubsAcronymList
https://www.wcrp-climate.org/wgcm-cmip/wgcm-cmip5
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6.2 Article: Modeling the dynamics of the Atmospheric Boundary Layer over
the Antarctic Plateau with a General Circulation Model

Vignon E, Hourdin F, Genthon C, van de Wiel B J H, Gallée H, Madeleine J.-B. and Beaumet J. Modeling the
dynamics of the Atmospheric Boundary Layer over the Antarctic Plateau with a General Circulation Model, in
revision for Journal of Advances in Modeling Earth Systems

Abstract

Observations evidence extremely stable boundary layers (SBL) over the Antarctic Plateau and sharp regime
transitions between very and weakly stable conditions. Representing such features is a challenge for climate
models. This study assesses the modeling of the dynamics of the boundary layer over the Antarctic Plateau
in the LMDZ general circulation model. It uses one-year simulations with a stretched-grid over Dome C. The
model is nudged with reanalyses outside of the Dome C region such as simulations can be directly compared
to observations. We underline the critical role of the downward longwave radiation for modeling the surface
temperature. LMDZ reasonably represents the near-surface seasonal profiles of wind and temperature but
strong temperature inversions are degraded by enhanced turbulent mixing formulations. Unlike ERA-Interim
reanalyses, LMDZ does reproduce two SBL regimes and the regime transition, with a sudden increase in the
near-surface inversion with decreasing wind speed. The sharpness of the transition depends on the stability
function used for calculating the surface drag coefficient. Using a refined vertical grid leads to a better reversed
’S-shaped’ relationship between the inversion and the wind. Sudden warming events associated to synoptic
advections of warm and moist air are also well reproduced. Near-surface supersaturation with respect to ice
is not allowed in LMDZ but the impact on the SBL structure is moderate. Finally, climate simulations with the
free model show that the recommended configuration leads to stronger and more realistic inversions over the
ice-sheet. However, the near-surface wind remains underestimated over the slopes of East-Antarctica.

6.2.1 Introduction

At global scale, Antarctica is a major sink for atmospheric energy. As such, it is critical to understand the
atmospheric heat exhanges over the white continent in the context of global warming. The air loses energy
through transfer towards the ice-sheet surface and via the emission of longwave radiation to space (Previdi
et al., 2013). This climatological energy deficit is mainly compensated by a horizontal convergence of at-
mospheric energy transport (Genthon and Krinner, 1998; Previdi et al., 2013). The near-surface Antarctic
atmosphere experienced significant changes during the last decades (Turner et al., 2006; Steig et al., 2009).
In particular, the near-surface air over the Western part of Antarctica exhibits one of the major warming over
the globe (Bromwich et al., 2013a), with heating rates larger than 0.5 K per decade at some places. Despite
a significant warming in the end of the 20th century, the Antarctic Peninsula has been slightly cooling since
1998, reflecting the high natural variability of the climate in this region (Turner et al., 2016). East Antarctica
has experienced a slight cooling trend (Nicolas and Bromwich, 2014; Smith and Polvani, 2017) particularly
marked during autumn.

General circulation models (GCMs) are a very powerful tool for investigating the mechanisms responsible for
global or regional changes in the Earth climate. However, we can wonder to what extent they are able to cor-
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rectly represent the near-surface temperature field over Antarctica. Although the models involved in the fifth
Coupled Models Intercomparison (CMIP) experiment have a realistic climatology and interannual variability
in Antarctica, they fail in reproducing the near-surface temperature trends in the period 1979-2005 (Smith and
Polvani, 2017) and particularly the contrast between west and east Antarctica.

King et al. (2001) noticed that the Antarctic surface climate is very sensitive to the boundary layer heat flux
parametrizations. When using turbulent diffusion coefficient formulations that sharply decrease with increas-
ing static stability, the authors observed long-term mechanical decoupling of the surface from the atmosphere
over large regions of East Antarctica in the HadAM2 GCM. However, they wonder whether ’such behaviour is
realistic, or even desirable in a coarse-resolution model’. A poor representation of the sensible heat flux over
Antarctica in GCM has also been reported in King and Connolley (1997) and Cassano et al. (2001), and such a
deficiency is expected to be partly responsible for the warm temperature bias over Antarctica in the European
Center for Medium-Range Forecasts (ECMWF) ERA-Interim (ERA-I) reanalyses (Freville et al., 2014; Dutra
et al., 2015). Evaluating and improving the representation of heat exchanges between the atmosphere and the
ice sheet in GCMs is therefore crucial.
GCM and Numerical Weather Prediction models often apply formulations with enhanced turbulent mixing to
optimize model scores at synoptic scales (Sandu et al., 2013) or to account for non-represented subgrid mixing
processes like small scale gravity waves (Steeneveld et al., 2008). However, these formulations are detrimental
to the modeling of the stable boundary layers (SBL) structure (Svensson et al., 2011; Cuxart et al., 2006).
Even though global tuning strategies can degrade the structure of the SBL, Baas et al. (2017) show that climate
models with a 1.5 order closure turbulent scheme (with a prognotic equation of the turbulent kinetic energy)
have the required physics to represent reasonably the SBL for a wide range of mechanical forcings. Such mod-
els seem able to mimic the two-regime behaviour of the SBL, with its weakly and very stable extremes and with
the typical ’reversed-S shape’ dependency of the near-surface inversion with the wind forcing at Cabauw, the
Netherlands (van de Wiel et al., 2017). Such a behaviour is evidenced by observation in Van Hooijdonk et al.
(2015); Monahan et al. (2015); van der Linden et al. (2017). The theoretical background behind this behaviour
was demonstrated by van de Wiel et al. (2017). They show that the sudden regime transition can be understood
in terms of the Minimum Wind speed for Sustainable Turbulence (MWST) theory (van de Wiel et al., 2012a;
Van Hooijdonk et al., 2015, 2017a). If the wind speed is less than this minimum, the sensible heat flux is unable
to compensate for the energy loss of the surface, which causes the near surface inversion to increase rapidly.
As the turbulence shuts down, the atmophere becomes mechanically decoupled from the surface (Derbyshire,
1999) and the near surface temperature inversion is only governed by the radiative ’coupling’ to the air, and the
diffusive ’coupling’ to the soil.
Vignon et al. (2017a) evidenced that the prevailing SBL over Dome C, East Antarctic Plateau, also presents
a clear two-regime behaviour with a sharp transition that occurs in a narrow 10 m wind speed range. On one
hand, a weakly stable regime occurs under moderate wind and/or cloudy conditions with a significant amount of
turbulence and weak near-surface temperature inversions. On the other hand, a very stable regime occurs under
weak wind and clear sky conditions with weak turbulence. In this case the near-surface temperature inversion
may reach values up to 25 K between 10 m and the surface, as the coupling between the air and the snow is
(essentially) of radiative origin. Riordan (1977) (see also Hudson and Brandt, 2005) and Cassano et al. (2016)
(see also Wille et al., 2016) identified similar wind speed thresholds that distinguish a SBL regime with large
near surface inversions from a regime with weak near-surface inversions at the South Pole and over the Ross
ice-shelf respectively. This suggests that the two-regime behavior of the SBL may prevail over a large part of the
Antarctic continent where the surface slope is weak (ice-shelves, Plateau). In addition, the surface-atmosphere
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mechanical decoupling in the weak wind speed regime is critical regarding snow accumulation issues. Indeed,
Berkelhammer et al. (2016) evidenced that under very stable conditions over the Greenland ice-sheet, the snow
surface can be mechanically insulated from transiting tropospheric air masses, impeding both accumulation
associated with surface condensation and mass loss through sublimation. After the conclusions of Vignon et al.
(2017a) and van de Wiel et al. (2017), it is thus clear that not only the two-regime behaviour but also long-term
decouplings are realistic and climatological features of the SBL over Dome C (and likely over a wide part of
Antarctica) need to be represented in GCMs.

Beyond the Antarctic climate issue, correct modeling of the SBL dynamics is important for assessing the re-
sponse of the nocturnal near-surface temperature over continents to changes in greenhouse gases concentrations
(Walters et al., 2007; McNider et al., 2012) and for representing the evolution of Arctic near-surface tempera-
tures with global warming, since a transition from a very stable to weakly stable regime would mean a transition
between a state in which the warming signal remains confined in the low stratified layer to a state in which the
warming is diluted to higher levels (Bintanja et al., 2012). The present study explores the ability of the Labora-
toire de Météorologie Dynamique Zoom (LMDZ) GCM, the atmospheric component of the IPSL Earth System
model (Dufresne et al., 2013), to represent the dynamics of the atmospheric boundary layer over the Antarctic
Plateau. In particular, it investigates how well the model represents the competition between mechanical (tur-
bulent) and radiative surface couplings at Dome C. Beyond the evaluation of the model, simulations also give
insights into the boundary layer dynamics over the Antarctic Plateau. The present work builds on the previous
evaluation of LMDZ at Dome C in Vignon et al. (2017b). The latter paper focused on the representation of a
typical clear-sky summertime diurnal cycle using the 1D version of LMDZ assessing the sensitivity to surface
parameters and turbulence parametrizations. The present study extends towards the representation of a full
seasonal cycle, including the polar night, and using the standard 3D version of the model i.e. with its intrinsic
constraints on the length of the physical time-step, on the model’s grid and on the global-scale tuning strategy
(Hourdin et al., 2017). The 3D simulations enable to assess how the specific improvements made to fit obser-
vations at Dome C affect the continental-scale near-surface climate. This study contributed to the setup of a
new version of LMDZ for the CMIP6 experiments. It will be shown that LMDZ has now consistent physical
parametrizations for the extreme Antarctic SBL and reasonable surface parameters over ice-sheets. The paper
is structured as follows. Sect. 6.2.2 presents the LMDZ model, the specific ’stretched-grid and nudged’ config-
uration of the simulations and the observations. The ability of LMDZ to represent the Dome C boundary layer
is analyzed in Sect. 6.2.3. Sect. 6.2.4 discusses the representation of the near-surface Antarctic climate using
standard climate simulations without nudging. Sect. 6.2.5 draws our conclusions.

6.2.2 Climatological settings, data and simulations

Dome C geographical and climatological settings and in-situ data

Dome C is located in the eastern part of the high Antarctic Plateau (75o06′ S, 123o20′ E, 3233 m a.s.l., Local
Time LT = UTC+8) where the French-Italian station Concordia has been set-up. The landscape consists in a
homogeneous and flat snow desert covered by snow-eroded forms called sastrugi. The sky is predominantly
clear. The air is very cold and dry, with monthly mean 2 m temperatures that range from about −27 oC in austral
summer to about −65 oC in the polar night in winter (Genthon et al., 2013). The annual snow accumulation is
less than 8 × 10−2 m y−1 (Genthon et al., 2015). The ’flatness’ of the Dome prevents from local generation of
katabatic winds. The near-surface wind is mostly south-westerly (Aristidi et al., 2005) and the annual 3 m mean
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speed is moderate, 4.5 m s−1, and rare peaks reach 12 m s−1 (Argentini et al., 2014). Occurrences of significant
wind-transported snow events are seldom (Libois et al., 2014). The Dome C boundary layer shows a marked
seasonality.
In summer (December-January), even though the sun remains always above the horizon, the boundary layer
evolves with a clear diurnal cycle (Genthon et al., 2010). During the summer ’day’ (i.e. when the sun is high
above the horizon), the boundary layer is convective and 100 − 300 m deep (Casasanta et al., 2014). During
the summer ’night’ (i.e. when the sun is close to the horizon), the nocturnal SBL is shallower than 50 m and
an inertial low-level jet develops (Gallée et al., 2015b). During the polar night, the boundary layer is almost
permanently stably stratified (Genthon et al., 2013) and the turbulent boundary layer, when present, is only a
few meters or dozens of meters deep (Pietroni et al., 2012; Petenko et al., 2014). Dome C frequently experiences
sudden ’warming events’, when warm and moist air is advected from the coast over the Plateau resulting in a
large anomaly of downward long wave radiative flux and in an abrupt warming of the low troposphere of several
tens of Kelvin in a few hours (Genthon et al., 2013; Gallée and Gorodetskaya, 2010).

In the present study, we use in situ data from meteorological measurements that are performed at Concordia.
We use temperature and wind data obtained along a 45 m tower (Genthon et al., 2010, 2013) and a 2.5 m mast
(Vignon et al., 2016) and radiation data obtained by the Baseline Surface Radiation Network (BSRN, Lanconelli
et al., 2011). Details on how all of these data are processed are given in Genthon et al. (2013) and Vignon et al.
(2016). Genthon et al. (2017) show that classical near-surface moisture measurements are biased at Dome C
since standard thermo-hygrometers are not capable to measure supersaturations with respect to ice because the
excess moisture with respect to saturation tends to condense on the surfaces of the sampling device. Data from
an innovative hygrometer installed at 3 m above the ground (so called ’HMPmod’ in Genthon et al., 2017)
that allows for the measurement of near-surface supersaturation have been used. To obtain estimations of the
integrated water vapor (IWV) in the atmospheric column above Dome C, we use hourly averaged measurements
performed by an in situ H2O Antarctica Microwave Stratospheric and Tropospheric Radiometer (HAMSTRAD)
instrument (Ricaud et al., 2012, 2015). IWV as well as tropospheric profiles of temperature, humidity and wind
are also retrieved from daily Vaisala RS92 radiosoundings, launched at 2000 local time (LT) from the Routine
Meteorological Observation program 1. Following Tomasi et al. (2006), the IWV from radiosondes is calculated
from the ground to 10,000 m height. No correction for typical biases (due for instance to sensor aging, time lags
or chemical contamination, see Tomasi et al., 2011) of temperature and humidity measurements was required
because the latter biases do not significantly affect the estimation of the IWV (Ricaud et al., 2017).

The LMDZ GCM

LMDZ is the atmospheric component of the IPSL Earth-System Model used for climate studies and climate
change projections, particularly in the CMIP experiments (Hourdin et al., 2013b). LMDZ was particularly used
for Antarctic purposes in studies on surface mass balance issues (e.g. Krinner et al., 2007; Agosta et al., 2013),
on oceanic forcing on the Antarctic climate (Krinner et al., 2014) and on the transport of chemical species at
high southern latitudes (Cosme et al., 2005). We used here a ’pre-CMIP6’ version of the model i.e. an advanced
version of LMDZ5B (Hourdin et al., 2013b).

Configurations of the simulations The simulations are conducted with the zooming capability of the model
in a nudged mode, as described in Coindreau et al. (2007). The ’zoom’ consists in streching the horizontal

1http://www.climantartide.it/
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Figure 6.2: Polar stereographic view of the stretched-grid used for the 3D nudged simulations. The orange dot locates
Dome C (DC). In the inset are shown the approximative heights of the observation levels at Dome C and the yearly-
averaged heights of the vertical model levels of LMDZ and ERA-I.
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Arakawa-C 64 × 64 grid in both latitude and longitude in order to obtain a refined domain of 400 km × 400 km
centered on Dome C with a middle grid cell of 25 km×25 km. The grid retained here is plotted in Figure 6.2. In
the vertical, we use the default 79 hybrid-pressure levels set up for the 6th CMIP experiment. Above Dome C,
the vertical grid has 15 levels in the first 500 m of which 3 in the first 45 m (height of the meteorological tower)
and the first model level height varies between 6.5 m in summer and 5.5 m in winter. As the SBL above the
Antarctic Plateau may be very shallow, we also perform simulations with a refined 103 hybrid-pressure levels
grid. This latter has a better resolution in the first meters above ground, with a first model level at approximately
1.5 m and with 11 levels in the first 100 m.
The model is nudged by the ECMWF ERA-I reanalyses by adding a relaxation term to the prognostic equation
for four state variables:

∂X
∂t

= F (X ) −
X − Xa

τ
(6.1)

where X is the zonal and meridional wind u and v, the temperature T and the specific humidity qv . F is the
operator describing the dynamical and physical processes that determine the evolution of X and Xa is the re-
analysed field from ERA-I interpolated on the model grid and at each model time step. τ is a relaxation time.
Genthon et al. (2013) show that the synoptic evolution in the bulk of the atmosphere and the tropospheric vari-
ability is relatively well reproduced by ECMWF analyses. Different values of τ are used inside and outside the
’zoomed’ region with a smooth transition between the inner and outer regions that follows the grid cell size.
Outside the zoom, we set τout = 3 h and inside the zoom, τin = 240 h. A large value of τ (weak nudging)
in the zoomed area enables the meteorological fields in this region to be governed by the internal physics of
LMDZ rather than by the (external) reanalysis field. Such a nudging enables both an evaluation of the sub-
components of the physics of the model apart from likely deficiencies in representing the atmospheric synoptic
conditions (Appendix A) and a chronologic comparison with in-situ data from the Dome C observatory. 3D
zoomed-nudged simulations are analysed over the year 2015 and the simulations start in December 2014. The
model has thus sufficient time to reach an atmospheric equilibrium over the Antarctic Plateau before January,
1st.

In Sect. 6.2.4, we discuss meteorological fields not only over Dome C but over the whole Antarctic continent.
For this purpose, we analyse free (i.e. without nudging) simulations performed with the standard (no ’zoom’)
144×142×79 grid and run over the period 2001-2011. Over continents, LMDZ is coupled with the land-surface
model ORCHIDEE (Krinner et al., 2005; Hourdin et al., 2013b). Sea ice cover and sea surface temperature
fields are prescribed every month with climatological fields.

Modifications of physical parametrizations The ability of LMDZ in modeling the summertime atmospheric
boundary layer at Dome C was assessed and improved by Vignon et al. (2017b) using the single column version
of LMDZ on the 4th Gewex Atmospheric Boundary Layer (GABLS) case (Bazile et al., 2014, 2015a). This
study led to changes of the values of model’s parameters over the ice-sheets:

1. The snow albedo is set to 0.96 for the visible range and to 0.68 for the near infra-red range (Grenfell
and Warren, 1994) instead of 0.77 for both ranges. This low value was tuned in the CMIP3 version to
compensate for a deficit of longwave downward radiation at surface.

2. The roughness lengths for momentum z0 and for heat z0t are set to 10−3 and 10−4 m respectively. These
values are close to measurements at Dome C (Vignon et al., 2016) and in reasonable agreement with
measurements over other regions of the Antarctic Plateau (Amory et al., 2017).
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Figure 6.3: Stability function models used for the calculation of the surface drag coefficients versus Ri . Solid (resp.
dashed) lines show the stability function for momentum fm (resp. for heat fh).

Simulation name Res lmin (m), Ric Surface layer LW scheme
M91-L82-79 79 0, 0.18 L82 M91

RRTM-L82-79 79 0, 0.18 L82 RRTM
RRTM-K01-79 79 0, 0.18 K01 RRTM

RRTM-cutoff-79 79 0, 0.18 cut-off RRTM
RRTM-minmix-L82-79 79 1, 0.143 cut-off RRTM

RRTM-L82-103 103 0, 0.18 L82 RRTM
RRTM-K01-103 103 0, 0.18 K01 RRTM

RRTM-cutoff-103 103 0, 0.18 cut-off RRTM
RRTM-minmix-L82-103 103 1, 0.143 cut-off RRTM

Table 6.1: Overview of the 3D stretched grid - nudged simulations. ’Res’ refers to the vertical resolution, ’Surface layer’
to the type of stability function of the drag coeffient in stable conditions and ’LW scheme’ to the type of radiative transfer
code in the longwave spectrum. ’K01’ refers to King et al. (2001), ’L82’ to Louis et al. (1982)

3. The snow thermal inertia is set to 350 J m−2 K−1 s−1/2 instead of the original largely overestimated value
of 2000 J m−2 K−1 s−1/2.

The parametrization of the vertical turbulent transport in the current version of LMDZ is a 1.5 order turbulence
closure K-gradient scheme based on Yamada (1983) (Y83). This local turbulent scheme is combined with a
mass-flux scheme, the so-called ’thermal plume model’, for convective boundary layers (Hourdin et al., 2002;
Rio et al., 2010). In stable conditions the turbulent mixing coefficients for momentum (subscript ’m’) and for
heat (subscript ’h’) read:

Km,h = lSm,h
√

2TKE (6.2)

where l is a mixing length, TKE is the turbulent kinetic energy and Sm,h are monotically decreasing functions
of the Richardson number Ri (see Yamada, 1983). In previous versions of LMDZ, l was lower-bounded by
a minimum value lmin = 1 m and Sm,h were also lower bounded by values Sm,h (Ric ), Ric being a critical
Richardson number equal to 0.143. Vignon et al. (2017b) pointed out that the representation of the summer-
time nocturnal SBL at Dome C was significantly improved when the lower-bounds of Sm,h and l are removed.
Roughly speaking, removing such thresholds enables the turbulent mixing to collapse in very stable conditions
leading to more realistic shallow and very stratified SBL. In what follows, the simulations with the enhanced
mixing configuration will be refered to as ’minmix’. In all the other simulations, lmin = 0 and Ric = 0.18.
It is worth noting that in this ’weak’ mixing configuration, the original numerical resolution of the prognos-
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tic equation of the TKE (Hourdin, 1992) does not converge at long time steps as those used for physical
parametrizations in 3D simulations (900 s for CMIP6). In fact, besides its role of mixing enhancement, the
minimum mixing length was acting in previous versions as a numerical artifice that helped numerical conver-
gence. The numerical scheme has thus been changed to one proposed by Deleersnijder (1992) with better
convergence properties.
The surface drag coefficient for momentum Cd and for heat and moisture Ch are computed as:

Cd =
κ2

ln(z1/z0)2 × fm (6.3)

Ch =
κ2

ln(z1/z0) ln(z1/z0t )
× fh (6.4)

where z1 is the height of the first model level, z0 and z0t are the roughness lengths for momentum and heat
respectively and fm and fh are functions of the local Richardson number between the first model level and
the surface. Vignon et al. (2017b) pointed out that fm,h functions from (Louis et al., 1982) (hereafter L82) are
significantly overestimated in stable conditions compared to in situ data over an extended summer period at
Dome C. L82 functions were historically implemented to prevent surface-atmosphere decouplings over lands
in 3D simulations. We test here two additional types of function: the so-called ’SHARP’ functions from King
et al. (2001) (hereafter K01) and so-called ’cutoff’ functions (England and McNider, 1995; King and Connol-
ley, 1997), derived from the Monin-Obukhov similarity theory. These two latter types of functions decrease
more sharply with Ri and the cut-off functions reach zero at Ri = 0.2 (see Fig. 6.3).

In the previous versions of LMDZ, the standard radiative scheme was the one developed by Morcrette (1991)
(herefafter M91) for the European Center for Medium Range Forecasts (ECMWF). The longwave spectrum
part is a 6-band scheme with the following radiative active species: H2O, O3, CO2, N2O, CH4 and chloroflu-
orocarbons. During the setting of the CMIP6 version of LMDZ, the k-correlated Rapid Radiative Tranfert
Model (RRTM, Mlawer et al., 1997) was implemented for the longwave spectrum. It is now used as the stan-
dard radiative scheme. It is worth noting that RRTM is also used in several GCMs like the Weather Research
and Forecasting model (Skamarock et al., 2008), in the ECMWF model (Morcrette et al., 2001) or the NCAR
community climate model (Iacono et al., 2000) for instance. The main differences with the M91 are (Morcrette
et al., 2001):

• RRTM considers 16 different spectral bands, improving the spectral description of air and cloud radiative
properties,

• RRTM allows for more accurate absorption in the water-vapour continuum.

6.2.3 Representing the boundary layer dynamics at Dome C

In this section, the representation of the boundary layer at Dome C in nudged and stretched-grid LMDZ simu-
lations is evaluated using in situ data. The analysed simulations are listed according to their characteristics in
Tab. 6.1.
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Figure 6.4: (a): Scatter plots of LWdn at the surface in LMDZ simulations (M91-L82-79 and RRTM-L82-79) versus
BSRN observations. Blue (orange) color refers to the simulation with the RRTM (M91) radiative scheme. The black line
is the first bissector. (b): Difference of the LWdn in the RRTM-L82-79 with that in the M91-L82-79 simulation versus the
Integrated Water Vapor (IWV) in the atmospheric column above Dome C in the M91-L82-79 simulation. Colors show the
value of the Integrated Ice Content (IIC).(c): idem as (a) but for Ts .(d): Difference of simulated and observed Ts versus
the difference of simulated (RRTM-L82-79 simulation) and observed LWdn . All hourly mean data in 2015 are plotted.
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Downward longwave fluxes and surface temperatures

Modeling studies like Cerni and Parish (1984); Bromwich et al. (2013b) or Sterk et al. (2013) highlighted the
sensitivity of meteorological models to the radiation scheme in polar regions, particularly in low wind condi-
tions. Gallée and Gorodetskaya (2010) also pointed out that the main forcing of the surface energy balance at
Dome C in winter is the LWdn flux. Fig. 6.4a shows that the LWdn using the M91 scheme (M91-L82-79) is
significantly underestimated (mean bias of −12.82 W m−2). The implementation of RRTM has led to a signif-
icant improvement of the LWdn flux in the RRTM-L82-79 simulation. This result is weakly sensitive to the
turbulent mixing parametrization (not shown). Morcrette et al. (2001) noticed that in the ECMWF model, one
of the main consequence of the introduction of RRTM in place of M91 was a significant reduction of the LWdn

bias at the surface over the dry and cold atmosphere like over the Soute Pole (Wild et al., 2001). Moreover,
Gallée and Gorodetskaya (2010) also noticed the improvement of the LWdn simulation during the polar night
at Dome C with the regional model MAR using RRTM, compared to simulations with M91. Our results agree
with these conclusions.

Fig. 6.4b shows that the relative difference in LWdn between the simulation with RRTM and the simulation
with M91 is maximum when the atmospheric column above Dome C is dry, i.e. at low values of the IWV.
Differences are also larger when the ice water path (integrated ice content, IIC) is high. Note that IWV and IIC
are very similar in M91-L82-79 and RRTM-L82-79. As such, the observed difference in LWdn between the two
simulations seems to be primarily due to the radiative scheme itself and the sensitivity to the radiative scheme
is the highest when the atmosphere is dry (low IWV) and/or contains a significant amount of ice particles (high
IIC). However the LWdn in the RRTM-L82-79 simulation still show a Root Mean Square Error (RMSE) with
respect to observations of 12.97 W m−2 over 2015. Differences in LWdn with observations are mostly positive
for LWdn < 100 W m−2, while they are mostly negative for LWdn > 140 W m−2. This could suggest that even
RRTM struggles in representing the longwave transfer in clear-sky conditions (LWdn < 100 W m−2) or that the
quantities of hydrometeors could be overestimated in cold and dry conditions at Dome C. Gallée and Gorodet-
skaya (2010) point out that the modeling of the LWdn at Dome C is very sensitive to small variations in the
water vapour content and to the modeling of thin clouds in both the troposphere and stratosphere. In fact, the
cold polar atmosphere is very dry. The far infrared range, often considered as opaque at mid and low latitudes,
becomes more transparent and the transmittance is thus very sensitive to the water vapour content (Palchetti
et al., 2015). Moreover, clouds above the Antarctic Plateau are rather thin, so an additional small amount of
hydrometeors or a slight change in their properties (sedimentation velocities for instance) may have significant
impacts on the LWdn flux.

In addition, further investigation reveals that the most negative differences of LWdn in the RRTM-L82-79 simu-
lation with respect to observations coincide with peaks of IWV corresponding to northerly advections of warm
and moist oceanic air, often associated to thick cloud episodes above Dome C (Ricaud et al., 2017). The am-
plitude of these large peaks of IWV are underestimated in our simulations (see Appendix A) and in the ERA-I
reanalyses (not shown) suggesting that a part of the negative bias in LWdn could be related to deficiencies in
the moisture nudging by ERA-I.

As the LWdn flux is the major source term in the surface energy balance during a large part of the year, the
improvement of the LWdn flux associated to the introduction of RRTM leads to a much better representation of
the surface temperature Ts (Fig. 6.4c). However, the surface temperature remains slightly cold biased by 1.11 oC
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Figure 6.5: (a): 2015 monthly mean surface temperatures in observations and LMDZ simulations. (b): Difference of
monthly mean temperatures between LMDZ simulations and observations.

on average over 2015 and remaining hourly Ts biases are relatively well correlated with LWdn biases (Fig. 6.4d),
especially during the polar night (not shown). The present section thus highlights that a correct representation
of the longwave transfer in the atmosphere is paramount to the modeling of the surface temperature at Dome
C, in agreement with Bromwich et al. (2013b).

Seasonality of the near-surface temperature and wind

As using RRTM leads to better comparison with in situ measurements of radiative fluxes compared to M91,
we now evaluate the seasonality of the boundary layer temperature and wind in simulations with the RRTM
radiative scheme. Panel a in Fig. 6.5 shows the annual time series of the monthly-mean surface temperature
Ts in LMDZ simulations (colored lines) and in observations (black line). Ts in RRTM-L82-79, RRTM-K01-79
and RRTM-cutoff-79 are close because the Richardson number in the surface layer is often < 0.1 i.e. in a range
in which fm,h stability functions do not significantly diverge. These simulations are cold-biased between May
and September, with a bias reaching −2.5 oC in July (panel b). The RRTM-cutoff-79 (purple line) is the coldest
simulation, in agreement with the collapse of the sensible heat flux in very stable conditions using the ’cut-off’
functions in the surface layer. As expected, the RRTM-minmix-L82-79 simulation (dark blue line) with en-
hanced mixing of heat in the SBL is significantly warmer than the other simulations and than observations.

Fig. 6.6 shows vertical profiles of temperature and wind speed over the first 50 m. Left panels show averaged
summertime (December-January, ’DJ’) profiles at 1400 LT i.e. during the convective period of the boundary
layer. Middle panels show summertime profiles at 0200 LT i.e. when the boundary layer is stably stratified, and
right panels show profiles during winter (June-July-August, ’JJA’). The summertime diurnal (convective) and
nocturnal (stable) profiles are well represented by LMDZ, in agreement with the 1D simulations in Vignon et al.
(2017b). One can further notice that LMDZ simulations better agree with observations than ERA-I reanalyses
(solid red curves). In particular, the temperature and wind vertical gradients in stable conditions are significantly
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Figure 6.6: 2015 near-surface climatological profiles of temperature (upper panels) and wind speed (lower panels) in
observations (black) and LMDZ simulations (colors). Panels a and b show the mean profiles for December-January (DJ)
at 1400 LT. Panels c and d show mean profiles for DJ at 0200 LT. Panels e and f show mean profiles for June-July-August
(JJA). In the insets in panels e and f are plotted the mean JJA profiles restricted to the periods during which the difference
of temperature between 9 m and the surface exceeds 10 K in the observations (very stable cases, corresping to 41% of
the JJA profiles). Note that profiles of the RRTM-L82-103 (dashed cyan lines), RRTM-K01-103 (dashed green lines)
simulation are almost always perfectly superimposed.

underestimated in the reanalyses. This is probably due to the use of long-tail functions close to the surface in
the turbulent mixing scheme or to an overestimated snow thermal-inertia over ice-sheets in the ECMWF model
(Sandu et al., 2013; Dutra et al., 2015). Regardless of the minmix simulations, the representation of the vertical
profiles of temperature and wind in stable conditions by LMDZ (panels c, d e and f) is reasonable. The increase
in vertical resolution (from solid to dashed curves) slighly improves the climatological profiles of temperature
and the inter-simulation spread is lower when using the 103-level grid. Using the minmix configuration (dark
blue curves) significantly degrades the representation of the temperature profiles in stable condition. This is
even clearer if one restrict the dataset to very stable wintertime conditions (insets in panels e and f), for which the
marked convexity of the profiles is underestimated. In the RRTM-minmix-L82-103 simulation (and in a lesser
extent in the RRTM-minmix-L82-79), one can further point out the sharp change in the winter vertical gradient
of temperature (panel e) at the first model level (z ≈ 1.4 m). In this simulation, as the turbulent mixing of heat
in the SBL is stronger than in the surface layer, the temperature at the first model level and the temperature
gradient in the surface layer (between the surface and the first-model level) are overestimated. Moreover, the
vertical gradient of temperature above the first model level is underestimated, leading to undertestimated values
of the temperature difference between 9 m (third model level) and the surface (see next section), despite the
overestimated inversion in the surface layer.

Two-regime behaviour of the near-surface inversion in clear-sky winter conditions

We now analyse the ability of LMDZ in modeling the SBL regimes. We focus hereafter on clear-sky conditions
(LWdn < 100 W m−2) in the extended winter (April-September) 2015, when the SBL variability is almost only
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driven by external mechanical forcings.

Fig. 6.7 shows the near-surface temperature inversion over the first 9 m versus the wind speed at 9 m at Dome C.
In the observations (panel a), the relation between the near surface inversion amplitude and the wind speed takes
a characteristic reversed ’S-shape’ with a ’back-folding’ as evidenced in Vignon et al. (2017a). The transition
between the two branches is particularly abrupt and occurs for wind speeds around 6 m s−1. van de Wiel et al.
(2017) show that the lower horizontal branch of the ’S’ corresponds to a weakly stable regime, in which the
surface and the boundary layer are mechanically coupled via turbulence (see also Van Hooijdonk et al., 2015).
The upper horizontal branch corresponds to a very stable regime, in which the strength of the inversion mostly
depends on the radiative coupling between the air and the surface and on the diffusive coupling between the
snowpack and the surface. The vertical branch corresponds to transitional cases. Panel f shows that the ERA-I
reanalyses miss the strong inversion values and do not capture the two-regime beaviour, pointing to the current
failures in the reanalysed near-surface meteorological fields over the Antarctic Plateau (Dutra et al., 2015).
The other panels show the results for LMDZ simulations. Panels b and g show the results for LMDZ simu-
lations using the minmix configuration. Interestingly, the comparison with observations is more satisfactory
using the 79 level vertical grid (panel b) with in particular stronger near-surface inversions in weak wind speed
conditions. In fact, using a coarser grid near the surface, the content T9m − Ts is less affected by the enhanced
mixing in the turbulence scheme in the boundary layer and is more dependent on the surface layer scheme
which is active over a deeper layer (up to the height of the first model level, i.e. z ≈ 6 m). T9m − Ts thus
increases more with decreasing wind-speed and reaches larger and more realistic values in panel b compared to
panel g. In summary, the minmix configuration tends to alter the representation of SBL regimes in near-surface
inversion, and the degradation is even more pronounced when using the 103-level grid.

Panels c, d and e show that the sharpness of the regime transition in simulations with the 79-level grid depends
on the choice of the stability function in the surface layer, in agreement with van de Wiel et al. (2017). In par-
ticular, the default long-tail L82 function (panel c) leads to a too smooth transition and too weak near-surface
inversion values in weak wind conditions. Results are better when using the K01 functions (panel e) and even
better when using the cut-off functions (panel g). However, using cut-off functions in the GCM may not be rec-
ommended since it makes the current version of the model crash due to excessive run-away continental surface
coolings in free (i.e. without nudging) simulations. For simulations with the 79-level grid, the RRTM-K01-79
configuration is thus a reasonable trade-off for both the representation of the boundary-layer climatology and
the representation of SBL regimes at Dome C.

Panels h, i and j show that when using the refined 103 levels grid, LMDZ also well reproduces the two-regime
behaviour of the near-surface inversion, with a very sharp transition at U9m ≈ 6 m s−1 and a clear ’reversed-
S’ shaped pattern with a back-folding. It is worth noting that when using the 103 level grid, simulations are
less dependent upon the choice of the stability function in the surface layer and no major difference can be
identified between the three panels h, i and j. In fact, with this refined resolution, the first model layer is
shallower. Compared to simulations with the 79 level grid, the Richardon number in the first layer more often
falls in an interval where fm,h functions do not significantly depart, i.e. between 0 and 0.1 (see Fig. 6.3).
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Figure 6.8: Boxplots of the contributions to the surface energy balance (see Appendix B) for different ranges of U9m
(a) or T9m − Ts (b) in the RRTM-K01-103 simulation. The dataset is restricted to clear-sky conditions in the period 1
April - 30 September 2015. H is the sensible heat flux, Le is the latent heat flux, G to the snow heat flux, SWnet the net
shortwave radiative heat flux, LWup and LWdn the upward and downward longwave radiative fluxes. Fluxes are defined
posive downward and in this graph, positive values indicate net fluxes towards the snow surface. Numbers above the
panels indicate the percentage of occurence in each range.

Thermodynamical considerations

We want to assess whether the physical reasons why LMDZ reproduces two regimes of the near-surface in-
version are in agreement with previous findings from observations and conceptual models. Fig. 6.8 shows the
magnitude of the different terms of the surface energy balance (see Appendix B for the detailed equation) for
different ranges of the wind speed at 9 m (panel a) and for different ranges of the near-surface inversion (panel
b) in clear-sky wintertime conditions in the RRTM-K01-103 simulation. One can notice that for U9m < 4 m s−1

or for T9m − Ts > 10 K (i.e. in the very stable regime) the surface sensible heat flux H is null or very close to
zero. In this case the surface energy balance mostly consists in an equilibrium between downward and upward
longwave radiation. In its current configuration and using short-tail stability functions for the surface drag coef-
ficient, LMDZ thus reproduces a very stable regime in which the surface is mechanically insulated from the air
above, in agreement with theoretical considerations in van de Wiel et al. (2017) or single column simulations
in Baas et al. (2017). This result is essentially independent on the vertical resolution (not shown).

Fig. 6.9 shows similar plots as in Fig. 6.8 but for the different contributions to the air enthalpy budget at 9 m
(see Appendix B for the detailed equation). One can notice that at high wind speed, there is a quasi balance
between heating due to horizontal advection and turbulent cooling due to mixing with the underneath colder
surface. Following Mahrt (2017), the role of horizontal advection of heat in strong wind conditions explains
why in our simulations, for U9m > 7 m s−1, the near surface inversion no longer decreases with increasing
wind speed - as it would do in a turbulent SBL in horizontally homogeneous conditions - but it stabilizes at
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Figure 6.9: Boxplots of the main contributions to the air enthalpy budget at z = 9 m for different ranges of U9m (a) or
T9m − Ts (b) in the RRTM-K01-103 simulation. See Appendix B for detailed formulations of each term. The terms
associated to the divergence of the shortwave radiative flux and to the nudging are insignificant and are not plotted. The
dataset is restricted to clear-sky conditions (LWdn < 100 W m−2) in the period 1 April - 30 September 2015. Numbers
above the panels indicate the percentage of occurence in each range.

values around 3 − 4 K (see panels e-h of Fig. 6.7). Moreover, panel b in Fig. 6.9 shows that for near-surface
inversions greater than 10 K, the enthalpy budget tends to be dominated by the heating associated to the subsi-
dence (adiabatic heating + vertical advection) and by the longwave radiative cooling. This result agrees with
the conclusions of van de Berg et al. (2007, 2008) for East-Antarctic domes (in line with previous studies
like Mirocha and Kosović, 2010 or Edwards, 2009). Our current analysis raises the critical roles of subsidence
and longwave cooling in the heat budget of the SBL of polar regions and particularly over the Antarctic Plateau.

One sudden warming event of the boundary layer

Besides the two-regime behaviour of the SBL, another critical aspect that should be reproduced by models is the
response of the boundary layer to a sudden warming event associated to intrusions of air masses from coastal
regions. These sudden warming events disrupt the structure of the atmospheric boundary layer and particularly
lead to a sudden destruction of the near-surface temperature inversion. Fig. 6.10a depicts a synoptic view of
meteorological anomalies during one major warming event that occured on July, 7th 2015. A strong positive
anomaly of geopotential at 500 hPa occurs off the Antarctic coast at a longitude of 150oE 2. It is associated
to warm temperature and high moisture anomalies at its west flank due to the advection of lower latitude air
towards the Plateau. Fig. 6.10b shows the meteorological fields at Dome C during this event in observations
(right panels), in the ERA-I reanalyses (left panels) and in the RRTM-K01-79 simulation (middle panels).

2The 500 hPa level is chosen here because it is the first standard pressure level that does not intersect with the ice sheet surface.
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Figure 6.10: (a) Anomalies of the geopotential at 500 hPa (G500hPa), of the temperature at 500 hPa (T500hPa), and of the
IWV in the ERA-I reanalyses on July, 7th 2015 at 0800 LT with respect to the July climatology over the period 1996-2016.
Dome C is indicated with a white dot. (b) Vertical structure of the temperature (first row), time series of the near-surface
inversion (second row), time series of Ts and LWdn (third row), time series of the integrated water vapor (fourth row) and
time series of the speed and direction of the 9 m wind (fifth row) during one warming event in July 2015 in the ERA-I
reanalyses (left panels), in the RRTM-Wmix-79 simulation (middle panels) and in the observations (right panels).
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LMDZ represents correctly the warming event, both in terms of forcing by advection (dictated by the large-
scale nudging) of humidity (fourth row), LWdn at the surface (third row), and in terms of response of the
boundary layer. LMDZ correctly simulates the abrupt warming of the surface from −80 oC to −50 oC on July,
5th up to −35 oC on July, 7th as well as the homogeneously mixed warm temperatures in the first dozens of
meters during the following two days. Note that the increase in the 10 m wind speed (Gallée and Gorodetskaya,
2010) is due not only to the increase in the wind above the boundary layer but also to the enhanced mixing of
momentum and to subsequent deepening of the SBL. The destruction of the near-surface inversion (second
row) in the end of July, 5th is well represented in the LMDZ simulation. Indeed, even though the near-surface
inversion is slightly underestimated before the warming event in LMDZ (until July, 5th), its sharp decrease in
the afternoon of July, 5th and the levelling off at a small value (≈ 5 K) during about 4 days is well simulated by
the model. This observation can be explained by the sharp change in the LWdn forcing jointly with the sharp
increase in the large scale wind speed (not shown) as well as the advection of warmer air close to the surface.
In the ERA-I reanalyses, the excessed mixing in stable conditions prevents the occurence of strong near-surface
inversion and subsequently, the inversion destruction due to the warming event is not very marked. Moreover,
the surface temperature in the reanalyses decreases too slowly after the warming peak (from July, 8th to July,
10th) probably because of the overestimated value of the snow thermal inertia implemented over the ice-sheet
(Dutra et al., 2015).

Moisture supersaturation in the near-surface atmosphere

Genthon et al. (2017) show that near-surface supersaturation with respect to ice occurs frequently in the SBL at
Dome C. While the ERA-I reanalyses allow for such supersaturations despite biases in terms of occurence and
absolute values (Genthon et al., 2017), LMDZ does not allow for supersaturation. This is illustrated in panel
b of Fig 6.11 for the RRTM-K01-79 simulation. The relative humidity with respect to ice (RHi) in LMDZ
reaches a ceiling at 100% during a large part of the year, leading to very frequent occurence of ice-particles
in the near-surface atmosphere even when warming events - corresponding to high peaks of LWdn - do not
occur (see panels c). In fact, the clouds parametrization of LMDZ condensates as soon as the partial pressure
of the vapor exceeds the equilibrium vapor pressure. As in LMDZ, the equilibrium vapor pressure is directly
estimated from the Clausius-Clapeyron law, the relative humidity can not exceed 100 %. At temperatures lower
than −15 oC, all the formed cloud hydrometeors are in the ice phase. This explains why LMDZ does not allow
for supersaturation with respect to ice and hence why the simulated RHi in underestimated in periods when
supersaturation occurs in the observations. It is also worth noting that there are also periods during which
RHi < 100 % in the observations while the near-surface air is saturated in LMDZ with presence of iced
hydrometeors. The difficulty in representing the near-surface RHi can be surprising since the time series of the
specific humidity is reasonably well reproduced (panel a). In fact, at very low temperature, the sensivity of the
near-surface RHi to the content in water vapor in the air and to the temperature is high. Subsequently, the value
of the relative humidity in the boundary layer is delicate to simulate since it requires an accurate value of both
specific humidity and temperature.

As supersaturation mostly occurs when temperature and specific humidity are low, Genthon et al. (2017) show
that they do not significantly affect evaporation/condensation fluxes at the surface. Therefore, supersaturation
does not appreciably affect the latent heat flux, already negligible in the surface energy balance at Dome C
(King et al., 2001). Moreover, the latent heat released during condensation in the near-surface air is small com-
pared to the other terms of the air energy budget, not only in clear-sky wintertime conditions (Fig. 6.9), but also
during the whole year (not shown). Therefore, the excess condensed water close to the surface in LMDZ might
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Figure 6.11: (a-b): 2015 time series of the specific (a) and relative humidity with respect to ice (b) at 3 m at Dome C
in observations (with the HMPmod) and at the first model level (z ≈ 6 m) in the RRTM-K01-79 LMDZ simulation. (c)
2015 time series of the ice water content (IWcon) at the first model level (z ≈ 6 m) and of the LWdn flux (red line) in
the RRTM-K01-79 LMDZ simulation. (d-f): Scatter plots of the clear-sky component of the air temperature tendency
associated with the longwave flux divergence dT/dtLW ,CS versus the total tendency dT/dtLW in the RRTM-K01-79
LMDZ simulation (all hourly 2015 data are plotted). Insets show the corresponding distributions (red lines indicates the
mean). Panel d refers to the first model level, panel e to the second model level, panel f to the third model level. Black
line is the first bissector. Colors show the magnitude of the relative difference |(dtTLW ,CS − dtTLW )/dtTLW | in %. In the
legend, RMSD refers to the Root Mean Square Difference and MdMRD to the Median of the Magnitude of the Relative
Difference.
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modify the SBL dynamics in two different ways. First, it may affect the radiative transfer inside the SBL, and
second, it may change the amount of radiative fluxes that reach the surface, modifying the radiative budget of
the surface, the surface temperature and subsequently the static stability.
To assess the effect of the excess condensation on the representation of the boundary-layer dynamics at Dome
C, we first compare the clear-sky component of the longwave radiative temperature tendency dT/dtLW ,CS (y-
axis) with the total tendency dT/dtLW (x-axis) at the first three model levels (Panels d, e and f of Fig 6.11).
Note that only the longwave spectrum is considered since the shortwave tendencies are negligible. One can first
notice that the mean bias at the three levels is positive, meaning that ice particles in the atmosphere warm (in
average) the near-surface air. The median of the magnitude of the relative difference (MdMRD) ranges between
5 and 6 %, meaning that the relative contribution of the hydrometeors to the air radiative heating/cooling is not
major but significant. However, large relative differences occur when dT/dtLW is weak (see colors), meaning
that the absolute effect of the hydrometeors on the longwave flux divergence in the first tens of meters is mod-
erate (RMSD between 0.018 and 0.029 K h−1).

One can then assess the impact of the absence of near-surface supersaturations in LMDZ on the LWdn flux at
the surface. We have compared the 2015 time series of LWdn at the surface with that at a height of ≈ 300 m -
i.e at an altitude relatively close to the surface but above the height of the SBL - in the RRTM-K01-79 LMDZ
simulation. Only the longwave spectrum is considered here since the impact on the net shortwave fluxes at
the surface is negligible compared to the impact on the thermal infrared forcing. The value of the downward
longwave radiation at z = 300 m and that at the surface are very close (mean bias=0.8 W m−2). The root mean
square deviation is equal to 2.6 W m−2 meaning that the first 300 m of air above the surface contributes (in
average) by 2.6 W m−2 to the total LWdn flux at the surface. In terms of surface temperature, this corresponds
to ≈ 0.9 K for a typical very stable boundary layer in the polar night. This is significant but not critical,
especially when the surface is mechanically decoupled from the air above. In LMDZ, the downward longwave
radiation that reaches the Dome C surface thus mostly depends on the atmospheric properties above the SBL.
Hence, the absence of supersaturation and the subsequent excess of water condensation in the first 300 m above
the surface (and thus in the SBL) do not strongly affect the radiative budget at the surface and the surface
temperature.
Even though the absence of moisture supersaturations in the boundary layer in LMDZ is a critical issue for
the modeling of moist processes above the ice-sheet, its impact on the representation of the boundary layer
dynamics remains moderate. However, the failure of the cloud parametrization upper in the troposphere and
the lack or excess of hydrometeors over the whole atmospheric column may be responsible for substantial
biases in the LWdn flux at the surface. Excess condensation could lead to positive biases in surface temperature
as those observed in Sect. 6.2.3 with significant consequences on the SBL structure.

6.2.4 Climate simulations with the free LMDZ model: impact of the turbulent mixing parametriza-
tion over the Antarctic ice-sheet

One may wonder whether the calibration of the model at Dome C affects the near-surface meteorological fields
at the continental scale. In particular, we have shown that removing the artificial mixing thresholds in the
turbulent mixing parametrization and using short-tail stability functions in the surface layer improves the rep-
resentation of the SBL regime transition and of strong near-surface temperature inversions. Hereafter, we show
an analysis of the specific effect of the turbulent mixing parametrization on the surface temperature and on the
near-surface wind over larger Antarctica. This analysis is similar to that in King et al. (2001) but it further
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Figure 6.12: a: Vertical profiles of the temperature (JJA mean) averaged over the Antarctic ice-sheet in the free LMDZ
simulations. b: Time series of the monthly-mean surface temperature in the free LMDZ simulations and in observations
at Dome C. c: Difference of yearly-mean surface temperature (in K) over Antarctica in free LMDZ simulations between
the RRTM-minmix-L82-79 and the RRTM-K01-79 configurations.

benefits from the previous ’calibration phase’ at Dome C and from direct comparison with in situ observa-
tions. We consider 10-year climate free (not nudged) simulations with the standard 144 × 142 × 79 regular
grid of the model. The first simulation has been run with the recommended RRTM-K01-79 configuration i.e.
with no mixing thresholds in the turbulence scheme and with short tail stability functions in the surface layer.
The second simulation has been run with the RRTM-minmix-L82-79 configuration, with enhanced mixing for-
mulations in both the boundary layer and the surface layer. Panel a in Fig. 6.12 shows that the wintertime
near-surface inversion over the Antarctic ice-sheet is significantly reduced with the RRTM-minmix-L82-79
configuration compared to RRTM-K01-79 as expected by the enhanced turbulent mixing in the former con-
figuration. Moreover, panel c in Fig. 6.12 shows that the RRTM-minmix-L82-79 simulation is significantly
warmer at the surface compared to the RRTM-K01-79 simulation (by 3.9 K in average over the ice-sheet). This
is particularly noticeable in winter at Dome C (panel b). The downward radiative fluxes at the surface in both
simulations are similar (difference less than 0.8 W m−2 for both the shortwave and longwave downward radia-
tive fluxes). In fact, the surface temperature difference is mostly due to the larger (in magnitude) sensible heat
flux in the RRTM-minmix-L82-79 simulation: 19.61 W m−2 in average over the ice-sheet in RRTM-minmix-
L82-79 instead of 15.58 W m−2 in RRTM-K01-79. This observation is in agreement with the conclusions on
the stretched-grid and nudged simulations in Sect. 6.2.3.

Fig. 6.13 shows the winter averaged vertical profiles of the two components of the wind, averaged over the
whole ice-sheet. It emphasizes the different vertical distributions of momentum, with on average deeper mix-
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Figure 6.13: June-July-August mean near-surface vertical profiles of the zonal (panel a) and of the meridional (panel b)
components of the wind, averaged over the whole Antarctic ice-sheet.

Month
J F M A M J J A S O N D

U
(m

s−
1
)

0

5

10

15

(a) DC, 123o20E, 75o06S10 m
10 m
10 m

Month
J F M A M J J A S O N D

U
(m

s−
1
)

0

5

10

15

(b) D17, 139o42E, 66o43S 6 m
10 m
6 m
10 m
6 m

Month
J F M A M J J A S O N D

U
(m

s−
1
)

0

5

10

15

(c) D47, 138o72E, 67o36S

1.6 m
10 m
1.6 m
10 m
1.6 m

Month
J F M A M J J A S O N D

U
(m

s−
1
)

0

5

10

15

(d) D85, 134o15E, 70o43S
2.6 m
10 m
2.6 m
10 m
2.6 m

Observation
RRTM-K01-79
RRTM-minmix-L82-79

Figure 6.14: Comparison of the monthly mean wind speed in LMDZ simulations and those observed at 4 stations
on a Plateau-coast transect (Dome C: panel a, D17: panel b, D47: panel c, D85: panel d). For each station, the
10 m wind speed is plotted and an approximated value at the observational level z is calculated with the relation
U (z) = U (10m) ln (z/z0)/ ln(10/z0), where z0 = 1 mm the value prescribed over ice-sheets in LMDZ. All the avail-
able observational data in the period 2011-2014 have been used to make this plot. D17 data were processed and provided
by C. Amory. Note that the height of the instruments is not constant and it can change significantly within one year due
to snow accumulation/erosion. Stations D17, D47 and D85 are leveled at the reference height once a year.
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ing and weaker wind speed in the RRTM-minmix-L82-79 simulation. In agreement with King et al. (2001),
using a turbulent scheme that allows for sharp decrease of the turbulent mixing with increasing stability thus
leads to an overall increase of the wind speed in the first hundreds of meters above the ice-sheet, especially at
the peak level. The increase in the wind speed is not limited to the coastal regions, but it extends towards the
escarpment regions and even over a large part of the Plateau (not shown). In LMDZ simulations, the choice of
the turbulent mixing parametrization thus affects the circulation at the continental scale.

Furthermore, the wind field very close to the surface remains not very satisfying in the free LMDZ simulations.
Indeed, Fig. 6.14 compares the monthly-mean wind speed at four Antarctic automatic weather stations along a
Plateau-Coast transect in Adélie Land (black straight line Fig. 6.12c). Details on measurements at D17, D47
and D85 can be found in Wendler et al. (1993); Barral et al. (2014a); Amory et al. (2017)3. Note that while
landscapes at Dome C, D47 and D85 are relatively homogeneous - suggesting a representativity of the local
mesurement at the LMDZ grid scale (≈ 110 km × 140 km)- the topographic and geographic spatial variabil-
ity near D17 at the 10 km-scale makes the simulation-observation comparison delicate at this site. Panel b in
Fig. 6.14 should thus be interpreted with caution.
One can point out an underestimation of the wind speed at three Antarctic stations compared to observations.
Largest differences with observations occur at D47 station, in a region of strong katabatic winds. By mass
conservation at the continental scale, underestimating the flow towards the ocean in the periphery of the con-
tinent could explain an underestimation of the overall drainage flow at low levels over the whole Antarctic
continent (James, 1989). It is worth noting that biases are similar for the RRTM-K01-79 (green lines) and
RRTM-minmix-L82-79 (blue lines) simulations suggesting that the turbulence parametrization is not the main
cause. The hydrostatic hypothesis of the LMDZ model can be hardly suspected since non-hydrostatic effects
tend to weaken the flow at lower levels in the katabatic layer (Cassano and Parish, 2000). One could otherwise
suspect issues related to biases in the continental scale circulation like an underestimation of the climatological
through off the Antarctic coasts leading to underestimated ocean-ice-sheet pressure gradients, one of the drivers
of the coastal Antarctic winds (Van den Broeke et al., 2002; Van den Broeke and Van Lipzig, 2003). However,
comparison of the 500 hPa geopotential between the free LMDZ simulations and ERA-I has not revealed sig-
nificant underestimation of the geopotential off Adélie Land. One could also question the vertical resolution,
that can be too coarse in the katabatic region where sharp and shallow wind jets frequently occur. Moreover,
the continental-scale smoothening out of the topography inherent to the use of coarse horizontal resolutions in
GCMs could lead to an underestimation of the local slopes in the escarpment and coastal regions of the ice-
sheet, where strong local katabatic flows are generated. Another hypothesis to explain the near-surface wind
speed underestimation is the absence of a blowing snow parametrization in the model. Kodama et al. (1985)
estimate that the positive feedbacks of the blowing snow on the speed of the flow (sublimation effect and den-
sity effect due to the presence of solid particles in the air) could be responsible for a significant enhancement of
the speed of the wind. However, Gosink (1989) further found that the impact of blowing snow on the katabatic
wind speeds is significant only for wind speeds higher than ≈ 28 m s−1. In addition, Lenaerts and van den
Broeke (2012) found no appreciably effect of the drifting snow on the wind speed in simulations with a regional
climate model, but their model does not account for the mass of solid snow particles in the flow. It is thus still
unclear whether neglecting blowing snow could lead to a large underestimation of the wind speed in katabatic
regions.

Future studies on the evaluation of the large-scale Antarctic circulation and on the representation of the Antarc-

3see also the webpage http://amrc.ssec.wisc.edu/aws/index.php?region=Adelie%20Coast&year=2017&mode=uw

http://amrc.ssec.wisc.edu/aws/index.php?region=Adelie%20Coast&year=2017&mode=uw
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tic coastal flows in LMDZ should be adressed in the future, assessing the sensitivity to the turbulence scheme,
to the model resolution and eventually to the inclusion of a blowing-snow parametrization.

6.2.5 Conclusions

In the present work, we assess the ability of the state-of-the-art version of the LMDZ GCM in modeling the
dynamics of the boundary layer over the Antarctic Plateau. The model is run with a stretched grid over Dome
C, with a strong nudging outside the zoom region and a very weak nudging inside. This configuration enables to
well constrain the synoptic circulation with reanalyses, leaving the whole physical package of LMDZ working
over the Antarctic Plateau. Our analysis has led to the following conclusions.

1. First, the implementation of the RRTM radiative scheme leads to a significant improvement of the simu-
lated LWdn and surface temperature at Dome C. The remaining surface temperature biases in the simula-
tions are correlated with biases in LWdn , raising the critical need of a correct modeling of the longwave
radiative transfer in the particularly cold and dry conditions over the Antarctic Plateau to obtain satis-
factory surface temperatures over the ice-sheet. The remaining LWdn biases could be either due to a
failure of the RRTM scheme in clear-sky Antarctic condition or to an excess (or misrepresentation) of
hydrometeors/cloudiness above Dome C.

2. Seasonal near-surface vertical profiles of temperature and wind speed at Dome C are reasonably well
reproduced by LMDZ except when using the minmix configuration.

3. Unlike ERA-I, the physical package in LMDZ enables the representation of two distinct SBL regimes
in clear-sky wintertime conditions at Dome C. However, the representation of strong near-surface inver-
sions and of the regime transition is degraded when using enhanced mixing formulations in the SBL.
Using short-tail stability functions in the surface layer enables sharper and more realistic regime tran-
sitions with the standard 79-level vertical grid of the model, and using short-tail stability functions is
thus preferable for Antarctic simulations. The characteristic ’reversed-S’ shaped dependency of the near
surface inversion with the wind speed is better reproduced when using the 103-level vertical grid.

4. In clear-sky wintertime conditions, when the boundary layer is very stable, the surface energy balance
almost reduces to an equilibrium between the upward and downward longwave fluxes. The air heat
budget close to the surface is mostly governed by a longwave radiative cooling and a warming associated
to large scale subsidence.

5. Sudden warming events of the boundary layer associated to northerly advections of warm and moist
air and the associated near-surface inversion destruction are reasonably well reproduced by the nudged
LMDZ. Therefore, if the free model correctly represents the oceanic air intrusions into the Antarctic
continent, the response of the boundary layer over the Plateau should be in principle well simulated.

6. LMDZ does not account for near-surface supersaturation with respect to ice. This phenomenon, though
critical for the representation of moist processes over the ice-sheet, has a moderate impact on the structure
of the boundary layer in the model. However, this conclusion only stands for humidity biases inside the
boundary layer, not for the whole atmospheric column above Dome C. Likely excess condensation higher
in the troposphere might have a significant impact on the LWdn flux and on the surface temperature.

7. In agreement with King et al. (2001), analysis of a free LMDZ simulation with the recommended config-
uration without enhanced mixing formulations in both the boundary layer and the surface layer shows a
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strengthening of the continental scale temperature inversion and a cooling of the surface in winter com-
pared to simulations with enhanced mixing in stable conditions. However, an underestimation of the
near-surface wind-speed is present in our free simulations and its origin has not been clearly identified
so far.

Persisting biases in LWdn have not been explained. In addition to the inability of LMDZ to model ice-
supersaturations, this invites to an in depth evaluation of the radiative transfer and of the cloud parametrizations
over Antarctica in LMDZ. Last but not least, even though the present study shows a reasonable agreement
between simulations and observations in terms of temperature and wind field structures in the boundary layer,
a further investigation of the physical processes in very stable conditions at Dome C remains to be carried out.
Additional observing systems measuring the radiative vertical divergence (Hoch et al., 2007) for instance or
fine scale modeling studies using large eddy simulations or even direct numerical simulations could be valu-
able. Furthermore, Vignon et al. (2017b) as well as the present study evidenced that a correct modeling of the
SBL over the Antarctic Plateau requires the removal of artificially enhanced turbulence formulations. How-
ever, this may be problematic over other continents, in regions where sub-grid mixing processes not included
in classical parametrizations of turbulence actually participate to the subgrid mixing (e.g. mesoscale motions
or internal waves). Alternative approaches like the implementation of an additional small-scale gravity wave
drag (Steeneveld et al., 2008; Tsiringakis et al., 2017) have been proposed. A study is currently underway in
LMDZ.
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Appendix

A) Tropospheric state above Dome C in the stretched-grid and nudged simulations

A satisfying representation of the boundary layer by the model first requires a correct modeling of the synoptic
fields above Dome C. Even in case when LMDZ is nudged with reanalyses, we want to ascertain whether the
overall climatology of the troposphere above Dome C is correctly reproduced. Note that given simulations are
nudged with temperature, wind and moisture, the tropospheric profiles of the three quantities in LMDZ are very
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Figure 6.15: (a): 2015 profiles of the temperature T , the wind speed U and the specific humidity qv from the radiosound-
ings (solid black lines) and in the RRTM-K01-79 LMDZ simulation (solid blue line) ± one standard deviation (dotted
lines). The model outputs dataset is restricted to hourly means at 2000 LT (1200 UTC) i.e. the time at which radiosound-
ings are launched. Upper row shows DJ means, lower row shows the JJA mean. Dotted lines show ± one standard
deviation. Red lines shows LMDZ biases and RMSE with respect to the radiosoundings. (b): Surface pressure at Dome
C in observations and in the RRTM-K01-79 LMDZ simulation. (c): 2015 time series of the integrated water vapor in the
RRTM-K01-79 LMDZ simulation, from HAMSTRAD measurements and from radiosoundings. LMDZ bias, RMSE and
correlation are calculated compared to HAMSTRAD measurements.
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close to those in ERA-I except of course in the boundary layer. Figure 6.15a compares LMDZ (RRTM-K01-
79 simulation) and radiosounding profiles of temperature, wind speed and specific humidity in the tropopheric
column above Dome C during the two most contrasted seasons: in summer (December-January-February mean,
left column) and in winter (June-July-August mean, right column). The model output dataset is restricted to
data at 2000 LT (1200 UTC, time of radiosounding launches) to make a proper comparison. All panels show
a reasonable agreement between model and observations. Not only the mean profiles (solid lines) but also the
spread (standard deviations, dotted lines) are correctly reproduced. However, major biases and RMSE (red
lines) are found for temperature and specific humidity in the first 500 m in winter. This result is surprising
since the winter climatological profiles of temperature over the first 45 m in the RRTM-K01-79 simulation
show a reasonable agreement with tower observations on the Dome C tower (Fig 6.6). When the Antarctic
surface-based temperature inversion is strong, i.e. in winter, near-surface radiosoundings measurements can be
affected by large thermal lag errors up to an altitude of about 250 m above the surface (Mahesh et al., 1997).
Without correction algorithms, it is hard to disentangle model deficiencies from measurement errors. Instead
of applying such algorithms, we prefer using tower measurements rather than radiosoundings to evaluate the
simulations close to the surface.

Fig. 6.15b shows that the evolution of the time series of the surface pressure (Ps) agrees with observations. The
slight offset of about 3 hPa in the simulation is due to the fact that the mesh encompassing Dome C has a mean
altitude lower by 33 m than the summit of the dome. The IWV is also in reasonable agreement with obser-
vations (Fig. 6.15c) even though one can point out an underestimation of the ’peaks’ associated to significant
advections of warm and moist air from coastal regions.

The key message here is that the overall large scale meteorological fields are well reproduced in the nudged-
simulation and this ensures that the dynamical forcings on the atmospheric boundary layer are correct. This
makes us confident that the differences between model simulations and observations that can be evidenced in
the first dozens of meters above the surface are primarily related to physical parametrizations and/or vertical
resolution rather than consequences of deficiencies in the modeling of synoptic fields. However, the IWV
values during warming events should be considered with caution.

B) Surface energy balance and air heat budget equation

Surface energy balance Defining fluxes positive downward, the surface energy balance reads:

SWdn + LWdn + SWup + LWup + H + Le − G = 0 (6.5)

where H is the sensible heat flux, Le is the latent heat flux, G is the ground heat flux, SWdn and LWdn are
the downward shortwave and longwave fluxes respectively. SWup and LWup are the upward shortwave and
longwave radiative fluxes respectively and these terms are always negative.

Air heat budget equation The heat budget equation of the air in our LMDZ simulations reads (Holton, 1992;
van de Berg et al., 2007):
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ρcp∂tT = −ρcp (u∂xT + v∂yT )︸                    ︷︷                    ︸
Horizontal Advection

−ρcpw∂zT + ω︸             ︷︷             ︸
Subsidence

−∂zSW︸  ︷︷  ︸
SW

−∂zLW︸   ︷︷   ︸
LW

−∂z (T HF)︸       ︷︷       ︸
Turbulence

+ J︸︷︷︸
Water Phase change

+ N︸︷︷︸
nudging

(6.6)

where w is the vertical velocity, cp is the isobaric heat capacity per unit mass of dry air, ρ the air density, LW
is the longwave radiative flux, SW is the shortwave radiative flux, T HF the turbulent heat flux, J is the diabatic
heating rate per unit volume due to water phase changes and N the nudging term. Here, ω = dP/dt ≈ −ρgw
(Holton, 1992) where P is the pressure and g is the magnitude of gravity.

6.3 Further comments

6.3.1 Regime classification in terms of large-scale wind forcing and low-level wind speed max-
ima in winter

van der Linden et al. (2017) and Baas et al. (2017) examined the dependence of the near-surface inversion and
of the friction velocity at Cabauw to the synoptic wind speed. This latter is not directly influenced by local
stability (compared to near-surface wind) and it can thus be regarded as an actual external forcing of the SBL.
van der Linden et al. (2017) particularly show that the transition from the very stable to weakly stable regime
is more gradual from the perspective of the geostrophic wind than from the 40 m wind (crossing point wind at
Cabauw). The LMDZ simulations presented in the previous section are interesting tools to study the response
of the SBL from different forcings and particularly to compare the SBL regime transition at Dome C in the
perspective of the synoptic wind speed and in the perspective of the 10 m wind speed.

On the Dome C, the absence of local slope prevents local generation of katabatic winds and the synoptic wind
is thus mostly driven by the large scale pressure gradient (Van den Broeke et al., 2002; Van den Broeke and
Van Lipzig, 2003). Panel a of Fig. 6.16 compares the dependence of the near-surface inversion T9m − Ts on
the large scale wind speed evaluated at the 14th model vertical level (z ≈ 400 m) in the RRTM-K01-79 simu-
lation. This level corresponds to the lowest model level always above the boundary layer at Dome C in 2015
and U400m is thus a priori a reasonnable proxy of the external mechanical forcing on the boundary-layer system.

The regime transition of the near-surface inversion is much less abrupt when this latter is plotted versus U400m

than versus U9m . This can be explained with the analysis of the behaviour of H that quantifies the turbulent
thermal coupling between the surface and the air. H shows a clear ’hockey-stick’ dependence upon U9m (Panel
c of Fig. 6.16) with almost null values at weak U9m values. This ’hockey-stick’ was already observed for the
friction velocity in e.g. van de Wiel et al. (2012a); Sun et al. (2016); Vignon et al. (2017a) but also for the
sensible heat flux in Baas et al. (2017). The H vs U relationship is on another hand almost linear and less well
marked when using U400m (panel d of Fig. 6.16). As suggested by Baas et al. (2017), this is probably due to a
non-linear relation between the 400 m wind (i.e. the large scale wind) and the 9 m wind (more directly related
to the surface sensible heat flux). Indeed, panel b in Fig. 6.16 shows wind profiles for different classes of U400m

in clear-sky winter conditions. One can point out that an increase in U400m by 2 m s−1 corresponds to a smaller
absolute increase in U9m . This latter depends on the shape (convexity) of the wind vertical profile and thus on
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Figure 6.16: (a): Same figure as Fig. 6.7d but using the wind speed at ≈ 400 m. (b): Wind speed profiles for different
ranges of the wind speed at the 14th model level (≈ 400 m) in the RRTM-K01-79 simulation. The percentages above
the curves indicate the relative frequency of occurence of the value of U400m in the corresponding range. The dashed
black line is the mean profile. (c) H versus the wind speed at 9 m in the RRTM-K01-79 simulation. H is defines positive
towards the surface (d) H versus the wind speed at 400 m in the RRTM-K01-79 simulation. In all panels, the dataset is
restricted to clear-sky days in the period 1 April - 30 September 2015.

the mixing of momentum in the SBL and on the SBL height. The narrow interval of U9m in which the regime
transition in near-surface inversion occurs - or in which the change in slope in the hockey stick in panel c is
significant - corresponds to a broader interval of U400m . Moreover, very shallow wind speed maxima can occur
in the first 100 m above the surface (in fact at the top of the shallow SBL) for weak values of U400m (see panel b
of Fig. 6.16), questioning whether the wind at U400m is always a good proxy of the synoptic mechanical forcing
of the SBL at Dome C. Given the absence of local slope, these wind maxima can not result from a negative
feedback consisting in the development of a slope-induced flow as the near-surface inversion increases, as ob-
served at South Pole in Hudson and Brandt (2005) for instance. As we consider only winter profiles here, this
maximum can not be a summertime inertial jet (Gallée et al., 2015b). Hereafter, I thus carry out a case study
of a wintertime low-level wind maximum in clear-sky conditions with a relatively weak synoptic wind above
Dome C. Although the following analysis is not exhaustive and does not constitute a comprehensive study of
the wind profiles at Dome C, it gives insights into the physical mechanisms that can explain the occurence of
low-level wind speed maxima in winter.

I analyse the specific period 26-28 July 2015. Fig. 6.17 first describes the synoptic conditions and the vertical
profiles of the wind speed at Dome C on July, 27th 2015 at 0200 LT, time in the polar night at which there
is a weak synoptic wind forcing above the dome, a sharp low-level wind maximum and clear-sky conditions.
Panel a shows a polar stereographic view of the 500 hPa geopotential height and the 500 hPa wind vector (ar-
rows) in the region of Dome C in the ERA-I reanalyses. One can point out a synoptic cyclone at 125oE, 65oS
propagating eastward (indicated with a green arrow) and that advects oceanic air masses from its eastern flank
towards the Plateau. In panel b, one can notice that at Dome C (black circle), the low-level flow (black arrows)
remains southerly and keeps a moderate amplitude (≈ 3.5 m s−1). However, the southerly wind at ≈ 400 m (red
arrows) is counter-balanced by a northerly flow leading to very weak wind magnitudes at these altitudes. In
fact, the large scale flow in the free troposphere above Dome C progressively becomes easterly, obeying the
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Figure 6.18: Wind hodographs (a,b,c) and corresponding wind speed profiles (d,e,f) and corresponding wind speed in
the observations (a,d), in the LMDZ RRTM-K01-79 simulation (b,e) and in the ERA-I reanalyses (c,f) at differents times
during the 26-28 July 2015 event. Horizontal lines in panels d,e and f indicate the heights at which the above wind
hodographs are plotted. Thin blue arrows in panel a, b and c are the wind vectors on the 27/07/2015 at 0200 LT and the
thick blue arrow indicate the direction of the horizontal pressure gradient in the LMDZ simulation. ’HP’ refers to ’high
pressure’, ’LP’ to ’low pressure’.

geostrophic balance around the synoptic system. This is more visible in panel c that shows the corresponding
meridional cross section at the longitude of Dome C (indicated by a grey line in panel b). Black arrows show
the meridional wind and a convergence is visible above Dome C at z > 3.6 km a.s.l. owing to a northerly warm
advection towards Dome C. This advection is associated to a deepening of isobars (cyan lines) to the north of
the Dome due to the transit of the cyclone.

Fig. 6.18 shows wind speed hodographs (a,b,c) and the corresponding time evolution of the wind speed profiles
(d,e,f) at Dome C. The cyan lines show that on July, 27th at 0200 LT, a clear low-level maximum in the wind
profile is present in the observations (panel d), in the RRTM-K01-79 LMDZ simulation (panel e) and in the
ERA-I reanalyses (panel f). However, the height and the magnitude of the peak differ between the three data-
sets. Indeed, the wind maximum is not strong enough in ERA-I and too high while in the LMDZ simulation,
the jet strength is close to that in the observations but the jet peak is too high: 65 m instead of 17 m. In panels b
and e, one can point out that from the 26/07 at 0800 LT (red colors) until the 27/07 at 1400 LT (magenta color),
the 400 m wind in the LMDZ simulation decreases with time and changes progressively from a southerly to an
easterly direction (dotted line). This is a signature of the geostrophic adjustment of the large scale wind to the
eastward transit of the synoptic system identified in Fig. 6.17 since the 400 m remains always perpendicular to
the large scale pressure gradient (not shown). Meanwhile, the low level wind maximum becomes sharper, its
height decreases (panel c and d) and it gets a component opposite to the pressure gradient. This latter point
is illustrated in panel b for July, 27th at 0200 LT (dashed cyan line and dashed cyan arrow). Contrasting the
three hodographs (dotted, dashed and solid lines), one can further notice that the wind veers clockwise with a
decrease in height evidencing the Ekman-type spirals of the wind in the Dome C SBL (Rysman et al., 2016). The



188

wind maximum thus seems to be a signature of a super-geostrophic wind like that predicted by the stationnary
Ekman’s model (Stull, 1990) at the top of the SBL. At this height, the wind vector gets a component parallel to
the pressure gradient leading to an acceleration of the flow. Such a maximum is hardly observable in nocturnal
conditions at mid-latitudes or in summer at Dome C since the boundary layer evolves with a diurnal cycle
and its upper part is often subject to an inertial oscillation in response to the cessation of the day-time friction
(Gallée et al., 2015b). In the present case, the wind maximum is particularly sharp and intense compared to
the large scale wind on July, 27 th at 0200 LT because of the non-stationarity of the flow: weakening at high
levels where there is convergence of northerly and southerly air masses, and acceleration at low levels due to
the increase in the horizontal pressure gradient.

6.3.2 Numerical aspects

In Chap. 5 and in Sect. 6.2, I could conclude that removing the lower-bounds of the mixing length and of the
stability functions in the calculation of the eddy viscosity and diffusivity improves the representation of the
Dome C SBL. However, in addition to maintaining some mixing in stable conditions, these thresholds act as
artifices to help the numerical convergence of the TKE prognotic equation in very stable conditions. In fact,
without such thresholds, the original numerical scheme did no longer converge with time steps of a few min-
utes, like those used in 3D simulations. The results presented in the previous section were thus obtained with
a modified numerical scheme for the TKE equation. In what follows, I revisit the numerical treatment of the
TKE prognostic equation in LMDZ, presented in Hourdin et al. (2002). I first detail the failure of the original
numerical scheme and I then propose another numerical resolution with better convergence properties.
Let’s remind that in the 1.5 order turbulent scheme from Yamada (1983), the eddy conductivity Km and diffu-
sivity Kh read:

Km,h = lqSm,h (6.7)

where q =
√

2 × TKE, Sm,h are stability functions. The mixing length l is calculated following Blackadar
(1962), Deardoff (1980) and Ayotte et al. (1996):

l = min
*....
,

l0
κz

κz + l0
,0.5

√
q2

N2︸     ︷︷     ︸
lB

+////
-

(6.8)

l0 is an upper bounds due to the limited size of large eddies (≈ 150 m). In very stratified SBL or far from the
surface, l = lB, the buoyancy length scale. l is further lower-bounded by lmin . Noting Ric a critical Richardson
number, Sm,h functions are also lower-bounded by the values Sm,h (Ric ). In LMDZ5, lmin and Ric were set to
1 m and 0.143 to maintain a minimum level of minimum mixing in stable conditions.

Regardless of the diffusion of TKE by turbulence, the TKE prognostic equation that is solved in the model
reads:

∂q2/2
∂t

= Km

(
∂U
∂z

)2

(1 − Ri f ) −
q3

B1l
(6.9)

where B1 = 16.6 is a constant. The straightforward numerical treatment of Eq. (6.9), consisting in taking the
right hand side as a constant over the time step, converges only for very small time steps. In LMDZ5, Eq. (6.9)
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was thus solved with a two-step method. First, the wind-shear and buoyancy terms are treated explicitly:

q2
t+dt/2 = q2

t + 2 dt l qt Sm

(
∂U
∂z

)2

(1 − Ri f ) (6.10)

where dt is the time step. Then the dissipation term is added, pointing out that:

∂q2/2
∂t

= −
q3

B1l
(6.11)

⇐⇒
∂q
∂t

= −
q2

B1l
(6.12)

leading to a ’semi-implicit’ treatment:

qt+dt − qt+dt/2
dt

= −
qt+dtqt+dt/2

B1l
(6.13)

This formulation leads to numerical stability for time steps up to a few minutes when l = κzl0/(κz + l0) or
l = lmin = 1 m (Hourdin et al., 2002). I now consider stable cases so that l = lB and I set lmin = 0 like
recommended for Dome C. l is calculated before the resolution of the TKE prognostic equation, i.e. l = lB =

0.5
√

q2
t /N

2
t

The resolution of Eq. (6.10) and (6.13) leads to:

qt+dt = qt
1

1
1+dt |N |Sm (1−Ri f )/Ri

+
2 dt |N |

B1︸                                  ︷︷                                  ︸
Fq

(6.14)

The recurrence function Fq can be expressed as a function of two parameters, Ri and β = dt × |N |.

Figure 6.19 shows that for β > 10, Fq remains lower than 1, whatever the value of Ri . Using dt = 480 s, this
means that for N < 2.38 × 10−2 s−1, the TKE inexorably decays whatever Ri and this as long as N remains
greater than the aforementioned value. This is very problematic during the polar night at Dome C for instance,
because as soon as a surface-atmosphere decoupling occurs, it can last during almost all the winter season.
Indeed, the ’re-coupling’ that could occur in strong wind conditions is not numerically allowed . In conclu-
sion, with the original numerical scheme and without a sufficiently large lmin , the Y83 scheme coupled to the
mixing length from Deardoff (1980) is numerically unstable in strongly stratified layers when using classical
time-steps of a few minutes. lmin not ony acts to maintain a minimum level of mixing but also avoids unrealis-
tic long-term ’laminar’ flows in the GCM.

To circumvent this problem, the time numerical scheme has been replaced by a scheme proposed in Deleersni-
jder (1992). In stable conditions, the prognostic equation for q2 reads:

q2
t+dt
− q2

t

2 dt
= l qt Sm

(
∂U
∂z

)2

−
q2
t+dt

q2
t


l qt Sm

(
∂U
∂z

)2

Ri f +
q3
t

B1l


(6.15)

Albeit a bit more diffusive, this new scheme has the advantage to converge with time-steps up to a few minutes
without having recourse to numerical artifice and whatever the formulation of the mixing length l. Moreover,
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Figure 6.19: Contour plots of the function Fq

Figure 6.20: Time series of the TKE at 18 m in 1D GABLS4 simulations using the 90 vertical level grid and lmin = 0 m.
In the legend, ’default num’ (resp. ’new num’) refer to simulations with the original (resp. new) numerical scheme for the
TKE prognostic equation.
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it guarantees the positivity of q, which is critical for GCMs. The better convergence properties are visible in
Fig. 6.20. I have run the 1D GABLS4 case with lmin = 0 m testing two different time-steps: dt = 30 s and
dt = 15 min, activating or not the numerical scheme from Deleersnijder (1992). The time series of the TKE at
18 m are relatively similar when using dt = 30 s (black and red curves) whereas significant differences appear
when using dt = 10 min (blue and green curves). In fact, the TKE in the simulation with the original numerical
scheme for the TKE prognostic equation (green line) completely drops to very weak values. Conversely, the
TKE in the simulation with the new numerical scheme (blue line) remains close to the curves using the short
time-step, which is encouraging for 3D simulations with long time-steps.
Note that in the last version of LMDZ6, the numerical scheme that is actually used is not the default Deleer-
snijder (1992)’s scheme, but a version slightly modified by F. Hourdin to account for an exact integration of
the damping term (buoyancy + dissipation). The convergence properties are similar but this new version is a
bit less diffusive and improves the representation of oceanic stratocumulus (F. Hourdin, personal communica-
tion).

6.3.3 Additional sensitivity tests to non-local parametrizations of the surface drag coefficients
in the long-lived SBL at Dome C

Zilitinkevich and Calanca (2000) and Zilitinkevich (2002) use theoretical considerations to support that in the
so-called long-lived SBL i.e. in SBL that are not capped by an insultating residual layer like in the polar night,
internal waves can radiate down from up in the free troposphere, where these waves are always present to one
degree or another, and contaminate local relationships between fluxes or variances and local gradients in the
SBL. In fact, radiation of internal waves from the free troposphere results in withdrawal of potential temperature
variance from the atmospheric surface layer, which in turn reduces the negative buoyancy giving more room for
generation of turbulence by the wind shear. Hence, Zilitinkevich and Calanca (2000) and Zilitinkevich (2002)
modify the common MO similarity laws in the surface layer to account for such an effect. The formulae for
dimensionless wind shear and temperature gradient read:

∂U
∂z

κz
u∗

= φm = 1 + αm (1 + αmN Fi )
z
L

(6.16)

∂θv
∂z

κz
θv∗

= φh = 1 + αh (1 + αhN F3
i )

z
L

(6.17)

where αmN and αhN are two constants. Fi = L/LN is an inversed Froud number that quantifies the effect of
the free-flow Brünt-Vaisälä frequency on the surface-layer turbulence. In its expression, L is the MO length and
LN = u∗/N is a new length scale related to the amplitude of the internal waves that radiate from the SBL upper
limit. Here, the Brünt-Vaisälä frequency N is evaluated in the atmospheric layer just above the SBL4. Note
that at N = Fi = 0 i.e. when the SBL is capped by a neutral residual layer like continental ’nocturnal SBL’,
Eq. (6.16) and (6.17) reduce to traditional MO relations. One could further show that using these formulae, the
Prandtl number = φh/φm increases with an increase in the Richardson number meaning that turbulence is more
efficient in mixing momentum than heat in very stable conditions (probably due to the increasing contributions
of internal waves in the mixing).

Zilitinkevich et al. (2002) then propose new stability function formulae for the calculation of the surface drag

4Following the recommendation in Zilitinkevich et al. (2002), in LMDZ simulations, N has been estimated as the mean value
between 200 and 400 m
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Figure 6.21: fm (left panel) and fh (right panel) stability functions for the calculation of drag coefficients in stable
conditions. The full (resp. dashed) green line refers to the functions from Zilitinkevich et al. (2002) without (resp. with)
the effect of the free-troposphere on long-lived SBL. Curves are plotted for a first model level at z1 = 6 m, z0 = 1 mm,
z0t = 0.1 mm (these values are typical values for LMDZ above Dome C), N = 0.1 s−1 and a background wind speed
u(z1) = 1 m s−1. The associated Fi0 value is 0.6. In red are plotted the ’SHARP’ functions from King et al. (2001).

coefficients in climate models using the bulk Richardson number as stability parameter, taking into account
impacts of the overcapping free troposphere. The authors introduced an ’external inversed Froud number
Fi0 = z1N/U (z1) where z1 is the height of the first model level. This parameter ranges between 0 and 1 and
roughly speaking, the higher Fi0, the stronger the effect of the free-troposphere on the surface fluxes calcu-
lation. The stability functions from Zilitinkevich et al. (2002) are plotted in Fig. 6.21 for realistic wintertime
conditions at Dome C associated to a high value of Fi0: 0.6. One can notice that the ’standard’ or ’nocturnal’
functions of Zilitinkevich et al. (2002) (no effect from the free troposphere, full green lines) are relatively close
to the functions from King et al. (2001) used in the previous chapters. Hence, no major changes in LMDZ
simulations are expected when using these functions instead of those from King et al. (2001). The effect of the
free-atmosphere (dashed green lines) is significant only for fm , when 0.2 < Ri < 0.8.

In order to assess whether the effects from the free-troposphere on the SBL need to be accounted for in LMDZ
for the calculation of the surface fluxes over the Antarctic Plateau, I ran LMDZ simulations (with stretched grid
over Dome C and nudged with reanalyses) in which the surface fluxes are calculated with the stability functions
from Zilitinkevich et al. (2002), with and without the effect of the free-troposphere. Fig. 6.22 shows that encom-
passing the effects of the free atmosphere does not significantly affect the distribution of the friction velocity
and on the sensible heat flux at Dome C. The consequences on the wintertime averaged surface temperature and
near-surface wind speed are also insignificant (0.1 K and 0.1 m s−1 respectively). Similar conclusions can be
drawn looking at climatological vertical profiles of wind, temperature and turbulence (not shown). This overall
weak sensitivity can be particularly explained by the low height of the first model level in LMDZ (≈ 6 m),
leading to prevailing relatively weak values of Fi0 and of Ri in the surface layer. Besides the weak effects on
the SBL dynamics at Dome C in the LMDZ simulations (despite the additional numerical cost), Sodemann
and Foken (2004) show that the Zilitinkevich et al. (2002)’s parametrization (particularly the free-atmosphere
component) does not satisfactorily agree with observations in Antarctica. More precisely, the a priori constant
coeficients αmN and αhN seem to significantly depend on the weather conditions. According to Sodemann and
Foken (2004), the extended scaling theory of Zilitinkevich (2002) ’may require some revisions’ before being
applied to climate models.
Subsequently in the framework of the LMDZ6 setting configuration, I have thus decided not to use the Zilitinke-
vich et al. (2002)’s stability functions in the surface layer, in favour of the King et al. (2001)’s functions.
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(a) (b)

(c) (d)

Figure 6.22: 2015 distribution of the friction velocity (upper panels) and sensible heat flux (lower panels) at the Dome C
grid point in a stretched-grid and nudged LMDZ simulation. Left (resp. right) panels show results for a simulation using
the stability functions from Zilitinkevich et al. (2002) without (resp. with) the effect of the free-troposphere on the SBL.



194

  

(a)   Zg500 hPa EraI (year)

(b)    LMDZ-EraI (year) (d)    LMDZ-EraI (MAM)

(c)    LMDZ-EraI (DJF) (e)    LMDZ-EraI (JJA)

(f)    LMDZ-EraI (SON)

[m]

[m] +100-100

57004700

Figure 6.23: 500 hPa geopotential height (Zg500 hPa) in the ERA-I reanalyses (panel a), yearly (b) and seasonal (panels
c-f) biases in in the free RRTM-K01-79 simulation (see Sect. 6.2) over the period 2001-2011. Differences are calculated
between 10-year means. In panel a, black contours show the standard deviation calculated from the annual means. In panel
b, black contour show the difference between LMDZ and ERA-I normalized by the ERA-I standard deviation (calculated
from annual means).

6.3.4 Brief comment on the large scale circulation biases in the current version of LMDZ

In Sect. 6.2, one hypothesis to explain the underestimation of the near-surface wind speed over East-Antarctica
in LMDZ was a deficiency of the free model to represent the large scale circulation over the Antarctic conti-
nent. Large scale circulation biases in free LMDZ simulations at high southern latitudes have been evidenced
comparing the 500 hPa geopotential height with that in the ERA-I reanalyses in Fig. 6.23. Note that differences
are shown for the free RRTM-K01-79 LMDZ simulation but they are similar whatever the turbulent scheme in
the boundary layer (not shown). Fig. 6.23 shows that positive 500 hPa geopotential anomalies are observed off

the coast of the ice-sheet, in particular during the whole over the Amundsen sea, the so-called ’west Antarctic
pole of variability’ by Connolley (1997). A second major positive anomaly is identified off the Dronning Maud
Land, particularly in winter. However, these anomalies are not statistically significant since they do not exceed
the interannual standard deviation (see black contours in panels a and b). Large negative anomalies are identi-
fiable over most of the austral ocean and the yearly averaged differences are particularly intense south to New
Zeland to the east of South America. The yearly negative anomalies are often statistically significant (black
contours in panel b).
One could support that the significant negative anomaly of the geopotential observed off Adélie Land tends to
increase in the sea-to-continent pressure gradient, an important driver of the wind in coastal antartica (Van den
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Broeke and Van Lipzig, 2003). This would lead to an overestimated wind-speed in LMDZ in Adélie Land but it
is actually the contrary that is observed in Sect. 6.2. It is hard to ascertain without more detailed studies to what
extant biases in the large scale circulation affect the simulated near-surface wind speed in LMDZ. However,
this short investigation would tend to disqualify the large scale circulation biases for explaining the underesti-
mation of the near-surface wind speed in East-Antarctica pointed out in Sect. 6.2. An in-depth evaluation of the
atmospheric circulation over the Antarctic continent in LMDZ is currently underway by Julien Beaumet (IGE,
Grenoble, France) and should provide further insights to the circulation biases in LMDZ.
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CHAPTER 7

Energy conservation in LMDZ and missing subgrid mixing in stable boundary layers
over continents
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Figure 7.1: Difference of the mean boreal winter (DJF) 2 m temperature between a 10-year LMDZ simulation with the
’old’ mixing configuration (lmin = 1 m, Ric = 0.143 and long-tail stability functions in the surface layer) and a similar
simulation with the ’new’ mixing configuration (lmin = 0 m, Ric = 0.18 and short-tail stability functions in the surface
layer). Sea surface temperature and sea ice cover are prescribed each month with climatological fields.

7.1 Preface

The previous two chapters have emphasized that artificial enhanced turbulent mixing formulations degrade the
structure of the SBL above the Antarctic Plateau. It was for instance recommended to remove the mixing length
and stability functions thresholds in the turbulence scheme and to use short-tail stability functions in the surface
layer scheme. However, one question that can emerge from such a conclusion is: ’are these recommandations
valid over the other continents, where non-parametrized mixing processes occur?’. Indeed, over regions of
the globe where the topography, the vegetation, the landscape contrasts are more pronounced than at Dome C
(which represents a significant part of the globe), non-parametrized subgrid processes like small scales waves,
submeso motions or intermittent bursts are more prone to occur in the SBL. In LMDZ, applying a configuration
with lmin = 0 m, Ric = 0.18 and short-tail stability functions in the surface layer significantly cools continents
due to unrealistic surface-atmosphere decouplings. This effect is particularly strong in winter in Arctic regions
(Fig. 7.1). Two options can thus be contemplated:

• Restricting the ’weak mixing’ configuration to the grid points over the ice-sheets and leaving turbulence
thresholds elsewhere.

• Developing and implementing additional parametrizations to enhance the mixing in the SBL, like the
introduction of an orography-induced small scales gravity-wave drag (Steeneveld et al., 2008).

The second option, albeit more satisfying in principle, may require a significant work that is beyond the scope of
the PhD. A third approach that does not require further developments of parametrizations can also be proposed
considering the issue of the energy conservation in the LMDZ GCM and the relation between the TKE and the
resolved large scale kinetic energy. Broadly speaking, at each timestep of the physics in LMDZ, the different
physical parametrizations provide tendencies of wind, potential temperature and water phases that are then
added to the respective variable at the end of the timestep. In LMDZ6, to close the total energy (sum of the
kinetic, potential and internal energies) budget in each atmospheric column, the loss of large scale kinetic



Chapter 7. Energy conservation in LMDZ and missing subgrid mixing in stable boundary layers over
continents 199

energy corresponding to the wind tendency is calculated and then converted into enthalpy at each time-step.
Nevertheless in reality, the loss of kinetic energy of the mean flow is not directly converted into enthalpy but
it first transfers via small-scale kinetic energy (this is the energy cascade from large to small eddies) before
being dissipated into enthalpy. This small scale kinetic energy is nothing but TKE and the transfer of energy
from the mean flow towards the TKE reservoir has been known for a while (see Stull, 1990, Sect. 5.4). In the
modelling of SBL over continents, the additional amount of TKE due to the loss of large-scale kinetic energy
associated to the physical parametrizations may prevent from surface-atmosphere decouplings. Hence in the
following study, I explore the effect of such an energy transfer, focusing on the effect of the subgrid orographic
gravity-wave drag that is parametrized in LMDZ.

7.2 Transfer of kinetic energy by the orographic gravity wave drag in a Gen-
eral Circulation Model

The work presented here is preliminary. The following section has been written in a paper form to comply with
the general structure of the whole manuscript.

Abstract

In many meteorological models, the local turbulent mixing in stable conditions is unrealistically enhanced to
compensate for the absence of parametrization for some subgrid scale mixing processes. This study explores a
physically consistent approach for enhancing the subgrid mixing in stably stratified conditions over continents,
without having recourse to artificial formulations. Based on energy conservation considerations in a general
circulation model, our method consists in calculating a contribution to the turbulent kinetic energy (TKE)
from the momentum flux associated to the orographic gravity wave drag. Idealized 1D simulations and 3D
climatological simulations with sensitivity tests are performed. Converting the loss of large scale kinetic energy
due to the gravity wave drag into TKE enhances not only the mixing of momentum, but also the mixing of heat
in the stable boundary layer. The main effect on the global climatology in the model is a warming over the
surface of continents. Unlike simulations with artificial mixing formulations, the near-surface warming over
sea-ice and ice-sheets is much more moderate and the mean vertical surface-based temperature inversion over
iced-surfaces is not altered.

7.2.1 Introduction

When warm air is advected over a cold surface or when the ground surface radiatively cools during nocturnal
conditions with clear skies, the vertical gradient of potential temperature increases and a stable atmospheric
boundary layer (SBL) develops. The parametrization of the SBL is an ongoing challenge in the General Cir-
culation Models (GCM) community (Holtslag et al., 2013). While weakly SBL are relatively well simulated,
GCM often fail as the stratification increases i.e. when the classical similarity theories are no longer valid
(e.g. Grachev et al., 2013). In very stable conditions, the turbulence is weak, even intermittent (van de Wiel
et al., 2003) and apart local turbulence, other mixing sources with multiple scales can be relatively significant
or even prevail like internal gravity waves (Zilitinkevich et al., 2009), katabatic flows, drainage flows, submeso
motions (Mahrt, 2014) or radiative divergence (Garratt and Brost, 1981). The non-linearity and interactions
between these numerous processes as well as the coarse model resolution and terrain complexity hamper the
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development of universal parametrizations of the SBL in GCM.
Turbulence parametrizations in meteorological models often maintains a minimum level of mixing in stable
condition in order to prevent from surface-atmosphere thermal decouplings over lands (Derbyshire, 1999;
Viterbo et al., 1999) and to improve the representation of synoptic cyclones (Sandu et al., 2013). However,
model intercomparison exercises in the framework of the GEWEX Atmospheric Boundary Layer Studies
(GABLS) revealed that this enhanced mixing in SBL leads to an overestimation of the SBL height, to too
high and too weak nocturnal jets and a too small near-surface wind veering particularly in Numerical Weather
Prediction (NWP) models (Cuxart et al., 2006; Svensson et al., 2011; Svensson and Holtslag, 2009). In models,
the enhancement of turbulent mixing in stable conditions is often made following Louis et al. (1982). In fact,
the so-called ’short-tail’ stability functions for turbulent diffusion coefficients, i.e. functions that sharply de-
crease with the Richardson numbers (Ri) and that agree with observations and large eddy simulations (Beljaars
and Holtslag, 1991; King et al., 2001; Svensson and Holtslag, 2009; Vignon et al., 2017b), are replaced with
’long-tail’ functions, i.e. functions that decrease more gently with Ri.
However, as underlined by Steeneveld et al. (2008) (S08), ’there is no physical justification for the enhanced
mixing approach, the current mixing formulations for both the surface layer and the SBL are strongly based on
model performance and not on physical reality’. Nappo and Chimonas (1992) showed that the gravity wave
drag can become important within the SBL. S08 thus proposed to analyse in a single column model the impact
of the gravity wave-induced terrain drag on the mixing and on the structure of the SBL. Using an idealized
quasi-empirical drag formula for a sinusoidal surface with constant wind speed and stratification, they obtain
a good correspondence between the sum of the new terrain drag and a realistic turbulent drag with ’short-tail’
functions, and the drag obtained with long-tail formulation. Moreover, the authors obtained an increase in cy-
clone filling and a more realistic SBL depth at the same time. Lapworth et al. (2015) further showed that the
approach of S08 are in quantitative agreement with near-surface observations. Tsiringakis et al. (2017) used a
similar gravity wave drag formula combined with ’short tail’ formulation in the model WRF and made forecasts
over Europe. They compared to reference simulations with long-tail stability functions. The new configuration
led to better sea-level pressure fields, a better cyclone filling and better near-surface winds. However, regarding
the 2 m temperature, the scores of the forecast are degraded, likely because of the weaker near-surface heat
mixing in stable conditions inherent to the use of ’short-tail’ functions. In Lapworth and Osborne (2016), the
authors showed that the inclusion of a gravity wave drag scheme in two numerical forecasting models leads to
closer-to-observations forecasts of SBL flows over two sites in England.
Another approach was followed in Sandu et al. (2013). The authors showed that the deterioration of the winter-
time flow over the northern hemisphere in the European Center for Medium Range Forecast (ECMWF) model
when using short-tail functions can be partially compensated by an increase in the orographic drag, and particu-
larly in the turbulent orographic form drag component (Beljaars et al., 2004). However, such an increase in the
orographic drag does not improve the forecast of the 2 m temperature. The authors suggested that increasing the
coupling strength between the air and the ground surface could be a way to compensate for the weak turbulent
diffusion when using short tail functions in the SBL.
In the present study, we explore an alternative way to compensate for this lack of mixing over continents in
a GCM, circumventing the recourse to enhanced mixing formulations. Our method consists in calculating a
contribution to the turbulent kinetic energy (TKE) from the momentum flux associated to the orographic grav-
ity wave drag. Once this contribution is estimated, it is added to the TKE, quantity which is further used to
calculate the turbulent diffusion coefficients in a 1.5 order turbulence closure scheme. Simulations with the
Laboratoire de Météorologie Dynamique Zoom (LMDZ) GCM show an effect on both near-surface wind and
near-surface temperature. The study is structured as follows. The LMDZ model and its turbulent mixing and
orographic drag parametrizations are presented in Sect. 7.2.2. The principle of the method to introduce addi-
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tional turbulence from orographic gravity waves in the model is detailed in Sect. 7.2.3. Sect. 7.2.4 show the
results in 1D simulations and Sect. 7.2.5 in 3D climatological simulations. Sect. 7.2.6 discusses our approach
and Sect. 7.2.7 draws provisional conclusions.

7.2.2 The LMDZ GCM: sub-grid parametrizations of the turbulent mixing and of the oro-
graphic drag

The GCM we use is a preliminary version of the LMDZ6 model, advanced version of the LMDZ5B model
(Hourdin et al., 2013b). LMDZ is the atmospheric component of the IPSL Earth System Model used for
climate studies and climate change projections in the Coupled Models Intercomparison Project experiments
(Dufresne et al., 2013).
The parametrization of the vertical turbulent transport in the current version of LMDZ is based on a local
diffusion scheme combined with a mass-flux scheme for convective boundary layers, the so-called ’thermal
plume model’ (TPM), described in details in Hourdin et al. (2002) and Rio et al. (2010). The local diffusion
scheme is a 1.5 order closure K-gradient scheme developed by Yamada (1983) (Y83). It corresponds to the
so-called ’2.5 level scheme’ in Mellor and Yamada (1974, 1982) and it is based on a prognostic equation for
TKE:

∂TKE
∂t

=
∂

∂z
(Ke

∂TKE
∂z

)︸            ︷︷            ︸
Turbulent diffusion

−u′w′
∂u
∂z
− v′w′

∂v

∂z︸                   ︷︷                   ︸
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+
g

θv
w′θ ′v︸     ︷︷     ︸
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−
TKE3/2

cl︸     ︷︷     ︸
Dissipation

(7.1)

where z is the altitude, u and v are the zonal and the meriodional components of the wind, c is a constant equal
to 5.87 and θv is the virtual potential temperature. The primes denote turbulent perturbations, u′w′ = −Km∂zu
and v′w′ = −Km∂zv are the components of the local turbulent momentum flux, g

θv
w′θ ′v = −

g
θv

Kh∂zθv is the
buoyancy flux and Ke a turbulent diffusion coefficient. Km and Kh are the local turbulent exchange coefficients
for momentum and for potential temperature. They read:

Km = lSm
√

2
√

TKE (7.2a)

Kh = lSh
√

2
√

TKE (7.2b)

where l is a master length scale and Sm and Sh are functions of Ri . l is calculated following Blackadar (1962),
Deardoff (1980) and Ayotte et al. (1996):

l = min *
,
l0

κz
κz + l0

,

√
TKE
2N2

+
-

(7.3)

κ is the Von Kármán constant and N is the Brünt Vaisala frequency. l0 is an asymptotic length scale, i.e. a limit
of the eddy size above the surface layer, set equal to 150 m. l is lower-bounded by a value lmin . Assuming
steady-state for the TKE equations (Eq. (7.1)) and neglecting the diffusion of TKE by the turbulence, Eq.(7.2a)
and (7.2b) can read like expressions equivalent to mixing coefficients from first-order schemes (Cuxart et al.,
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Figure 7.2: Fm (left panel) and Fh (right panel) versus the gradient Richardson number Ri . Dashed lines show functions
without the lower bound values prescribed in Y83. L82 refers to Louis et al. (1982) functions.

2006; Vignon et al., 2017b):

Km = l2 S3/2
m c23/4

√
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where U is the wind speed, PR is the turbulent Prandlt number and Fm and Fh are ’first-order’ like stability
functions. Unlike the aforementioned ’long-tail’ functions from Louis et al. (1982) for instance, the ’first-order
like’ functions in stable conditions from Y83 are ’short-tail’ because they sharply decrease with Ri (Figure 7.2).
However, in the original formulations of Y83, Sm and Sh are lower-bounded by thresholds equal to Sm (Ric )
and Sh (Ric ) respectively, Ric being a critical Richardson number. This prevents Sm and Sh from reaching 0 at
high Ri and thus from turbulence to cut-off in very stable conditions. This leads to threshold values for Fm and
Fh at Ri > Ric (see Fig. 7.2). Like the use of long-tail functions, the threshold values of Fm and Fh as well
as lmin act to maintain a minimum level of mixing in SBL at large Ri . In the standard version of LMDZ5B,
lmin and Ric were set to 1.0 m and 0.143 respectively in order to obtain correct near-surface temperatures
over continents, particularly at high latitudes. However, Vignon et al. (2017b) showed that the lower-bound
thresholds for stability functions and mixing length prevent the simulation of strong nocturnal temperature and
wind vertical gradients near the surface at Dome C, East Antarctic Plateau. Further analyses pointed out that the
same thresholds are responsible for an underestimation of the temperature inversion during the polar night over
Antarctica, and prevent the occurence of very strong near-surface inversions associated to surface-atmosphere
mecanical decouplings at different places over the ice sheet (Vignon et al., 2017a; Wille et al., 2016; Hudson
and Brandt, 2005). In LMDZ6, lmin and Ric have thus been set to 0 m and 0.18 respectively.

Further details on the performance of the Y83 turbulence scheme in stable conditions in LMDZ can be found
in Vignon et al. (2017b).

LMDZ deals with three effects of the sub-grid orography on the atmospheric flow:

1. the turbulent form drag,

2. the mountain lifting force,
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3. the sub-grid orographic drag.

The former is represented using an effective ’orographic’ roughness length parametrization (Taylor et al., 1989).
Alternative approaches in which the associated surface stress and its vertical distribution are explictely formu-
lated (Beljaars et al., 2004) also exist but they have not been implemented in LMDZ so far. The second effect
basically consists in a strengthening of the vortex streching over relief (Lott, 1999) but this aspect will not be
further discussed in the present study. The third effect is accounted for in a sub-grid scale orographic drag
parametrization developped by Lott and Miller (1997) and Lott (1998). Following Baines and Palmer (1990),
sub-grid orgraphic parameters required for this parametrization are calculated from the ’U.S. Navy 10-Minute
Global Elevation and Geographic Characteristics’ data set, corrected above Antarctica (Krinner et al., 1997).
Note that the horizontal resolution of this data-set does not allow to account for relief variations with typical
horizontal scales lower than ≈ 40 km . The low-level part of the scheme accounts for the ’blocking’ of the flow
under a height zB that leads to a flow separation at the relief flanks resulting in a wind drag. zB depends on the
mountains height and on the Froude number of the flow (Lott and Miller, 1997). The upper part of the scheme
accounts for the orographic gravity-wave drag (hereafter OGWD). The associated stress at the first model layer
reads:

τogwd = ρGU N (zop − zB)2 σo

4µo
× (B cos(ψi )2 + C sin(ψi )2)

UU
2

(7.5)

µo , σo , zpo and zvo are the standard deviation, the slope and the altitude of the peaks and valleys of the
sub-grid orography, respectively (Baines and Palmer, 1990). The parameter G tunes the gravity waves stress
amplitude and is close to 1, ψi is the angle between the incident flow and the normal ridge direction, U is the
wind vector, and B and C are constants (Lott and Miller, 1997). Here, ρ, U and N are evaluated as the means of
the fields between the model’s ground and the mountains peak (Lott, 1999). In the low troposphere, the gravity
waves Reynolds stress is constant up to zB (no OGWD in the block-flow layer) and then linearly decreases
with an increase in height up to a critical level zch where it reaches a fraction gwhil = 10 % of its surface
values. This makes it possible to account for the low-level dissipation of the trapped lee waves (Lott, 1998) and
for the low-level breaking of gravity waves (Miranda and James, 1992). The vertical divergence of low-level
Reynolds stress is responsible for a slow-down of the near-surface flow, the magnitude of which is particularly
intense in mountaneous regions i.e. where the gravity waves activity is strong, and over coastal regions of the
ice-sheets, i.e. where wind speeds are high (Fig. 7.3). It is worth noting that the OGWD over ice-sheets is likely
overestimated since the current parametrizaton is based on the standard deviation of the subgrid orography. In
fact, in meshes over sloping regions of coastal Greenland and Antarctica, the standard deviation of the subgrid
orography is not null (Pithan et al., 2015) even though no relief is actually present.
In the middle and upper troposphere and in the middle atmosphere, the stress is constant up to a height at which
Ri reaches a critical value Rigw. From this height, the waves break and the stress vertically diverges. A flow
affected by the OGWD and the blocked-flow drag in LMDZ is schematized in Fig. 7.4.
Further details about the LMDZ GCM can be found in Hourdin et al. (2013b).

7.2.3 Energy conservation in LMDZ’s physical parametrizations and orographic gravity-wave
induced turbulence

Kinetic energy budget of an atmospheric column in LMDZ

We consider the system of an atmospheric column in LMDZ. Its kinetic energy K reads (Boville and Brether-
ton, 2003):
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Figure 7.3: Wind tendencies (m s−1 d−1) from the subgrid orography drag averaged over the first 20 model levels (up to
≈ 1500 m above the surface). The figure shows the averaged values over a 10-year climatological LMDZ simulation with
the standard 144 × 142 × 79 resolution. Panel a (resp. b) show the zonal (resp. meridional) component.

Figure 7.4: Schematic representation of a flow affected by sub-grid orographic drag in LMDZ. zom , zov and zop are the
mean altitude, the altitude of the valleys and the altitude of the peaks of the sub-grid orography respectively. zB is the
depth of the block-flow layer. zch is a critical level below which the gravity wave momentum stress decreases linearly
with increasing height to account for the low-level dissipation of the trapped lee waves and non-linear low-level wave
breaking. Rigw is a critical Richardson number in the middle atmosphere at which the gravity waves break, i.e. above
which the gravity wave stress diverges.
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K =

∫ ∞

zs

ρ
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2
dz (7.6)

where zs is the altitude of the ground. One can show that its evolution with time reads:
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where x and y are the zonal and meridional coordinates and ug and vg are the components of the geostrophic
wind. [ρũw̃, ρṽw̃] is the momentum flux associated to sub-grid physical parametrizations and tildes denote the
non-resolved part (the parametrized part) of the meteorological fields like subgrid turbulence, gravity waves
or convective plumes for instance. Note that given the size of meshes in current GCM, subgrid mixing pro-
cesses are not only local turbulence (spectrally separated from the mean flow) but also processes with longer
temporal scales and larger spatial scales. Therefore, to keep the generality of Eq. (7.7), we make the distinction
between subgrid motions (denoted with tildes) that include turbulence and the turbulent motions (denoted with
primes). The first term in Eq. (7.7) is the work of the pressure gradient force. The fourth term is the horizon-
tal divergence of kinetic energy in the column. The second and third terms show that by mixing momentum,
model’s parametrizations act to damp/generate large scale kinetic energy. The vertical gradient of wind is most
of the time positive and the momentum fluxes associated to parametrizations are very often positive too. Sub-
sequently, (2) and (3) are negative, meaning that parametrizations remove large scale kinetic energy from the
mean flow in the atmospheric column. In reality, the loss of large scale kinetic energy often manifests as a cas-
cade of energy towards small scales (TKE) that is then dissipated by molecular viscosity into internal energy
(or enthalpy, Stull, 1990, Sect. 5.3). One can notice that (2) and (3) are the terms that transfer between resolved
kinetic energy (integrated over the whole atmospheric column) to sub-grid TKE. (2) and (3) are indeed similar
to the shear production term in Eq. (7.1) (once multiplied by 1/ρ and vertically integrated). To guarantee energy
conservation in LMDZ, this energy transfer has been taken into account for CMIP6 by calculating (2) and (3)
for each parametrization and then redistributed the lost kinetic energy as enthalpy in each atmospheric column.
Hereafter, we will focus on the effect of the sub-grid orographic drag parametrization.

OGWD induced turbulent mixing

Orographic wave breaking has been shown to be a common path to turbulence generation (e.g. Epifanio and
Qian, 2008; Sun et al., 2015b). One may thus suggest for instance that when waves break near critical levels,
i.e. when the associated momentum flux vertically diverges with height, the turbulent mixing is enhanced.
Moreover, near-surface trapped lee waves have been shown to have an amplitude that decays downstream of
the mountains due to their dissipation in the turbulent boundary layer (Jiang et al., 2006; Smith et al., 2006).
This wave damping results in an upward flux of momentum associated to a flux of energy towards the boundary
layer and it is particularly efficient when the boundary layer is stable (Jiang et al., 2006). Dissipative lee waves
thus physically acts to transfer kinetic energy from the large scale flow to small scales increasing the TKE (and
therefore the mixing) in the boundary layer.

While the drag associated to low-level wave breaking and dissipating lee waves drag is parametrized in the
OGWD scheme in LMDZ, the associated enhanced turbulent mixing is not represented. In the present study
we make a first attempt to parametrize the enhanced mixing associated to the OGWD. One could also include
the transfer of energy towards small scales associated to the flow-blocking component of the sub-grid oro-
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graphic drag. However the underlying physical mechanism responsible for the energy cascade associated to the
block-flow drag is not evident. This aspect is thus not investigated here.

In LMDZ, the OGWD scheme calculates a (negative) wind tendency [du/dt |ogwd, dv/dt |ogwd] for all vertical
levels in each atmospheric column. This tendency can be expressed as the vertical divergence of a momentum
stress (ρũw̃ogwd, ρṽw̃ogwd) viz:
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= −
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ρũw̃ogwd and ρṽw̃ogwd can be calculated at each height z, assuming null fluxes at the top of the atmosphere:
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At the first model level, (ρũw̃ogwd, ρṽw̃ogwd) = τogwd

One can then compute at each height z the quantity ΓK corresponding to the kinetic energy transfer term
between large scales and sub-grid scales:

ΓK (z) = ρũw̃ogwd
∂u
∂z

+ ρũw̃ogwd
∂v

∂z
(7.13)

However, instead of redistributing
∫ ∞
zs
ΓK dz as large scale enthalpy like it is done by default in LMDZ6, one

can use ΓK as a new local TKE tendency (like the ’Shear term’ in Eq. (7.1)). In this way, the kinetic energy
loss associated to the OGWD first contributes to enhance the sub-grid turbulent mixing before being converted
into enthalpy (via molecular dissipation). In the physical parametrizations chain in LMDZ, one can therefore
update the TKE with this new tendency after the calculation of the sub-grid orographic drag (Fig. 7.5).

7.2.4 1D simulations

Setting of simulations

The effect of the new parametrization is first evaluated in the single-column configuration of the model. We
perform idealized simulation of the Diurnal Land-Atmosphere Coupling Experiment (DICE, Best et al., 2013)
over the great plains of Kansas at the Cooperative Atmospheric-Surface Exchange Study-1999 (CASES-99)
site (latitude 37.65oN, longitude 263.265oE, Local Time LT=UTC-6). The DICE experiment has been chosen
because it focuses on a continenal place with smooth relief and because the CASES-99 site was also used in
S08 to assess the sensitivity of the SBL structure to a gravity-wave induced drag.
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Figure 7.5: Sketch of the modified parametrizations chain in LMDZ.

Sub-grid orography parameters
zmo 383.6 m
µo 69.79 m
γo 0.545
σo 1.90 × 10−3

θo 7.34o

zpo 532.6 m
zvo 233.5 m

Table 7.1: Sub-grid orography parameters of the grid cell of the 144x142 horizontal LMDZ grid that encompasses CASES-
99 site. We recall that zmo , µo , γo , σo , zpo and zvo refer to the mean altitude, the standard deviation, the anisotropy, the
slope, the altitude of the peaks and the altitude of the valleys of the orography, respectively (Baines and Palmer, 1990).
θo is the angle to the x-axis (zonal) in which the variance of the orography is the maximum.

Our simulations cover a period of three days in 1999 starting on October, 23th at 1300 LT and ending on
October, 26th at 1300 LT. We consider a very idealized configuration with a constant zonal geostrophic wind
forcing ug = 6 m s−1, no advection of momentum and moisture and a constant advection of heat during the
run equal to 1 K d−1. We use the standard 79 level vertical grid with a first model level at 10 m and 7 levels
in the first 200 m. We use roughness lengths for momentum and heat equal to 0.03 m and the albedo is taken
equal to 0.22. The thermal inertia of the ground is set to 986 J m−2 K−1 s−1/2 and the ratio β of evaporation to
potential evaporation is set to a constant value adjusted to the DICE case (β = 0.03, Aït-Mesbah et al., 2015).
The sub-grid scale orographic parameters of the region, are estimated in the grid cell of the standard 144x142
horizontal grid of LMDZ that includes the CASES-99 site (see Tab.7.1).

In these 1D simulations, we also test the impact of an additional gravity wave-induced terrain drag (ADDD)
generated by small orographic horizontal scales. We use the linear formulation tested in S08:

τaddd (z) = τaddd (0)(1 − z/h)2, τaddd (0) =
1
2
ρksH2NU† (7.14)

h is the boundary layer height and U† is the wind perpendicular to the orography. Here, U† and N are estimated
in the lowest half of the boundary layer respectively. In LMDZ, h is usually estimated as the height at which
the bulk Richardson number between this height and the surface equals a critical value of 0.4. Here, because
the results are sensitive to the choice of the diagnostics of h (not shown), for better comparison with previous
litterature, we use the same h estimation as in S08, i.e. the height at which the wind turbulent stress falls un-
der 5 % of its surface value and divided by 0.95 (Cuxart et al., 2006). H is the height of the kilometer scale
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1D model configurations
name lmin Ric ADDD OGWD + Block-flow drag TKE from OGWD

Nooro-wmix-1D 0 m 0.180 no no no
Nooro-addd-1D 0 m 0.180 yes no no

Wmix-1D 0 m 0.180 no yes no
Mmix-1D 1 m 0.143 no yes no
Orotke-1D 0 m 0.180 no yes yes

Table 7.2: 1D model configurations

topography height taken equal to 10 m (S08). ks is a wave number representative of the small-scales sub-grid
orography evaluated as 2π/8000 m−1 around CASES-99 site in S08 .

We perform simulations with five configurations of the model summarized in Tab. 7.2.

Nooro-wmix-1D is the standard configuration of LMDZ6 but it does not account for the sub-grid orogra-
phy. Nooro-addd-1D is equivalent to Nooro-wmix-1D but it also includes the additional gravity wave drag
from S08 (Eq. (7.14)). Wmix-1D is equivalent to Nooro-wmix-1D but it includes the subgrid orographic drag
parametrization of LMDZ presented in Sect. 7.2.2. Mmix-1D further accounts for an enhanced turbulent mix-
ing configuration like in the LMDZ5B model. Orotke-1D is the Wmix-1D configuration in which we include
the additional TKE tendency from the OGWD scheme presented in Sect. 7.2.3.

Results

Fig. 7.6 shows the vertical profiles and the wind hodograph at 0200 LT during the first night of the experiment.
One can first notice that compared to the Nooro-wmix-1D simulation (black line), the Wmix-1D simulation
(blue line) has a weaker wind speed above 50 m (panel b) and the hodograph is elongated towards the north
(panel c). This leads to a sharper decrease in TKE (panel d) and in the turbulent momentum and heat fluxes
(solid blue lines in panel e, f and g) with an increase in height. Note that the zonal Reynolds stress associated to
the OGWD (panel e) is larger than the meridional component (panel f) because the sub-grid orography is almost
perpendicular to the x axis (see Tab. 7.2). Differences in the downward turbulent heat flux make the surface
temperature in the Wmix-1D simulation slightly colder (0.3 K) than in Nooro-wmix-1D (not shown). Using the
configuration with enhanced turbulent mixing (Mmix-1D, green line) leads to small (or even non discernible)
differences with the Wmix-1D simulation in terms of wind and temperature profiles, since the SBL is not stable
enough during this 1D experiment in Kansas. However, the next section will emphasize its significant impact
when one analyses the climatological profiles in 3D simulations that encompass more stable cases.
The effect of the ADDD parametrization in the Nooro-add-1D simulation (magenta lines) compared to the
Nooro-wmix-1D simulation is mostly visible on the wind profiles (panel b) and on the wind hodograph (panel
c). In particular, the wind speed is slightly weaker between 50 m and 200 m high. However, the impact of this
parametrization on wind and temperature profiles is less than the combined effect of the OGWD and of the
block-flow drag in the Wmix-1D simulation. In fact, panel e shows that the ADDD parametrization of the addi-
tional small-scales gravity wave drag in the Nooro-addd-1D simulation (dashed magenta line) leads to a much
weaker wind stress than that from the OGWD in Nooro-wmix-1D (dotted blue line). It is hard to conclude
whether adding the ADDD parametrization in the 3D version of LMDZ would be pertinent since the current
sub-grid orographic drag scheme already accounts for a low-level gravity-wave drag with a larger effect on the
flow.
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The simulation with the OGWD scheme combined with the additional TKE tendency from the removal of
large scale kinetic energy by the OGWD (yellow curve) produces a stronger effect on the overall mixing in the
SBL. Panel f shows that the TKE tendency associated to the OGWD (solid-dotted line) is of the same order of
magnitude as the wind-shear production term (solid line) with lower values between the ground and 70 m and
higher values between 70 and 170 m. Subsequently, the TKE and the turbulent fluxes of momentum and heat are
significantly stronger compared to the Wmix-1D simulation. This leads to more vertically mixed temperature
and wind (yellow lines in panels a and b) and thus to a deeper SBL. The surface temperature increases by 1 K
(not shown).
From this 1D case analysis, the use of the Orotke-1D configuration thus seems to be an efficient and physically
based way to enhance both the boundary-layer mixing of momentum and heat, providing an additional heat
source and additional drag in stable conditions. This method circumvents the recourse to artificial thresholds
like minimum mixing lengths or stability function lower-bounds.

7.2.5 3D Climatological simulations

The impact of the TKE tendency from the OGWD scheme is then assessed on 3D simulations. We carry out
climatological simulations over 10 years with prescribed climatological sea-surface temperature and sea-ice
cover fields. LMDZ is coupled to the land-surface model ORCHIDEE and the sub-grid orographic scheme
is fully active. We use the standard 144 × 142 horizontal grid with 79 vertical levels. Three configurations
depending on the value of lmin and Ric and with or without the inclusion of the TKE tendency from the
OGWD have been tested. They are named Mmix, Wmix and Orotke refering to the denomination to the 1D
simulations according to their mixing configuration. Note that in the current version of LMDZ, the OGWD is
calculated only in meshes with a ’significant orography’ i.e. with µo > 10 m and zpo − zmo > 100 m. Such
a condition excludes a signicant part of the continental regions (Fig. 7.7). Accounting for the TKE tendency
even in region with ’gentle’ sub-grid orography is made in an additional simulation: Orotkess. Note that the
following analysis focuses on the boundary-layer (low-troposphere) but one could also question the impact of
the Orotke configuration on the middle atmosphere dynamics, since a significant amount of gravity waves break
there. Some insights to the effects on the middle atmosphere are given in Appendix A.

Wintertime near-surface temperature

Fig. 7.8 shows that both the Mmix, the Orotke and the Orotkess simulations have generally warmer 2 m tem-
peratures over continents in winter compared to the Wmix simulation. The overall warming is present all year
long but it is more pronounced in winter, when the boundary layer is most frequently and the most stably strat-
ified. Common continental hot spots (with a warming exceeding 1 K) are located over Siberia, Scandinavia,
Alaska and northern Canada as well as East Africa. The continental surface warming is more pronounced in
the Mmix and Orotkess simulation compared to Orotke and interestingly the eurasian and canadian warming in
the Orotkess simulation is close to that in the Mmix simulation.
Moreover, a strong warming over the ice-sheets (Greenland and Antarctica) as well as over the Arctic ocean
is observed in the Mmix simulation. It exceeds 3 K over almost the whole Antarctic continent, reaching 7 K
in regions over the Antarctic Plateau. While such warming above iced surfaces is almost absent in the Orotke
simulation, it is present over Antarctica in the Orotkess simulation because a TKE-tendency from the sub-grid
orography is calculated in all the non-oceanic meshes. However, its magnitude (less than 3 K) is much less than
that in the Mmix simulation.
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Figure 7.7: Map of the standard deviation of the subgrid orography (µ0) using the 144 × 142 horizontal grid. Red contours
distinguish regions in which µ0 < 10 m and zpo − zmo < 100 m.

Near-surface vertical temperature gradient

Fig. 7.9 then shows the global mean profiles averaged over each type of sub-surface and over the 10 years
of the simulation. The vertical temperature profiles over ocean are similar in all simulations because convec-
tive boundary layers prevail (panel b). Over lands (panel a), the surface-based mean temperature inversion
is slightly weaker in Orotke (yellow line) and Orotkess (purple dashed line) compared to Wmix (blue dashed
line), in agreement with the enhanced turbulent mixing from OGWD. Both the increase in surface temperature
and decrease in temperature inversion over lands are the most pronounced in the Mmix simulation (red line).
Moreover, the temperature inversion over land-ice (panel c) and over sea-ice (panel d) is significantly weaker
in Mmix compared to Wmix, Orotke and Orotkess.
The artificial enhanced turbulent mixing of the Mmix simulation thus strongly reinforces the surface-atmosphere
turbulent momentum and heat exhanges between the ice-sheet and the atmosphere as well as between the sea-
ice and the atmosphere. However, the ice-sheet plateaus and the sea-ice are regions where frequent very stable
boundary layers occur (e.g. Persson et al., 2002; Genthon et al., 2013; Vignon et al., 2017a; Wille et al., 2016)
and alteration of the simulated SBL structure over iced regions due to excessive turbulent mixing in models
was for instance evidenced in Sterk et al. (2015) and Vignon et al. (2017b). As the near-surface warming in the
Orotke and Orotkess simulations is restricted to continental surfaces, these two simulations seem promising and
physical alternative to using arbitrary thresholds in the turbulence scheme to both prevent runaway cooling over
lands and allow for very stable boundary layers in polar regions. Orotkess further seems to be the best option,
since this configuration leads to weaker 2 m temperature biases over lands with respect to the ERA-Interim
(ERA-I) reanalyses compared to Orotke (see Appendix B).
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Figure 7.8: Wintertime 2 m temperature difference (K) between 10-year climatological simulations. DJF refers to
December-January-February means, JJA to June-July-August means.
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Zonal means

The choice of the parametrization of the turbulent mixing of heat and momentum affects the global atmospheric
circulation in LMDZ, particularly in the low troposphere. Fig. 7.10 shows the yearly averages of the zonal wind
speed (panel a) and of the temperature (panel b) from the surface to 900 hPa in the Wmix simulation. Panels
c-h show the differences in the Mmix, Orotke and Orotkess simulations with respect to the Wmix simulation.
We focus here on the northern hemisphere, where the effect of the subgrid orography is the strongest. One can
first point out the vertically extended cooling at latitudes higher than 70oN in the Mmix simulation (panel d).
This is due to the excess of mixing over Land-Ice and Sea-Ice surfaces, in agreement with panels c and d of
Fig. 7.9. This relative decrease in the meridional gradient of temperature is associated to a slight increase of u
above 60oN (panel c), corresponding to a poleward shift of the mid-latitude westerlies.

In the Orotke simulation, an overall decrease in the strength of the zonal wind can be observed. Differences
of u with the Wmix simulation (panel e) are essentially positive where u is negative (panel a) and vice versa.
However, the zonal mean temperature is only slightly affected. In the Orotkess simulation, a warming of the
low troposphere in the 45 − 65oN latitude range can be pointed out (panel f). This is consistent with the
enhanced mixing over almost all the continental surfaces in this simulation. The zonal mean warming over
boreal continental regions leads to a poleward shift of the mid-latitude westerlies (panel g) with a significant
increase (0.5 m s−1) of u at 60oN. The response of the zonal mean circulation in the northern hemisphere is thus
different between Orotke and Orotkess.

7.2.6 Discussion on the energy transfer between resolved and subgrid scales in the GCM

Comment on the local energy transfer between the mean flow and sub-grid turbulence

From Eq. 7.7, we showed that the loss of the vertically integrated kinetic energy due to the OGWD is equal to
the vertical integral of ΓK . However, one should not hastily conclude that the local loss of large scale kinetic
energy (at a height z) is equal to ΓK (z). Indeed, writting k (z) = ρ(z) δz [u(z)2 + v(z)2]/2 the kinetic energy
of one atmospheric layer of depth δz, one can show that the loss of k due to the OGWD at the altitude z
writes:

∂k
∂t

�����ogwd
= −δz


u
∂ρũw̃ogwd

∂z
+ v

∂ρṽw̃ogwd

∂z


(7.15)

= δz
[
ρũw̃ogwd

∂u
∂z

+ ρũw̃ogwd
∂v

∂z

]

︸                                ︷︷                                ︸
ΓK (z)

−δz


∂uρũw̃ogwd

∂z
+
∂vρṽw̃ogwd

∂z

︸                                ︷︷                                ︸
Ψ(z)

(7.16)

The net loss of large scale kinetic energy at a given height is thus the sum of ΓK and of a second term Ψ. Unlike
ΓK , Ψ is not an exchange term between TKE and large scale kinetic energy. It corresponds to the vertical
divergence of power associated to the gravity wave stress. However the vertical integral of Ψ(z) over the whole
atmospheric column is null. Subsequently, the term

∫ ∞
zs
Ψdz is not present in Eq. 7.7.
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Sub-grid versus turbulent perturbations and mixing length formulation

The present work has explored the impact of the conversion of the loss of large scale kinetic energy associated
to the OGWD towards TKE using common equations in GCMs. However, the whole study has been carried out
assuming that ΓK is equivalent to a shear production term in the classical TKE prognostic equation and thus, to
the effective term corresponding to the energy transfer between the mean flow and TKE. In fact, we assumed
that all the subgrid perturbations (indicated with tildes) are equivalent to turbulent perturbations (indicated with
primes). According to Stull (1990), turbulent perturbations are perturbations separated from the mean flow by a
spectral gap at a time scale of about one hour. This scale separation is an important hypothesis for the derivation
of the common set of Reynolds equations on which Eq. (7.1) and the subsequent parametrizations of turbulent
diffusion have been derived, like the Y83 scheme. However, the sub-grid OGWD parameterizes wavy pertur-
bations that do not necessarily fall in the commonly defined turbulence spectrum, especially in regions where
orographic gravity waves do not break (where the stress is vertically constant) and remain coherent structures.

Physical inconsistencies related to our assumption have been identified. One can for instance notice that in
our 1D simulations (Fig. 7.6, panel h), some additional TKE can be produced by the OGWD even in layers
where the gravity wave stress is constant, in the block-flow layer for instance. In fact, ΓK is not null as soon
as the gravity wave stress (and the vertical gradient of wind) is not null. Generating OGWD-induced turbulent
mixing in regions where orographic waves are not trapped or do not break is questionable because the TKE
generation is not related to any underlying physical mechanism. Another intriguing feature can be pointed out
in Fig. 7.11. This figure is similar to Fig. 7.11 but it shows profiles at 0500 LT during the first night of the
1D experiment. At this time, a low-level jet is present in the simulations (panel b). The vertical profiles of
TKE in the Orotke-1D simulation (yellow curve in panel d) shows a sharp peak towards very weak values at
z ≈ 150 m. This minimum corresponds to the upper part of the low-level jet, where the vertical gradient of
the wind speed is negative (panel b). In fact, when dU/dz < 0, ΓK becomes negative (given that the gravity
wave stress is positive). The subsequent TKE tendency is therefore negative (solid-dotted line in panel h). This
means that some energy would be in principle transfered from small scales to larger scales, in disagreement
with the principles of Kolmogorov’s turbulence on which the Y83 scheme is based.

Furthermore, the introduction of TKE source/sink terms in Eq. (7.1) from perturbations with larger temporal
and spatial scales than locally generated eddies raises the issue of the parametrization of the mixing and dis-
sipation lengths. Indeed, the current formulation of the mixing length (Eq. (7.3)) accounts for the increase of
eddy size with height as well as the decrease of the mixing length due to stratification. However, the size of
eddies associated to low level gravity wave breaking mostly depends on the amplitude of the orographic waves,
related to the height of the orography.

Waves, turbulence and mean flow interact in a complex manner and the transfer of energy between different
scales and structures is still an active field of research in fluid dynamics (Sun et al., 2015b). In a GCM per-
spective, further work is therefore needed to obtain more physically correct equations for the energy transfer
between the resolved energy and the TKE associated to the OGWD but also a more adapted formulation of the
mixing length in hilly and mountainous regions. Eq. (7.1) and (7.3) thus probably need to be revisited.
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Figure 7.11: As Fig. 7.6 but at 0500 LT during the first night of the simulation.

7.2.7 Provisional conclusions

Previous studies emphasized that small scales gravity waves can provide the missing drag in the SBL, avoiding
the use of unrealistic long-tail stability functions for turbulent mixing coefficients. However, this additional
drag led to slightly weaker heat mixing in the SBL and subsequently underestimated surface temperatures. The
present work has explored an original and physical approach to enhance the turbulent heat mixing in the SBL
over lands. Using energy conservation considerations, we evaluate the impact of the transfer of loss of large
scale kinetic energy due to the OGWD towards sub-grid TKE. Idealized 1D simulations over Kansas and 3D
climatological simulations with sensitivity tests are performed. The main conclusions can be summarized as
follows.

1. The current subgrid-orographic drag scheme in LMDZ leads to larger effects on the near-surface flow
compared to the additional small scale gravity-wave induced drag tested in S08. Including an additional
small scales gravity-wave drag parametrization in LMDZ is a priori not pertinent.

2. Converting the loss of large scale kinetic energy due to the OGWD into TKE (Orotke-1D simulation)
enhances the mixing of both momentum and heat in the SBL.

3. In 3D climatological simulations, the new Orotke configuration leads to a warming over continents during
winter compared to the Wmix configuration, preventing the occurence of unrealistic surface-atmosphere
decouplings. The warming is even stronger when computing an additional TKE tendency from the
OGWD even in regions of gentle topography. Unlike the Mmix simulation, the Orotke does not pro-
duce a strong near-surface warming over the Arctic ocean and over the ice-sheets. Moreover, the mean
surface-based temperature inversion over sea-ice and ice-sheets is not significantly altered.

However, our study is based on the assumption that all the sub-grid perturbations fall in the turbulence spec-
trum for which the current TKE prognostic equation is valid, which is a coarse hypothesis given the current
horizontal resolution of the GCM. Some physical inconsistencies have been noticed and they raise concerns
about the curernt representation of the energy transfer between the mean flow and the sub-grid TKE as well as
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about how to make the different parametrizations of the model interact (as also underlined in Kim and Hong,
2009.). Further works are thus needed to more robustly model the transfer of the loss of large scale kinetic
energy towards TKE as well as to improve the parametrization of the mixing length in regions where waves
break. Moreover, the present work has only consisted in a pure modeling exercise. It could benefit from a
further study comparing simulations with observations or with finer scales simulations, like large eddy simu-
lations. Furthermore, beside the additional TKE resulting from the OGWD, other physical processes that are
parametrized in the model and that act to remove large scale kinetic energy from the mean flow may also lead
to an increase/decrease of sub-grid TKE. For instance, the drag exerted by the vegetation that protrudes into
the lowest model layers is expected to be an additional source of TKE within these layers (Nepf , 1999; Masson
and Seity, 2009). However, while turbulence intensity may increase with sparse vegetation, the interaction be-
tween vegetation and flow has also been shown to reduce the eddy size and consequently the turbulent diffusion
(Nepf , 1999), again questioning the current parametrization of the mixing length and turbulent dissipation in
the model.

Acknowlegdments

Thank you to Frédéric Hourdin for running the 3D simulations. François Lott and Frédéric Cheruy are gratefully
acknowledged for very fruitful discussions. The modeling work was performed using HPC resources from
GENCI-CCRT, genCMIP6 project.

Appendix

A) Middle atmosphere dynamics

Orographic atmospheric gravity waves deposit a significant amount of momentum in the high stratosphere-low
mesosphere at mid and high latitudes, driving the upper branches of the meridional Brewer-Dobson circulation
(Andrews et al., 1987) and changing the momentum and heat budget of the high stratosphere-low mesosphere
(e.g. Garcia et al., 1997; Hitchman et al., 1989; Vignon and Mitchell, 2015). In LMDZ, this is evidenced
by large magnitudes of ∂u/∂t |ogwd above 10 hPa (not shown). Hence, using the new parametrization of the
OGWD-induced TKE, one may expect a significant impact on the TKE field in the middle atmosphere and
even changes in the dynamical and thermal structure of the middle atmosphere in the GCM. Fig. 7.12 shows
the zonal mean structure of the atmosphere (averaged over the 10 years of simulation) in the Wmix and Orotkess

simulation. Note that the following conclusions about the Orotkess simulation can be reasonably extended to
the Orotke simulation. The structure of the temperature (top panels) and zonal wind (middle panels) are similar
in both the stratosphere and the mesosphere. The Orotke configuration thus does not alter the representation of
the mean circulation in the middle atmosphere. However, the values of TKE and consequently the value of the
eddy diffusivity (bottom panels) show major differences. Kh values above 100 hPa are larger by several order
of magnitudes in the Orotkess simulation (except over polar regions and over the austral ocean i.e. where there
is no continent). Major differences are observed in the mesosphere where the gravity wave breaking is intense.
From radar measurements Fukao et al. (1994) and Narayana Rao et al. (2001) report mean eddy diffusivity
values in the mesosphere around 0.3 − 0.7 m2 s−1 above Japanese and Indian sites respectively. These values
are of the same order of magnitude as those observed in the Orotkess simulation. Such changes in the eddy
diffusivity in the middle atmosphere may affect the lagrangian tranport of air masses and tracers as well as the
air age in the stratosphere and mesosphere. To further discuss this aspect is beyond the scope of the present
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study and this could be adressed in future works.

Figure 7.12: Zonal means in 10-year climatological simulations. Top panels show the temperature, middle panels show
the zonal wind and bottom panels show the eddy diffusiviy. Left (resp. right) column refers to the Wmix simulation (resp.
to the Orotkess simulation).

B) T2m comparison with the ERA-I reanalyses

Fig. 7.13 shows the yearly-mean 2 m temperature difference with the ERA-I reanalyses in the four 3D LMDZ
simulations. Note that the near-surface temperature fields in the ERA-I renalyses is biased over ice-sheets
(Freville et al., 2014; Reeves Eyre and Zeng, 2017). This is particularly due to the enhanced turbulent mixing
formulations in the ECMWF model. The following comparison between LMDZ and ERA-I thus only focuses
on ’Land’-type surfaces.
Major differences between the four panels are found over North-America and northern Asia. Large 2 m tem-
perature biases (negative) are found in these regions in the Wmix simulation (top left panel). This points
emphasizes the likely lack of near-surface heat mixing over boreal lands in the Wmix configuration. Biases are
reduced in the Orotke simulation and they are even smaller in the Mmix and Orotkess simulations. In terms of
2 m temperature over lands with respect to ERA-I, the Mmix and Orotkess thus seem the best LMDZ configu-
rations. Of course, this conclusion stands regardless of other variables and of the vertical mixing of heat over
iced surfaces for instance, this latter aspect being degraded by the Mmix configuration.



Chapter 7. Energy conservation in LMDZ and missing subgrid mixing in stable boundary layers over
continents 219

Figure 7.13: Yearly-average 2 m temperature difference with the ERA-I reanalyses. Top-left panel: Wmix simulation.
Top-right panel: Mmix simulation. Bottom-left panel: Orotke simulation. Bottom-right panel: Orotkess simulation.
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8.1 Summary of the results

The emphasis of this thesis is the extreme ABL over the Antarctic Plateau and its representation in the LMDZ
GCM. In fact, large biases and uncertainties were present over the Antarctic Plateau in simulations with GCMs
involved in the previous IPCC report, among which LMDZ. At the beginning of the PhD, LMDZ was in a
preparatory phase for the CMIP6 exercise. Efforts had to be made to evaluate the model over Antarctica and to
obtain in fine, the best-possible physical configuration over the Antarctic Plateau for the climate simulations that
will be used in the next IPCC report. However, the parametrization of the very stable ABL, like that encountered
over the Antarctic Plateau, is currently one of the most arduous challenges in meteorological modelling. This
challenge arises from our imperfect knowledge of the physical processes involved from the failure of classical
similarity theories and from the subsequent failure of the classical models parametrizations. However, the
outstanding meteorological observatory at Dome C, a ’life-sized’ laboratory for the extreme ABL, provides
precious data-sets that can help in filling the gaps in our knowledge of the dynamics of very stable ABL.
Moreover, the GABLS4 exercise, whose timing syncs well with that of the preparation of LMDZ for CMIP6,
was a ideal framework to start the evaluation of LMDZ over the Antarctic Plateau. Hence, the main objective
that was set for my PhD was to improve our understanding of the dynamical behaviour of the ABL at Dome C
using in situ observations at Concordia station as well as to evaluate and improve the LMDZ GCM in terms of
near-surface antarctic climate and parametrization of the SBLs. Benefiting from very enriching collaborations
in Grenoble, Paris, Toulouse, Delft and Roma, I could provide elements of response to the questions I raised in
introduction.

• Question 1: Which are the critical variables and which ones are missing in the Dome C observational
dataset for the evaluation of models in the ABL over the Antarctic Plateau?

At the beginning of the PhD, despite the number of meteorological instruments that had been deployed so
far at Dome C, some critical quantities for the analysis of the Dome C ABL were either not available or not
correctly measured. I thus worked on the measurement of the near-surface moisture. Observation of frequent
frost deposition on the thermo-hygrometers at Dome C in clear sky conditions as well as analysis of relative
humidity fields from meteorological model with a cold microphysics parametrization suggested the occurence
of near-surface moisture supersaturations. However, classical thermo-hygrometers deployed at Dome C sat-
urate at 100% of relative humidity with respect to ice. In Chap.2, I briefly presented that the deployment of
innovative hygrometers that confirmed the expectation, showing that near-surface supersaturation is the norm
rather than an exception. Frequent relative humidity values with respect to ice exceed 100% and even reach
150%, particularly in winter.

Furthermore, the surface turbulent fluxes, critical quantities that drive the dynamics of the ABL, remained
unknown at Dome C during a large part of the year. This was mainly due to the failure of the sonic thermo-
anemometers in winter, preventing the estimation of fluxes using the eddy-covariance method during the whole
year. In Chap.3, I therefore estimated the surface momentum and heat turbulent fluxes from classical wind and
temperature measurements using the bulk method (collaboration with S. Argentini and G. Casasanta). However,
such a method required the knowledge of the aerodynamical roughness lengths as well as valid similarity
functions that correct from the stability/unstability of the surface layer. Hence, I firstly estimated the roughness
lengths at Dome C in summer evidencing particularly a predominant dependence of z0 on wind direction, and
to a lesser extent, on temperature. This contrasted with concomittent results obtained in coastal Adélie Land,
where the snow temperature (cohesion) governs the capacity of the snow micro-reliefs to orient or not with



Chapter 8. General conclusion and outlook 223

changes in the direction of the strong coastal katabatic winds (collaboration with C. Amory). Evaluation of
similarity function formulae from the literature against Dome C in situ data also revealed that these functions
lead to an overestimated turbulent mixing of heat in stable conditions. In fact, the MO similarity theory on
which the surface turbulent fluxes are calculted fail in the very stable conditions of Dome C, probably because
the heat mixing is expected to be partly, or even almost completely, governed by radiation. Even though the
underlying requirements for the application of the MO theory are violated in very stable conditions. Chap. 3
provided the first estimation of surface turbulent fluxes at Dome C during almost a full year but flux values in
very stable conditions should be considered with a pinch of salt since the MO theory is no longer valid. Chap. 3
also gave recommendations to obtain the best-possible Dome C surface fluxes in meteorological models in
which the calculation is made in the framework of the MO similarity theory. The chapter estmates values of z0

and z0t , recommends using stability functions that sharply decrease with increasing stability (particularly the
stability functions for heat) and setting a first model-level height below 2 m (even if this is hard to achieve in
GCMs).

• Question 2: Which are the key governing processes that determine the structure of the SBL over the
Antarctic Plateau and that need to be simulated in climate models?

Previous studies at Dome C using in situ meteorological measurements already characterized the climatology
of the ABL at this location. They particularly evidenced the summertime diurnal cycle of the ABL, the very
strong temperature gradients in the first 40 m above the ground in winter as well as the occurence of sudden
warming events associated to northerly advections of air masses coming from coastal regions. Analysing more
closely the wind measurements, I could evidence a summertime nocturnal jet (in collaboration with H. Gallée
and H. Barral). This jet is a consequence of an inertial oscillation that develops in the frictionless layer at the
top of the nocturnal SBL. Simulations with the regional model MAR reinforced this conclusion .
Furthermore, an in-depth study of the Dome C SBL from observations was carried out in Chap. 4, in close
collaboration with scientists at the Technical University in Delft, the Netherlands. A two-regime behaviour
of the SBL was evidenced from in situ measurements along the 45 m tower. The first regime is characterized
by strong winds and continuous turbulence and results in a full vertical coupling of temperature and wind in
the SBL. The second regime is characterized by weak winds, weak turbulent activity and strong near-surface
temperature inversions, reaching up to 25 K in the lowest 10 m. The transition between the two regimes is
particularly abrupt when looking at the near-surface temperature inversion and it can be identified by a 10 m
wind threshold. This wind threshold agrees with theoretical predictions from the minimum wind speed for
sustainable turbulence theory. In fact, for winds weaker than the threshold, the turbulent heat supply towards
the surface is lower than the net energy loss of the surface, leading to a mechanical decoupling between the
surface and the atmosphere. For the quasi-steady clear-sky winter cases, the relation between the near-surface
inversion amplitude and the wind speed takes a characteristic ’reversed S’ shape, suggesting a critical transition
between a steady turbulent and a steady radiative regime. This aspect was confirmed by a conceptual model of
the SBL that combines a surface energy budget with a bulk parametrization of the turbulent heat transport and
with a ’lumped parameter’ closure of diffusive feedbacks (heat diffusion in the snow and radiative diffusion in
the air). It appears that albeit exacerbated at Dome C, the sudden regime transition and the ’S-shaped’ depen-
dency are robust general features of the SBL. Similar results have been also found at Cabauw, the Netherlands.
Therefore, such features must be represented in climate models and particularly the non-linear response of the
SBL to external forcings.

In conclusion, to correctly represent the Dome C ABL, a meteorological model has to properly simulate:
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1. The summertime diurnal cycle and the nocturnal jet,

2. Strong winter near-surface temperature inversions,

3. Sudden warming events, leadind to an abrupt warming of the ABL and to enhanced turbulent mixing,

4. The SBL regimes and the critical transition between them.

• Question 3: What is the ability of LMDZ in simulating the ABL over the Antarctic Plateau, how does it
compare with other climate models and which changes in physical parametrizations are needed?

The evaluation of LMDZ in the ABL over the Antarctic Plateau started with the participation the GABLS4
exercise. This case consists in a 1D simulation of a typical summertime clear-sky diurnal cycle at Dome C.
In addition to making the requested simulations for the GABLS4 exercise with LMDZ, I benefited from the
GABLS4 framework to make a more detailed evaluation of LMDZ over the Antarctic Plateau in Chap.5. The
LMDZ model was run in a 1D configuration and GABLS4 simulations were analysed and compared to in situ
observations. Snow albedo and thermal inertia were shown to be very erroneous above the Plateau. These
parameters were thus calibrated leading to better surface temperatures. Using the so-called ’Thermal Plume
Model’ improved the momentum mixing in the diurnal convective ABL. In nocturnal stable conditions, four
turbulence schemes with different complexity were tested. Best simulations are those in which the turbulence
cuts-off above 35 m in the middle of the night, highlighting the significant contribution of the longwave radia-
tion in the nocturnal ABL heat budget. In particular, removing thresholds that maintains some mixing in stable
conditions in the default Y83 turbulent scheme led to better nocturnal vertical profiles. Moreover, it was shown
that the nocturnal surface layer is not stable enough during the GABLS4 night to distinguish between surface
turbulent fluxes computed with different stability functions. The absence of subsidence in the forcings and an
underestimation of the downward longwave radiation were identified to be likely responsible for a cold-bias in
the nocturnal ABL. It is worth noting that the diurnal variation of the albedo was not accounted for in these
simulations. At the first order, I expected a dependence upon the solar zenith angle but two available albedo
datasets disagree probably owing to the strong influence of the local slope below the instruments upon the mea-
surements. It was thus hard to identify an undubitable relation between the albedo and the solar zenith angle or
other quantities from these data.
On the GABLS4 case, the performances of the ’new version’ of LMDZ and those obtained with the state-of-
the-art regional model MAR were comparable. It also appeared that single column models involved in the
GABLS4 exercise share common biases, probably due to the large-scale forcings.
Chap. 6 extended the evaluation of LMDZ with the analysis of 3D simulations performed in a stretched-grid
configuration with nudging over a full year, including the polar night. Main results showed that the choice of
the longwave radiative scheme exerts a significant control on surface temperatures, and remaining surface tem-
perature biases are relatively well correlated with biases in the longwave flux at the surface. LMDZ represents
relatively well the seasonal profiles of wind and temperature in the first 40 m above the surface, but artificial
thresholds that amplify the turbulent mixing deteriorate the profiles in stable conditions. Note that removing
such thresholds in the 3D model implied to revise the numerical resolution of the prognostic equation of the
TKE.
Unlike ERA-I reanalyses, LMDZ is able to reproduce two distinct SBL regimes but the sharpness of the SBL
regime transition, identifiable by an abrupt increase in the near-surface inversions with a decrease in wind speed,
depends upon the choice of the stability function of the surface drag coefficient. In addition, the SBL regime
transition is much clearer when the near-surface inversion is plotted versus the wind speed at 9 m rather than
the synoptic wind speed (at ≈ 400 m). In the very stable regime in winter, the surface energy balance mostly
consists in an equilibrium between the downward and the upward longwave fluxes and the heat budget in the
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near-surface atmosphere is dominated by heating due to subsidence and cooling associated to the divergence of
the longwave fluxes. Sudden warming events of the ABL, associated to northerly advections of warm and moist
air from the ocean are reasonably simulated. However, LMDZ is unable to represent moisture supersaturations.
This aspects as well as persisting LMDZ biases of LWdn call for an urgent evaluation of the cloud scheme and
of the radiation scheme in LMDZ in Antarctic conditions.

• Question 4: To what extent the conclusions about the modelling of the SBL at Dome C can be extended
to the other continents?

Over continental regions of the globe where the topography, the vegetation, the landscape contrasts are more
pronounced that those over the Antarctic Plateau, non-parametrized subgrid processes like gravity waves, sub-
meso motions or intermittent bursts are more prone to occur in the SBL. Applying a configuration with no
enhanced turbulent subgrid mixing like that recommended for Dome C significantly cools continents due to un-
realistic surface-atmosphere decouplings. Chap.8 thus explored a physically consistent approach for enhancing
the subgrid mixing in stably stratified conditions over continents, without having recourse to artificial mixing
formulations. Based on energy conservation considerations in a GCM, this method consists in calculating a
contribution to the TKE associated to the orographic gravity wave drag. Albeit at a preliminary state, first
results on idealized 1D simulations showed that such an additional TKE contribution enhances not only the
mixing of momentum, but also the mixing of heat in the SBL. In 3D climatological simulations, a significant
surface warming over continents during winter is observed. However, contrary to artificial enhanced mixing
thresholds, the new parametrization does not degrade the surface-based temperature inversion over land-ice and
sea-ice regions. However, further work is still needed to improve how the parametrization of the kinetic energy
transfer between the large scale flow and the sub-grid TKE.

• Question 5: Among the suggested changes in the model’s physics, which ones are appropriate for the
new version of LMDZ and eventually for other climate models?

The setting of the new standard version of LMDZ for the CMIP6 exercise was made after the inspection and
evaluation of hundreds of simulations by the LMDZ group during the last four years. The evaluation of all these
simulations was made easier thanks to a graphical interface that consists in an automatic generation of figures
after each run. This system enables to contrast different simulations and to compare simulations outputs with
available observations. In addition to the studies presented in this manuscript, J.-B. Madeleine and I developed
a script that automatically generate figures comparing observations at Dome C with the LMDZ’s outputs at the
corresponding grid point. Fig. 8.1 shows an example of two of those figures for a climatic simulation (10 years,
144 × 142 × 79 grid, prescribed monthly sea-surface temperatures and sea-ice) run in June 2017.

The evaluation of LMDZ in Chap. 5 and Chap.6 helped to set a model configuration that guarantees a satisafac-
tory representation of the ABL over the Antarctic Plateau. In particular, the snow albedo and thermal inertia
over ice-sheets have been set to more realistic values. The turbulence scheme in the ABL and the surface layer
scheme have been adapted to allow for the occurence of very stable ABL associated to surface-atmosphere
mechanical decouplings over the Plateau. These changes led to significant improvements in terms of summer-
time diurnal cycle at Dome C, SBL regime representation and climatological temperature inversion. Another
aspect that significantly improved the surface temperature field over Antarctica is the implementation of a new
radiative scheme (RRTM) in the longwave spectrum. All these changes were shown to improve the LMDZ
climate simulations over Antarctica without affecting too much the other regions. The sole concern is about
the near-surface continental temperature that cools due to the removal of the enhanced mixing formulations
in the SBL. The work on the ’Orotke’ parametrization presented in Chap. 7, albeit still in progress, seems a
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(a) (b)

Figure 8.1: Two examples of figures that automatically compare LMDZ simulations and Dome C observations. Left
panels compare the monthly-mean temperatures at the surface and at the first three model level in LMDZ (red lines) and
the 2011-2016 monthly mean observations on the tower (the thick black line refers to the closest level on the tower, the
thin black line to the second closest level). The right panel is similar to the left panels but for the LWdn flux at the surface.

very promising way to compensate for this near-surface temperature biases. The improvement of climate sim-
ulations has been evidenced, and the benefits are particularly noticeable when the small scales of the sub-grid
orography are included (Orotkess configuration, F. Hourdin, personal communication). Activating the Orotkess

has thus been made available in the list of standard options.

In summary, my contribution to the set-up of the new standard version of LMDZ for the participation to CMIP6
and to the next IPCC report can be summarized as follows:

• The original value of the roughness length (z0) over land-ice surfaces was not changed to be in reasonable
agreement with observations in Antarctica.

• the value of the snow thermal inertia over land-ice surfaces has been set to 350 Jm−2K−1s−1/2 (instead of
2000 Jm−2K−1s−1/2).

• the broadband surface albedo over land-ice surfaces has been set to 0.96 for the visible range, 0.68 for
the near-infrared range (instead of 0.77 for both ranges).

• the stability functions for the surface drag coefficients are those from King et al. (2001) (instead of those
from Louis et al., 1982).

• the minimum mixing length has been set to 0 (instead of 1 m in LMDZ5), the value of the critical Richard-
son number for Sm,h (Ri ) functions in the Yamada (1983) turbulent scheme is now 0.18 (instead of 0.143).
As explained in Chap. 6, the numerical scheme for the resolution of the prognostic equation of the TKE
has been revisited.

• The Orotkess parametrization, although still in a development phase, is one available option.

One can further wonder to what extent the improvements identified over Antarctica in LMDZ could also be
observed in other climate models. The GABLS4 exercise highlighted a better comparison to observations in
almost all the single column models simulations when the snow parameters (albedo and thermal inertia) were
prescribed (E. Bazile, personnal communication). Moreover, the type of turbulent mixing parametrization in
LMDZ - the 1.5 order closure in the ABL and the bulk calculation of surface fluxes - is common in many
meteorological models (e.g. Cuxart et al., 2006; Cohen et al., 2015). The improvements of the LWdn flux
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using the RRTM scheme compared to the M91 scheme was also pointed out in studies with other climate
models (e.g. Iacono et al., 2000; Morcrette et al., 2001).
Subsequently, one could expect that results obtained with LMDZ on the dynamics of the ABL over the Antarctic
Plateau - in terms turbulent mixing parametrization, snow surface treatment, vertical resolution and radiative
scheme - are reasonably valid in other meteorological models. Of course, a model-by-model evaluation should
be carried out to corroborate this hypothesis.

8.2 Dome C: a cornucopia of challenging observation and observational chal-
lenges

Beyond the results themselves, the present manuscrit has highlighted the outstanding richness of the Dome
C site for the study of the ABL. Dome C is not only an ’exotic’ curiosity where extreme but very specific
phenomena occur. van de Wiel et al. (2017) particularly raise that the behaviour of the SBL is exacerbated at
Dome C but consistent with that observed in other places in the world. However, all what makes the fantastic
added value of Dome C is the homogeneity of the landscape and that the ABL experiences a very wide range of
stability (and particularly extremely strong stratifications). Moreover, the SBL is very shallow such that it can
often be completely sampled by the 45 m tower (while for instance, the 200 m tower at Cabauw is frequently
not high enough).

The Dome C observatory is far from having revealed all its secrets. Our observational and modelling results
invite to new in situ data analysis and additional deployment of measurement systems to polish our knowledge
of the ABL at this uncommon place and to better evaluate the models.

First, the presented characterization of the roughness length at Dome C and its relation with the dynamics of the
snow surface (particularly sastrugi) is not complete. Indeed, it focused only on an extended summer period and
it did not explain the relation observed with the surface temperature for instance. Analysis of recent laser-scan
data at Dome C (Picard et al., 2016a) could significantly help in characterizing the physical behaviour of the
snow-surface at Dome C during the whole year and particularly its geometrical and aerodynamical roughness.
A recent study by R. Caneill (Caneill, 2017) confirmed the dependence of z0 on the wind direction but further
work is still needed.

Figure 8.2: Photograph of fog at Dome C

Moreover, a conceptual model of the SBL and numer-
ical simulations with LMDZ have pointed the role of
the radiative divergence and that of the subsidence in
the heat budget of the very stable ABL. However, the
quantitative evaluation of those terms from observa-
tions has not been tackled. Deploying a vertical pro-
filing of pyrgeometers along the Dome C tower like in
Hoch et al. (2007) at Summit, Greenland, would give
access to vertical profiles of downward and upward
longwave radiations in the ABL. To be very valuable,
this instrumental set-up should be made jointly with the deployment of new sonic thermo-anemometers along
the tower, in a summer period for instace when sonic anemometers are operant. As such, turbulent and radiative
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fluxes divergence could be concomittently measured and directly confronted. Such measurements, combined
with high spectral-resolution radiative modelling could largely help the evaluation of atmospheric models in
the very stable ABL at Dome C (J. Edwards, personal communication).
The measurement of large-scale subsidence is much more delicate. It can be handled by deploying an horizon-
tal network of anemometers but this requires to assume vertical constency of the wind divergence (Gryning and
Batchvarova, 1999). Another method is based on wind measurements using a network of dropsondes launched
from airplanes (e.g. Kerns and Chen, 2015) but this method only gives a subsidence rate at a single given time t.
Hitherto, to my knowledge, no commonly-used method gives access to continuous subsidence values (profiles)
using in situ measurements and further work could be done to find an innovative method usable at Dome C.
Meanwhile, using models outputs or reanalyses is the sole option.

Although the presence of condensed water in the ABL does not strongly affect the ABL dynamics at Dome
C in LMDZ simulations, one interesting aspect that was not considered in this manuscript is the formation of
fog or diamond dust. Indeed, fog is sometimes observed at Dome C during summer (Fig. 8.2) and near-surface
diamond dust events can sporadically occur during the whole year (Schlosser et al., 2016; Ricaud et al., 2017)
despite a slight preference for the summer season. It would be interesting to more accurately assess the impact
of fog or diamond dust on the ABL dynamics as well as to estimate the contribution of sedimenting fog or
diamond dust to the surface mass balance at Dome C, which is still unknown. The aerosol lidar operated by M.
Del Guasta1 can help in detecting the occurence of such events but so far, it has not provided any information
on the density of particles or on the radiative impact of such hydrometeors. This points towards the need of
a vertical profiling of efficient humidity measurements (see Sect. 2.1.3) and to the deployment of an optical
device that detects and quantifies the hydrometeors in the ABL. A VPF Biral visibility sensor was tested at
Dome C in 2008 but it revealed inoperant. Further tests with other instruments are thus needed.

Furthermore, recent studies evidenced the presence of internal waves in the Dome C ABL using sodar echograms
(Petenko et al., 2016). In stable conditions, such waves can significantly contribute to the mixing (especially
mixing of momentum). However, although sodar measurements enable a visual inspection of atmospheric mo-
tions in the ABL, they hardly give access to numerical estimations of heat and momentum fluxes. This can
also call to further sonic-anemometer measurements at Dome C, particularly in winter but again, these deli-
cate devices become inoperant when temperature is too cold. The study of ABL processes at Dome C and the
evaluation of large-scale models at this location would thus truly benefit from LES simulations. However, the
reliability of LES at Dome C is still debated. In particular, analysis of the discrepancy observed between LES
GABLS4 simulations sheds light on this issue (Couvreux, 2017). S. van der Linden at the Technical University
of Delft, The Netherlands, is currently working on a direct numerical simulation of the Dome C ABL including
radiative processes. This innovative approach seems very promising.

Finally, I would like to draw the attention of the reader to the papers Trosichev et al. (2003) and Trosichev
(2004). The latter studies evidenced an influence of the solar wind, whose effect is particularly intense in polar
regions, on the near-surface atmospheric winter temperature and on the surface wind field on the Plateau, and
particularly at Dome C. This could be related to changes in the cloudiness (modulating the rates of scavenging
and the concentrations and size distributions of droplets and ice-crystals) in winter in relation to strong distur-
bances in the interplanetary magnetic field (Trosichev et al., 2008; Regi et al., 2017). It is well beyond the scope
of the study to discuss whether such effects are significant compared to more ’classical’ meteorological effects.

1http://lidarmax.altervista.org/englidar/_Antarctic%20LIDAR.php

http://lidarmax.altervista.org/englidar/_Antarctic%20LIDAR.php
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However, one should keep in mind that the Antarctic Plateau is a very pristine area, where the contribution of
any geophysical processes may have a significant impact on the physical state of the atmosphere, even close to
the surface.

8.3 Prospects for further model studies with LMDZ and future developments
in the model’s physics

The present thesis is only a link in the chain of the evaluation of LMDZ on the representation of the Antarctic
climate (started by Krinner et al. (1997)) and on the parametrization of the SBL. Based on the findings of this
thesis and considering the current configuration of LMDZ and recent results from the scientific community, I
may recommend several prospects for future evaluations and developments in LMDZ.

Prospects can be classified in seven axes that I develop here below.

Axis 1: Allowing for very stable ABL in the model: which impacts on the warming of polar regions and
on the future of the diurnal temperature range over continents Removing artificial thresholds for subgrid
turbulent mixing enables for the representation of two well-distinct SBL regimes in LMDZ6. This was not the
case in LMDZ5. Bintanja et al. (2012) show that the surface warming of the Arctic does depend on how the heat
is mixed within the ABL. The way the ABL is parametrized over the poles thus governs the efficiency by which
the surface warming signal is ‘diluted’ to higher levels. Bintanja et al. (2012) further underline that the current
amplifying effect of the polar warming due to the presence of a surface-based inversion will decrease in the
future, because the surface inversion becomes progressively weaker. However, Walters et al. (2007); McNider
et al. (2012); van de Wiel et al. (2017) as well as the present thesis stress that the response of the SBL mixing
to large-scale forcings like the large-scale wind speed or the increase in the greenhouse gas concentration is
not linear, but it evolves with a two-regime behaviour with an abrupt transition. Simulations of scenarios for
the next century will be run with the sixth version of LMDZ by the end of 2017. It would be very interesting
to assess how the Arctic system responds to global warming in the new versions of the model that allows for
the existence of SBL regimes and abrupt transitions. This type of study could also benefit from a multi-models
approach.

Axis 2: Representation of the ABL dynamics in coastal Antarctica and of the atmospheric circulation at
the continental scale Although progresses have been made leading to better model performances in terms
of Antarctic ABL structure at Dome C, Chap. 6 has revealed that significant biases remain in free LMDZ
simulations (without nudging). In particular, the near-surface wind speed is significantly understimated in
East-Antarctica, particularly in regions of strong katabatic winds. Therefore, a study evaluating finely the rep-
resentation of the ABL structure in the peripheries of the Antarctic continent is thus needed, assessing the sensi-
tivity to the model resolution, to the turbulent mixing parametrization and to surface parameters. Moreover, the
near-surface antarctic circulation also largely depends upon the synoptic circulation in the southern-hemisphere
and I have evidenced biases in the 500 hPa geopotential field at high southern latitudes compared to reanalyses.
A study dedicated to the understanding of the large-scale circulation model biases over Antarctica is therefore
required. J. Beaumet, currently in PhD at IGE (Grenoble, France) carried out an in-depth evaluation of the
large scale Antarctic circulation in LMDZ5. He is currently starting the same evaluation with LMDZ6 and his
results are eagerly awaited.
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Axis 3: Development and implementation of a more elaborated snow scheme over land-ice surfaces The
current treatment of the snow surface over land-ice surfaces in LMDZ is still rudimentary. Although parame-
ters like the albedo, the roughness length or the snow thermal inertia have been calibrated, the representation
of snow processes would largely benefit from the implementation of a more elaborated snow scheme with dy-
namical parametrizations of key variables. Indeed, the albedo is a quantity that varies with snow properties,
surface relief, cloudiness and solar zenith angle. Snow density shows large variations with depth (Genthon
et al., 2015) making the snow thermal inertia all but a constant in reality. The roughness length also varies with
snow properties and wind direction but the relations are complex and depend on the region of the ice-sheet.
Chap. 3 particularly highlighted the contrast of the behaviour of the snow-surface roughness between Dome
C and coastal Adélie Land and Amory et al. (2017) underline the temporal and spatial variability of the drag
coefficient in Antarctica.
Punge et al. (2012) implemented the snow model SISVAT De Ridder and Gallée (1998) in LMDZ for paleocli-
mate studies over the Greenland ice-sheet. The authors observed a significant improvement of modelled surface
climate with particularly better surface temperatures. Unfortunately, this snow-scheme was left apart in recent
development of LMDZ because its was numerically expensive. Thanks to the recent progresses in computa-
tional power, a revision of the snow scheme could now be started with an upstream phase to identify the most
important processes to take into account. Readjusting the previous interface with SISVAT or implementing
a simplified version of the CROCUS snow-model (Vionnet et al., 2012) could be possible options. Although
not critical for the modelling of the ABL at Dome C, another aspect that should be considered in the future
is the implementation of a blowing-snow parametrization in LMDZ. To my knowledge, while a few regional
models have a blowing snow parametrization (Gallée et al., 2001; Lenaerts et al., 2012), no GCM has taken
into account this process so far. This is however critical for the Antarctic climate, particularly for modelling
the surface mass balance. Indeed, wind-transported snow contributes to a significant snow mass loss in coastal
regions particularly due to the sublimation of the blowing-snow (Lenaerts and van den Broeke, 2012 report a
net sublimation loss of 6% of the precipitated snow over the ice-sheet). Moreover, wind-transported snow can
affect the structure of the ABL via several feedbacks like i) changes in surface roughness due to the erosion
of the snow-surface, ii) a decrease in turbulence strength due to local stabilization of the flow (Lykossov and
Wamser, 1995) and, iii) an increase in air density due to the presence of solid particles and to the cooling by
sublimation of crystals responsible for an increase in the along-slope pressure gradient force and an acceleration
of katabatic winds (Kodama et al., 1985). The implementation of a blowing-snow module in LMDZ should be
made jointly with changes in the surface layer module and in the turbulent scheme to account for the presence
of snow particles in the flow (Gallée et al., 2001).

Axis 4: Calculation of surface turbulent fluxes and development of future turbulent scheme for very
stable conditions In very stable conditions, the temperature profile in the SBL at Dome C is governed by
radiation and probably by large scale subsidence. This leads to a failure of the MO similarity theory even
close to the surface (see Chap. 3) because the turbulent surface layer is too thin or even absent (at least for the
turbulent fluxes of heat). As such in LMDZ, only using stability functions that decrease very sharply with the
Richardson number in the surface layer ( fm,h functions) enables the existence of a sharp transition between
SBL regimes and correct surface turbulent fluxes. However, the complex shapes of the functions from existing
literature is semi-empirical, with no actual physical explanation except the concept of ’z-less scaling’ (Mahrt,
1998b) for linear functions of z/L. The surface fluxes calculation using the bulk-method or derivatives (as in
LMDZ) based on the MO theory does not account for radiative effects, yet prevailing in very stable conditions.
Moreover, besides the calculation of surface turbulent fluxes, MO stability functions are used in climate models



Chapter 8. General conclusion and outlook 231

to estimate the 2 m temperature making an interpolation between the surface temperature and the temperature
at the first model level. The 2 m temperature is a very important standard meteorological variable since it is
used in many studies to quantifiy the global warming for instance or to compare simulations to automated
weather stations. However, in radiative SBL, even if temperatures at the surface and at the first model level are
correct, the interpolated 2 m temperature can be biased because the interpolation function is not convex enough
(Fig. 8.3). As an example, on the 2 September 2014 at Dome C, the ABL is very stable and the temperature
profile show the following values: T6m = −47 oC, Ts = −72 oC and T2m = −53 oC. With a first model
level close to 6 m and with the same T6m and Ts values as in observations, LMDZ would give T2m = −59 oC
(with the stability functions from King et al., 2001) i.e. a temperature 6 oC colder than the observations.

Figure 8.3: Schematic view of the
2 m temperature estimation in cli-
mate models. Red line shows a typ-
ical MO function while blue line
show a typical temperature profile in
very stable condition, as those ob-
served at Dome C.

The first key message here is that in regions where very stable ABLs occur,
the surface temperature or the temperature at the first model level are more
reliable quantities for quantifying the near-surface temparture than the in-
terpolated 2 m temperature.
The second key message is that the current way to calculate surface fluxes
or to interpolate the 2 m in large-scale atmospheric models is not physically
consistent in very stable conditions and this point needs further investiga-
tions. Steeneveld et al. (2010) suggest that dimensional analysis based on
the Buckingham-Π theorem (like the MO theory) that particularly accounts
for radiative divergence (and specific humidity) could be a useful technique
to retrieve the temperature profile near the surface in the (partly or com-
pletely) radiative SBL. However, the authors could not find a universal re-
lationship in their dataset (from Cabauw). Such an approach could benefit
from additional radiative measurements at Dome C or from LES (or even
Direct Numerical Simulations) studies.

Axis 5: Evaluation of radiative and cloud processes in polar regions
Significant biases in terms of LWdn at the surface of Dome C are still
present in LMDZ, even when the RRTM radiative scheme is used and even when the model is nudged with
reanalyses. Moreover, in very stable condition, LMDZ does reproduce radiatively dominated SBL but the
magnitude of the radiative heating and cooling rates have not been validated. This points towards an in-depth
evaluation, and maybe a revision, of the radiative scheme of LMDZ in very cold and dry atmosphere over polar
regions. This suggestion is in line with prospects of the DEPHY ("DEveloppement de la PHYsique des mod-
èles") consortium workshop in May 2017 after the conclusion that none of the models involved in GABLS4
agree with BSRN measurements in terms of LWdn fluxes. It was specified at the DEPHY workshop that com-
plementary to additional radiative measurements (like the aforementionned vertical profilings), another useful
dataset to validate radiative fluxes in LMDZ would be simulations with high spectral resolution models like
that developed in Edwards and Slingo (1996). To evaluate radiative fluxes in LMDZ, it would be convenient to
develop a user-friendly interface of an offline version of the radiative code. This would enable rapid and easy
evaluations of the vertical profiles of radiative fluxes for a given atmospheric state (from a radiosouding for
instance) at a given location.
Furthermore, preliminary comparison of time-series of observed and simulated near-surface relative humidity
revealed the inability of LMDZ to represent the supersaturation with respect to ice over the Antarctic Plateau.
An in-depth evaluation of the LMDZ cloud scheme in polar regions is currently underway (work by J.-B.
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Madeleine) with particular comparison with moisture measurements at Dome C. In addition, it was also sug-
gested at the DEPHY workshop that the representation of moist-processes and fog in the SBL by LMDZ could
be evaluated in the coming years on a typical fog case at Cabauw, in collaboration with KNMI (Koninklijk
Nederlands Meteorologisch Instituut, The Netherlands) and Météo-France.

Axis 6: Energy conservation in physical parametrizations and additional subgrid mixing over continents
The work presented in Chap. 7 about the energy conservation in physical parametrizations and about the transfer
of large scale energy towards TKE is still at a preliminary stage. One may now consider a more robust way
to represent the kinetic energy transfer towards TKE associated to the orographic gravity-wave drag as well
as more specific issues like the parametrization of the mixing length. Studies that derive proper transfer laws
between the mean-flow, the waves and the turbulence like Zilitinkevich et al. (2009) may be considered in the
future. One may also identify which physical process can contribute to the removal of large scale energy and to
the transfer towards subgrid TKE. Complementary to the work on the orographic gravity wave drag, F. Cheruy
(LMD) is exploring the effect of the high vegetation in terms of wind form-drag and additional contributions to
TKE and TKE dissipation (Masson and Seity, 2009). The philosophy in exactly the same, i.e. accounting for
additional sources of subgrid turbulent mixing without using artificial formulations and respecting the energy
conservation in the physical parametrizations of the GCM. A similar work in progress at LMD (F. Hourdin)
consists in including an additional contribution to the buoyancy term of the TKE prognostic equation coming
from the thermal plume model parametrization.

Axis 7: Tuning strategy and climate constraints To set-up a configuration of LMDZ that reproduces a cor-
rect ABL over the Antarctic Plateau, my overall approach consisted in comparing simulations to observations
at Dome C. This particularly led to a new setting of the value of some parameters in surface and turbulence
parametrizations. However, in a GCM, setting the values of specific parameters i.e. the ’model tuning’ is a
complex process and it has to deal with the agreement with observations (when available) and the respect of
pre-defined targets like the radiative balance at the top of the atmosphere. Choices made during the tuning exer-
cise at a given location may significantly affect the model results at the global scale and the LMDZ community
actually developed an interface to verify for each simulation the global biases (compared to observations or re-
analyses) in terms of clouds distribution, radiative fluxes at the top of the atmosphere and surface temperature.
Hourdin et al. (2017) thoroughly discusses the tuning process in GCMs. The authors made an interesting and
illustrative analogy with music: ’Producing a good symphony or rock concert requires first a good composi-
tion and good musicians who work individually on their score. Then, when playing together, instruments must
be tuned, which is a well-defined adjustment of wave frequencies that can be done with the help of electronic
devices. But the orchestra harmony is reached also by adjusting to a common tempo as well as by subjective
combinations of instruments, volume levels, or musicians interpretations, which will depend on the intention
of the conductor or musicians’. In the present study, my aim was to make the musician playing the ’ABL
at Dome C’ a good player. Fortunately, the LMDZ community (particularly F. Hourdin and J.-B. Madeleine)
verified the harmony of the concert with the new ’Dome C’ musician, i.e. they verified the consistency of the
simulations at the global scale including the recommended changes for Dome C. Moreover, the development
of an interface where results of LMDZ simulations are directly compared with Dome C observations made
the ’Dome C’ musician also a conductor, when other musicians changed individually their scores. In fact, the
correct representation of the Dome C climate became one of the targets of LMDZ during the tuning/setting
phase of the model.
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Knowing the GCM instrinsic constrains and goals, one can think about an innovative approach to develop or
calibrate parametrizations, using and going beyond the understanding of physical processes and the comparison
to observations. One could indeed define realistic ranges of value for the most important parameters (snow
thermal inertia, albedo, critical Richardson number, roughness lengths for the Dome C ABL for instance) and
then use statistical methods that explore the parameters spaces considering global scores of model simulations.
In this way, the development and the tuning of the parametrizations are made consistently withing the GCM.
This kind of method would also allow sensitivity analyses of some (Antarctic or global) climate aspects to
the choice of parameters. The so-called ’High-tune2’ project that focuses on clouds and radiation, is also
developing methodologies and statistical tools that could be applied to the Antarctic ABL.

End of a mission in Antarctica, February 2015

2http://www.agence-nationale-recherche.fr/projet-anr/?tx_lwmsuivibilan_pi2[CODE]=ANR-16-CE01-0010

http://www.agence-nationale-recherche.fr/projet-anr/?tx_lwmsuivibilan_pi2[CODE]=ANR-16-CE01-0010
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List of acronyms

ABL Atmospheric Boundary Layer
AMPS Antarctic Mesoscale Predicion System, (Powers et al., 2012).
AWS Automatic Weather Station
BLDC Boundary-Layer Dome C. 45 m instrumented tower at Dome C
BSRN Baseline Surface Radiation Network, http://bsrn.awi.de
CALVA CALibration and VAlidation of models and satellite retrievals,

http://pp.ige-grenoble.fr/pageperso/genthonc/SiteCALVA/CalvaData.html
CMIP Coupled Model Intercomparison Project
ECMWF European Center for Medium-Range Weather Forecasts, https://ecmwf.int/
ERA-I ERA-Interim reanalysis from the ECMWF
FP Meteolabor thygan VTP6 frost-point hygrometer
GABLS GEWEX Atmospheric Boundary Layer Study
GCM General Circulation Model of the atmosphere
GEWEX Global Energy and Water cycle Exchanges
GLACIOCLIM GLACIers, un Observatoire du CLIMat, http://www-lgge.ujf-grenoble.fr/ServiceObs
HMPmod Modified HMP155 hygrometer, developed by Luc Piard at LGGE
IGE Institut des Géosciences de l’Environnement, Grenoble, France
IPCC Intergovernmental Panel on Climate Change
IPEV Institut Paul-Emile Victor, french polar institute, http://www.institut-polaire.fr
IFS Integrated Forecast System model
LES Large Eddy Simulation
LT Local Time. At Dome C, LT = UTC + 8 hours.
DNS Direct Numerical Simulation
LGGE Laboratoire de Glaciologie et Géophysique de l’Environnement, now IGE.
LMD Laboratoire de Météorologie Dynamique, http://www.lmd.jussieu.fr.
LMDZ Laboratoire de Météorologie Dynamique-Zoom GCM, http://lmdz.lmd.jussieu.fr
MAR Modèle Atmosphérique régional, mar.cnrs.fr
MO Monin-Obukhov
MWST Minimum Wind Speed for Sustainable Turbulence, see van de Wiel et al. (2012a)
NWP Numerical Weather Prediction
OGWD Orographic Gravity Wave Drag
RMSD Root Mean Square Deviation
RMSE Root Mean Square Error
SBL Stable Boundary Layer
SBLDC Shallow Boundary-Layer Dome C. 2.5 m instrumented mast at Dome C
S08 (Steeneveld et al., 2008)
STD Standard Deviation
vSBL very Stable Boundary Layer
wSBL weakly Stable Boundary Layer
Y83 turbulence scheme from Yamada (1983)
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List of symbols

x horizontal coordinate, toward the east [m]
y horizontal coordinate, toward the north [m]
z vertical coordinate and height [m]
f Coriolis parameter [s−1]
zs depth in the snow [m]
dt time-step of the model [s]
P Pressure [Pa]
T Air temperature [oC] or [K]
Ts Surface temperature [oC] or [K]
∆T near-surface inversion [K]
θ Potential Temperature [K]
θv Virtual Potential Temperature [K]
U wind speed [m s−1]
u zonal wind [m s−1]
v meridional wind [m s−1]
dir wind direction [o]
qv specific humidity [kg kg−1]
RHi relative humidity with respect to ice [%]
RHl relative humidity with respect to liquid [%]
ρ air density [kg m−3]
cp specific heat of air at constant pressure [J kg−1 K−1]
g gravity acceleration [m2 s−2]
τ turbulent surface stress [m2 s−2]
u∗ friction velocity [m s−1]
θ∗ temperature turbulent scale [K]
w′θ ′ turbulent heat flux [m K s−1]
H sensible heat flux at the surface [W m−2]
Le latent heat flux at the surface [W m−2]
Lvap latent heat of vaporization per unit mass [J kg−1]
Lsub latent heat of sublimation per unit mass [J kg−1]
LWdn downward longwave radiative flux [W m−2]
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LWup upward longwave radiative flux [W m−2]
SWdn downward shortwave radiative flux [W m−2]
SWup upward shortwave radiative flux [W m−2]
Qn net radiative flux [W m−2]
Qi isothermal net radiative flux [W m−2]
R+ net radiative energy supply towards the surface [W m−2]
G ground (snow) heat flux [W m−2]
ρs soil (snow) density [kg m−3]
Cs soil (snow) heat capacity per unit mass [J kg−1 K−1]
Cv soil (snow) heat capacity [J K−1]
λs soil (snow) heat diffusivity [W m−1 K−1]
I soil (snow) thermal inertia [J m−2 K−1 s−1/2]
λrad air radiative diffusivity [W m−1 K−1]
alb albedo [-]
L Monin-Obukhov length [m]
ζ = z/L [-]
Λ local Monin-Obukhov length [m]
z0 roughness length for momentum [m]
z0t roughness length for heat [m]
z0q roughness length for moisture [m]
Cd drag coefficient for momentum [-]
Cdn neutral drag coefficient for momentum [-]
Cdn10 neutral drag coefficient for momentum at 10 m [-]
Ch drag coefficient for heat or Stanton number [-]
Km , Kh eddy viscosity and diffusivity [m s−2]
Ke turbulent mixing coefficient for TKE [m s−2]
κ Von Kármán coefficient [-]
γ scaled curvature of the temperature profiles [-]
Dh local Deacon number [-]
Ri gradient Richardson number [-]
Rib bulk Richardson number [-]
Ri f flux Richardson number [-]
Ric critical Richardson number [-]
Rgw critical Richardson number at which the orographic gravity waves break [-]
PR Prandtl number [-]
LN new length scale in long-lived SBL introduced in Zilitinkevich (2002) [m]
Fi inversed Froud number in long-lived SBL (Zilitinkevich, 2002) [-]
TKE turbulent kinetic energy [m2 s−2]
ε TKE dissipation [m2 s−3]
q

√
2 × TKE [m s−1]

N Brünt-Vaisala frequency [s−1]
TPE turbulent potential energy [m2 s−2]
ε s snow emissivity [-]
εr air emissivity [-]
σ Stefan-Boltzmann constant [W m−2 K−4]
l turbulent mixing length [m]
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lmin minimum mixing length [m]
l0 maximum mixing length [m]
lB buoyancy length scale [m]
fm , fh stability functions for the drag coefficients [-]
Sm , Sh stability functions in the Yamada (1983) turbulent scheme [-]
φm , φh similarity functions for dimensionless vertical wind and temperature profiles [-]
ψm , ψh similarity functions for momentum and heat [-]
α̂ fraction of the model grid cell covered by thermals [-]
f̂ mass flux associated to thermal plumes [kg m−2 s−1]
ê entrainment from environment to thermal plumes [kg m−3 s−1]
d̂ detrainment from thermal plumes to environment [kg m−3 s−1]
E statistical efficiency according to Nash and Sutcliffe (1970) [-]
θzs solar zenith angle [o]
K large scale kinetic energy [m2 s−2]
(ũw̃, ṽw̃) momentum flux associated to the sub-grid orographic gravity wave drag [m2 s−2]
τaddd additional gravity wave drag from Steeneveld et al. (2008). [kg m−1 s−2]
ΓK kinetic energy transfer term associated to the orography gravity wave drag [m2 s−3]
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Sensitivity of the temperature and of the wind vertical structures to the turbulent scheme

Figure 1: Temperature (top panels) and wind speed (bottom panels) in the first 100 m above the ground in the observations
(left panels) and in four simulations that solely differ by the turbulence scheme (same simulations as in Sect. 5).

Vertical structures of the temperature and of the wind speed and vertical profiles of turbulent quantities
in the experiment with a weaker geostrophic wind forcing

Figure 2: Temperature (top panels) and wind speed (bottom panels) in the first 100 m above the ground in the observations
(left panels) and in four simulations that solely differ by the turbulence scheme. These simulations have been run with a
change in the strength of the geostrophic wind forcing to 4.75 m s−1.



Bibliography 275

θ (oC)
-45 -40 -35 -30 -25

z
(m

)

0

20

40

60

80

100

CTRL-90 Y83free − 90 TKE − ǫ− 90 Z13-90 Obs

U (m s−1)
0 2 4 6 8

z
(m

)

0

20

40

60

80

100

w′θ′ (mKs−1)
-0.01 -0.005 0

0

20

40

60

80

100

√

w′u′
2
+w′v′

2
(m2 s−2)

0 0.005 0.01

0

20

40

60

80

100

Kh (m
2 s−1)

0 0.01 0.02 0.03 0.04

0

20

40

60

80

100

Km (m2 s−1)
0 0.01 0.02 0.03 0.04

0

20

40

60

80

100

TKE(m2 s−2)
0 0.01 0.02 0.03 0.04

0

20

40

60

80

100

Ri
10

-2
10

-1
10

0
10

1
10

2
0

20

40

60

80

100

(a)

(b)

(c)

(d)

(e)

(f)

(g)

(h)

TPE

New Ugeo

Figure 3: Vertical profiles at 0100 LT over the first 100 m above the ground in four simulations that solely differ by the
turbulence scheme. These simulations have been run with a change in the strength of the geostrophic wind forcing to
4.75 m s−1.
(a): Potential temperature, (b): wind speed, (c): turbulent heat flux, (d): magnitude of the turbulent momentum flux, (e):
eddy diffusivity, (f): eddy viscosity, (g): TKE, (h): Richardson number.
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