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ABSTRACT 

Aircraft maintenance represents a major economic cost for the aviation industry. Traditionally, 

the aircraft maintenance is highly regulated based on fixed schedules (thus called scheduled 

maintenance) in order to ensure safety. The frequency of scheduled maintenance is designed to be 

very conservative to maintain a desirable level of reliability. Developing efficient maintenance can 

be an important way for airlines to allow a new profit growth. With the development of sensor 

technology, structural health monitoring (SHM) system, which employ a sensor network sealing 

inside aircraft structures to monitor the damage state, are gradually being introduced in the aviation 

industry. Once it is possible to monitor the structure damage state automatically and continuously 

by SHM systems, it enables to plan the maintenance activities according to the actual or predicted 

health state of the aircraft rather than a fixed schedule. This work focus on the fatigue crack 

propagation in the fuselage panels. The SHM system is assumed to be employed. A model-based 

prognostics method is developed, which enables to filter the noise of SHM data to estimate the 

crack size, and to predict the future health state of the panels. This predictive information is 

integrated into the maintenance decision-making and two types of predictive maintenance are 

developed. The numerical study shows that the predictive maintenance significantly reduces the 

maintenance cost by reducing the number of maintenance stop and the repaired panels. 

KEYWORDS: 

Fatigue crack growth, Predictive maintenance, Model-based prognostics, Extended Kalman 

filter, First-order Perturbation method  



 
 

 

 

  



 
 

RESUME 

La maintenance aéronautique est fortement régulée, notamment à travers l’établissement d’un 

planning de maintenance obligatoire, permettant de garantir la sureté structurale. La fréquence des 

arrêts en maintenance est déterminée de manière très conservative en vue d’assurer les exigences 

de fiabilité. Développer des stratégies de maintenance moins conservatives et plus efficaces peut 

alors représenter une voie pour une nouvelle croissance des compagnies aériennes.  Les systèmes 

de monitoring embarqué de structures, sont progressivement introduits dans l’industrie 

aéronautique. Ces développements pourraient alors permettre de nouvelles stratégies de 

maintenance structurale basées sur la prévision de l’état de santé de chaque élément structural, 

plutôt que basée sur une maintenance programmée, tel qu’implémentée actuellement. Dans ce 

cadre général, ce travail se concentre sur le suivi par un système embarqué de la propagation de 

fissures de fatigue dans les panneaux de fuselage. Une nouvelle méthode de prévision des fissures 

basée sur des modèles de propagation est développée, qui permet de filtrer le bruit des mesures du 

système embarqué, identifier la taille actuelle de la fissure et prédire son évolution future et par 

conséquent la fiabilité des panneaux. Cette approche prédictive est intégrée dans le processus de 

maintenance structurale aéronautique et deux types de maintenances prédictives sont proposés. 

L’étude numérique montre que ces stratégies de maintenance prédictive peuvent réduire de manière 

significative les coûts de maintenance en réduisant le nombre d’arrêts en maintenance et le nombre 

de réparations inutiles. 

MOTS CLES :  

Propagation de fissures de fatigue, maintenance prédictive, filtrage de Kalman étendu, méthode 

de perturbation au premier ordre  
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CHAPTER 1  INTRODUCTION 

Aircraft fuselage structures are designed with the concept of damage tolerance, wherein small 

damage are allowed to remain on the aircraft, and damage that otherwise affect the safety of the 

structure are repaired. To ensure a desirable level of reliability, currently, the aircraft maintenance is 

highly regulated based on fixed scheduled, known as scheduled maintenance, during which the 

aircraft is sent to the maintenance hangar and partially disassembled to undergo a series of 

maintenance activities including both engine and airframe maintenance. Airframe maintenance that 

deals with non-structural items such as furniture and electronic systems is called non-structural 

airframe maintenance while the one that concerns the fatigue damage in the structural section such 

as fuselage panels is called structural airframe maintenance. Structural airframe maintenance is 

often implemented by techniques such as non-destructive inspection (NDI), general visual 

inspection (GVI), detailed visual inspection (DVI). The activities of NDI, GVI or DVI are 

time-consuming, leading the down time of scheduled maintenance up to one month. The frequency 

of scheduled maintenance for commercial aircraft is designed to maintain a low probability of 

failure, it is thus very likely that for most aircraft no large crack exists during earlier life of the 

aircraft. Even so, the intrusive inspections by NDI or DVI still need to be performed to guarantee 

the absence of critical cracks that otherwise cause fatigue failure. 

With progress in sensor technology, data acquisition and storage techniques as well as advanced 

data processing algorithms, structural health monitoring (SHM) systems are gradually being 

introduced in the aviation industry. SHM employs a sensor network that is sealed inside aircraft 

structures for monitoring their damage state. The network may consist of a wide variety of sensor 

node types, strategically distributed in the structure to maximize data collection. The data is 

collected and processed using damage detection algorithms and feature extraction methods to 

obtain the damage state of the structure. Once it is possible to monitor the structure automatically 

and continuously by an SHM system, more advanced condition-based maintenance (CBM) can be 

implemented instead of the scheduled maintenance. CBM is defined by the maintenance being 

subordinated to an event and being triggered when some conditions are satisfied, e.g. the system 

state exceeds some thresholds. For structural airframe maintenance, CBM plans maintenance based 
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on the actual condition of the aircraft, rather than fixed schedules and inspection routines that might 

not be necessary, and thereby reduces aircraft’s downtimes and save the maintenance cost. 

Much attention has been paid to CBM strategies in the literature and more recently to 

predictive maintenance. CBM and predictive maintenance share some characteristics in common 

notably that both of them rely on the damage-associated data collected by the SHM system. The 

difference lies in that in CBM, the maintenance decision-making relies only on current damage 

level while the predictive maintenance makes use, in addition to current damage information, of the 

prognostics index to support the decision-making. The remaining useful life (RUL) is the most 

common prognostics index. The RUL-based predictive maintenance strategies aim at updating the 

maintenance schedule in real time according to the RUL of a component or system, and 

dynamically predicting the next maintenance time. Generally, the maintenance schedule is 

determined by the manufacture in concertation with safety authorities. Arbitrarily deciding the 

maintenance time only depending on the estimated RUL without taking into account the periodic 

maintenance time may however be too disruptive to the original maintenance plan. The arbitrary 

triggered maintenance is unexpected and less optimal from the economic point of view due to less 

notification in advance, e.g., the absence of maintenance crew, the lack of spare parts, etc. In such 

cases, instead of using the estimated RUL to dynamically decide the next maintenance time, it 

would be more desirable to predict the probability that a component operates normally before some 

future time (e.g., before next scheduled maintenance). In other words, use the “reliability in future 

time” as the prognostics index. 

The implementation of predictive maintenance relies on prognostics, which focus on predicting 

the future degradation trend or the RUL of a system given different kinds of information available, 

e.g., the degradation model, the real time monitoring data collected from the current system, the 

run-to-fail data from other similar systems, etc. The methods and techniques for implementing 

prognostics are diverse in terms of how to employ and process the above information. Researchers 

reviewed various prognostics methods from different point of view, and there is little consensus as 

to what classifications are the most appropriate for these methods. With the development of 

prognostics discipline, the opinion converges that the prognostics methods can be categorized 

broadly into data-driven approaches, model-based approaches. Data-driven methods use observed 

data to identify the characteristics of damage progress and predict the future state without relying 
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on any particular physical model. Data-driven methods show the strength when the understanding 

of the principles of system operation is not comprehensive or when the system is sufficiently 

complex such that developing an accurate model is prohibitively expensive. However, data-driven 

methods suffer the bottle neck of expensive and time-consuming collection of fault progression 

data and unsatisfactory long-term prediction. Model-based prognostics approach can provide 

superior performance than data-driven when the degradation model is available. The fundamental 

assumption is that the physical model describing the evolution or degradation of damage is known. 

Due to the availability of the degradation model, model-based prognostics show advantages in 

long-term prediction. If the degradation model is accurate then it completes prognostics because the 

future behavior of damage can be determined by progressing the degradation model in the future 

time. However, in practice, the degradation model is not complete, mainly due to lack of 

knowledge to model parameters. Even small uncertainties in model parameters could yield a large 

uncertainty in predicting the damage growth trend or the RUL. Therefore, the key issue in 

model-based prognostics is to identify the model parameters. This typically resorts to estimation 

algorithms. The most widely used estimation algorithms include particle filter, Bayesian method, 

Extended Kalman filter, and nonlinear least squares method. Once the model parameters as well as 

their uncertainty are estimated, they can be substituted into the degradation model to predict the 

distribution of RUL or the distribution of damage size in future time. 

In summary, it is necessary to establish a link between prognostics and maintenance strategies 

so that the prognostics information can be incorporated into the maintenance decision-making, 

which enables more efficient and cost-saving maintenance strategies. This is the motivation of this 

thesis. Specifically, this work investigates the benefits that SHM systems bring to the structural 

airframe maintenance. However, compared to the manual inspections, the accuracy of SHM could 

be low. The SHM data is generally noisy due to the sensor limitation and harsh working conditions. 

This becomes a technique issue that preventing SHM system to be popular in practice. One 

challenge of this work is that how to accurately estimate the damage growth when the measured 

data contains noise, and in addition, how to use the noisy data to reduce the estimate uncertainty of 

damage growth model parameters, or in other words, to identify the damage model parameters. 

Estimating the damage state as well as the damage model parameters refers to as the 

state-parameters estimation problem. 
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Once the state-parameter estimation problem is addressed, the estimated states and the 

corresponding uncertainties can be used to infer the remaining useful life of the system. This is 

typically referred to as the prognostics problem. The second challenge in this work is to develop a 

robust, accurate and efficient prognostics method, which could predict the remaining useful life or 

the future damage behavior of the system. Moreover, it is necessary to establish a link between the 

developed prognostics method and the maintenance planning. The third challenge is to develop 

some predictive maintenance strategies, which incorporate the prognostics into the maintenance 

planning. The developed predictive maintenance strategies are expected to be able to improve the 

traditional scheduled maintenance and ultimately reduce the maintenance cost. 

In this work, we focus on the prognostics of fatigue damage in fuselage panels and the 

predictive maintenance of structural airframe. Fatigue damage is one of the major failure modes of 

aircraft structures. Especially repeated pressurization and depressurization during take-off and 

landing cause many loading and unloading cycles which can lead to fatigue cracks in the fuselage 

panels. For this application, the model-based prognostics method is adopted since the fatigue 

damage models for metal materials have been well researched. In this work, the well-known Paris’ 

law is employed to model the fatigue crack propagation. The two Paris’ law parameters are 

assumed unknown. This makes sense since due to lack of knowledge, the true value of the Paris’ 

law parameters are uncertain. This kind of uncertainty can be reduced by collecting relevant data 

based on embedded structural health monitoring (SHM) sensors. Filtering methods are then needed 

to be employed to estimate the crack size and Paris’ law parameters from the noisy SHM data. 

Based on the estimated crack size and parameters, the evolution of crack size distribution can then 

be predicted and the reliability of the fuselage at a future time can be calculated. On the basis of the 

fuselage reliability at a future time, predictive maintenance strategies can be developed in order to 

reduce costs of the corresponding structural airframe maintenance. In summary, the objectives of 

this work are listed as follows. 

(1) Study the behavior of fatigue crack propagation 

(2) Investigate the techniques that are able to incorporate the noisy SHM data into the fatigue 

propagation model to reduce the uncertainty of the unknown model parameters as well as to give 

more precise estimate of the fatigue crack size. 

(3) Develop a model-based prognostics method that is able to predict the future damage state of 
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individual component. 

(4) Based on the model-based prognostics method, develop predictive maintenance strategies. 

Quantify the cost effectiveness of the predictive maintenance over the traditional scheduled 

maintenance. The outlines of the dissertation are as follows. CHAPTER 2 gives the general 

introduction to structural health monitoring, evolution of maintenance strategies and prognostics 

methods, with emphasis on predictive maintenance and model-based prognostics algorithms. The 

literature regarding the above subjects in the past decade is reviewed. Based on the literature review, 

the motivation and research objectives of this thesis are detailed. 

CHAPTER 3 focuses firstly on the approaches for addressing the state-parameter estimation 

problem. The theory of Bayesian filter is presented followed by elaborations of three widely used 

filters, Extended Kalman filter (EKF), Unscented Kalman filter (UKF) and particle filter (PF). 

Then the Paris’ law is employed as the fatigue damage propagation model. The damage 

propagation model and the noisy SHM data are modeled under filtering framework as a nonlinear 

filtering problem. The damage state and the unknown parameters of Paris’ law are estimated by the 

above mentioned three filtering methods. The performances of the three filters are then compared. 

CHAPTER 4 proposed a model-based prognostics method that couples Extended Kalman filter 

and a first-order perturbation method. The developed prognostics method is composed of two 

sequential steps. In the first step, the EKF is used to estimate the damage state and Paris’ law 

parameters. Based on the information given by EKF, i.e., the mean and covariance of estimate, in 

the second step, a first-order perturbation method is developed to predict the damage growth in 

future time. By using the first-order perturbation method, the first and second moments of damage 

state distribution in any future flight cycle can be computed analytically. 

CHAPTER 5 focuses on developing the predictive maintenance. Based on the model-based 

prognostics method that proposed in CHAPTER 4, two types of predictive maintenance strategies 

are developed. Both of them employ predictive information in maintenance planning. The main 

difference lies in the repair policy in which the predictive information is used. By comparing with a 

series of other maintenance, the proposed two types of predictive maintenance show their strength: 

under the premise of ensuring safety, they request fewer maintenance stops and repair fewer panels, 

thus save maintenance cost. 

CHAPTER 6 gives a full summary, draws conclusions and open future perspectives. 
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CHAPTER 2 LITERATURE REVIEW 

2.1 Structural health monitoring system 

Structural health monitoring (SHM) is a type of infrastructure monitoring that employs a sensor 

network to monitor the physical integrity of a structure. The network may consist of a wide variety 

of sensor node types, strategically distributed, about the structure to maximize data collection. 

Lynch [1] gave a summary review of wireless sensors and sensor networks for structuring health 

monitoring. Network data is collected by the end user and statistically analyzed, using specialized 

damage detection algorithms and feature extraction, to determine if the structure is performing as 

intended, or if it has become damaged over time. By observing the data trends provided by an SHM 

system, the end-user can detect minor structural changes that would otherwise not be discernible by 

traditional inspection techniques. SHM data analysis has proved crucial in determining the overall 

safety of structural elements in bridges, tunnels and dams, as well as providing for early warning 

systems that can alert system operators prior to a catastrophic failure. It is also being applied to 

aeronautical and automotive monitoring, especially on structural components such as airframes, 

fuselage panels, landing gears, rotor blades and bulkheads for both fixed wing and rotor wing 

aircraft. Diamanti et al. [2] investigated the SHM techniques in application of aircraft composite 

structures. A review of currently used inspection methods was presented and some examples were 

described where Lamb wave based scanning techniques have been used to identify internal damage 

in multi-layered composite structures. A complete SHM system mainly consists of hardware and 

software parts. 

Hardware: 

(1) Sensor Network: A variety of sensor types (strain, temperature, pressure, vibration, 

acceleration, etc.) and may include a combination of both wired and wireless sensor nodes, and 

energy harvesting power generation. 

(2) Data acquisition, storage and transfer systems: Embedded hardware modules and 

software systems that collect, store, process and transmit sensor data to the required end point. 

Software: 
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(1) Data Management System 

Data management system refers to personal computers or cloud computing with an interface 

that allows the end user to manipulate data and apply various statistical analysis techniques. Data 

management capabilities may include: 

 Viewing sensor node data 

 Sending commands to the SHM network 

 Statistically analyzing data 

 Assessing condition of structure 

 Assessing condition of a structural model 

 Predicting remaining service life of structure 

(2) Statistical analysis algorithm 

Since sensor nodes themselves cannot determine if actual structural damage has occurred, the 

data collected by the node array must be converted into meaningful information via statistical 

analysis. By properly analyzing the SHM data, “damage sensitive features” can be extracted to 

determine the current state of a structure’s health using machine learning and artificial intelligence 

techniques. Such algorithms include: 

Supervised Learning (Baseline): Algorithms that are applied when SHM data is available 

from both the undamaged, and damaged, parts of a structure. Group classification and regression 

analysis are examples of algorithms applied in this situation. 

Unsupervised Learning (Non-Baseline): Algorithms that are applied when undamaged 

structure data is not available, for comparison to damaged structure data. Outlier, or novelty 

detection, is the primary class of algorithms applied in this situation. 

In this work, the objective is to monitor the fatigue damage on the aircraft’s panels. Thus the 

techniques for fatigue damage detection are of particular interest. The most widely used technique 

for damage detecting in SHM system is the application of acoustic-ultrasonic and guided ultrasonic 

waves. These techniques are ultrasonic waves introduced to a structure at one point and sensed at a 

different location. It appears that Lamb waves are the most widely used guided wave for damage 

detection and monitoring. Generation and sensing of Lamb waves can be accomplished using 

various transducers. These transducers include: wedge comb or phased array transducers, 

piezoelectric (PZT) ceramics, rubbers and paints, Smart Layers, interdigital transducers, optical 
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fiber sensors and micro-electro mechanical systems (MEMS). Some researches on application of 

Lamb wave for aircraft structure damage detection are detailed below. 

Zhao et al. [3] employed the guided wave PZT sensor/actuator network technique to monitoring 

the defect on an aircraft wing. An E-2 surveillance aircraft wing section was cut into pieces for 

experimental studies. A relatively sparse PZT array with a diameter of one foot was bounded to the 

inner surface of the wing to generate and receive ultrasonic guided wave. Some simulated defects 

like loose rivets, rivet-hole cracks and material loss on the wing panel were studied. To interpret the 

signals collected from the PZT disc array, a correlation analysis based algorithm called RAPID 

(reconstruction algorithm for probabilistic inspection of defects) was developed for defect detection, 

localization and growth monitoring. Ihn et al. [4] developed a piezoelectric based built-in 

diagnostic technique for monitoring fatigue crack growth in metallic structures. The technique uses 

diagnostic signals, generated from nearby piezoelectric actuators built into the structures, to detect 

crack growth. Ihn et al. [5] continued the work based on their previous work that a built-in 

diagnostic technique for monitoring hidden fatigue crack growth in aircraft structures has been 

developed. In this study, the proposed diagnostic technique was applied to monitor fatigue crack 

growth in riveted fuselage joints and a cracked metallic plate repaired with a bonded composite 

path. A complete built-in diagnostic system for the tests was developed, including a sensor network, 

hardware and the diagnostic software. The damage index successfully detected both crack growth 

and debones damage for the structures considered. Leong [6, 7] used a commercial laser vibrometer, 

designed for vibration/modal analysis can be used for crack detection in metallic structures. The 

study involves a simple fatigue test in order to initiate and grow a crack. Lamb waves generated by 

one bonded piezoelectric transducer were sensed using a multi-point scanning laser vibrometer. 

Besides the technique talked above, there are some other techniques for monitoring the fatigue 

damage. Ignatovich et al. [8] developed a fatigue sensor made of alclad aluminium alloy D16AT. In 

the developed sensor the necessary raising of sensitivity is achieved by the redistribution of stress 

due to the corresponding distribution of stiffness along the length of the sensor. 

The application of SHM systems in commercial aircraft is still at the research stage and its 

widespread application to airlines has a long way to go. Tests have been done however during the 

last decades by airlines as well as research centers. For example, very recently, seven of the Boeing 

Co.’s 737 narrow body aircraft operated by Delta Air Lines have been outfitted with Comparative 
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Vacuum Monitoring sensors for crack detection in a program that aims to obtain approval for SHM 

as an alternative inspection method. Part of a broader SHM initiative at the Airworthiness 

Assurance Nondestructive Inspection Validation Center operated by Sandia National Labs for the 

US Federal Aviation Administration (FAA). In addition, the major aircraft OEMs as well as 

operators, regulators and technology suppliers have been striving for years to standardize SHM 

integration and certification requirements and to mature system for widespread use. 

2.2 Maintenance strategy evolution and predictive maintenance 

The evolvement of maintenance strategy has experienced four different types, i.e., corrective 

maintenance (CM), preventive maintenance (PvM), condition-based maintenance (CBM) and 

predictive maintenance (PdM). The evolution is illustrated in Figure 2-1. 

 

Figure 2-1 Evolution of maintenance strategies 

The CM means that the system is allowed to operate until a breakdown or an obvious fault, thus 

CM is also referred to as run-to-fail strategy. Due to the nature of unpredictable system failure, it is 

difficult to anticipate when the manpower and spare parts are needed for repairing the system, 

leading to the difficulty of efficient planning of staff and resources. The cost associated with this 

strategy can be significant. These costs include production cost, downtime cost, in addition to 

inventory cost since the maintenance team need to hold spare parts to accommodate the sudden 

breakdown. Therefore, the CM is unsuitable to the cases where the system breakdown cause huge 

economic lost or even safety risk. On the other hand, CM has its advantages. It is easy to 

implement due to its simplicity and needs very low planning requirements since it does not need to 

be scheduled in advanced. The CM makes sense for the cases where the maintenance cost after 

system breakdown is less than that of performing other maintenance strategies. 

The research regarding to PvM could be traced back to 1960s. McCall [9] and Sherif and Smith 

[10] used the term of “preventive maintenance model” which assumed that the state of equipment 

subject to stochastic failure is always known with certainty [11]. PvM performs the maintenance 
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regularly based on a pre-determined schedule [12, 13], thus also known as time-based maintenance 

or scheduled maintenance. Planning is the biggest advantage of PvM over CM. Through planning, 

all the cost of unplanned strategy including production lost, higher costs for parts and shipping, as 

well as time lost corresponding to emergencies can be reduced. Any required parts, supplies and 

manpower can be gathered in advance to minimize the time taken for maintenance. Safety risk is 

also decreased significantly since the system breaks down much less often through implementing 

PvM. On the other hand, PvM has its own shortcomings. The maintenance schedule of PvM in 

industry is usually implemented through either experiences or recommendations of original 

equipment manufacturer (OEM) rather than the information of actual system state. The PvM 

intervals based on OEM recommendations may not be optimal because actual operating conditions 

may be very different from those considered by the OEM [14]. In order to maintain a desirable 

level of system reliability, PvM often has a high maintenance frequency and a fixed maintenance 

interval. In some cases where the damage mechanism of system is dynamic and the degradation 

rate changes over time, the fixed schedule is too inflexible to adapt the degradation rate. For 

example, in the aviation industry, the fatigue damage in the fuselage panel is one of the most 

important failure modes. The fatigue crack in the panel propagates exponentially: very slowly 

during the first thousand flight cycles and then faster and faster. For the short-range commercial 

aircraft such as A320, the maintenance schedule is planned such that the first maintenance is done 

after 20000th flight cycles and the subsequent maintenance is every 4000 cycles until the aircraft’s 

end of life. The schedule is designed conservativly to maintain safety, which results in a fact that no 

important damage is detected and no maintenance is required during the earlier life of the aircraft. 

Even so, the aircraft still needs to undergo the routine inspection through the time-consuming 

technologies, increasing the downtime and the maintenance cost. 

Condition-based maintenance (CBM) was introduced in 1975. CBM monitors the health state 

of systems continuously or as frequently as needed and triggers maintenance when some 

predefined conditions are satisfied. To the author’s best knowledge, Baldin was the first researchers 

who began to explore the condition-based maintenance and published a number of papers from 

mid-1970s to mid-1980s [15-19]. Probably because of limits of monitoring techniques, the 

development of CBM was restricted during 1990s and not many research papers could be found in 

that period. With the great progress of condition monitoring techniques, data acquisition and 
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processing techniques, the research of CBM grows fast since 2000 especially in the last 5 years. 

Although CBM takes advantage of the known state of the system, the threshold-based 

maintenance is not always an optimal solution. Determining the thresholds that guarantees safety 

under different kinds of uncertainties can be a tough work. It requires the experience of reliability 

experts as well as some robust and accurate algorithm, which might be computational costly. In 

addition, the pure CBM, i.e., planning the maintenance only based on the actual health state of the 

system and trigging maintenance anytime when needed without taking into account the 

preventative maintenance, leads to unscheduled maintenance, which is costlier due to less 

notification in advance. Recently, a lot of attention moves to predictive maintenance (PdM). In 

many literatures, CBM refers to as PdM. Indeed, both CBM and PdM rely on the condition 

monitoring to the system, thus rely on sensor technique, data acquisition and storage technique etc. 

to know the damage state of the system. However, after being aware of the health state, the policy 

of planning maintenance scheme in CBM and PdM is different. Zhou [20] presented the concept of 

condition-based predictive maintenance that integrates the prediction tools into CBM to provide the 

assessment and prediction of the system hazard rate based on the collected information through 

continuous monitoring, with the aim of determining the required maintenance action prior to any 

predicted failure. This concept is very close to current idea of PdM and could be seen as a 

transition from CBM to PdM. According to [21, 22], the big difference between CBM and PdM is 

that CBM only uses current system state information to make the maintenance policy while by 

contrast, PdM makes use, in addition to current degradation information, of predictive information 

in the form of remaining useful life or the predicted damage index distribution to optimally 

schedule maintenance actions. With PdM, it is possible to predict the future degradation trajectory 

of the system thus to predict the possible time when the monitored damage index will reach or 

exceed a threshold. In that case, the staff could plan the maintenance actions in advance. There are 

a lot of literatures that study the predictive maintenance from different aspects. The following 

paragraphs will review the research paper of PdM from policy level, condition-monitoring level 

and system level. 

From policy level, Horenbeek [21]] presented a dynamic predictive maintenance strategy that is 

able to update the maintenance schedule as the new information on the degradation and remaining 

useful life of the system become available. Traore [22] considered a complex and dynamic system. 
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The proposed Failure Mode Effect and Criticity Analysis (FMECA) method was used to identify 

the key component whose failure caused a long downtime of the system. An architecture build of 

supervision and prognostics was developed for predictive maintenance. Nguyen et al. [23] also 

considered a multi-component system with complex structure. A predictive maintenance policy 

with multi-level, the system level and the component level, was developed. The decision rules at 

the system level was to address if preventive maintenance was needed based on the predictive 

reliability of the system and the ones at component level aimed at identifying optimally a group of 

several components to be maintained. Curcuru et al. [24] proposed a sensor-driven predictive 

maintenance policy that determined the time at which the decision must be taken and the date for 

the starting of the maintenance activity. The degradation process was modelled using an 

autoregressive model with drift. The monitoring system was considered imperfect and the influence 

of this uncertainty on the performance of the proposed predictive maintenance was analyzed. 

Supported by huge volume of historic data in combination of failure data, maintenance action data, 

inspection schedule data, train type data and weather data, Li et al. [25] developed 

machine-learning approaches to predict impending failures and alarms of critical rail car 

components to avoid service interruptions and to increase the rail network velocity. Bansal [26] 

proposed a reverse algorithm to improve the estimation of the machine system parameters from the 

motion current signature based on non-linear time series techniques, thus improving the predictive 

maintenance system. Ferrerio et al. [27] applied Bayesian network as the technique for prognostics 

and the developed prognostics tool was integrated in a framework aiming at making final decision 

on airplane maintenance actions. The proposed framework was applied to predict brake wear on 

plane as a use case. Tan et al. [28] developed a framework for predictive maintenance-based 

scheduling of multi-state system, which can give the maintenance schedules based on the failure 

time of the overall system as estimated from its degradation trends. Berenguer et al. [29] proposed 

a predictive maintenance policy for a continuously deteriorating system with two failure 

mechanisms, an excessive deterioration and a shock. An approach combining statistical process 

control (SPC) and condition-based maintenance (CBM) is proposed to optimize the maintenance 

policy. SPC was used to monitor the stress covariate and CBM was used to inspect and replace the 

system according to the observed deterioration level. Kaiser [30] presented a sensor-updated 

degradation-based predictive maintenance policy that combined the component’s real-time 
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degradation signals, acquired through condition monitoring, with degradation and reliability 

characteristics of the component’s population to predict and update the residual life distribution. 

With the aid of the developed stopping rule, the maintenance routine was scheduled based on the 

most recently updated residual life. Zhao et al. [31] developed a predictive maintenance policy 

based on process data, which utilized the results of probabilistic fault prediction that revealing the 

evolvement of the system’s degradation. The proposed two-stage probabilistic fault prediction 

method was based on principle component analysis (PCA) and Bayesian Auto-regression (BAR) 

model. For the off-line stage, the PCA was performed to the historic normal process data to get 

system’s monitoring index, i.e., the combined index. In the on-line stage, BAR model was used to 

get the prediction density of the transformed index in the future time. 

Since the condition-monitoring techniques and the system development of predictive 

maintenance is not the main concern of this paper, the literature of these two aspects will be briefly 

discussed. The most common condition monitoring techniques used in predictive maintenance 

include infrared thermography, ultrasound analysis, acoustic analysis, oil analysis, motor current 

signature analysis, vibration analysis, etc. Huda et al. [32] investigated the application of infrared 

thermography technology as predictive/preventive maintenance to identify the presence of thermal 

defect in electrical equipment. The proposed technique used multiayered perceptron network, 

statistical features and discriminant analysis classifier to characterize the thermal status of hotspot 

into ‘defect’ and ‘no defect’ categories. Orhan et al. [33] studied the vibration monitoring for defect 

diagnosis of rolling element bearing as a predictive maintenance tool. Hashemian et al. [34] 

investigated the function of wireless sensors during the implementation of predictive maintenance 

to the High Flux Isotope Reactor at the Oak Ridge National Laboratory. Carnero et al. [35] 

proposed a model to help select the diagnostic techniques and the instrumentation in a predictive 

maintenance program. From the system development level, Efthymiou et al. [36] proposed an 

integrated predictive maintenance platform consisting of three parts. The first part, data acquisition 

and analysis, was responsible for data extraction and processing. The second part, knowledge 

management, focused on maintenance knowledge modelling and representation. The third part, 

maintenance dashboard, provided advisory capabilities on maintenance planning. Chen et al. [37] 

proposed an aircraft maintenance decision system based on real-time condition monitoring in 

which the data link is used to transmit the aircraft condition monitoring information in real time to 
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the maintenance information process terminal on ground station to complete the automatic 

diagnostic of aircraft equipment or parts. Garcia et al. [38] developed a software application called 

Intelligence System for Predictive Maintenance (abbreviated as SIMAP). SIMAP incorporated the 

real-time information from different sensors and other information sources to early detect possible 

anomalies and thus to optimize and dynamically adapt maintenance calendar. Bansal et al. [39] 

proposed a preventive maintenance system based on a neural network approach. Carnero [40] 

proposed an evaluation system aiming at carrying out the decision making in relation to the 

feasibility of setting up a predictive maintenance. Lee et al. [41] integrated industrial big data 

analytics and cyber-physical systems for future maintenance & service innovation. The authors 

proposed a systematic architecture for applying cyber-physical systems in manufacturing industry. 

2.3 Prognostics methods 

As mentioned preciously, prognostic is the prerequisite of the predictive maintenance and it is 

necessary to establish a link between predictive maintenance and prognostics methods. Prognostics 

originally come from the medical field and now it has developed into an independent engineering 

discipline. Prognostic focuses on predicting the time at which the objective system or component 

can no longer perform its desired function. The predicted time is then called remaining useful life 

(RUL), which is an important concept for decision making. Motivated by reducing the system 

down time and thus saving maintenance cost, prognostics received increasing attention and have 

been widely employed in many industry domains. These domains are mainly heavy industry 

including manufacture, heavy vehicles, mining, power generation, railway, aerospace and defense 

etc., where the system failure will lead to huge economic losses or even catastrophe. 

There are various methodologies and techniques in prognostics. Many researchers reviewed 

these prognostics methods from different points of view. Unfortunately, there is little consensus 

among reviews of the prognostics field as to what classifications are most appropriate for grouping 

remaining useful life prediction models. With the development of prognostics discipline, the 

opinion for the classification of prognostics techniques among researchers converges, that is, the 

prognostics approaches can be categorized broadly into data-driven approaches, model-based 

approaches, and hybrid approaches, each of which has sub-classifications. A family of prognostics 
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approaches is illustrated in Figure 2-2. 

Some review papers will be firstly investigated in this paragraph. Sikorska [42] and An [43] 

gave an overall review of prognostics methods. Although following a different classification, the 

two above mentioned reviews gave comprehensive summaries that include almost all prognostics 

approaches mentioned in Figure 2-2 with investigation on the strength and weakness of each type 

of approach, which provided good references for young researchers first considering options for 

remaining useful life prediction. [44-46] reviewed the prognostics methods in application of 

machinery systems. Si [47] has focused on the statistical data driven approaches in application of 

remaining useful life prediction. The authors classified the observed condition monitoring (CM) 

data into direct CM and indirect CM data. Based on this classification, they classified the statistical 

methods into models based on direct CM data and models based on indirect CM data. The former 

one include regression-based model, wiener process model, Gamma process model and 

Markovian-based model, among which, the regression, Wiener process and Gamma process models 

are used to address the continuous process and the Markovian-based model is used to process the 

discrete space. Models based on indirect CM data is classified into 3 types which are filtering type 

of models, covariate-based hazard model and hidden Markov model (HMM). For filtering type of 

models, the most commonly used are Kalman filter approach and stochastic filter methods such as 

particle filter and multiple-model filter. An [30] studied and discussed the difference in estimating 

model parameters among different prognostics methods: the particles filter, the overall Bayesian 

methods and the incremental Bayesian methods, all of which are based on the same theoretical 

foundation, Bayesian inference. Jouin et al. [48] focused on the particle filter branch among the 

numerous prognostics methods. The authors argued that the particle filter methods had ever 

become a state-of-the-art technique for prognostics and around 50 papers dealing with prognostics 

based on particle filter can be found in the literature in very recent years. This review paper  

introduced the background and a short review about the particle filter in a general context and then 

analyzed the particle filter in prognostics applications. Finally, it highlighted the remaining issues 

and challenges as well as gave solution proposals. 
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Figure 2-2 Family of prognostics approaches 

The application of the above-mentioned prognostics methods will be studied in the following 

parts in terms of the order of data-driven, model-based and hybrid approaches. 

Data-driven methods use information from observed data to identify the characteristics of 

damage progress and predict the future state without using any particular physical model. 

Modelling the evolution of the degradation process relies exclusively on process history data. The 

mathematical models describing the behavior of the degradation process are determined based on 

training data that are obtained under various usage conditions. Hu et al. [49] proposed an ensemble 

data-driven approach that combines multiple member algorithms with a weighted-sum formulation. 

The presented method has overcome the shortcomings of the traditional method: the selected 

standalone algorithm may not be robust and it wastes resources for constructing the algorithms that 

are discarded. Mosallam et al. [50] proposed a two phases data driven approach for RUL prediction. 
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In the offline phase, the method finds variables conveying the information about the degradation 

behavior and the selected variables are constructed to represent the degradation as a function of 

time. The constructed function is saved in the offline database. In the online phase, based on the 

saved data, k-nearest neighbors (k-NN) classifier is used as a RUL predictor. Son et al. [51] 

presented a probabilistic method that combined wiener process with Principal Component Analysis 

to model the deterioration of the components and to estimate the RUL on a case study. 

Model-based approaches attempt to make use of the physical understanding of the system, i.e., 

the physical damage model of the system is assumed available. The damage index is not observable 

directly but can be measured by some devices. The devices give a series of measurement data of 

some physical quantities that related to the system’s damage index. The relation between the 

measured physical quantities and the damage index is described by a measurement model. Eq. (2-1) 

and Eq. (2-2) show the physical model and the measurement model in general case. xk is the state 

vector containing the relevant information required to describe the system under investigation, or, 

in prognostics context, the damage index. zk is a measurement vector representing the noisy 

observation that are related to state vector, generally having the dimension equal or lower than the 

state vector. f is the physical model, which is a possible non-linear function. θis the model 

parameters. h is the measurement model, generally a possible non-linear vector function. w and v 

are the possible process noise and measurement noise. The physical model combined with 

measured data is employed to predict the future behavior of degradation and to predict the RUL. 

The behavior of the damage model depends on the model parameters. Once the damage model is 

determined, model parameter identification becomes the most important issue. The Bayesian 

family approaches are regarded as powerful tools for parameter identification problem. Some 

examples using Bayesian method to implement the prognostics are found in [52-55]. Particle filter 

is the most popular one. Particle filter is a kind of sequential Monte Carlo method that provides a 

numerical solution for Bayesian inference. [56-58] are some cases using particle filter as the 

prognostics method in application of fatigue damage model and Lithium-ion battery degradation 

model. 

),,( 111  kkkk wf θxx  (2-1) 

),( kkk vh xz   (2-2) 

Both data-driven and model-based prognostics methods have their strength and weakness. 
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Model based approaches can implement long-term prediction accurately. But in practice, it may be 

difficult to develop an accurate damage model especially in some complex systems where the 

degradation mechanism is not fully understood. In addition, in many real cases, due to the 

inaccessibility (e.g. piping of deep water offshore well drilling plants) or the measurement 

difficulty (the crack depth of bearings on rotating machinery during online operation) , a 

measurement model is hard or impossible to get. Data-driven methods, on the other hand, do not 

rely on the physical model but on the historic data, such as run-to-fail data, which in practice is 

hard to collet. Hybrid approaches are presented to leverage the strength from both data-driven 

approaches as well as model-based approaches. In fact, it is rare that the fielded approaches are 

completely either purely data-driven or purely model-based. Baraldi [59] presented a hybrid 

method that combines particle filter with neural network to address the non-available measurement 

model problem in model-based approach. In the proposed method, a dataset containing pairs of 

“state-measurement” is available. The dataset is used to train a bagged ensemble of Artificial 

Neural Networks, which is embedded in the particle filter as empirical measurement model. Chen 

et al. [60] proposed an integrated RUL prediction method using adaptive neuro-fuzzy inference 

systems (ANFIS) and high-order particle filtering. The ANFIS is trained and integrated in a 

high-order particle filter as a model describing the fault progression while the particle filter is used 

to estimate the current state and carry out the p-step-ahead prediction. Yu [60] developed a 

prognostics system aiming to integrate the strength of both model-based and data-driven 

approaches. The proposed system first obtains a failure risk probability-based health indication 

during the operation of the machine by deriving a Bayesian-inference probability based on a 

baseline self-organizing map. Then based on the obtained health indication values in time series 

flow, a high-order Markov process is applied to model the machine health propagation. 

2.4 A survey of five most widely used model-based prognostics methods 

As mentioned in Section 2.3, in model-based prognostics, the model parameters are generally 

unknown and need to be identified along with the damage state from the noisy measurements. Once 

the model parameters are identified (usually with some uncertainty), they are substituted into the 

damage model to predict future behavior of damage and thereby to obtain prognostics information 
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such as the distribution of remaining useful life, or the evolution of damage distribution. This 

process can be implemented either through Monte Carlo sampling method or derived in an 

analytical form [61, 62]. It can be seen that in model-based problems, state-parameter estimation is 

the most important issue, which typically resorts to some estimation algorithms. Five 

state-parameter estimation algorithms appeared most commonly in literature include Bayesian 

method, particle filter, Extended Kalman filter, Unscented Kalman filter and nonlinear least 

squares method are introduced. The first four methods are based on Bayesian inference, while the 

last one is a conventional regression method. It is worth mentioning that the estimation methods 

can also be classified in terms of estimation criteria. The most commonly used estimate criterions 

for Bayes estimator include maximum a posteriori (MAP) and minimum mean square error 

(MMSE) criterion while the non-Bayesian criterion involves least squares criterion, maximum 

likelihood criterion, etc. BM and PF employ the maximum a posteriori criterion while EKF is a 

minimum mean square error estimator. The advantages of the above-mentioned algorithms over 

point estimation methods such as maximum likelihood estimate lies in their capability of estimating 

the uncertainty at the same time while giving the expected value of the identified parameters. 

 Extended Kalman filter 2.4.1

The EKF is commonly used for recursive nonlinear state-parameter identification due to its 

excellent filtering properties. A central and vital operation performed in EKF is the propagation of a 

Gaussian random variable through the system dynamics [63]. In the EKF, the state dynamics model 

is expanded as a Taylor series around the prior mean of state variables. By ignoring second and 

higher order terms, the state prediction propagates analytically through the nonlinear system 

equation whilst the state error covariance propagates through a separate first-order linearization of 

the nonlinear system [64]. Due to this linear approximation, EKF introduces errors from the second 

order in the true posterior mean and covariance of the transformed state variable, which may lead 

to sub-optimal results when dealing with significant nonlinearities. However, despite these 

approximations, from a practical application perspective, EKF algorithm remains a powerful tool in 

the nonlinear system state estimation domain and has been successfully used in various engineering 

state-parameter identification problems [65-68]. D’Alfonso et al. [69] used the EKF to estimate the 
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position and orientation of a mobile robot, called Khepera III, a battery-powered mobile robot with 

two independent driving wheels. 5 ultrasonic sensors for medium-range detection (from 25mm to 

4m) were equipped in the robot. The data collected from these sensors were used to estimate the 

position and the orientation of the robot. Kim et al. [70] employed the EKF to estimate the 

hydrodynamic coefficients (specifically the 15 linear damping coefficients) of the AUV-SNUUV I, 

an autonomous underwater vehicle developed by Seoul National University. During the experiment, 

the input/output data were measured for SNUUV I in towing tank. The measured output signals 

were stored in onboard computer during experiment and these were transferred to the host 

computer through WLAN (Wireless Local Area Network). The measured data were used to 

estimate the hydrodynamic coefficients. The results showed that after the initial transition period, 

all the 15 linear damping coefficients converge to some stable values. Bressel et al. [71] used the 

EKF to estimate the state health of proton exchange membrane fuel cell (PEMFC). The considered 

PEMFC is a commercially available five cells stack with an area of 100 cm2 and with a nominal 

current of 60 A. This stack was operated under a constant load (60A) for 1500 h. The stack voltage 

was collected as the measurement data, from which the health state of the PEMFC was estimated. 

The experiments showed that the EKF offered good results in the health state estimation of the 

PEMFC. 

 Unscented Kalman filter 2.4.2

The UKF has been proposed by Julier and Uhlmann [64] in 1990s as a theoretically improved 

alternative to EKF for calculating the statistics of a random variable which undergoes a nonlinear 

transformation[72]. In UKF, a set of points (called sigma points) are chosen according to a specific 

selection algorithm so that the mean and covariance of these sigma points are equal to the state 

posterior mean and state error covariance. Each of these points propagate in turn through the 

nonlinear system equation to yield a set of transformed points of which the statistics are calculated 

as the prior estimates of the transformed state variable. Julier and Uhlmann demonstrated 

theoretically that compared with EKF, the state value estimated by UKF agreed with the true value 

up to the third order and errors were introduced in the fourth and higher order terms. Both EKF and 

UKF predicted the state error covariance up to the second order, but the absolute errors in the 



CHAPTER 2 LITERATURE REVIEW 

21 

fourth and higher order terms for UKF were smaller than those of EKF. The UKF has received 

great attention since it was presented and several studies compared it with EKF. VanDyke et al. [73] 

applied UKF to implement spacecraft attitude state-parameter estimation and compared the results 

with EKF. They argued that their UKF consistently outperform the EKF. Crassidis et al. [74] also 

considered UKF for a spacecraft attitude estimation problem and claimed that for realistic 

conditions, especially when large initialization errors were present, UKF performed better than 

EKF. Qu et al. [75] used UKF for process monitoring and parameter estimation and argued that 

UKF outperformed EKF when severe nonlinearities exist and the measurement noise levels were 

high. However, although UKF has been proved to be a theoretical better approach to EKF, some 

recent research indicate that UKF often shows only a slight improvement and remains comparable 

in performance to EKF in some cases especially when the system is only moderately nonlinear. 

D’Alfonso et al. [69] employed both the EKF and UKF to estimate the position and orientation of a 

mobile robot. They ran their experiments 20 times to evaluate the performance of the EKF and the 

UKF, and found that the two filters performed comparably well in constructing the position of the 

robot and they attributed this to the fact that the nonlinearities in the model were not bad enough to 

highlight any substantial difference. Chowdhary and Jategaonkar [66] employed UKF and EKF to 

implement aerodynamics parameter estimation from flight data. Their results indicated that with a 

nonlinear model, no great difference between the numerical values of parameters was seen and 

UKF showed little improvement in time to convergence as compared to EKF. Wendel et al. [76, 77] 

compared EKF and sigma point Kalman filter for nonlinear problem of tightly coupled GPS/INS 

integration and pointed out that, due to the fact that the higher-order transformation terms were 

negligible in the GPS/INS integration, these two methods offered an identical performance, which 

inferred that a modification of existing EKF-based navigation systems may not result in significant 

performance improvements. Qu et al. [75] applied UKF to a nonlinear process and drew similar 

conclusion: both UKF and EKF performed comparably well and the difference in the results 

achieved by these two estimators was minor when the system did not exhibit a strong extent of 

nonlinearity. Therefore, some researchers hold a conservative attitude for replacing EKF with UKF 

in practical application. 

 Particle filter 2.4.3
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Since its introduction in 1990s, particle filter has become a very popular class of algorithms to 

solve numerically the problem of estimating the posterior distribution of state variables through 

Bayesian inference. PF is greatly considered in many domains such as target tracking, signal 

processing or prognostics. Its application in health management and prognostics is focused in this 

study. Particle-filter based prognostics have been applied in many engineering applications such as 

fatigue crack growth [58, 59, 78], Li-ion batteries [57, 79-81], PEM fuel cells [82-84] machine 

tools [85]. Jouin et al. [48] has given a literature review of particle-filter-based prognostics, in 

which the authors elaborated the theory of particle filter and summarized different type of filters in 

the particle filter family. The drawbacks such as particle degeneracy and particle impoverishment 

problems were discussed and solutions appeared in literature have been summarized. 

The strength of PF lies in its ability for dealing with non-linear non-Gaussian dynamic systems, 

which characterizes the distribution of the state of the hidden Markov model at the present time, 

given the information provided by all of the observations received up to the present time. The key 

idea is to represent the required posterior density function by a set of random particles (or samples) 

and their weights. Note that technically, the parameters are seen as additional state variables and 

artificially appended onto the true state vector to form an augmented state-parameter vector so that 

the particles of state-parameter are processed by PF simultaneously. As the measurements arrive 

sequentially, the weight of each particle is adjusted by comparing the particles and the new arrived 

measurement, i.e., the particles that have a higher similarity with the measurement will be assigned 

a higher weight. PF is composed of two steps at each iteration process: (1) prediction – the particles 

at previous time step propagate through the damage model to form a collect of particles at current 

time, which is seen as the priori distribution at current step (2) update – adjust each particle’s 

weight according to how close the particle is to the current measurement, which is quantified by the 

likelihood function. After a few iterations of prediction-update steps, only a few particles will have 

negligible weight, known as the degeneracy phenomenon, which implies that a large computational 

effort is devoted to updating particles whose contribution to the approximated posterior distribution 

is almost zero. The degeneracy problem typically resorts to resampling methods, whose basic idea 

is to duplicate the high weighted particles while eliminating the low ones. Conventional resampling 

algorithms include multinomial, residual, stratified and systematic resampling. Guo et al. [86] 

compares the PF prognostics results with the above 4 resampling approaches and concludes that 
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systematic and stratifies resampling show the best results with a slight advantage to systemic 

resampling which is proven theoretically superior. Some novel resampling methods involve support 

vector regression-based resampling [87] and monotonic resampling [88]. Note that resampling is 

not necessary to be implemented at each iteration since it can easily cause the problem of particle 

impoverishment, i.e., loss of diversity among the particles. This arises due to the fact that in the 

resampling stage, samples are drawn from a discrete distribution rather than a continuous one. The 

particles with high weight are duplicated too many times while the ones with small weight are 

discarded. After iterations, the presentation of the a posteriori density is approximated by only a 

few high weight particles. If this problem is not address properly, it may lead to “particle collapse”, 

a severe case of sample impoverishment that all particles occupy the same point, giving a poor 

representation of posterior distribution. Many efforts have been made to address the particle 

impoverishment [89-94], according to which, the possible ways to address impoverishment include 

kernel smoothing method, MCMC move method and regularized particle filter. The detail of 

particle filter will be elaborated in the following sections rather than here since it is difficult to start 

with particle filter with only basic conceptions and notations. 

 Bayesian method 2.4.4

Among different ways of applying Bayesian inference, the Bayesian method means here that 

instead of updating the parameter distribution recursively with measurement data that arrives 

sequentially, all measurements are processed simultaneously [95, 96]. The joint posterior 

distribution of parameters at current time step is computed through a single equation, in which the 

likelihood function at each past measurement prior to current time are multiplied together along 

with the priori distribution of parameters. Once the expression of the posterior distribution is 

obtained, a sampling method can be used to draw samples from this distribution, known as target 

distribution. The Markov Chain Monte Carlo (MCMC) method [97] is usually used. It starts from 

an arbitrary initial sample (old sample) and a new sample is drawn from a proposal distribution 

centered at the old sample. The two samples are compared with each other based on an acceptance 

criterion to decide either the new sample is accepted or the old one is reselected. This process is 

repeated as many times as necessary until a sufficient number of samples are obtained. The MCMC 
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sampling results are affected by the proposal distribution and the initial start point. The more 

similar the proposal distribution is to the target one, the better the samples characterize the target 

distribution. Also, if the start point is set with a value that differs largely from the possibility from 

the target distribution, then many iterations (samples) would be required to converge to the target 

distribution. 

 Nonlinear least squares method 2.4.5

The non-linear least squares method is the form of least squares analysis used to fit a set of 

observations with a model that is non-linear with unknown parameters. Detail information about 

nonlinear least squares method refers to [98-100]. In prognostics context, when the damage model 

is a non-linear combination of unknown model parameters, NLS can be used to estimate the 

parameters such that the damage model governed by the estimated parameters fits best the given 

measurement data in the least squares sense, that is, the sum of the squares of the residuals, defined 

as the difference between the measurement data and the model prediction, is minimized. This 

process can be implemented using an iterative process based on some optimization techniques such 

as Levenberg-Marquardt algorithm [101] that combines the gradient descent and the Gauss-Newton 

method. NLS processes the measurement data in a batch way, i.e., all measurement data precede to 

current time are used to identify the model parameters. 

In prognostics, the estimated parameters depend on noisy measurement data, and the optimized 

parameters can be changed when a different set of measurement are used, meaning that the 

uncertainty in measurements is propagated into the uncertainty in parameters. Given Gaussian 

white measurement noise, NLS is able to give the uncertainty level in estimated parameters in the 

form of explicit expressions of covariance. Once the model parameters as well as the covariance 

are estimated by NLS, the damage growth behavior can be predicted based on the samples of 

estimated parameters. 
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CHAPTER 3 STATE-PARAMETER IDENTIFICATION OF DAMAGE 

GROWTH PARAMETERS USING FILTERING METHODS 

3.1 Introduction 

In this chapter, the nonlinear state-parameter identification problem by using filter methods is 

investigated. The theory of Bayesian filter is firstly presented followed by elaborations of three 

widely-used filters, Extended Kalman filter (EKF), Unscented Kalman filter (UKF) and particle 

filter (PF). The performances of the three filters in the context of fatigue damage growth are then 

compared. A simple Paris’ law model is used to model the fatigue damage growth. This chapter is 

organized as follows: Section 3.2 presents the theory foundation of Bayesian inference as well as 

the theories of these three filters in the general case. Section 3.3 from the Paris’ law, a stochastic 

nonstationary crack growth model is derived. This model is well suited to apply above nonlinear 

filtering techniques as a way to estimate the unknown parameters. Section 3.4 gives the application 

of these three filters to the specific fatigue damage model. Numerical experiments are implemented 

in Section 3.5 and concluding remarks are given in Section 3.6. 

3.2 Bayesian estimation 

For real system, the true system state can hardly be observed directly. What can be obtained is a 

series of measurements related to the system state. Due to the work environment or the limitation 

of the measurement devices, the measurement data can be easily contaminated by the random noise. 

This noisy data will be used to estimate the system state. This is the so-called system estimation 

problem. In statistical theory, Bayesian estimate has been a powerful tool for dealing with system 

state estimation problem especially the non-linear and non-Gaussian system. 

Bayesian estimate is based on Bayesian statistic, in which the system state vector x is regarded 

as a random variable with some distribution. The observed measurements containing some noise 

are believed to be used to infer the state distribution. According to Bayesian statistic, some prior 

distribution, denoted as p(x) is firstly assumed to x. This prior distribution is then updated to a 

posterior distribution p(x|z) in the light of new measurement data. The transition from prior to 
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posterior is implemented by Bayesian theorem. 

Suppose a stochastic, discretized, system, which is described by the following state-space 

model: 

1( )

( )
k k k

k k k

F

H
 

  

x x W

z x V
 

F is the system transition function, zk is the measurement at time step k. H is the measurement 

function, W and V are the process and measurement noise respectively. The system S contains two 

stochastic processes, the state transition process and the measurement process. The state transition 

process, ,...2,1}{ kkx , can be regarded as a Markov chain with initial distribution p(x0) and the 

transition probability from one state xk-1 to another state xk is denoted by f(xk|xk-1). The 

measurement sequence {z1:k} depends conditionally on the states and the condition distribution is 

h(zk|xk). h(zk|xk) is also known as likelihood function. The system state could be completely 

characterized by the state initial distribution p(x0), state transition probability f(xk|xk-1) and the 

likelihood function h(zk|xk). The system state estimation problem in terms of Bayesian inference is 

thus defined as: given a sequence of measurements {z1:k}={z1,z2,…zk}, find the optimal estimate of 

the current state xk|z1:k. The posterior distribution of xk|z1:k is calculated recursively by two steps: 

(1) Prediction (Chapman-Kolmogorov function) 

1: 1 1 1 1: 1 1( | ) ( | ) ( | )k k k k k k kp p p d    x z x x x z x  (3-1) 

(2) Update (Bayesian inference) 

1: 1
1:

1: 1

( | ) ( | )
( | )

( | )
k k k k

k k
k k

p p
p

p





z x x z

x z
z z

 (3-2) 

Eq.(3-1) and Eq.(3-2) are called Bayesian filter functions. However, Eq.(3-2) is only a 

conceptual solution and in general case, the explicit solution of the functions cannot be obtained. 

Therefore, a whole family of filtering tools is developed to find the approximate numerical 

solutions. The choice between theses filters depends on the dynamics of the system and the shape 

of the noise distribution. If the system is a linear Gaussian system, then the Kalman filter is an 

effective way to find the numerical solutions and is extended as the so called Extended Kalman 

filter (EKF) in order to deal with the non-linear Gaussian system. Furthermore, in the frame of EKF, 

Julier etc. presented the Unscented Kalman filter (UKF) in 1990s, which argues outperform EKF in 
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terms of precision. However, neither of Kalman filter nor EKF nor UKF could solve Bayesian filter 

problem in case of the non-linear, non-Gaussian system. In 1990s, particle filter is presented, which 

gives the numerical solution of Bayesian filter for the non-linear non-Gaussian system. In the 

reminder parts of this chapter, the basic Kalman filter, EKF, UKF and particle filter will be 

elaborated, followed by a numerical application in context of fatigue damage propagation. 

 Kalman filter 3.2.1

Kalman filter is an algorithm that uses a series of measurements observed over time, containing 

statistical noise and other uncertainties, and produces estimates of unknown variables that tend to 

be more precise than those based only on a measurement or based only on the system model. 

Table 3-1 Linear stochastic system model and measurement model 
Model Discrete Time Equation Number 
System state transition function 

111   kkkk wxx  (3-3) 

Measurement function 
kkkk vxHz   (3-4) 

System process noise 
0)( kE w  (3-5) 

k
T
ik QikE )()( ww  (3-6) 

Measurement noise 
0)( kE v  (3-7) 

k
T

ik RikE )()( vv  (3-8) 

Consider the stochastic dynamic system given in Table 3-1. Suppose that a measurement is 

made at time k and this measurement will be used to update the estimate of state x of the stochastic 

system at time k. It is assumed that the measurement is linearly related to the state by an equation 

(Eq.(3-4)), where H is the measurement matrix and vk is the measurement noise. Kalman filter is a 

linear estimator, that gives the updated estimate, or the posteriori estimate, denoted by kk|x̂ , as a 

linear function of the a priori estimate 1|ˆ kkx and the measurement zk: 

kkk|kkk|k zKxKx  1
1 ˆˆ  (3-9) 

The objective is to seek the matrices such that the new estimate will satisfy the orthogonality 

principle, whose condition can be written in the form 

,1,...2,1,0)]ˆ([ |  kiE ikkk
Tzxx  (3-10) 

0)]ˆ([ |  Tzxx kkkkE  (3-11) 

The derivation process of finding 1
k

K is not presented here and only the final expression of 1
k

K  is 
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given. Readers could refer to [102] for details. The choice of 
1
kK  causes Eq.(3-9) to satisfy a 

portion of the orthogonality condition given by Eq.(3-11). 

1
k k k K I K H  (3-12) 

Substitute the formula for 1
kK into Eq.(3-9), one can obtain  

)ˆ(ˆˆ 1|1||   kkkkkkkkk xHzKxx  (3-13) 

Define the errors: 

kkkkk || ˆ~ xxx   (3-14) 

1|1| ˆ~
  kkkkk xxx  (3-15) 

1xHzzzz  kkkkkkk |ˆˆ~  (3-16) 

kk|
~x and 1|

~
kkx are the estimation errors after and before updates, respectively. kz~ is the error 

between the true measurement kz and the estimated measurement kẑ . z~is also called innovation. 

By definition, the priori error covariance is 
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111|11   kkkkk QP  (3-17) 

The error covariance matrix of measurement is defined as 
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    11|   k

T

kkkk RHPH  (3-18) 

The cross error covariance matrix of state and measurement is defined as 
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    kkk HP 1|   (3-19) 

After these definitions, we now present the derivation of the expression of Kalman gain Kk. The

kk|x̂ depends linearly on xk, which depends linearly on zk. Therefore, from Eq.(3-11) 

0)ˆ]ˆ([ |  Tzxx kkkkE  (3-20) 

and also (by subtracting Eq.(3-11) from Eq.(3-20)) 

0)~]ˆ([ |  Tzxx kkkkE  (3-21) 

Substitute for kx , kk|x̂ and kz~ from Eq.(3-3), Eq.(3-9) and Eq.(3-16) respectively. Then Eq.(3-21) 

becomes 
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It satisfies the equation 

0)( 1|   kk
T

kkkkk RKHPHKI  (3-22) 

And therefore, the Kalman gain Kk can be expressed as 

1
1|1| ][ 

  k
T

kkkk
T

kkkk RHPHHPK  (3-23) 

Consider Eq.(3-18) and Eq.(3-19), Kk can also be written as 

1
,~~,~~
 kkk zzzx PPK  (3-24) 

which indicates that the Kalman gain is equivalent to the cross error covariance matrix k,~~zxP times 
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the inverse of the measurement error covariance matrix k,~~zzP . This conclusion will be used in the 

unscented Kalman filter that will be discussed in Section 3.2.3. 

Now seek to express kk|P in terms of 1| kkP . 

)~~( ||
T

kkkkk|k E xxP   (3-25) 

Subtract xk from both side of Eq.(3-13), one can obtain 
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~)(~  (3-26) 

By substituting Eq.(3-26) into Eq.(3-25) and noting that 0)~( 1|  kkkE vx , one obtains 
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Consider Eq.(3-23) that T
kk|kk

T
kk|kkk HPRHPHK 11 )(   , then Eq.(3-26) becomes 

1)(  k|kkkk|k PHKIP  (3-27) 

Now, given an initial state value 0|0x̂ and initial error covariance matrix P0|0, the state and 

covariance can be calculated recursively. The calculation includes two steps, prediction and 

measurement update. The algorithm of the Kalman filter is summarized in Table 3-2. Furthermore, 

Figure 3-1 illustrates intrusively the dynamic process of Kalman filter. 

Table 3-2 Algorithm of Kalman filter 
1. Initialization 

For k=0, give the initial mean 0|0x̂ and the covariance P0|0 

2. for k=1,2,… 
(a) Prediction: 
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(b) Measurement update: 
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 Extended Kalman filter 3.2.2

Many dynamic systems and sensors are not linear in real cases, but they are not far from it. 

Following the considerable success enjoyed by linear estimation methods on linear problems,  
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Figure 3-1 Illustration for dynamic process of Kalman filter 

people tried to extend it toward nonlinear systems through some approximation ways. A 

straightforward idea is to use the Taylor expansion to expend the system state transition function 

and the measurement function around the estimated optimal value. 

A central and vital operation performed in EKF is the propagation of a random variable through 

the system dynamics [63]. In the EKF, the state dynamics model is expanded as a Taylor series 

around the a posteriori mean of state variable of previous time step. By ignoring second and higher 

order terms, the state prediction propagates analytically through the nonlinear system equation 

whilst the state error covariance propagates through a separate first-order linearization of the 

nonlinear system. Due to this linear approximation, EKF introduces errors from the second order in 

the true posterior mean and covariance of the transformed state variable, which may lead to 

sub-optimal results when dealing with significant nonlinearities. However, despite these 

approximations, from a practical application perspective, EKF algorithm remains a powerful tool in 

the nonlinear system state estimation domain and has been successfully used in various engineering 

state-parameter identification problems. Consider the nonlinear stochastic system given by Table 

3-3, in which Fk and Hk are nonlinear functions. 

Table 3-3 Nonlinear stochastic system model and measurement model 
Model Discrete Time Equation Number 
System state transition function 
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Expend the state transition function and the measurement function around the optimal value 
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1|1ˆ  kkx  and neglect the second the higher order terms, Eq.(3-28) and Eq.(3-29) have been 

approximated by 

11|1111|1 )ˆ()ˆ(   kkkkkkkkk wxxΦxFx  (3-34) 

kkkkkkkkk vxxCxHz   )ˆ()ˆ( 1|1|  (3-35) 

in which 1kΦ and Ck are the Jacobian matrix of system model and measurement model, 

respectively. 
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Then the linearized non-linear Gaussian system is 
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 (3-39) 

in which 1|111|1 ˆ)ˆ(   kkkkkk xΦxF and 1|1| ˆ)ˆ(   kkkkkk xCxH are deterministic given 1|1ˆ  kkx and 

1|ˆ kkx . Note that in EKF, only the state errors propagate through the separate linear system whilst 

the state prediction propagates through the nonlinear equations. The algorithm of EKF is 

summarized in Table 3-4. 

Table 3-4 Algorithm of Extended Kalman filter 
1. Initialization 

For k=0, give the initial mean and the covariance P0|0  

2. for k=1,2,… 
(a) Prediction: 
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(b) Measurement update: 
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 Unscented Kalman filter 3.2.3

The UKF is based on the idea that it is easier to approximate a probability distribution than to 

approximate an arbitrary nonlinear transformation. The algorithm is based on propagating carefully 

selected finite set of points, called sigma points, through the system nonlinear dynamics, and then 

approximating the first two moments of the distribution (mean and covariance) through a suitable 

method; such as weighted sample mean and covariance calculations. Studies on the theoretical 

framework of the UKF algorithm can be found in [64, 72]. For the nonlinear system presented in 

Table 3-3 the procedure of propagating the system state from time step k-1 to time step k through 

UKF is explained below. 

(1).The filter is initialized with the estimated state mean and state covariance matrix P0|0. 

(2).2n+1 points, called sigma points ( nii 2,...,1,0,  ), are calculated based on the state 

posterior mean and error covariance matrix, where n is the dimension of the state vector. Supposing 

at time step k-1, the posterior mean and error covariance 1|1ˆ  kkx are and 11  |kkP . The sigma points 

are calculated as 

1|110 ˆ   kkk xχ ,  (3-40) 

ni|kki,ki,k 2,...2,1ˆ 1111   xσχ  (3-41) 

where 

niforn i|kki,k ,...2,1))(( 111   Pσ 
 (3-42) 

niforn i|kkn,ki ,...2,1))(( 111   Pσ 
 (3-43) 

Note that index ( ) i denotes the i-th column of the matrix ( ) . The matrix’s square root can be 

calculated by using a lower triangular Cholesky factorization method that prevents the negative 

covariance matrix [103]. is a scaling parameter that we will detail later. It provides an extra 

degree of freedom to “fine tune” the higher order moments of the approximation, and can be used 

to reduce the overall prediction error. The generated sigma points assure that 




 
n

i
|kkkiiW

2

1
111, x̂χ  (3-44) 

1|1111,

2

1
111, )ˆ)(ˆ( 


  kk

T
|kkki

n

i
|kkkiiW Pxχxχ  (3-45) 

0|0x̂
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in which W is the weight of each point that can be calculated as: 

)/(0   nW   (3-46) 

ninWi 2,...2,1))(2/(1    (3-47) 

(3).Each sigma point propagates from k-1to k through the nonlinear system equation: 

)( 1,,  kikki χFχ
 (3-48) 

(4).The statistics of the propagated sigma points are calculated as the a priori mean and error 

covariance of the state at time step k 




 
n

i
kiikk W

2

0
,1|ˆ χx  (3-49) 

T
kkki

n

i
kkkiikk W )ˆ()ˆ( 1|,

2

0
1|,1| 


  xχxχP  (3-50) 

(5). Each sigma point ki,χ transforms through the measurement equation to generate an estimated 

measurement ki,γ . 

)( ,, kikki χHγ 
 (3-51) 

(6). The mean and covariance of the estimated measurement are calculated based on the statistics of 

the transformed points: 


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i
kiik W
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,ˆ γz

 (3-52) 

T
kki
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i
kkiik W )ˆ()ˆ( ,

2

0
,,~~ zγzγP zz 



 (3-53) 

(7).The cross-correlation covariance of state-measurement can be obtained as: 




 
n

i

T
kkikkkiik W

2

0
,1|,,~~ )ˆ)(ˆ( zγxχP zx  (3-54) 

(8). The Kalman gain matrix is approximated from the cross-correlation covariance and the 

estimated measurement covariance as: 

1
,~~,~~
 kkk zzzx PPK  (3-55) 

(9). The posterior estimates of state mean and error covariance are: 

)ˆ(ˆˆ 1 kkkk|kk|k zzKxx    (3-56) 



CHAPTER 3 STATE-PARAMETER IDENTIFICATION USING FILTERING METHODS  

35 

T
kkkk|kk|k KPKPP zz ,~~1    (3-57) 

Different aspects that need to be considered during the implementation of the above procedures 

are summarized below: 

(1).The scaling parameter in Eq.(3-42) affects the scaling of the fourth and higher order 

moments of the distribution of i . It is often given by the following equation nn  )(2 

where n is the dimension of the state vector.  controls the spread extent of the sigma points 

around the mean and is usually set to a small positive value (e.g.,1e-3).  is the secondary scaling 

parameter usually set to be 0. The value of is crucial for the UKF estimator. An inappropriate 

choice of will cause the estimator divergence. 

(2).In the algorithm of UKF, the generation of sigma points depends on the calculation of the 

square root of the covariance matrix. Since the orthogonal or symmetric matrix square roots are 

numerically sensitive and computationally expensive to find, in practical, more efficient and stable 

methods such as the Cholesky decomposition are generally recommended to calculate the matrix 

square root. 

(3).In general UKF, the process noise should be incorporated into the state vector, which makes 

the dimension of state vector augment from n to n+q, where q is the dimension of process noise 

vector. However, the process noise is assumed to be zero-mean or additive in practice, which does 

not require augmenting the state vector with the noise variables, thus decreasing again the number 

of points required to be propagated through the nonlinear system from 2(n+q) to 2n. 

 Particle filter 3.2.4

In this part the algorithm of particle filter will be derived. The problems coming across in this 

process, particle degeneracy and particle impoverishment, as well as their solutions will also be 

presented. 

3.2.4.1 Basic Monte Carlo method 

As discussed in Section 3.2, Bayesian inference in non-linear non-Gaussian dynamic models 

relies on the posterior distribution )|( :1 kkp zx . In many scenarios, it is not possible to compute 
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these distributions in closed-form. Monte Carlo method is introduced to approximate these 

distributions; that is numerical schemes in which the distributions of interests are approximated by 

a large collection of N random samples termed particles [103]. 

Suppose that N independent random particles are sampled from the posterior distribution

)|( :1 kkp zx ; that is Nip kk
i
k ,...2,1),|(~ :1 zxx , then the Monte Carlo method approximates the 

distribution )|( :1 kkp zx : 





N

i

i
kkkk N

p
1

:1 )(
1

)|(ˆ xxzx   (3-58) 

in which is the dirac delta function. For system state estimation problem, the objective is to obtain 

the expectation value of the state. Once the posteriori distribution of state is approximated, the 

expectation value, given by 

 )|()())(( :1kkkk pffE zxxx  (3-59) 

can be approximated by 


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kkkkk

f
N

dpffE

1

:1

)(
1

)|(ˆ)())((ˆ

x

xzxxx
 (3-60) 

Eq.(3-60) indicates that the expectation value of the system state can be estimated by the average of 

each particle’s state value. However, one problem exists in Monte Carlo approach is that if

)|( :1 kkp zx is very complex, then it is difficult or even impossible to sample from )|( :1 kkp zx . To 

address this problem, the importance sampling is introduced. 

3.2.4.2 Importance sampling 

Importance sampling is a fundamental Monte Carlo method. The idea behind this method is 

that since it is difficult to sample from )|( :1 kkp zx , then a proposed density, )|( :1kkq zx , from which 

it is easier to sample is introduced. )|( :1 kkq zx is called importance density. After the introduction of

)|( :1kkq zx , Eq.(3-59) could be written as 
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in which 
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Given that 

kkkkk dppp xxxzz  )()|()( :1:1  

Eq.(3-61) can be further written as: 
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The expectation computation problem in Eq.(3-63) could be approximated by the basic Monte 

Carlo method introduced in 0. Specifically, sample N particles from the proposed importance 

density, i.e., )|(~}{ :1
)(

kk
i

k q zxx , and the approximation of ))(( kfE x , denoted by ))((ˆ
kfE x , is 

calculated by 
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in which 
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Eq.(3-65) is the normalized weight of particle i. It can be seen that in Eq.(3-64), the estimated state 

expectation is no longer the average state value of each particle, but a form of weighted sum. Each 

particle has its own weight. The greater the weight is, the more confidence one has on the 

corresponding particle. Note that in Eq.(3-60), the particles come from the distribution )|( :1 kkp zx  

while in Eq.(3-64) the particles are sampled from the importance density )|( :1kkq zx  

In Eq.(3-62), the calculation of the weight wk depends on all the measurements proceed k, i.e., 

z1:k. The computational complexity increases with the time evolving. In order to admit a fixed 

computational cost in each time step, it is necessary to derive a recursive form of calculating wk, 

which is elaborated in the following. This solution involves selecting an importance density 

function that could be decomposed as the following form: 

0: 1: 0: 1 1: 0: 1 1: 1( | ) ( | , ) ( | )k k k k k k kq q q  x z x x z x z  (3-66) 

The recursive form of the posteriori probability density function is presented as 
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The weight in Eq.(3-62) is then derived as 

( )
( ) 0: 1:

( )
0: 1:

( ) ( ) ( ) ( )
0: 1 1: 1 1

( ) ( ) ( )
0: 1 1: 1 0: 1 1:

( | )

( | )

( | ) ( | ) ( | )

( | ) ( | , )

i
i k k

k i
k k

i i i i
k k k k k k

i i i
k k k k k

p
w

q

p p p

q q
  

  





x z

x z

x z z x x x

x z x x z

 

   
),|(

)|()|(

:1
)(

1:0
)(

)(
1

)()(
)(
1

k
i
k

i
k

i
k

i
k

i
kki

k q

pp
w

zxx

xxxz




  

   
),|(

)|()|(
)(
1

)(

)(
1

)()(
)(
1

k
i

k
i

k

i
k

i
k

i
kki

k q

pp
w

zxx

xxxz




  (3-67) 

Note that the last step during the above derivation is due to the Markov process: the current 

state is only related to the previous state. This gives ),|(),|( )(
1

)(
:1

)(
1:0

)(
k

i
k

i
kk

i
k

i
k qq zxxzxx   . The most 

common choice for the importance density is the priori probability density function; that is

)|(),|( )(
1

)()(
1

)( i
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i
kk

i
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i
k pq   xxzxx . In that case, the Eq.(3-67) is reduced to 
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)|( )()(
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)( i
kk
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i
k pww xz  (3-68) 

Note that the weight in Eq.(3-67) is non-normalized. It should be normalized according to Eq.(3-65) 

before it can be used to calculate the expectation in Eq.(3-64). The basic particle filter is 

summarized in Table 3-5. 

Table 3-5 Basic algorithm of particle filter 
(1)Draw N particles from the initial state distribution 

Nipi ,...2,1),(~ 0
)(

0 xx  

(2)For k=1,2,… 

(a) Draw particles: )|(~ )(
1

)()( i
k

i
k

i
k p xxx  

(b) According to Eq.(3-67), calculate the weight of each particle recursively. 

(c) Normalize the weight according to Eq.(3-65) 

(d) Calculate the estimated state according to Eq.(3-64) 

End for 

3.2.4.3 Particle degeneracy and resampling 

After a few iterations, all but one particle will have negligible weight. It has been shown that 

the variance of the importance weights increases over time, and thus, it is impossible to avoid the 

degeneracy phenomenon. This degeneracy implies that a large computational effort is devoted to 

updating particles whose contribution to the approximation to 1:( | )k kp x z  is almost zero. Suitable 

measures of degeneracy could be [89]: 

( ) 2

1

1ˆ

( )
eff N

i
k

i

N
w






 (3-69) 

After getting the weight
)(i

kw , calculate effN̂ . If effN̂ is smaller than a threshold denoted by NT, then 

resample the particles { )()( , i
k

i
kw x } to obtain N i.i.d samples ( )*{1/ , }i

kN x . 
*)(i

kx represents the resampled 

particles and after resampling, the weight of each particle becomes 1/N. This improved particle 

filter is called Sequential Importance Resampling (SIR) particle filter. SIR particle filter is the most 

prevalent particle filter. The idea of SIR is to redistribute the particles according to their individual 

weight. Particles with high weights are replicated and particles with low weights are discarded, as 

shown in Figure 3-2 [79]. 



CHAPTER 3 STATE-PARAMETER IDENTIFICATION USING FILTERING METHODS 

40 

 

Figure 3-2 Illustration of particle filtering process [79] 

Among several methods, the inverse CDF method is used for resampling, shown as Figure 3-3. 

a CDF is constructed from the likelihood function. Then, a random value is generated from U [0, 1], 

which becomes a CDF value. Finally, a sample of the parameter having the CDF value is found, 

which is marked by a rectangle in Figure 3-3. 

 

Figure 3-3 Illustration of resampling method [79] 

Table 3-6 SIR particle filter 
(1)Draw N particles from the initial state distribution 

Nipi ,...2,1),(~
0

)(
0

xx  

(2)For k=1,2,… 

(a) Draw particles: k
i

k
i

k
i

k p )|(~ )(
1

)()(
xxx  

(b) According to Eq.(3-67), calculate the weight of each particle. 

(c) Normalize the weight according to Eq.(3-65). 

(d) If effN̂  <NT, do resample, obtained the resampled particles and their 

weight { Ni
k

/1,*)(x } 

(e) Calculate the estimated state according to Eq.(3-64) 

End for 
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3.2.4.4 Particle impoverishment and its potential solutions 

Resampling is prevalent in particle filter to address the degeneracy problem. However, it 

introduces a new problem, the problem of loss of diversity among the particles, called particle 

impoverishment. This arises due to the fact that in resampling stage, samples are drawn from a 

discrete distribution rather than a continuous one. The particles with high weight are duplicated too 

many times while the ones with small weight are discarded. After iterations, the presentation of the 

a posteriori density is approximated by only a few high weight particles. If this problem is not 

addressed properly, it may lead to “particle collapse”, which is a severe case of sample 

impoverishment that all particles occupy the same point in the state space, giving a poor 

representation of the posterior density. 

For the problem of degeneracy, the solution of resampling is a mature technique and has been 

widely accepted and used by many researchers. However, the solution of solving the 

impoverishment problem is still in the stage of exploration. Some publications that talk about 

impoverishment problem including [57, 89-94]. According to these publications the possible ways 

to address impoverishment include Markov Chain Monte Carlo (MCMC) move method and 

Regularized particle filter (RPF), in which the particles are samples from a continuous distribution 

instead of a discrete distribution in the resampling step. Here one of the most common MCMC 

methods, the Metropolis-Hasting (M-H) algorithm is adopted to mitigate the particle 

impoverishment. 

The M-H algorithm employs a conditional density, known as proposal distribution. The 

standard Metropolis-Hasting algorithm is summarized as follows [91]: 

 Choose a starting point x0, and set i=0; 

 Given current state xt, draw x* from T(x*| xt) and draw a random number u from 

U(0,1); 

 Accept xt= x* if 

}
)|()(

)|()(
,1min{

*

**

tt

t

xxTxf

xxTxf
u   

Otherwise, xt+1=xt; 

 Set i=i+1, go back to the first step. 
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The target distribution and the proposal distribution are denoted by f and T respectively. Usually, 

the proposal distribution is chosen to be symmetric. Then an acceptance-rejection rule is applied to 

generate the chain. The proposal distribution can be the prior, while in this study, a special case of 

M-H algorithm, namely, the Random-Walk Metropolis (RWM) is implemented in SIR particle filter, 

which is straightforward and efficient. 

The theory behind RWM is to perturb the current state of the chain by adding some “noise”, i.e.,

ttxx ' , where )(~  gt is i.i.d. for different time t. The new candidate still stays in the 

neighborhood of the state xt. The mission is to determine if the new value is of interest or not by 

applying the rejection rules. Usually, )(~  gt is chosen to be symmetric and a common choice is 

Gaussian or uniform distribution. The RWM is summarized below: 

 Choose a starting point x0; 

 Given the current state xt, generate )(~  gt , then evaluate ttxx ' ; 

 Draw a random number u from U(0,1), and accept xt+1=x’ if 

)(

)( '

txf

xf
u   

Otherwise, xt+1=xt; 

 Set i=i+1, go back to the first step. 

3.3 Damage propagation modeling 

Fatigue damage is one of the major failure modes of aircraft structures. Especially, repeated 

pressurization/depressurization cycles during take-off and landing cause many loading and 

unloading cycles which lead to fatigue cracks in the fuselage panels. Prediction of fatigue crack 

propagation and estimation of remaining useful life (RUL) can be implemented to improve 

maintenance strategies. This is particularly crucial for predictive maintenance, which tries to reduce 

unnecessary scheduled maintenance stops. 

Cracks or damages in this paper refer to existing flaws on the fuselage panel of an aircraft and 

are modeled as through-the-thickness center straight cracks in an infinite plate. This assumption is 

well verified if the crack size is small compared to the distance between fuselage stiffeners. For 

larger crack sizes the model can be adjusted by considering corrective terms in the calculations of 
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the stress intensity factors to account for boundary conditions effect of stiffeners. Crack 

propagation can be modeled in myriad ways depending on different phenomena to which the 

critical crack site is subject [104-106]. Based on airframe fatigue tests on various military aircrafts, 

Molent et al. concluded that a simple crack growth model adequately represented a typical crack 

growth [107]. In this work, the celebrated Paris’ law is selected to describe the crack growth 

behavior since it is commonly used for fatigue analysis due to its simplicity. The Paris’ law is given 

by [108]: 

( )mda
C K

dk
    (3-70) 

where a is the half-crack size in meter, k is the number of load cycles. da/dk is the crack growth 

rate in meter/cycle. C and m are the Paris’ law parameters which are associated with material 

properties. K  is the range of stress intensity factor in MPa m , which is given in Eq. (3-71) as a 

function of the pressure differential p, fuselage radius r and panel thickness t. The coefficient is a 

corrector factor intends to compensate for modeling the fuselage as a hollow cylinder. 

a
t

pr
AK   (3-71) 

Although the crack propagation is a continuous accumulation process, the length of crack size 

is measured every flight cycle in practice, which can be modeled by a discrete process. 

Furthermore, the EKF algorithm that we seek to apply usually needs to be implemented 

numerically and there might not be adequate computational power to integrate the system dynamics 

as necessary in a continuous-time EKF. Hence, system dynamics is discretized such that a 

discrete-time EKF can be used [109]. Euler method is employed to discretize Eq.(3-70). By using 

Euler method, Eq.(3-70) can be rewritten as ( )m
k k ka a C K k    .The precision of discretization 

depends on the discrete step. To reduce the discrete error, k  is set to be one, i.e., the 

discretization step of the Paris’ law is taken at every flight cycle k, which is the minimal possible 

value from physical and practical point of view. Then the discrete Paris’ law is written in a 

recursive form, given in Eq.(3-72). 
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 (3-72) 

Note that C and m are the parameters associated with material properties and remain constant once 
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determined, while the pressure differential p can vary at every flight cycle. Then at each cycle, the 

pressure pk is a random variable, which is expressed as 

kk ppp   (3-73) 

The disturbance kp around the given average pressure p is modeled as a centered normal 

distribution with variance 2 . Note that the corresponding variations in pk are intended to model 

variations in cruise altitudes of the aircraft for different flights. It would also be possible to model 

different cruise altitudes by variations in p directly but in this work we considered to model this 

through a perturbation term, given that the various possible cruise altitudes are relatively close to 

each other for a given aircraft. Then Eq.(3-72) becomes 

1 1( , Δ )k k ka g a p p    (3-74) 

Since uncertainty on pressure is generally small, a Mean-Value First Order Second Moment 

(MVFOSM) approach [110] based on first order Taylor expression is considered in this paper. This 

gives: 
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where
p

pag k


  ),( 1

is the first order partial derivative of g with respect to the second variable p at the 

point ),( 1 pak and can be obtained analytically. 
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pag
as the addictive process noise and considering that p is a given constant, 

Eq.(3-75) could be written as: 

11)(   kkk wafa  (3-76) 

where 
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According to Eq.(3-76) the additive process noise kw follows a normal distribution with mean zero 

and variance Qk: 
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Since the crack size is measured by sensors, the measured crack size always contains noise due to 

the harsh working environment and sensor limitations. The measurement data is modeled as 

kkk vaz   (3-79) 

in which vk is the measurement noise such that vk ~ N(0,R). 

3.4 State-parameter identification using filtering methods – an application to 

fatigue damage model 

In this section, EKF, UKF and PF are employed to implement the state-parameter estimation 

problem in the context of fatigue damage model. Specifically, the state refers the crack size and the 

parameters are the two Paris’ law parameters m and C. The EKF/UKF are grouped and use the 

same estimation framework while the PF is hereafter presented separately. 

The two Paris’ law constants {m, C} are treated as parameters to be estimated. This makes sense 

as for an aircraft containing hundreds of fuselage panels, it is normal that the variability are present in 

the material property parameter among the panel population. Although the nominal values of the 

Paris’ law constants can be known since the material used to construct large commercial aircraft can 

be well characterized, fatigue is very dependent on minor microstructure irregularities which are 

difficult to control during the manufacturing process. This leads to various production batches of the 

material (Al-alloy) having somewhat different fatigue properties. In a large fleet of aircraft it thus 

cannot be assumed that all panels of all aircraft have the same fatigue properties as the nominal 

specification of the material manufacturer. Currently to account for this variability between different 

panels of an aircraft and between different aircraft, large safety factors are used when calculating 

fatigue life: a safety factor of 3 is typically assumed by the major manufacturers [111, 112]. The 

corresponding variability is thus significant. Variability in {m, C} present through the panel 

population in a fleet affects the crack propagation rate of each panel, resulting in different time-to-fail 

for each panel. This fact is important for the operation and management team of an airline to plan the 

optimal maintenance strategy. It is with this motivation that the Paris’ law constants are treated as 

parameters that need to be identified for each individual panel. This is beneficial for crack growth 
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prognostics and further for optimizing aircraft maintenance decision-making. In addition, we also 

consider the uncertainty present during crack propagation processes, which is characterized by 

assuming the pressure differential is uncertain and varies in each flight cycle. 

 Crack size Paris’ law parameter estimation by EKF/UKF 3.4.1

3.4.1.1 Estimation framework 

Estimation of parameters by a filtering approach can be classified into two categories, joint 

filtering and dual filtering [113-115]. Both of them use a similar filter to estimate state and 

parameters simultaneously. Joint filtering defines the parameter vector of interest as an additional 

state variable and artificially appends it onto the true state vector. The appended proportion of 

augmented state vector does not change beyond the effects of process noise during the time-update 

process while the augmented error covariance matrix is propagated as a whole (i.e. The parameters 

inherently do not depend on time evolution and keep constant). 

In the aforementioned crack growth model, m and C are the unknown parameters that need to 

be estimated. Therefore, a two-dimensional parameter vector is defined as 

Θ [ , ]Tm C  (3-80) 

Appending to the state variable, that is crack length a, the augmented state vector is defined as 

T
au Cma ][x  (3-81) 

Using subscript "au" to denote all the augmented variables, the extended system equation is 

represented as Eq.(3-82) and expanded in the form of matrix for the sake of clarity, given by 

Eq.(3-83). Note that in Eq.(3-83), the function f refers to the one in Eq.(3-76). 

1,1,, )(   kaukauaukau f wxx  (3-82) 
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The augmented process noise covariance matrix, denoted by kauQ , is written in Eq.(3-84), in which

kQ is the variance of process noise on crack length given in Eq.(3-76). 
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Reminder that the measurement is modeled as Eq.(3-10), namely, zk=ak+vk, where vk is Gaussian 

with noise with variance R. 

3.4.1.2 Estimation by EKF 

For the augmented system of Eq.(3-82), the EKF consists of initialization, extrapolation and 

update. 

Initialization: 

Four variables, process noise covariance matrix Qau, measurement noise variance R, estimated 

initial state value 0,ˆ aux and initial state error covariance matrix P0 should be initialized. Qau is a 

3-by-3 matrix including only one nonzero element Qk, which is given in Eq.(3-76). R can be 

obtained from the sensor specifications. 0,ˆ aux is a 3-by-1 vector containing 3 elements, 0â , 0m̂ and

0Ĉ , which are the initial guess for crack length and parameters, respectively. In this paper, 00 ˆ,ˆ ma

and 0Ĉ are generated randomly from uniform distributions. Note that the uniform distributions are 

used here only for making sure the initial guesses are random and biased from the true value. Once 

the guesses have been drawn, the uniform distributions will not be used in EKF process and hence 

have no impact on estimation of EKF on kk ma ˆ,ˆ and kĈ . P0 represents the confidence in the initial 

estimate of the state vector. In the absence of any a priori knowledge of the initial state values it is 

common to assume high values for the P0 matrix. In contrast if one is confident of the initial 

estimate of the state, P0 is generally set small values. 

Extrapolation: 

According to EKF recurrence formulas, the system propagates as follow. 

)ˆ(ˆ 1|1,1|,   kkauaukkau f xx  (3-85) 

Rewriting Eq.(3-85) in matrix form for sake of clarity, the above equation is equivalent to: 
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The error covariance P propagates as follow: 

| 1 1 1| 1 1 , 1Φ ΦT
k k k k k k au k      P P Q  (3-87) 

where  is the Jacobian matrix of the augmented system equation fau at point

, 1| 1 1| 1 1| 1 1| 1
ˆˆ ˆ ˆ[ , , ]au k k k k k k k kx a m C        . It is computed as follows: 
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Update: 

Calculate the Kalman gain. 

1
| 1 | 1[ ]T T

k k k k k k k k R 
  K P H H P H  (3-88) 

where Hk is the Jacobin matrix of the measurement equation at point ]ˆ,ˆ,ˆ[ˆ
1|1|1|1|,   kkkkkkkkau Cmax . 

In this case, Hk=[1 0 0]. 

The estimated measurement can be computed as 

1|ˆˆ  kkk az  (3-89) 

The a posteriori estimate of state is obtained from Eq.(3-89). It is expanded in matrix form for 

clarity, as given in Eq.(3-90) 

)ˆ(ˆˆ ,,1|,|, kaukaukkkaukkau zzKxx    (3-90) 
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 (3-91) 

Finally, the error covariance matrix is updated as follow, in which I is unit matrix. 

1|| ][  kkkkkk PHKIP  (3-92) 

3.4.1.3 Estimation by UKF 
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The detailed algorithm of UKF has been elaborated in 2.4. Here only the process of generating

 and the corresponding sigma points are detailed. In the case of Paris’ law parameter estimation, 

the dimension of the augmented state vector is 3. So 7 sigma points ( , 0,1...6i i  ) are generated. 

Supposing at time step k-1, the posterior mean and error covariance 1|1ˆ  kkx are and 11  |kkP . Let us 

denote the matrix 11)(  |kkn P as below: 
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 (3-93) 

Each sigma point 1, ki is a 3-by-1 vector and the 7 sigma points constitute a 3-by-7 matrix which 

is expressed below: 
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For the augmented system in Eq.(3-85), the procedure of propagating the system state from time 

step k-1 to time step k through UKF is summarized in Table 3-7. 

 Crack size-Paris’ law parameter estimation by PF 3.4.2

The sequential importance resampling (SIR) particle filter will be used. When using the PF 

framework to the specific crack size-Paris’ law parameter estimation problem, the following issues 

are customized. 

(1) The parameter vector could be either a scalar of m or C, or a vector contains both m and C, 

depending on the parameter of interests. 

(2) The initial particles are drawn from uniform distribution such as ( )
0 ,~ ( )i

low upa U a a ,

( )
0 ~ ( , ), 1,2,...i

low upU i N    . Note that alow, aup, low , up are the lower and upper bound of  
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Table 3-7 Summary of UKF algorithm 
1. Initialize 0,ˆ aux P0 

For each time step: 1, 2...k end  
2. Generate the sigma point matrix

1k   

3. Compute weight of each point as: 

0 =

1
1,2,...2

2( )i

W
n

W i n
n








 


 

4. Use the augmented system equation fau to transform each sigma point 1, ki into

ki, : 

)( 1,,  kiauki f   

5. Predict the state mean and error covariance as: 
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6. Use the augmented measurement equation to transform each sigma point ki,

into ki, :  

kiki ,,    

7. Compute the mean and covariance of predicted measurement as: 
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8. Compute cross-correlation covariance of state-measurement 
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9. Compute Kalman gain  
1

ˆˆˆ
 zzzxk PPK  

10. Update the state mean and error covariance 
)ˆ(ˆˆ ,,1|,|, kaukaukkkaukkau zzK  xx  

T
kzzkkkkk KPKPP ˆˆ1||    

uniform distribution for a and  , respectively. Then the initial particle is formed as 

( ) ( ) ( )
,0 0 0[ ,Θ ], 1,2,...i i i

au a i N x  

 (3) The initial weight of each particle is assigned 1/N, i.e., Nwei /1)(
0  . Note here use the 

denotation “we” instead of “w” to denote the particle weight in order to distinguish with the system 

noise “w”. 

(4) The importance sampling function is chosen as the state function fau. That is to say, the 

“sampling from the prior distribution” in the general PF framework is implemented by propagating 

each particle through the state function, as shown in Eq.(3-94). Eq.(3-94) is expended as the vector 
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form for clarity, shown in Eq.(3-95). 

)(
1,

)(
1,

)(
, )( i

kau
i

kauau
i

kau f   wxx  (3-94) 
















































0

)( )(
1

)(
1

)(
1

)(

)( i
k

i
k

i
k

i
k

i
k wafa

 (3-95) 

(5) The weight of each particle has the same form as the PDF of the measurement noise but 

with the mean value equaling to the current arrived measurement zk. Reminder the measurement 

noise vk is Gaussian white noise with variance R. Therefore, the weight )(i
kwe  is calculated as 








 
  R

za

R
wewe k

i
ki

k
i

k 2

)(
exp

2

1 2)(
)(
1

)(


 (3-96) 

(6) The optimal estimates of the system state is calculated by Eq.(3-97), where )(~ i
kew  is the 

normalized weight. 
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In summary, the procedure of using SIR particle filter to the specific fatigue damage model is 

summarized in Table 3-8. 

 Table 3-8 Procedure of applying SIR particle filter to fatigue damage model 
(1)For k=0, draw N particles from the initial state distribution 

NiaaUa uplow
i ,...2,1),(~ ,
)(

0   

NiU uplow
i ,...2,1),(~ ,
)(
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Nia iii
au ,...2,1],,[ )(

0
)(

0
)(

0, x  

Assign each particle
)(

0,
i

aux  the initial weight 1/N. 

(2)For k=1,2,… 

(a) Propagate each particle
)(

0,
i

aux through Eq.(3-94) 

(b) Calculate the weight of each particle using Eq.(3-96). 

(c) Normalize the weight and then the particles and their weight are represented as {
)(

0,
i

aux , )(~ i
kew }. 

(d) Calculate effN̂ according to Eq.(3-69). If effN̂  is smaller than some threshold, do resample, 

obtained the resampled particles and their weight{
)(
,

i
kaux ,1/N} 

(e) Calculate the estimated state according to Eq.(3-97) 
End for 

3.5 Numerical study 

 Performance of EKF/UKF 3.5.1
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This part investigates the application of the EKF and UKF algorithms to the estimation of the 

parameters m and C and true crack size a based on noisy measurements of the crack size in an 

aircraft fuselage panel. The noisy measurements are not real measurements but simulated ones 

based on the crack size evolution law to which we add simulated noise. The values in Table 3-9 are 

used for the numerical simulations. The values defining the aircraft geometry are characteristic of a 

short range commercial aircraft. The total number of simulation steps is set to be 60000 cycles 

based on the typical lifetime of such short-range commercial aircrafts. The parameter vector , 

composed of the two material property parameters {m, C}, has been defined in Eq.(3-80). 

Table 3-9 Numerical values for case study 
Parameter Denotation Type Value Unit
Fuselage radius r Deterministic 1.95 m 
Panel thickness t Deterministic 2e-3 m 
Correct factor for stress 
intensity factor 

A Deterministic 1.25 - 

Pressure differential p Normally distributed N(0.06,0.003) MPa
True initial crack length a0 Deterministic 0.5e-3 m 
True Paris’ law parameter m Deterministic 3.8 - 
True Paris’ law parameter C Deterministic 1.5e-10  - 
Estimated initial crack length 0â  Uniformly distributed U(a0-0.25a0, a0+0.25a0) m 

Estimated initial Paris’ law 
parameter 

0m̂  Uniformly distributed U(m0-0.25m0, m0+0.25m0) - 

Estimated initial Paris’ law 
parameter 

0Ĉ  Uniformly distributed U(C0-0.25C0, C0+0.25C0) - 

Initial error covariance matrix P0 Deterministic 4 10(1 10 ,1,1 10 )diag     - 

Measurement noise variance R Deterministic (10%a0)
2 - 

According to the numerical experiments, the performance of EKF and UKF based on only one 

run is difficult to evaluate. Sometime UKF outperforms EKF while sometime on the contrary. In 

order to compare the average performance of EKF against UKF, A series of 100 numerical 

experiments under the same initial conditions have been implemented. In each experiment, we 

pre-generate simulated measurement data and these data are used in both EKF and UKF. The 

parameter convergence paths of these 100 experiments given by EKF and UKF are illustrated in 

Figure 3-4 and Figure 3-5. 

To characterize the convergence behavior over these 100 samples, 4 indicators, k̂ , error ,

kESMˆ  and MSEk are established. k̂ is the average value of these 100 samples at the k-th flight 

cycle, as shown in Eq.(3-98), in which ns is the number of repetitions of the simulations, here, 

ns=100. error is the absolute value of relative error on k̂ , calculated through Eq.(3-99), in which

 denotes the “true” value of parameter. 
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Figure 3-4 100 convergence path of ‘m’ by EKF and UKF 

 

Figure 3-5 100 convergence path of ‘C’ by EKF and UKF 
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To measure the spread of the EKF estimation, the estimated variance at the k-th flight cycle in 

presence of the true values of the parameters, MSEk, is computed through Eq.(3-100). Moreover, 

the estimated variance at k-th flight cycle in absence of the true values of the parameters, kESMˆ , is 

also given by Eq.(3-101). This indicator can be useful for determining the confidence interval when 
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the true values are unknown, which is typically the case in prognostics of residual life. 
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Note the difference between MSE and kESMˆ . MSE is used to indicate how far on average the 

collection of estimates are from the true values of parameters being estimated, which in practice, 

are generally unknown, while kESMˆ indicates how far, on average, the collection of estimates are 

from the average value of estimates. Table 3-10 lists the four indicators of the EKF and UKF 

estimator for m and C after 100, 1000, 10000, 30000 and 60000 cycles. 

Table 3-10 Comparison k̂ / error / kESMˆ /MSE of m and C over 100 simulations 

No. of cycles Para. Filter ̂  error (%) ˆMSE  MSE 

100 cycles 
m 

EKF 3.8420 1.1046 0.3215 0.3233 
UKF 3.8410 1.0791 0.3169 0.3185 

C 
EKF 1.5067E-10 0.4462 5.0522E-22 5.0567E-22 
UKF 1.5066E-10 0.4433 5.0006E-22 5.0050E-22 

1000 cycles 
m 

EKF 3.7122 2.3105 0.1830 0.1907 
UKF 3.6460 4.0518 0.1715 0.1952 

C 
EKF 1.4988E-10 0.0783 5.2087E-22 5.2089E-22 
UKF 1.4942E-10 0.3878 5.1842E-22 5.1876E-22 

10000 cycles 
m 

EKF 3.8017 0.0453 0.0142 0.0142 
UKF 3.8410 0.1664 0.0155 0.0155 

C 
EKF 1.5222E-10 1.4797 3.7710E-22 3.8208E-22 
UKF 1.5141E-10 0.9423 3.7221E-22 3.7420E-22 

30000 cycles 
m 

EKF 3.7917 0.2190 0.0023 0.0024 
UKF 3.7894 0.2793 0.0019 0.0020 

C 
EKF 1.5156E-10 1.0393 8.7134E-23 8.9589E-23 
UKF 1.5255E-10 1.7015 7.4442E-23 8.0956E-23 

60000 cycles 
m 

EKF 3.8025 0.0651 0.0000 0.0000 
UKF 3.7995 0.0122 0.0000 0.0000 

C 
EKF 1.4920E-10 0.5360 1.2643E-24 1.9173E-24 
UKF 1.5014E-10 0.0952 1.5426E-24 1.5630E-24 

The performance comparisons between EKF and UKF for estimating the parameter m is given 

in Figure 3-6. The left panel presents the comparison between m and km̂ . Note that km̂ is the average 

value over 100 simulations. The right panel in Figure 3-6 gives the absolute value of relative error, 

i.e.| km̂ -m|/m. Similar, The performance comparison between EKF and UKF for estimating the 

parameter C is given in Figure 3-7. The left panel illustrates the comparison of C and kĈ . kĈ  is 

the average value over 100 simulations. The right panel in Figure 3-7 gives the absolute value of 

relative error, i.e.| kĈ -C|/C. 
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Figure 3-6 Performance comparisons of EKF and UKF for estimating the parameter “m” 

 

Figure 3-7 Performance comparisons of EKF and UKF for estimating the parameter “m” 

Crack size evolution based on one simulation is illustrated in Figure 3-8. The left panel is the 

comparison between true crack size ak and estimated crack size given respectively by EKF ( )(ˆ E
k

a ) 

and UKF ( )(ˆ U
k

a ). Each point represents a noisy measurement. Note that only one point every 100 

cycles is represented in order not to overload the figure. It can be seen that the estimated crack size 

by both EKF and UKF fits well the true one (solid line) even with polluted measurements (solid 

points). The EKF outperforms slightly the UKF during the first several hundred flight cycles while 

finally the UKF gives better estimate to crack size that is closer to the true value. The right subplot 

gives the relative error between ak and kâ , i.e. aaak /ˆ  . Both of the relative error of EKF and UKF 

begin with a high value of 0.4% due to a large biased initial estimate for crack size and decreases 

rapidly to nearly 0.1% after 1000 flight cycles. Then they fluctuate to a small extend but keep very 
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low (less than 2%) and overall decline progressively. However, note that UKF is much more 

time-consuming than that of EKF (12.38s vs 3.48s, on an Intel(R) i3-4130, 3.40GHz CPU) since a 

transformation of 7 sigma points is required at each time step compared to only one point 

performed in EKF. 

According to the numerical experiments, it can be seen that when providing the same 

measurements and running the simulation once, the performance of UKF over EKF shows 

randomness and is difficult to evaluate. But when runs the simulation many times (e.g., 100 times) 

and comparing the avergae value of the estimates, the UKF performs better than EKF in terms of 

the relative error, as shown in Figure 3-6 and Figure 3-7. However, UKF has its shortcomings. 

Firstly, UKF is sensitive to the scaling parameter and has a strict constraint for the choice of the 

initial state error covariance matrix P0. Improper selection of  will cause estimator divergence 

while an inappropriate value of P0 may lead to a non-positive semi definite state error covariance 

matrix after several iterations, which makes Cholesky factorization impossible. Secondly, UKF is 

much more time-comsuing than EKF since a transformation of 7 simga points are required 

compared with EKF which needs to process only one point. Accordingly, the author concludes that 

for fatigue crack propagation problem EKF is an accurate and efficient recursive state/parameter 

estimation approach. 

 

Figure 3-8 Crack size evolution based on one simulation 
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parameters m and C and crack size a based on noisy measurements. The numerical values used in 

particle filter experiments are reported in Table 3-11. Note that the initial distribution in the last 

three lines refers to the distribution from which the initial particles, a0
(i), m0

(i), C0
(i), are drawn. The 

initial distribution is assumed as a uniform distribution with the range of 50% around the true value. 

N=200 particles are used. In order to mitigate the particle impoverishment phenomena, a shorter 

time-scale is preferred to reduce the recurrence number. To this end, the crack is set to propagate 

from a relative larger initial value a0=10mm, compared with the 0.5mm used in EKF/UKF. A 

threshold ath=40mm is set to prevent the crack from growing too large to some impractical value. 

The numerical experiments are separated in three parts. In the first two parts, the parameter m and 

C are estimated separately one after another. Then in the third part m and C are estimated 

simultaneously. 

Table 3-11 Numercial values used in particle filter experiments 
Parameter Denotation Type Value Unit 
Fuselage radius r Deterministic 1.95 m 
Panel thickness t Deterministic 2e-3 m 
Correct factor for stress intensity 
factor 

A Deterministic 1.25 - 

Pressure differential p Normal N(0.06,0.003) MPa 
True initial crack length a0 Deterministic 10e-3 m 
True Paris’ law parameter m Deterministic 3.8 - 
True Paris’ law parameter C Deterministic 1.5e-10  - 
Measurement noise variance R Deterministic (10%a0)

2 - 
Initial distribution of a0 - Uniform U[7.5e-3,12.5e-3] m 
Initial distribution of m  Uniform U[3,4] - 
Initial distribution of C  Uniform U[0.5e-10, 3e-10] - 

Firstly, the parameter C is fixed as the true value 1.5e-10 and m is treated as unknown. In this 

case, the augmented state vector has the form such as xau=[a,m]. The initial particles are drawn 

such that a0
(i)~U[7.5e-3,12.5e-3], m0

(i)~U[3,4], i=1,2,…N. The estimation result of m is shown in 

Figure 3-9(a). It indicates that m converge to its true value with time evolving. The comparison 

between the true crack size and the PF estimate is illustrated in Figure 3-9 (b), which shows that the 

estimated crack size well tracks the true one. Note that the measurements are collected every flight 

cycle but plotted every 100 cycles in order to not overdensify the figure. 

Then the parameter m is fixed as the true value 3.8 and C is treated as unknown. In this case, 

the augmented state vector has the form such as xau=[a,C]. The initial particles are drawn such that 

a0
(i)~U[7.5e-3,12.5e-3], C0

(i)~U[0.5e-10, 3e-10], i=1,2,…N. The convergence process of C is shown 

in Figure 3-10(a). The crack size estimation by PF is shown in Figure 3-10(b), in which the 

measurements are plotted every 100 cycles. Similar to the previous case, the parameter C 
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converges to its true value with time evolving and the estimated crack size fits well the true one. 

Finally, both the m and C are assumed as unknown and estimated simultaneously. In this case, 

the augmented state vector has the form such as xau=[a,m,C]. The initial particles are drawn such 

that a0
(i)~U[7.5e-3,12.5e-3], m0

(i)~U[3,4], C0
(i)~U[0.5e-10, 3e-10], i=1,2,…N. The convergence 

process of m and C is shown in Figure 3-11. The estimated crack size is illustrated in Figure 3-12, 

in which the measurements are plotted every 100 cycles. 

From the above results, it can be seen that particle filter is well performance in the case of 

dealing one-parameter estimation. When the augmented state is high dimensional including several 

unknown parameters, the estimation quality can be unsatisfactory. In addition, when dealing with 

the long-term iteration, particle filter suffers serious particle impoverish problem. 

 

Figure 3-9 (a) The convergence process of “m” by PF (b) Crack size estimation by PF, in the case 
of only m is estimated 

 

Figure 3-10 (a) The convergence process of “C” by PF (b) Crack size estimation by PF, in the case 
of only C is estimated 
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Figure 3-11 The convergence process of “m” and “C” by PF when estimating “m” and “C” 
simultaneously 

 

Figure 3-12 Crack size estimation by PF, in the case of only C is estimated in the case of estimating 
“m” and “C” simultaneously 

3.6 Summary 

This chapter introduced the Bayesian filter theory and its three numerical implementation 

methods, EKF, UKF and PF. These three numerical appraoches are applied to a specific 

state-paramter estimation problem in the context of fatigue damage model presented by Paris’ law. 

Considering the roubustness, good performance in idenfitiying the model parameters as well as 

cheap computational cost of the EKF algorithom, EKF is chosen as the state-parameter estimation 

solution in the following model-based prognostics method.
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CHAPTER 4 A MODEL-BASED PROGNOSTICS METHOD BASED 

ON COUPLING EXTENDED KALMAN FILTER AND FIRST-ORDER 

PERTURBATION METHOD FOR FATIGUE DAMAGE 

PROGNOSTICS ON FUSELAGE PANELS 

4.1 Introduction 

Fatigue damage is one of the major failure modes of aircraft structures. Especially, repeated 

pressurization/depressurization during take-off and landing cause many loading and unloading 

cycles which can lead to fatigue crack in the fuselage panels. Prognostics, focusing on the 

estimation of the future damage evolution and potential risk associated to a fuselage panel is crucial 

to aircraft safety. For the problem discussed at hand, the model-based prognostics method is 

adopted since the fatigue damage model for metal materials have been well researched and easy to 

obtain. Here the well-known Paris’ law is employed. The two material property parameters in Paris’ 

law and the initial crack size are assumed unknown. Moreover, both the crack size evolution and 

the loading condition at each flight cycle are affected by uncertainties. The model-based 

prognostics method applied in this work is tackled with two sequential phases: (1) estimation of 

fuselage fatigue crack size and identification of unknown model parameters, and (2) 

prediction of the crack size distribution in future evolution. 

The first step of the model-based prognostics is implemented by the Extended Kalman filter 

that has been elaborated in CHAPTER 3. For the second phase, there are two main prediction types. 

The most obvious and widely used one is to predict remaining useful life (RUL), which is defined 

as the operation time of a component left before a damage indicator exceeds a threshold, given the 

component’s current condition and past operation profile. Alternatively, it can also consider the 

evolution of crack size distribution for a given time interval. In some situations, especially when a 

fault or failure is catastrophic, (e.g. fatigue damage of the aircraft fuselage panel), inspection and 

maintenance are implemented regularly to avoid such failures by replacing or repairing the 

components that are in danger. In this case, it would be more desirable to predict the probability 
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that a component operates normally before some future time (e.g. next maintenance interval). This 

can be useful in order to help define the maintenance planning based on a prescribed probability of 

unscheduled maintenance, which imply extra cost and delay. 

Both of the above two prediction types are kinds of predicting reliability, i.e., the ability of a 

system or component to perform its required functions under stated conditions for a specified 

period of time [116]. Many different types of uncertainty sources that present in the dynamic 

system make it computationally expensive to evaluate the reliability of the system when 

considering the traditional Monte Carlo (MC) method or Latin Hypercube Sampling (LHS) [117] 

methods. Several alternative methods have been proposed to overcome this difficulty such as 

first-order reliability method (FORM) [118] and second-order reliability method (SORM) [119]. 

One of the limitations of these methods is that a system dynamic model that describes the system 

degradation mechanism is generally required. For the complex systems whose degradation model is 

difficult to obtain, the above methods are not able to be used. However, once the system dynamic 

model is obtained, the strength of such methods is manifested, namely, they can provide a relative 

long-term prediction for system reliability. 

With the progress of sensor technology and the data acquisition and processing techniques, real 

time monitoring of the system health state is gradually considered in many engineering domains. 

Real time reliability prediction technique used in condition monitoring and maintenance decision is 

highly concerned by engineers. The abundant real time data make it possible to infer the system 

degradation path and then to predict the reliability. The relative methods for real time reliability 

prediction can be roughly classified into two categories: time series modeling and regression 

analysis. Both these two methods learn the degradation path from the historical on-line 

measurements and do not require much knowledge of degradation mechanism. The shortcoming of 

time series methods is that they cannot give a long prediction of degradation propagation and is 

only suitable in some short-term prediction cases. 

The techniques belong to time series analysis include autoregressive moving average (ARMA) 

model, neural networks (NNs), support vector machines (SVMs) and other machine learning 

methods. Dang et al. [120] proposed a reliability prediction method based on degradation measure 

distribution and wavelet neural network. Wu et al. [121] and Karunanithi et al. [122] employed 

neural network to implement the software reliability prediction. Choi et al. [123] examined the 
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performance of two types of classifiers, namely, probabilistic neural network (PNN) and SVM in 

order to find the classification method with the highest accuracy for the estimation of system 

reliability, and compared them with the traditional MC method. Qin [124] constructed a software 

reliability prediction model based on PSO and SVM in which the Particle Swarm Optimization 

(PSO) was introduced to automatically optimize the parameters of SVM. Wu et al. [125] employed 

the least square support vector machine (LSSVM) combined with nonlinear filters, specifically, the 

Extended Kalman filter and the Unscented Kalman filter, to update the reliability data. The 

proposed method was compared with the existing NNs and SVMs and was proved to have better 

performance. Xu et al. [126] studied a dynamic system suffering a hidden degradation process. The 

dynamic system was characterized by state-space model and the particle filtering method was used 

to identify the model parameters. Based on the on-line estimation of the unknown parameters, a 

real-time reliability prediction framework was proposed. Amin [127] proposed a time series 

ARIMA (autoregressive integrated moving average) model to address the software reliability 

prediction issue. Lu et al [126] proposed a time series model that was computationally recursive 

and provided short-term, real time forecasts linked directly to conditional reliability estimates. 

Wang et al. [128] presented a reliability prediction for systems with multiple degradation measures 

to characterize the reality that a system may consist of multiple components or a component may 

have multiple degradation paths. These multiple measures may be correlated. 

Support vector regression (SVR) is used as a regression method for reliability prediction. Zhao 

et al. [129] employed the SVR approach to address the system reliability prediction problem given 

a series of failure time data. For the very important SVR parameter selection problem, they 

proposed a combination method of an analytic selection of prior selection followed by a genetic 

algorithm for intelligent optimization to avoid the problems such as divergence, slow convergence, 

local optima, etc. Chen [130] also employed SVR combined with genetic algorithm to implement 

the reliability prediction. Zhao et al. [131] proposed a particle filter-support vector regression for 

reliability prediction in which the particle filter was used to dynamically update the SVR parameter 

when new observations were available. Besides the machine learning methods discussed above, 

other reliability prediction approaches include fuzzy logic method [132-134], Bayesian network 

method [135, 136], stochastic process [137, 138], etc. 

In this work, the Paris’ law is used as the system dynamic model describing the system 
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degradation mechanism, i.e., the crack size propagation. As mentioned above, model-based 

prognostics method in this work is tackled with two steps, as shown in Figure 4-1. The first step, 

i.e., estimating the crack size and the unknown Paris’ law parameters up to the present time 

(denoted by S) using a sequence of measurement data collected during the aircraft service life 

until S, is addressed by the Extended Kalman filter (EKF). The theory of the EKF and its 

implementation for estimating crack size and Paris’ law parameters have been elaborated in chapter 

2. This chapter mainly focuses on the second step, i.e., predicting the statistical distribution 

evolution of the crack size in the future I flight cycles based on the estimated states at time S. 

Once the crack size distribution after any future cycles is obtained, the probability that the crack 

size exceeds a threshold after specific cycles can be predicted. 

A direct Monte Carlo method is first used then a first-order perturbation method is proposed for 

the same objective of predicting reliability while leading to significant computational cost saving. A 

series of numerical experiments are implemented for verifying the performance of the new 

proposed first-order perturbation method and the traditional Monte Carlo method under the same 

condition. 

Reminder that at the end of the first phase (time S), the following information is considered 

available from EKF and will be used as initial conditions of the second phase for both the Monte 

Carlo method and the first-order perturbation method: 

 expected value of the augmented state vector, Sau ,x̂ = [ Sâ Sm̂ SĈ ]T 

 covariance of augmented state vector PS. 

According to the nomenclature in CHAPTER 3 in which the EKF is detailed, the posterior 

estimation for crack size and the material property parameters at time k should be denoted as kka |ˆ ,

kkm |ˆ and kkC |
ˆ . However, they are denoted as kâ , km̂ and kĈ for simplicity reason in CHAPTER 4 

since it is not necessary to distinguish the prior and the posterior estimate in this chapter. All the 

estimates given by the EKF refer to the a posteriori estimates. 

According to the philosophy of the EKF algorithm, the state vector xau,S =[as m C]T follows a 

multivariate normal distributed with mean Sau ,x̂ and covariance PS, presented as

),ˆ(~ ,, SSauSau PxNx . 
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4.2 Monte Carlo method 

Based on the available information obtained at time S, one straightforward approach for 

predicting the crack size at a future flight cycle is the Monte Carlo (MC) method. By using the MC 

method, NC samples of the state vector are drawn from their distribution at k=S, i.e. sample i
Sau ,x ~

),ˆ( , SSau PN x (i=1,2,…NC). Propagate forward each sample through the I next flight cycles using 

the discretized Paris’ law in Eq.(3-76) and at any cycle k, NC samples of state vector i
kau,x

(i=1,2,…NC) can be obtained. It should be noted that k is initialized with S+1 and propagates until 

k=S+I. i.e., k=S+1, S+2, … S+I. A histogram of crack size can be built from these NC samples and 

some density estimation methods can be used to generate the approximation of the probability 

density function. Considering typical values that are used for maintenance and using goodness of 

fit tests like Kolmogorov–Smirnov, we found that the distribution of the crack size is always very 

close to a normal distribution. Accordingly, only the mean and standard deviation of crack size a at 

any cycle k are estimated, given in Eq.(4-1) and Eq.(4-2).  

1

1 NC
MC i
ak k

i

a
NC




   (4-1) 

 
2

11

1 






NC

i

MC
ak

i
k

MC
ak a

NC
  (4-2) 

The symbol “MC” in the upper right corner represents “Monte Carlo” method in order to 

distinguish the “First-order perturbation” method that will be discussed in Section 4.3 The 

schematic diagram of predicting crack size using MC method that discussed above is illustrated in 

Figure 4-1. 

 

Figure 4-1 Schematic diagram of predicting crack size using Monte Carlo method 
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4.3 First-order perturbation method 

The objective of the first-order perturbation method is the same as the MC method but it aims 

at predicting more efficiently the evolution of the crack size distribution from S+1 to S+I. Let us 

define: 

m
L a

t

pr
ACpCmaf )(),,,(   (4-3) 

The Paris’ law then becomes 

),,,( 111   kkLkk pCmafaa  (4-4) 

Note that the index k starts from S+1 and propagates until S+I, i.e., k=S+1, S+2,…S+I. Before 

elaborating the first-order perturbation method, we first introduce the concept of “Expected 

Trajectory”. A trajectory is a particular solution for a stochastic system, that is, with a particular 

instantiation for each random variable involved [102]. The term “Expected Trajectory” in this case 

refers to the trajectory that is obtained when the random variables assume their expected values. 

We use the hat symbol ""  to denote the expected value of a random variable, e.g., ka represents 

the expected value of ak. For the problem discussed at hand, the “expected trajectory” of the crack 

size is the sequence{ 1, 2,... }ka k S S S I    obtained as a solution of the following equation with 

zero process noise and with the expected value Sa , m , C and p  as the initial conditions.  

1 1( , , , )k k L ka a f a m C p    (4-5) 

Due to the presence of random noise and uncertainties, ak, m, C and pk are considered random. 

Let the symbol "" denote the perturbation from the expected values, then the real ak, m, C and pk 

can be modeled as 

kkk aaa   (4-6) 

mmm   (4-7) 

CCC   (4-8) 

kk ppp   (4-9) 

Δ kp is an uncertainty related to the cabin pressure differential, which varies from one flight 

cycle to another. On the other hand, Δmand ΔC are uncertainties related to the material properties 

of each panel and thus do not vary when time evolves. Recall the available information given by 
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EKF at k=S, which will be the initial condition in the following derivation. 

   TSSS

T

S CmaCma ˆˆˆ  (4-10) 

  3 1Δ Δ Δ ~ ( , )
T

S Sa m C N P0  (4-11) 

Subtracting Eq.(4-5) from Eq.(4-4), the perturbation of ak is represented as 

),,,(),,,( 1111 pCmafpCmafaa kLkkLkk    (4-12) 

Since fL is differentiable and the perturbation are considered to be small enough, we use a first 

order approximation to derive Eq.(4-12). Let
1 1[ , , , ]k ka m C p λ , which is a known vector, then 

Eq.(4-12) becomes 

1 1 1 1
1 1 1
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k k k k
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   
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λ λ λ λ

 (4-13) 

To make the Eq.(4-13) simpler we make the following substitution: 
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in which wL
k-1 is the process noise, a normal variable with mean zeros and standard deviation σk-1, 

calculated by Eq.(4-18). 

1
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 (4-18) 

Then Eq.(4-13) becomes 

1 1 1 1 1Δ Δ Δ Δ , 1L
k k k k k ka L a M m N C w S k S I             (4-19) 

Eq.(4-19) provides a way to calculate the perturbation of crack size at any cycle. Recalling 

Eq.(4-11) that [ΔaS Δm ΔC] is multivariate normally distributed with zeros mean and known 

covariance PS
+, then the distribution of Δak can be analytically calculated as the function of the 

distribution of [ΔaS Δm ΔC]. The following equations give the 3 steps forward derivation as an 

example and after k times iteration the analytical formula of calculating Δak is given in Eq.(4-20). 
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For simplicity, we use Ak, Bk and Dk to represent the coefficient of Δas, Δm and ΔC respectively 

while Ek denotes the noise term. 

1Δ Δ Δ Δ L
S S S S S Sa L a M m N C w      

2 1 1 1 1 1 1 1Δ Δ ( )Δ ( )Δ ( )L L
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1 1 1 1Δ Δ Δ Δk k S k k ka A a B m D C E        (4-20) 

Note that in Eq.(4-20), ΔaS , Δm and ΔC are stationary random variables whose statistical 

distributions are time invariant. Ak, Bk and Dk are deterministic and evolve with time, which are 

calculated recursively with their initial values AS=LS, BS=MS, DS=NS, as shown in Eq.(4-21) to 

Eq.(4-23). Ek is the only random variable which has a distribution varying from cycle to cycle and 

is derived recursively by Eq.(4-24). Since Ek is a linear combination of wL
k, k=S, S+1, S+2,…, it is 

a normal variable such that Ek ~N(0, Fk), in which Fk represents the variance of Ek. Using the 

recurrence of Eq.(4-24), Fk can be obtained recursively with its initial value Fs=σs, given by 

Eq.(4-25). Note that wL
k and σk in Eq.(4-24) and Eq.(4-25) refer to Eq.(4-17) and Eq.(4-18) 

respectively. 

1 kkk ALA  (4-21) 

kkkk MBLB  1  (4-22) 

kkkk NDLD  1  (4-23) 

L
kkkk wELE  1  (4-24) 

2
1

2
kkkk FLF    (4-25) 

Since Ak Bk Dk are deterministic values and Δas, Δm, ΔC and Ek are random variables, Eq.(4-20) 

is rewritten as matrix form as k k ka  Y β , where Yk=[Ak Bk Dk 1] and [ ]T
k S ka m C E   β . 

Given that  [Δ Δ Δ ] ~ ,T
S ksa m C N P

3 10  and ),0(~ kk FNE , kβ is multivariate normal vector such that

~ ( , )Nkβ μ Σ , in which  140μ  , ( , )ks kdiag P FΣ . Therefore, ka is normally distributed with 
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mean kY μ and variance T
k kY ΣY , which are calculated analytically, 

0k Y μ  (4-26) 

[ ] [ ]T T
k k k k k s k k k kA B D P A B D F Y ΣY  (4-27) 

Given that kkk aaa  and ka is deterministic, ak is a normal variable that ~ ( , )L L
k ak aka N μ σ , in which 

k
L
ak a  (4-28) 

L T
ak k k  Y ΣY  (4-29) 

The above formulas allow computing analytically the evolution of the crack size distribution 

from cycle S+1 to cycle S+I. As summary, the process of calculating the mean and standard 

deviation of ak is reported in Table 4-1. 

Table 4-1 First-order perturbation procedure summary 
1. Initialization  

apCmafLA SLSS  ),,,(1  

mpCmafMB SLSS  ),,,(  

CpCmafND SLSS  ),,,(  

ppCmafF SLSS  ),,,(  

2. for k=S+1,…S+I 
2.1 Propagate the crack size: 

),,,( 11 pCmafaa kLkk    

2.2 Calculate Lk, Mk, Nk and σk : 

apCmafL kLk  ),,,(1  

mpCmafM kLk  ),,,(  

CpCmafN kLk  ),,,(  

ppCmaf kLk  ),,,(  

2.3 Calculate Ak, Bk, Dk and Fk: 
1 kkk ALA  

11   kkkk NBLB  

11   kkkk MDLD  
2

11
2

  kkkk FLF   

2.4 Calculate the mean and standard deviation  
of ak: 

k
L
ak a  

k
T

kkkskkk
L
ak FDBAPDBA   ][][  

End for 

Now the mean and standard deviation of crack size at any future flight cycle from up to which 

the measurement data are collected are calculated analytically. The schematic diagram of the 

proposed EKF coupled first-order perturbation method is given in Figure 4-2. The dashed line in 
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the second phase represents the trajectory of the mean of the crack size estimated by the first-order 

perturbation method, i.e., { 1, 2, ...}k k S S    . For illustrative purpose, the crack size 

distribution at two arbitrary flight cycles k1 (based on estimation μk1 and σk1) and k2 (based on μk2 

and σk2) are illustrated in Figure 4-2. 

 

Figure 4-2 Schematic diagram of model-based prognostics 

4.4 Verification of first-order perturbation method through numerical study 

This section investigates the performance of the proposed first-order perturbation method. 

Firstly, the test case involving fatigue growth on a fleet of aircraft is described. Then the prediction 

comparisons between the first-order perturbation method and the traditional Monte Carlo method 

are provided. 

 Numerical experiment design 4.4.1

The parameters involved in the numerical application are classified into three categories: (1) 

parameters related to panel-to-panel variability; (2) parameters related to EKF algorithm; and (3) 

aircraft geometry parameters. 

A fuselage is composed of several hundred panels. If all the manufactured panels are exactly 

the same and these panels work under exactly the same conditions and environment, then the 

panels will degrade totally identically. However, in practice, due to intrinsic variability in fatigue 
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propagation, the difference of material quality and the various working environment etc, 

uncertainties are considered in the degradation process. For example, each panel can have its own 

initial crack size, material properties and loading condition. We refer to such uncertainties related 

to variation between individual panels as panel-to-panel uncertainty. In this study, the 

panel-to-panel uncertainty is modeled by assuming that the initial crack size a0, the material 

properties parameters m and C follow a predefined statistical distribution. Specifically, a0 is 

assumed log normally distributed while m and log10C are assumed to follow a multivariate normal 

distribution with a correlation coefficient of -0.8, based on the research indicating that m and log10C 

are negatively linearly correlated [139-141]. 

For each individual panel, its a0, m and C are drawn from the above-mentioned distributions 

representing the panel-to-panel uncertainty discussed in the above paragraph. These drawn values 

of a0, m and C are regarded as the unobserved “true” values that need to be estimated by the EKF 

from measurements. The noisy measurements are simulated by adding Gaussian white noise to the 

“true” crack size value. This data is used as the actual measurements for the estimation process. 

During the EKF estimation process, only these noisy measurements data are available, from which 

the crack size and the material properties parameters should be estimated. Besides the measurement 

uncertainty, we also take into account the load uncertainty, i.e., the pressure differential, which 

varies at every flight cycles and is modeled as a normal variable. The EKF algorithm needs to be 

initialized. In particular, the starting point of the estimation algorithm has to be provided. In our 

case, the starting point is drawn randomly from uniform distribution centered at the “true” value of 

a0, m and C respectively and having a range of 50% around these true values. Once this initial 

guess has been provided, EKF makes estimation of ˆka ˆkm and ˆ
kC at each cycle k. Note that to avoid 

a systematic bias, the starting point of the EKF algorithm is different (drawn randomly) for each 

panel in the aircraft. As for the initial error covariance matrix P0, it is chosen depending on how 

much confidence one has to the initial estimates. 

Our potential application object is a typical short rang commercial aircraft such as A320 or 

B737 with a general lifetime of 60000 flight cycles. The values of the time invariant geometry 

parameters defining the fuselage (e.g. fuselage radius, panel thickness) used in the numerical 

experiment are related to such aircrafts. For recall, we define a correction factor A, which intends 
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to account for the fact that the fuselage is modeled as a hollow cylinder (without stringers and 

stiffness). A numerical value has been chosen from the studies by [142]. All the values of the 

above-mentioned three types of parameters are reported in Table 4-2. 

Table 4-2 Parameters used in numerical study 
Description Notation Type Value 
Parameter of panel-to-panel uncertainty 
Initial crack size in meter a0 Lognormal LnN (0.2e-3, 0.07e-3) 

Paris’ law parameter 
m 
C 

Multivariate 
normal 

N(μm, σm , μC , σC , ρ) 

Mean value of m μm - 3.65 
Standard deviation of m σm - 0.22 
Mean value of C μC - Log10(2.75e-10) 
Standard deviation of C σC - 0.25 
Correlation coefficient of m and C ρ - -0.8 
Parameter related to EKF 
Estimated initial crack length in meter 

0â  Uniform U[a0-25% a0, a0+25% a0] 

Estimated initial m 
0m̂  Uniform U[m0-25% m0, m0+25% m0] 

Estimated initial C 
0Ĉ  Uniform U[C0-25% C0, C0+25% C0] 

Initial error covariance matrix P0 - diag ((1e-4)2,(1e-2)2,(1e-10)2) 
Measurement noise variance Ra - (30% a0)

2 
Pressure differential in MPa p Normal N(0.06, 0.003) 
Aircraft geometry parameter 
Fuselage radius in meter r - 1.95 
Panel thickness in meter t - 2e-3 
Correction factor A - 1.25 

To take into account the panel-to-panel uncertainty, we assume N=100 fuselage panels. The 

“true” a0, m and C are simulated by drawing a0
(i), m(i), C(i) (i=1,2,…N) from their respective 

distribution given in Table 4-2 and assigned to each panel. [a0
i mi Ci]T forms the initial condition of 

ith panel. For each panel, the numerical experiment is implemented as following. (1) Compute the 

true crack size ak
(i) at each cycle k for each panel i until a threshold ath=39.5mm is reached and then 

determine for each panel its service life Li (i.e. Li=k such that ak
(i)=ath). ath represents the crack size 

threshold which should not be exceeded in order to maintain the panel integrity. Any panel with a 

crack size reaching ath is regarded as threatening to the aircraft safety and need to be repaired or 

replaced. Among all the panels, we are only concerned about the “dangerous panels” whose service 

life Li is shorter than 60000 flight cycles since 60000 cycles is the lifetime of a typical short-range 

commercial aircraft. (2) For each “dangerous panel”, apply the EKF on the noisy measurements to 

carry out the state-parameter estimation from cycle k=1 until k=Li-J. Here J is set to be 4000 flight 

cycles since this is a typical scheduled maintenance interval for the short-range commercial aircraft 

fuselage panels. (3) For each “dangerous panel”, based on the estimated state vector and the a 

posteriori error covariance matrix given by EKF at k=Li-J, the prediction of the statistical 
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distribution evolution of the crack size in the last J flight cycles is implemented. This prediction is 

computed by both first-order perturbation and MC methods. For MC method, NC=500 samples are 

used. More precisely, for a given threshold, we select the panels that reach this level before the end 

of the aircraft’s life (i.e. 60000 cycles). For each of the dangerous panel, we predict the evolution of 

crack size distribution by using MC and first-order perturbation method in the last J cycles before 

the end of the panel’s service life. This allows validating the proposed first-order perturbation 

method because we deal with the most non-linear part of the Paris’ law. The steps of the numerical 

implementation are summarized below. 

 Step1: For each panel, draw the samples of true initial crack size and the parameters 

respectively: a0
(i)~LnN(0.2e-3, 0.07e-3), [m(i) ,C(i)]~N(µm, σm, μC, σC, ρ), i=1,2,…N. 

 Step 2: Compute the true crack size ak
(i) at each cycle k for each panel i. Then determine for 

each panel its service life Li (i.e. the number of cycle when the crack size reaches the threshold 

ath: L
i=k such that ak

(i)=ath). Consider only dangerous panels (i.e., Li <60000). 

 Step 3: For each dangerous panel, compute the simulated measurements data from k=1 to 

k=Li-J. Apply EKF algorithm on these measurements and obtain a posteriori estimated state 

vector )(
,ˆ i
kaux and the a posteriori covariance matrix Pk

(i), k=1,2,… Li-J 

 Step 4: Predict the last J cycles (from k=Li-J+1 to Li) based on the previously calculated )(
,ˆ i
kaux

and Pk
(i), at k=Li-J using the MC method (see Section 4.2) 

 Step 5: Predict the last J cycles (from k=Li-J+1 to Li) based on the previously calculated )(
,ˆ i
kaux

and Pk
(i) at k=Li-J using the first-order perturbation method (see Section 4.3) 

 Results and discussion 4.4.2

There are 8 “dangerous panels” over the population of 100, which means that the crack in these 

8 panels will grow exceeding the threshold before the end of the aircraft’s life. The initial condition 

of the each dangerous panel and its lifetime are listed in Table 4-3. Figure 4-3 illustrates all the 100 

pairs of {m,C} with plotting the dangerous one in asterisk. 
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Table 4-3 List of dangerous panels 
No. [a0 m C] Corresponding service life 
1 [1.78e-4  3.31  8.45e-10] 50723 
2 [1.93e-4  3.75  4.12e-10] 58255 
3 [1.99e-4  3.31  7.45e-10] 53332 
4 [2.27e-4  3.43  6.11e-10] 51270 
5 [2.48e-4  3.31  8.20e-10] 42142 
6 [2.50e-4  3.33  5.93e-10] 55795 
7 [2.84e-4  3.40  8.17e-10] 33617 
8 [2.87e-4  3.79  3.18e-10] 50628 

 

Figure 4-3 Illustration of 100 pairs of {m, C} 

4.4.2.1 State-parameter estimation 

This part presents and analyzes the state-parameter estimation results given by the EKF through 

reporting the results of panel No.7 as an example since it is not necessary to present all eight 

dangerous panels. Panel No.7 is representative since it has the shortest service life (33617 cycles) 

and is thus the most critical among the 8 panels. The crack size estimation of panel No.7 is shown 

in Figure 4-4. Note that the last 4000 cycles prior to the end of the service life is preserved to verify 

the performance of first-order perturbation method and will not be plotted. Therefore, the time 

range in Figure 4-4 is from one to 29618 (which equals to 33617 minus 4000). The left subplot is 

the comparison between true crack size ak and the EKF estimate kâ . Each point represents a noisy 

measurement used in the EKF. Note that only one point every 100 cycles is represented in order not 

to overload the figure. It can be seen that the estimated crack length (dashed line) fits very well the 

true one (solid line) even with polluted measurements (solid points). The right subplot gives the 

relative error between a and kâ , i.e. aaak /ˆ  , which begins with a high value of 6% due to a large 

biased initial estimate for crack size and decreases rapidly to nearly 1% after 100 flight cycles. 
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Then it fluctuates to a small extend but keep very low (less than 2%) and overall declines 

progressively. 

The parameter estimation results are shown in Figure 4-5, which indicates that the m and C 

converge to their true values with time evolves. Figure 4-5 also gives the 95% confidence interval 

of the estimates, from which it can be observed that the spread decreases over time. 

 

Figure 4-4 Crack size estimation by EKF-panel No.7 

 

Figure 4-5 Convergence process of m and C - panel No.7 

4.4.2.2 Crack size evolution prediction 

This part shows and analyzes the prediction results of all the 8 dangerous panels. The aim is to 

compare the predicted distribution of crack size given by MC (5000 samples are used in MC) and 

the first-order perturbation methods in the last J=4000 cycles before the end of the panel’s service 

life. According to the nature of the EKF, the crack size is normally distributed that is characterized 
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by two parameters, mean and standard deviation. Therefore, comparison of these two methods can 

be implemented through comparing the error between μak
L and μak

MC, σak
L and σak

MC (k=Li-J+1, 

Li-J+2,… Li), namely, the mean and standard deviation given by MC and the first-order 

perturbation methods, respectively. The trajectory comparison of μak
L and μak

MC, σak
L and σak

MC for 

all the 8 dangerous panels during the last 4000 flight cycles are given from Figure 4-6 to Figure 4-9. 

It can be seen that the trajectory of mean and standard deviation given by the first-order 

perturbation method fit well the ones given by the Monte Carlo method. This implies the proposed 

method gives satisfactory performance. 

 

Figure 4-6 The trajectory comparison of μak
L and μak

MC for panel Nos.1-4 

 

Figure 4-7 The trajectory comparison of μak
L and μak

MC for panel Nos.5-8 
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Figure 4-8 The trajectory comparison of σak
L and σak

MC for panels Nos.1-4 

 

Figure 4-9 The trajectory comparison of σak
L and σak

MC for panels Nos.5-8 

The results of the maximal error in the last J flight cycles are reported in Table 4-4. Note that 

the maximal error is obtained at the last cycle Li. The first column is the index of the 8 dangerous 

panels whose initial condition and the corresponding service life have been presented in Table 4-3. 

According to the results, it can draw the following comments. (1) first-order perturbation method 

gives very close results to that of MC with maximal relative error 8.11e-2% for mean (No.4) and 

1.87% for standard deviation (No.1). (2) For panel No. 2, 3, 4, 6, 8, the predicted means by both 

MC and first-order perturbation methods are greater than the true crack size, which equals to the 

4.6 4.7 4.8 4.9 5 5.1

x 10
4

0

0.2

0.4

0.6

0.8

1
x 10

-3 Panel No.1

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

 

 

5.4 5.5 5.6 5.7 5.8 5.9

x 10
4

0

0.5

1

1.5

2

2.5
x 10

-3 Panel No.2

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

 

 

4.9 5 5.1 5.2 5.3 5.4

x 10
4

0

2

4

6

8
x 10

-4 Panel No.3

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

Flight cycles

 

 

4.7 4.8 4.9 5 5.1 5.2

x 10
4

0

0.2

0.4

0.6

0.8

1
x 10

-3 Panel No.4

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

Flight cycles

 

 

FOP
MC

FOP
MC

FOP
MC

FOP
MC

3.8 3.9 4 4.1 4.2 4.3

x 10
4

0

0.2

0.4

0.6

0.8

1
x 10

-3 Panel No.5

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

5.1 5.2 5.3 5.4 5.5 5.6

x 10
4

0

2

4

6

8
x 10

-4 Panel No.6

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

2.9 3 3.1 3.2 3.3 3.4

x 10
4

0

0.5

1

1.5
x 10

-3 Panel No.7

Flight cycles

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n

4.6 4.7 4.8 4.9 5 5.1

x 10
4

0

0.5

1

1.5

2

2.5
x 10

-3 Panel No.8

Flight cycles

S
ta

n
d

ar
d

 d
ev

ia
ti

o
n



CHAPTER 4 A MODEL-BASED PROGNOSTICS METHOD 

77 

threshold ath. This conservative prediction leads to a right decision of repairing or replacing the 

panels thereby ensuring the safety of the aircrafts. Note that even on panels 1, 5, and 7, for which 

the mean estimation is not conservative, when considering the 95% confidence interval, the 

prediction remains by a significant margin on the conservative side. The last column presented all 

the 95% confidence interval of the predicted mean. (3) The first-order perturbation method shows 

its great advantage in computational cost over MC (5000 samples are used) with 0.144s versus 

889.254s, on a desktop with a processor Intel (R) Core(TM) i3-4130 CPU 3.4GHz. The 

computational savings are particularly important to process a large number of aircrafts. 

Table 4-4 Comparison of the mean and standard deviation of the crack size of each “dangerous 

panel” given by MC and first-order perturbation method at the last flight cycle Li 

No. 
μa

L 

(mm) 
μa

MC 

(mm) 
| μa

L - μa
MC |/ 

μa
MC (%) 

σa
L σa

MC 
| σa

L - σa
MC |/ 

σa
MC (%) 

True crack 
size (mm) 

95% C.I. based 
on μa

L and σa
L 

(mm) 
1 39.4 39.5 6.01e-2 8.63e-4 8.79e-4 1.84 39.5 [37.7   41.1] 
2 41.2 41.3 2.32e-1 2.21e-3 2.23e-3 0.95 39.5 [36.9   45.5] 
3 40.0 40.0 2.17e-2 7.02e-4 7.06e-4 0.65 39.5 [38.6   41.4] 
4 41.1 41.1 8.10e-2 9.09e-4 9.18e-4 1.01 39.5 [39.3   42.9] 
5 38.5 38.5 6.17e-3 8.54e-4 8.51e-4 0.25 39.5 [36.8   40.2] 
6 39.8 39.8 1.70e-2 6.19e-4 6.22e-4 0.58 39.5 [36.8   41.0] 
7 38.2 38.2 5.72e-2 1.34e-3 1.34e-3 0.24 39.5 [35.6   40.8] 
8 40.3 40.4 3.17e-1 2.22e-3 2.23e-3 0.37 39.5 [36.0   44.7] 

4.5 Summary 

In this chapter, an EKF coupled first-order perturbation method for model-based prognostics 

for fatigue damage propagation in fuselage panels is proposed. Both the material property 

parameters and the initial crack size are unknown and both the measurements of crack size and 

loading conditions are affected by uncertainties. The presented model-based prognostics method 

includes two sequential phases (1) state-parameter identification from noisy measurements data 

using the EKF algorithm and (2) future damage prediction using the proposed first-order 

perturbation method. The results show that the EKF performs well in state-parameter estimation 

process during which the crack size has been well estimated and the estimated mean values of the 

two unknown material property parameters converge to their true values over time. In the second 

phase, a new first-order perturbation method is employed to predict analytically the evolution of 

the crack size distribution in some future flight cycles from the present estimations given by the 

EKF. The results are compared to that of Monte Carlo method. The comparison shows that the 

first-order perturbation method gives similar prediction performance to MC with a great saving in 
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computational cost. Both Monte Carlo and first-order perturbation methods provide right decisions 

of repairing or replacing panels. This indicates that the first-order perturbation method is effective 

and could be used to replace Monte Carlo method in prognostics problem of fuselage panel fatigue 

crack growth. This is of particular interest dealing with large number of aircrafts, for example, 

planning maintenance strategies for a fleet of aircrafts.
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CHAPTER 5 MAINTENANCE STRATEGIES BASED ON 

MODEL-BASED PROGNOSTICS METHOD 

5.1 Introduction 

Maintenance costs of commercial aircraft typically account for 10% to 20% of the aircraft 

operating costs. Developing efficient maintenance can be an important way for airlines to allow a 

new profit growth. An increasing number of researchers take into account the issues  relating to 

safety, such as product reliability prediction and end-of-life prediction, during the early phase of 

product design [143, 144] to optimize the maintenance planning. 

Aircraft maintenance can be classified into airframe maintenance and engine maintenance. The 

airframe maintenance that deals with non-structural items such as furniture and electronic systems is 

called non-structural airframe maintenance [145] while the one that concerns the fatigue damage in 

the structural section such as fuselage panels is called structural airframe maintenance. In this paper, 

maintenance refers to structural airframe maintenance while engine and non-structural airframe 

maintenance are out of scope of this study. Fatigue damage is one of the major failure modes of 

structures. Especially, repeated pressurization/depressurization cycles during take-off and landing 

cause many loading and unloading cycles, which can lead to fatigue cracks in the fuselage panels. 

The fuselage structure is designed to withstand small cracks. However, if left unattended, the 

cracks will grow progressively and finally cause panel failure. It is important to inspect the aircraft 

regularly so that all damage that have the risk of leading to panel fatigue failure can be repaired. 

Traditionally, aircraft maintenance is performed corresponding to a fixed schedule. At the time 

of scheduled maintenance, the aircraft is sent to the maintenance hangar to undergo a series of 

maintenance activities including both engine and airframe maintenance. Structural airframe 

maintenance is a subset of these activities that focuses on detecting the large cracks that can 

possibly threaten the safety of the aircraft. Structural airframe maintenance is often implemented by 

the time-consuming techniques such as non-destructive inspection (NDI), general visual inspection, 

detail visual inspection (GVI), etc. Since the frequency of scheduled maintenance for commercial 

aircrafts is designed for a low probability of failure of 1e-7 [142], it is very likely that no large crack 
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exists during earlier life of an aircraft. Even so, the intrusive inspection by NDI or GVI for all panels 

needs to be performed to guarantee the absence of critical cracks that otherwise cause fatigue failure. 

With the progress of the sensor technology, data acquisition and storage techniques as well as 

advanced data processing algorithms, structural health monitoring (SHM) system are gradually 

being introduced to aviation industry [2, 3, 8]. SHM employs a sensor network that are sealed inside 

the aircraft structures like fuselage, rotor blades, landing gears, bulkheads, etc., to monitor the 

damage state of these structures. The network may consist of a wide variety of sensor node types, 

strategically distributed in the structure to maximize data collection. The data is collected and 

processed using damaged detection algorithm and feature extraction methods to obtain the damage 

state of the structures. Once the damages in structures are able to be monitored automatically and 

continuously (or as frequently as needed in practice) by SHM system, more advanced 

condition-based maintenance (CBM) can be implemented instead of the scheduled maintenance, 

which could help save maintenance cost by planning maintenance policy based on the actual 

condition of the aircraft, rather than fixed schedules and inspection routines that might not be 

necessary, and thereby reduce aircraft’s downtimes. 

A lot of attention has been paid to CBM in literature and more recently to predictive maintenance 

(PdM). In some literature, PdM is referred to as CBM while in fact they have significant differences. 

Indeed, CBM and predictive maintenance share some characteristics in common that both of them 

rely on the damage-associated data collected by the SHM systems. The difference lies in that in CBM, 

the maintenance decision-making relies only on current damage level while the predictive 

maintenance makes use, in additional to current damage information, of a prognostics index to 

support the decision-making. The remaining useful life (RUL) is the most common prognostics 

index. By taking into account the RUL, the predictive maintenance strategy updates dynamically the 

maintenance schedule and predicts the time for next maintenance. Such predictive maintenance 

policies that adopt RUL as a prognostics index can be found in [23, 146, 147]. On the other hand, in 

some situations especially when a fault or failure is catastrophic, the periodic scheduled maintenance 

is necessary. Generally, the maintenance schedule is recommended by the manufacturer in 

concertation with safety authorities. Arbitrarily deciding the maintenance time only based on the 

estimated RUL without taking into account the periodic maintenance may be too disruptive to the 

original maintenance plan. The arbitrary trigged maintenance is unexpected and less optimal from 
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the economic point of view due to less notification in advance, e.g., the absence of maintenance crew, 

the lack of spare parts, etc. In the above cases, instead of using the estimated RUL to dynamically 

decide the next maintenance time, it would be more desirable to predict the probability that a 

component operates normally before some future time (e.g., before next scheduled maintenance). In 

other words, use the “system reliability in future time” as the prognostics index. This makes sense, 

since it helps make a decision whether or not the system needs to be repaired at current maintenance 

so that one can skip some unnecessary periodic maintenance. The predictive maintenance policy that 

incorporates the “future system reliability” information for supporting decision making can be found 

in [23, 24, 148]. 

For the application of structural airframe maintenance for an aircraft fleet in airlines, 

Pattabhiraman et.al proposed two type of CBM strategies aiming at reducing the number of 

traditional scheduled maintenance [142]. In his solution, the SHM system is proposed to 

monitoring the damage state of the aircraft, by which the damage state could be assessed as 

frequently as needed, not only at the time of scheduled maintenance. One strategy is purely CBM, 

i.e., triggering maintenance anytime when needed only based on the current health state of the 

fuselage panels without considering the recommended maintenance schedule, while the other 

strategy does take into account the schedule. In Pattabhiraman’s strategies, the decisions of asking a 

maintenance stop as well as replacing a panel depend on some fixed thresholds, thus called 

threshold-based maintenance strategies. These thresholds are determined for the entire fleet of 

aircraft to ensure a desirable level of reliability. 

This chapter, building on Pattabhiraman’s work, proposes two types of predictive maintenance 

strategies, which are based on the prognostics methods discussed in CHAPTER 4, i.e., the 

predictive information is used in the maintenance planning. The main difference lies in the repair 

policy of how the predictive information is used. In general, in the first type of predictive 

maintenance policy, the decision of whether to repair a panel or not at a maintenance stop depends 

on the predicted crack size distribution in some future flight cycles. In the second type of predictive 

maintenance policy, the repair decision depends on the ratio that scheduled maintenance cost over 

unscheduled cost, hence is called cost driven predictive maintenance (CDPM). 

This chapter is organized as follows. Section 5.2 presents the new maintenance idea in which 

the SHM systems are introduced. In Section 5.3, some prerequisite concepts and definitions needed 
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before introducing the predictive maintenance policy are given. Then the first type of predictive 

maintenance, which includes two variants PdM and PdM-skip, are detailed in Section 5.4 and the 

second predictive maintenance, called cost driven predictive maintenance, is given in Section 5.5. 

Numerical case study is implemented in Section 5.6. The traditional maintenance and the proposed 

predictive maintenance strategies are compared. Conclusions are drawn in Section 5.7. 

5.2 Traditional scheduled maintenance works in tandem with unscheduled 

maintenance 

Currently, aircraft maintenance is performed on a fixed schedule. Suppose that the aircraft 

undergoes the routine maintenance according to a schedule Tn=T1+(n-1)ΔT, where n=1,2,…, is the 

number of maintenance stop, Tn denotes the cumulative flight cycles at the n-th stop, T1 is the 

number of flight cycles from the beginning of the aircraft’s lifetime to the first scheduled 

maintenance stop. ΔT is the interval between two consecutive scheduled maintenance stops after T1. 

Note that T1> ΔT because fatigue cracks propagate slowly during the earlier stage of the aircraft 

lifetime. With usage and ageing, the aircraft needs maintenance more frequently. The schedule is 

defined by aircraft manufacturers in concertation with certification authorities and aims at 

guaranteeing the safety using a conservative scenario [149]. For a given safety requirement, this 

schedule may not be optimal, in terms of minimizing maintenance cost. Indeed a specific aircraft 

may differ from the fleet’s conservative properties used in calculating the maintenance schedule 

and possibly require fewer maintenance stops. 

For a short range commercial aircraft with a typical lifetime of 60000 flight cycles, the 

maintenance schedule is designed such that the first maintenance is performed after 20000 flight 

cycles and the subsequence maintenance is every 4000 cycles until its end of life, thus adding up to 

10 scheduled maintenance throughout its lifetime, as shown in Figure 5-1. 

 

Figure 5-1 Schedule of the scheduled maintenance 

By employing the SHM system, the damage state could be traced as frequently as needed and 

the maintenance can be asked at any time according to the aircraft health state rather than a fixed 
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schedule. This causes an unscheduled maintenance that could happen anytime throughout the 

aircraft’s lifetime and generally occurs out of all scheduled maintenances time instant. Triggering a 

maintenance stop arbitrarily is distruptive to the current scheduled maintenance due to the factors 

of no advance notification, e.g., less preparation of the maintenance team, unavailable tools, lack of 

spare parts etc. These factors lead unscheduled maintenance more expensive. Therefore, we attempt 

as much as possible to plan the structural airframe maintenance at the time of the scheduled 

maintenance and avoid the unscheduled maintenance in order to reduce the cost. 

On the other hand, it makes sense to skip some scheduled maintenance stops. Since the 

frequency of scheduled maintenance for commercial aircrafts is designed for a low probability of 

failure (1e-7), it is very likely that no large crack exists during earlier life of the aircraft. Even so, 

according to the traditional scheduled maintenance, the intrusive inspection by NDI, GVI or DVI 

for all panels needs to be performed. Thanks to the on-board SHM system, the real time damage 

assessment could be done on site instead of exactly in the hangar, leading to the possibility of 

skipping some unnecessary scheduled maintenance if there are no life-threating cracks on the 

aircraft. If the crack missed at schedule maintenance grows too big to threaten the safety between 

two consecutive scheduled maintenances, the unscheduled maintenance is triggered at once. The 

frequent monitoring of the damage status would ensure the same level of reliability as scheduled 

maintenance. One thing that needs to be noted is that our objective is to plan the structural airframe 

maintenance by using predictive maintenance while the engine and non-structural airframe 

maintenance are always performed at the time of scheduled maintenance. 

In summary, it is beneficial that in civil aviation industry the traditional scheduled maintenance 

works in tandem with the unscheduled maintenance. 

5.3 Prerequisite concepts and definitions 

In this section, some prerequisite concepts and definitions are given first. These concepts and 

definitions will be used in the following parts of introducing the two types of predictive 

maintenance policies. 

 Two types of uncertainties considered in the maintenance policy 5.3.1
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Two different kinds of uncertainties are considered, which are called panel-to-panel uncertainty 

and epistemic uncertainty. 

Panel-to-panel uncertainty considers the variability across the panel population. A fuselage 

composed of several hundreds of panels. If all the manufactured panels are exactly the same and 

these panels work under exactly the same conditions and environment, then the panels will degrade 

identically. However, in practice, due to the intrinsic variability in crack initiation and propagation, 

the difference of material quality and the various working environment, uncertainty exists in the 

degradation process. For example, each panel can have its own initial crack size and material 

properties. In this study, the panel-to-panel uncertainty is modeled by assuming that the initial 

crack size a0, the material properties parameters m and C follow a predefined distribution. 

Specifically, the initial crack size a0 is assumed lognormally distributed while m and log10C are 

assumed to follow a multivariate normal distribution with a negative correlation coefficient, based 

on the research indicating that m and log10C are negatively linearly correlated. 

Process uncertainty, which is of epistemic nature, refers to the uncertainty present in each 

individual panel during its crack propagation process. This uncertainty represents the lack of 

knowledge on the information of each single panel, such as the uncertain initial crack size a0 and 

the uncertain material property parameters {m, C}. This information should be inferred by EKF 

that is detailed in CHAPTER 3. During the EKF process, for the i-th panel, the initial guess for a0
(i), 

m(i) and C(i) are given and fed to EKF as the start point. As the noisy measurements arrives 

sequentially, at each time step k, EKF incorporates the measurements and gives the optimal 

posterior estimates to ak
(i), m(i) and C(i) along with the estimation variance, which reduces gradually 

as time evolves due to more measurements being are available. According to the nomenclature in 

CHAPTER 3 where the EKF is detailed, the posterior estimation for crack size and the material 

property parameters at time k should be denoted as kka |ˆ , kkm |ˆ and kkC |
ˆ . However, they are denoted as

kâ , km̂ and kĈ for simplicity reasons in CHAPTER 5 since it is not necessary to distinguish a priori 

and a posteriori estimate in this chapter. 

 amaint - The threshold for triggering an unscheduled maintenance 5.3.2

SHM system is assumed to monitor the damage state of the fuselage. The frequency of damage 
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status evaluation, henceforth called maintenance assessment, is assumed here to approximately 

coincide with A-checks of the aircraft (100 flights); i.e. a small maintenance task carried out 

overnight at the airline hub hangars. It would make sense to carry out the SHM-based maintenance 

at the A-check if only the sensors themselves are embedded in the aircraft and the monitoring 

system is ground-based to reduce flying weight and monitoring system cost. First, notation used 

during the introduction of the maintenance strategies in the following sub-sections is defined in 

Table 5-1. 

Table 5-1 Notation used in maintenance strategies 
Notation Description 

k The current number of flight cycles of the aircraft 

i The panel index in the fuselage of the aircraft 

acr The critical half crack size beyond which the panel fails 

amaint The predefined threshold for triggering an unscheduled maintenance 

The critical half crack size that will cause a panel failure is defined in Eq.(5-1) in which KIC is a 

conservative estimate of the fracture toughness in loading Mode I and pcr is also a conservative 

estimate of the pressure p given its distribution. 
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Since the damage assessment is done every 100 cycles, if a crack size exceeding acr is present 

in a panel in between two damage assessments, it may cause panel failure at once. Therefore, a 

different safety threshold amaint, which is smaller than acr, is determined to ensure safety. amaint is 

calculated to maintain a 1e-7 probability of failure of the aircraft between two damage assessments. 

(i.e., when a crack size below amaint is present on the aircraft, its probability to exceed the critical 

crack size acr in future 100 cycles is less than 1e-7). Hence it ensures the safety of the aircraft until 

next damage assessment. amaint is the safety threshold, the event that any crack size exceeding amaint 

triggers an unscheduled maintenance. 

5.4 The first type of predictive maintenance 

 Repair policy 5.4.1

The following repair policy is used in the two variants of the first type of predictive 
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maintenance, PdM and PdM-skip. According to CHAPTER 4, when measurement data are 

available up to time k, the EKF is used to estimate the crack size and to identify the Paris’ law 

parameters at time k. For each panel, based on the estimated crack size and material parameters, i.e. 

{ kkk Cma ˆ,ˆ,ˆ }, the first-order perturbation method is used to predict the evolution of the crack size 

distribution in the future I cycles. The mean and standard deviation at k+I, μk+I and σk+I, are 

estimated by the first-order perturbation method. Based on the predicted distribution information, 

the 0.95 quantile, denoted by aq, is calculated. 

),|95.0(1
IkIkqa 

   (5-2) 

in which Φ-1 is the inverse cumulative distribution function of the normal distribution with mean 

and standard deviation μk+I and σk+I, respectively. If aq>amaint, the panel is considered in danger and 

should be repaired. Otherwise, this panel is left unattended. This decision is called repair policy, 

denoted by d, which could be considered as a binary value. 
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The underlying meaning behind the repair policy is that if a crack size is present on the panel, 

the probability that this crack size grows greater than the threshold amaint at the next schedule 

maintenance is less than 5%. 

 PdM 5.4.2

The objective of PdM is to decide the maintenance according to the actual condition of the 

aircraft rather than based on a fixed maintenance schedule. Figure 5-2 illustrates the flowchart of 

PdM. In this strategy, the maintenance assessment is implemented every 100 cycles. At each 

maintenance assessment, if the largest crack size among all the aircraft’s panels exceeds amaint, an 

unscheduled maintenance is asked immediately and this aircraft is sent to the maintenance hangar. 

The panel with the largest crack size triggering the unscheduled maintenance is called critical panel. 

At the time of unscheduled maintenance, besides repairing the critical panel, other panels may be 

also repaired according to the repair policy to prevent frequent unscheduled maintenance. More 

specifically, the crack size distribution of each panel in the next I=Ib cycles is predicted using the 

EKF-FOP method and the 0.95 quantile is aq is calculated. The panels whose aq are greater than 
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amaint are repaired. 

In this strategy, the selection of forward prediction step Ib can be determined in several ways. It can 

be designed to maintain a desired frequency of unscheduled maintenances or it can be just chosen 

based on the existing experience with scheduled maintenance interval recommended by 

certification authorities or aircraft manufacturers. The parameter Ib can be optimized taking into 

consideration of outcomes like frequency of unscheduled maintenance and maintenance cost. Here 

Ib is set to be 4000 except when otherwise stated, that is set to the scheduled maintenance interval. 

 

Figure 5-2 Flow chart of PdM strategy 

 PdM-skip 5.4.3

PdM-skip is a hybrid strategy that leverages the strength from both scheduled maintenance and 

PdM. The difference between PdM and PdM-skip is that PdM is designed completely independently 

without considering the time of scheduled maintenance, during which the engine and non-structural 

airframe maintenance are always performed. While PdM-skip ensures as much as possible that 

maintenance activities are carried out during the time of scheduled maintenance. The reason for this 
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is that having the structural airframe maintenance at the same time with engine and non-structural 

maintenance would tend to reduce cost. 

 

Figure 5-3 Flow chart of PdM-skip strategy 

The PdM-skip strategy is described in Figure 5-3. The maintenance assessment is carried out 

every 100 cycles for unscheduled maintenance. At each scheduled maintenance stop, before the 

aircraft goes into the maintenance hangar, for each panel, the crack size distribution at next Ia flight 

cycles, i.e., the distribution at the next scheduled maintenance, is predicted and the repair policy d is 

implemented to decide whether or not a panel needs to be repaired. If no panel needs to be repaired at 

this scheduled time, then PdM-skip recommends skipping this scheduled maintenance. If a crack that 

is missed at the time of scheduled maintenance exceeds amaint between two consecutive scheduled 

maintenances, PdM-skip will recommend structural airframe maintenance to be performed 

immediately. This calls for unscheduled maintenance, which is costlier but guarantees safety. At an 

unscheduled maintenance stop, we predict the crack size distribution in the future Ic cycles for all 
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panels and the repair policy d is used to decide the ones that need to be repaired. 

Here Ic is set to be the number of cycles from current to the scheduled maintenance after the next 

one. This is with a view to be able to skip the next scheduled maintenance and not have an 

unscheduled maintenance soon after. For example, if the scheduled maintenance is every 4,000 cycle 

and an unscheduled maintenance occurs at the 43,000th cycle, Ic will be set to 5,000 with a view to 

reach the 48,000 maintenance skipping the one at 44,000. Note that Ic is distinct from Ib that was used 

in the PdM strategy. In PdM strategy, Ib is constant while in PdM-skip, Ic is a variable depending on 

how many flight cycles are left from current to the after next scheduled maintenance time. 

5.5 The second type of predictive maintenance 

As elaborated in Section 5.2, unscheduled maintenance is more costly than scheduled 

maintenance due to less advance preparation. The objective of CDPM is to make a tradeoff 

between the cost ratio of scheduled cost over unscheduled cost and the probability of occurring 

unscheduled maintenance. In general, if the unscheduled cost is much more expensive than 

scheduled cost, then more panels are repaired at a scheduled maintenance to avoid a possible 

unscheduled maintenance. If the unscheduled cost is not much higher than the scheduled cost, then 

fewer panels are repaired. The decision of how many panels should be repaired depends on the 

relation between the cost ratio and the probability of triggering an unscheduled maintenance. The 

overall idea of CDPM policy is described below: 

- The damage states of the fuselage panels are monitored continuously by the on-board SHM 

system and a damage assessment is performed every 100 flights (which approximately 

coincides with A-checks of the aircraft). 

- At each assessment, as new arrived sensor data is available, the EKF is used to filter the 

measurement noise to provide the estimated crack size and parameters of crack growth 

model for each panel at current flight cycle. 

- At the n-th scheduled maintenance stop, before the aircraft goes into the maintenance 

hangar, for each panel, the crack propagation trajectory from stop n to n+1 is predicted and 

the crack size distribution at next scheduled maintenance is obtained by using the 

first-order perturbation method. Taking into account this predicted information of each 
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panel, the cost optimal repair policy decides to skip or trigger the current n-th stop. If it is 

triggered, a group of specific panels is selected to be repaired based on the predicted 

information to minimize the expected maintenance cost. The algorithm of selecting a group 

of specific fuselage panels is called cost optimal repair policy and will be described in 

Section 5.5.3. 

- During the interval of two consecutive scheduled maintenance stop, if there is a crack 

exceeding a safety threshold amaint at damage assessment, an unscheduled maintenance is 

triggered immediately. The aircraft is sent to the hangar and this panel is repaired. The 

meaning and calculation of amaint has been discussed in Section 5.3.2. 

 Reliability of individual panel 5.5.1

At the n-th scheduled maintenance stop (the cumulative cycles is Tn) the crack size distribution 

of each individual panel before the next scheduled stop is predicted. For the i-th panel, the 

probability of triggering an unscheduled maintenance before next scheduled maintenance stops is 

denoted by P(us|ai). It is approximated by Eq.(5-4), i.e., the probability that the crack size of the 

i-th panel at next scheduled maintenance i
Tn

a
1
is greater than amaint, given the information provided 

by EKF at current scheduled maintenance stop, more specifically, the estimated crack size and 
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The evolution of the crack size distribution from Tn to Tn+1 is predicted by the first-order 

perturbation method presented in CHAPTER 4. According to the first-order perturbation method, 
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where is the probability density function of normal distribution with the parameters i
T n 1

 and

i
T n 1

 . 

Note that the probability of triggering an unscheduled maintenance of a panel is not monotonic 
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with its current crack size, i.e., it is not necessarily true that panel with a larger crack size is more 

likely to trigger an unscheduled maintenance. Due to the variability of crack growth rate among 

panels as well as the uncertainty presented in the crack propagation process, a larger crack size at 

n-th stop may have a lower probability of exceeding amaint before next scheduled stop, compared 

with a smaller crack size. 

 Cost model 5.5.2

Some concepts as well as their notations are given firstly before the cost structure is introduced. 

j
nd - The repair decision for the j-th panel at the n-th scheduled maintenance stop. It is a binary 

value defined as 






repairednotisjpanelif0

repairedisjpanelif1j
nd  (5-6) 

dn - the decision vector such that dn=[ N
nnn ddd ,..., 21 ]. 

c0 - The scheduled set up cost, which is a fixed cost that occurs every time the scheduled 

maintenance is triggered. The set up cost is assigned only once even if more than one panel is 

replaced. 

c0
un - The unscheduled set up cost, which is a fixed cost that occurs when unscheduled 

maintenance is triggered. Due to less advance notification, c0
un > c0. 

τd - A variable used to indicate the binary nature of scheduled maintenance. τd=1 means that the 

scheduled maintenance is triggered and the set up cost is incurred while τd =0 means this scheduled 

maintenance is skipped thus no set up cost. 

cs – The fixed cost of repairing one panel. 

cus - The repair cost at unscheduled maintenance, also called unscheduled repair cost, which is 

composed of two items, the unscheduled set up cost c0
un plus the per panel repair cost cs. 

The expected maintenance cost at the n-th scheduled maintenance stop, denoted by C(dn), is 

modeled as the function of the repair decision of each panel, as given in Eq.(5-7). Here we assume 

that the probability for a panel to have more than one unscheduled repair is negligible. 
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The first two terms represent the scheduled repair cost. The last term represents the 

unscheduled repair cost. 

 Repair policy for the second type of predictive maintenance 5.5.3

The objective is to find the optimal grouping of several panels to be repaired to minimize the 

cost when the aircraft is at n-th scheduled maintenance stop. The algorithm is under the following 

assumptions: 

- The probability for a panel to have more than one unscheduled repair is negligible. 

- The probability to have more than one unscheduled repair at the same cycle is negligible. 

The second assumption means that having more than one panel repaired during unscheduled 

maintenance do not reduce the average cost of each panel. Note that this is different from the 

previous strategies of section 5.4 where several panels were repaired at unscheduled maintenance 

in order to avoid too frequent unscheduled maintenance. A different assumption was made here in 

order to allow analytical tractability of the optimal policy. 

At the n-th scheduled maintenance, for each panel, the probability of triggering an unscheduled 

maintenance between stop n and n+1 is calculated according to Section 5.3.2. Sort and arrange 

them in descending order such that 

1 2 1 1( | ) ( | ) ... ( | ) ( | ) ( | )... ( | )i i i NP us a P us a P us a P us a P us a P us a       (5-8) 

Eq.(5-8) implies that the panel that is most likely to trigger an unscheduled maintenance is 

arranged first. The motivation is that it is more concerned about the panels with higher probability 

of having unscheduled repair since unscheduled maintenance is more costly. In the following parts, 

the panel index refers to the order in Eq.(5-8). Two sets I and J are defined. 

{1 | ( | )}i
s usI i N c c P us a     (5-9) 
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For zero set up cost (i.e., c0=0), the set I contains the element i such that repairing the i-th panel 

at current scheduled maintenance costs less than repairing it at an unscheduled maintenance stop. 

For any value of the set up cost, set J includes the element j such that repairing all these j panels at 

scheduled maintenance cost less than at unscheduled maintenance. BI and bJ are defined as the 
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maximal value and the minimal value of set I and J, respectively. Note that BI and bJ are scalars. 

max{1 | ( | )}i
I s usB i N c c P us a     (5-11) 
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A simple example is given below to illustrate the meaning of BI and bJ intuitively. In the 

following example, BI =4 and bJ =3. 
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From Eq.(5-9) to Eq.(5-12), the following properties can be deduced. 

NBb IJ 1  (5-13) 
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The proof for Eq.(5-13) is given in Appendix B and the Eq.(5-14) to Eq.(5-16) can be easily 

derived from the definitions given in Eq.(5-9) to Eq.(5-12). Now we discuss the cost optimal policy 

at the n-th scheduled maintenance stop. 

If set I is empty (i.e., I ) and the set up cost is zero (i.e., c0=0), for any panel the expected 

unscheduled repair cost is smaller than the scheduled one. In this case, the optimal repair policy is 

not to repair any panel at current scheduled maintenance stop, i.e., dn 
j*(a j) =0, for j=1,2,…N. Note 

that dn 
j* denotes the optimal repair decision for the j-th panel at the n-th scheduled maintenance 
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stop. 

If the set I is not empty (i.e., I ) and the set up cost is zero (i.e., c0=0), from Eq.(5-14) and 

Eq.(5-15), it can be known that for any panel j that j<BI the expected unscheduled repair cost is 

larger than the scheduled one, while for any panel j that j>BI, the expected unscheduled repair cost 

is smaller than the scheduled one. In the case I , the set J could be either empty or non-empty. 

If J is empty (i.e., J ), it means that repairing the N panels at scheduled maintenance stop 

costs more than at unscheduled maintenance. Then, for J , the optimal maintenance policy is 

not to repair any panel at current scheduled maintenance stop, i.e., dn 
j*(a j) =0, for j=1,2,…N. Note 

that I implies J but we can have J and I . 

If J is not empty (i.e., J ), from Eq.(5-16) and Eq.(5-17), it can be known that for any 

panel j that j<bJ, repairing the j-first panels at scheduled maintenance stop costs more than at 

unscheduled maintenance, and for j=bJ, repairing the j-first panels at scheduled maintenance stop 

cost less than at unscheduled maintenance. As for j>bJ, repairing the j-first panels at scheduled 

maintenance stop can be either better or worse. For example, we can have: 

1
0 ( ( | ))s usc c c P us a   

1 2
0 2 ( ( | ) ( | ))s usc c c P us a P us a    

1 2 3
0 3 ( ( | ) ( | ) ( | ))s usc c c P us a P us a P us a    or 

1 2 3
0 3 ( ( | ) ( | ) ( | ))s usc c c P us a P us a P us a     

From Eq.(5-13), it can be known that the range [1,N] are divided into three intervals by BI and 

bJ, which are [1, bJ], [bJ +1, BI] and [BI +1, N]. To determine the optimal policy, it is clear that the bJ 

-first panels have to be repaired at the current scheduled maintenance (see Eq.(5-17)). In addition, 

since the expected unscheduled maintenance cost of panels in the interval [bJ +1, BI] are larger than 

scheduled maintenance cost (see Eq.(5-14)), they should also be repaired at current scheduled 

maintenance stop. Finally, the optimal repair policy at n-th scheduled maintenance can be 

summarized as follows: 
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The above decision implies that when J is empty (i.e., J ), the optimal decision is not to 

repair any panel at the n-th scheduled maintenance stop. The expected cost under this situation is 
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When J is not empty (i.e., J ), the optimal decision is to repair the first BI panels and leave 

unattended the remaining ones. Accordingly, the cost in this case is 
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Then the optimized total maintenance cost during the aircraft lifetime, denoted as C(d*) is the 

sum of the cost at each scheduled maintenance C(dn*): 


n

nCC )()( *dd*  (5-21) 

 

Figure 5-4 Flow chart of CDPM 
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The rigorous mathematical proof regarding C(dn*)<C(dn), i.e., why dn* is the optimal decision 

is given in Appendix B. The cost optimal policy is integrated into the predictive policy, whose 

flowchart is illustrated in Figure 5-4. The above repair decision is made at each scheduled 

maintenance stop until the end of the aircraft’s life. Then the total maintenance cost during aircraft 

lifetime C(d*) can be calculated. 

5.6 Numerical study 

 The strategies involved 5.6.1

In this section, the performance of predictive maintenance is evaluated through comparison 

with threshold-based maintenance. The classification tree of maintenance strategy is summarized in 

Figure 5-5. All the specific strategies involved in this section are those in the third level of the tree. 

The first type of threshold-based maintenance refers to traditional scheduled maintenance, in 

which the schedule is shown in Figure 5-1. At each scheduled maintenance, the aircraft is taken 

into a hangar and the inspection of all panels is done using techniques like NDI, GVI or DVI. 

Cracks detected with a size greater than a threshold arep are repaired. The threshold is determined to 

guarantee a desirable level of probability of failure between two scheduled maintenances. 

 

Figure 5-5 The maintenance strategies involved in the numerical study 

The second type of threshold-based maintenance includes two variants, named CBM and 

CBM-skip. These maintenance strategies have been proposed by Pattabhiraman et al [142]. In 

CBM, the SHM is assumed to be used to track the damage and the damage assessment is performed 
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every 100 flight cycles (the same as in the predictive maintenance). After damage assessment via 

on-board sensors, maintenance is requested if the maximum damage size in an aircraft exceeds the 

threshold amaint. Once maintenance is asked, all panels on the fuselage are inspected for damage in 

the hangar using the on-board SHM equipment, and panels with a damage size greater than a 

threshold arep are repaired. arep is set to prevent frequent maintenance for that aircraft. The flow 

chart of CBM is shown in Figure 5-6. 

 

Figure 5-6 Flow chart of CBM 

In CBM-skip, the damage assessment is performed every 100 flights. The aim is the same as 

PdM-skip to skip some unnecessary early scheduled maintenance while guarantee the safety by 

triggering unscheduled maintenance. Specifically, at each scheduled maintenance, if there is no 

crack size exceeding a threshold ath-skip, then the current scheduled maintenance is skipped. 

Between two consecutive scheduled maintenance stops, if a crack grows beyond amaint, the 

unscheduled maintenance is triggered and all panels whose crack size is greater than arep are 

repaired. The flowchart of threshold-based maintenance is given in Figure 5-7. Three design 

parameters characterize the CBM-skip. First amaint ensures the safety. Second ath-skip is calculated 

such that the probability of one crack exceeding amaint before next scheduled maintenance is less 

than 5%. Finally, the repair threshold arep is set the same value as in traditional maintenance. All the 

thresholds involved and their values are given in Table 5-4. 
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Figure 5-7 Flow chart of CBM-skip 

 Input data 5.6.2

5.6.2.1 The geometry values 

The values of the geometry parameters defining the fuselage (e.g. fuselage radius, panel 

thickness) used here are related to short-range commercial aircrafts. These values are time-invariant. 

Recall that we define a correction factor for stress intensity factor A, which accounts for the fact 

that the fuselage is modeled as a hollow cylinder (without stringers and stiffeners). The numerical 

values for the geometry parameters have been chosen from [142] and are reported in Table 5-2. 

Table 5-2 Aircraft geometry parameters 
Description Notation Value 

Fuselage radius r 1.95 m 

Panel thickness t 2e-3 m 

Correction factor A 1.25 

5.6.2.2 The panel-to-panel uncertainty values 
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To show the benefits of predictive maintenance over threshold-based maintenance, two degrees 

of spread on {m, C} and the pressure p are considered by keeping the mean values constant while 

changing the coefficient of variation (COV). Since it is difficult to estimate the exact amount of 

variability on the material properties in reality, a small and a large uncertainty cases are considered. 

These distributions can be later updated with in service data to obtain a more accurate estimation of 

the variability. The assumed uncertainties on a0, {m, C} and p are reported in Table 5-3. 50000 

samples of {m, C} representing the material parameter for each panel of the 100 aircrafts are 

illustrated in Figure 5-8 according to the multivariate distribution given in Table 5-3. 

Table 5-3 Panel-to-panel-uncertainties on a0,{m, C} and p 
Description Notation Type Value 

Initial crack size (meter) a0 Lognormal LnN(0.3e-3,0.08e-3) 

Paris’ law parameters {m, C} Multivariate N (μm, σm , μC , σC , ρ) 

Mean of m μm - 3.6 

Mean of C μC - Log10(2e-10) 

C.C.a of m and C ρ - -0.8 

   Small Uncertainty Large uncertainty 

Standard deviation of m σm - 0.5%COV 3%COV 

Standard deviation of C σC - 0.5%COV 3%COV 

Pressure p Normal N(0.06, 0.5%COV) N(0.06, 3%COV) 

  C.Ca. means the correlation coefficient. 

 

Figure 5-8 Illustration of the population of {m, C} in large uncertainties case 

5.6.2.3 Thresholds 

The critical crack size acr, the thresholds amaint , arep and ath-skip that are used in different 
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maintenance strategies are calculated based on the distribution of {m, C} and p. Their values in 

small and large uncertainty case are given in Table 5-4. 

Table 5-4 Numerical values of thresholds 
Notation Description Values in small 

uncertainty case

Values in large 

uncertainty case 

acr The critical crack size cause panel fail (meter) 59.6e-3 75.7e-3 

amaint The safety threshold for trigging unscheduled 

maintenance (meter) 

47.4e-3 67.3e-3 

arep The repair threshold (meter) 4.3e-3 10.4e-3 

ath-skip The skip threshold used in CBM-skip (meter) 4.3e-3 10.4e-3 

5.6.2.4 The initial values used in EKF process 

The panel-to-panel uncertainty discussed above represents the variability among panels 

population. This uncertainty is the intrinsic variability among panel’s properties and thus 

irreducible. The initial crack size and the material property parameters of each panel, i.e., a0
(i), m(i), 

C(i)
, i=1,2,…N, are sampled from the given distribution in Table 5-3. These values are regarded as 

the “true unknown draws” that need to be estimated by the EKF from noisy measurements. 

For each individual panel, there is an EKF process. The EKF algorithm needs to be initialized. 

In particular, the starting point of the estimation algorithm has to be provided. In this case, the 

starting point of the i-th panel is drawn randomly from uniform distribution centered at the “true” 

value of a0
(i), m(i), C(i)

, i=1,2,…N respectively and having a range of 50% around these true values. 

Once this initial guess has been provided, EKF gives an estimation kâ , km̂ and kĈ at each cycle k. As 

for the initial error covariance matrix P0, it is chosen depending on how much confidence one has 

to the initial estimates. The numerical values used in EKF process are given in Table 5-5. 

Table 5-5 Numerical values used in the EKF 
Description Notation Type Value 

Initial guess for crack size 0â  Uniform U[a0-25% a0, a0+25% a0] 

Initial guess for m 0m̂  Uniform U[m0-25% m0, m0+25% m0] 

Initial guess for C 0Ĉ  Uniform U[C0-25% C0, C0+25% C0] 

Initial error covariance matrix P0 - diag ((1e-4)2,(1e-2)2,(1e-10)2) 

Measurement noise variance Ra - 10% 

5.6.2.5 The cost-related quantities 
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The aircraft maintenance cost is composed of engine maintenance cost and airframe 

maintenance cost. The airframe maintenance cost is further divided into structural airframe 

maintenance and non-structural airframe maintenance. Some sophisticated aircraft cost models 

have been developed [150, 151]. Note that the engine and non-structural maintenance are always 

performed at the time of scheduled maintenance interval. A simple cost model regarding the engine 

maintenance cost is detailed in APPENDIX A, which is based on existing literature ([152]). Based 

on the empirical expressions and aircraft parameters in APPENDIX A (Table A-1), the engine 

maintenance cost is $258/flight. The aircraft makes 60000 flights during its lifetime and undergoes 

10 scheduled maintenances. Hence, the cost of one scheduled engine maintenance (EM) is $1.55 

million. The cost for non-structural airframe maintenance (NSM) is assumed to be $5.04 million. 

The cost for the structural airframe part performed by traditional NDI, GVI or DVI technologies at 

the time of scheduled maintenance consists of two parts, the set up cost c0
t and the repair cost, 

which is the cost of repairing one panel, denoted by cs, multiplied by the number of repaired panel. 

c0
t is assumed $1.44 million and cs is $0.25 million. 

For the SHM-based maintenance policies (PdM, PdM-skip, CDPM, CBM and CBM-skip), the 

scheduled set up cost c0 is only a fraction of c0
t due to the use of SHM system, leading to less labor 

intensive inspection compared to traditional inspection through DVI and NDI. This fraction is 

denoted as kSHM. In contrast, the unscheduled set up cost c0
un

 is higher than c0
t
 due to less advance 

notice. A factor kun is set to denote the higher set up cost incurred by unscheduled maintenance. 

Note that the per panel repair cost cs is the same no matter of scheduled or unscheduled 

maintenance. It is the difference in set up cost that leads unscheduled maintenance to be costlier 

than scheduled maintenance. 

At the n-th scheduled maintenance, the repair costs for different maintenance policies are given 

in the 8th and 9th lines of Table 5-6. The unscheduled repair cost is given in the 10th and 11th lines. 

The symbol “Np” in the last column of lines 8-10 denotes the number of panels repaired at that 

corresponding maintenance stop. Note that the unscheduled repair cost of CDPM cus is composed 

of the unscheduled set up cost and the cost of repairing one panel since there is only one panel 

repaired once unscheduled maintenance is triggered. For each maintenance policy, once the 

scheduled repair cost and the unscheduled repair cost are determined, the lifetime cost can be 

obtained by adding up these scheduled/unscheduled cost during the lifetime. The lifetime repair 
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cost for each maintenance policy is given in Table 5-7. 

Note that for traditional maintenance, CBM, CBM-skip, PdM, PdM-skip, all cost-related 

quantities have no effect on the repair decision, while in CDPM, the repair decision depends on the 

cost ratio cs/cus, thus relating to kun. In the numerical experiments, c0
t
 and cs are constants and are set 

to be 1.44 and 0.25 (Million $) respectively. kSHM does not affect the repair decision, so it is 

assumed to be a constant value of 0.9 for simplicity. Different scenarios under varying kun are 

studied. A series of discrete value, 0.9, 3, 5, 10, are chosen for kun. kun=0.9 indicates the 

unscheduled set up cost is as cheap as scheduled CPDM set up cost. This is an extreme case. 

Table 5-6 Cost-related quantities description 
Notation In which maintenance policy it involves? Description How to calculate? 

tc0  Traditional scheduled maintenance Set up cost 1.44 M$ 

kSHM PdM, PdM-skip, CDPM, CBM, CBM-skip Coefficient 0.9 

kun PdM, PdM-skip, CDPM, CBM, CBM-skip Coefficient 0.9, 3, 5, 10 

cs All maintenance policies Per panel repair cost 0.25 M$ 

c0 PdM-skip, CDPM, CBM-skip Scheduled set up cost t
SHM ckc 00   

unc0  PdM, PdM-skip, CDPM, CBM, CBM-skip Unscheduled set up cost t
un

un ckc 00   

s
nC  Traditional scheduled maintenance 

Scheduled repair cost at n-th 

scheduled maintenance 
ps

ts
n NccC  0  

thr
nC  PdM-skip, CBM-skip 

Scheduled repair cost at n-th 

scheduled maintenance 
ps

t
SHM

thr
n NcckC  0  

thr
usc  PdM, PdM-skip, CBM, CBM-skip Unscheduled repair cost ps

t
un

thr
us Ncckc  0  

cus CDPM Unscheduled repair cost s
t

unus cckc  0  

Table 5-7 Lifetime repair cost for each maintenance policy 
Maintenance Policy Lifetime repaire cost Remarks 

Traditional scheduled 

maintenance 
1 1 0( )t

s pC N c c N   N1 is the number of scheduled maintenance 

PdM-skip, CBM-skip )()( 03022 ps
t

unps
t

SHM NcckNNcckNC 
N2 is the number of maintenance that occurs at 

scheduled maintenance, N3 is the number of 

unscheduled maintenance 

PdM, CBM )( 043 ps
t

un NcckNC   N4 is the number of unscheduled maintenance 

 Results and discussion 5.6.3

5.6.3.1 Results of the first type of predictive maintenance 

The first type of predictive maintenance strategies (PdM and PdM-skip) are compared with the 

threshold-based maintenance (the scheduled maintenance, CBM and CBM-skip). The process of no 
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maintenance intervention is also simulated, which enables to show that if no maintenance interferes, 

how many panels actually fail. Through comparing the “actually failed” panels in the no 

maintenance intervention process with the number of repaired panels in other maintenance 

strategies, it is able to know the “unnecessary repairs” of different strategies, thereby, to further 

quantify the conservativeness level of different maintenance strategies. The comparison results 

under large panel-to-panel uncertainty (large uncertainty) are reported in Table 5-8. 

In Table 5-8, the 2nd row gives the number of total failures (in case of no maintenance 

intervention) or repaired panels over the entire fleet (i.e., 100 500 panels). The 3rd row presents the 

number of “unnecessary repaired” panels, i.e., panels that would not fail during the whole life but 

are nevertheless (unnecessarily) repaired according to the maintenance strategy. The 4th-6th row 

give the minimal, the maximal and the average number of maintenance stops among the 100 

aircraft, respectively. The 7th row shows the average number of unscheduled maintenance stops. 

Note that for CBM and PdM, all maintenances are unscheduled. The 8th-10th rows give the minimal, 

the maximal and the average number of repaired panels among the 100 aircraft. 

Table 5-8 Comparison of different processes 

 
No 

maintenance
Scheduled CBM CBM-skip PdM PdM-skip

Panels fail/repaired over the entire fleet 
692 

failures 

1403 

repaired 

1454 

repaired

1403 

repaired 

738 

repaired 

762 

repaired 

Unnecessary repairs - 711 762 711 46 70 

Minimal number of maintenance stop - 10 1 2 1 1 

Maximal number maintenance stop - 10 3 6 4 5 

Avg. number. of maintenance stop - 10 1.9 3.9 2.4 3.1 

Avg. number of unscheduled maintenance 

stop 
- 0 1.9 0 2.4 0 

Minimal number of repaired panels - 5 2 5 2 2 

Maximal number of repaired panels - 21 29 21 16 16 

Avg. number of repaired panels - 14.0 14.5 14.0 7.3 7.6 

It can be seen that if one lets cracks grow continuously without maintenance intervention, 692 

panels over the whole fleet eventually fail. All these 692 panels are repaired in each maintenance 

strategy prior to their failure. In other words, all maintenance strategy can ensure safety. Each 

maintenance strategy has a different extent of “unnecessary repair”. The number of unscheduled 

maintenance is 0 in both CBM-skip and PdM-skip, which indicates that all maintenances occur at 

the times of scheduled maintenance and no unscheduled maintenance is conducted. This does not 
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mean that there will never be any but it is a rare event that we do not capture with our fleet size. 

Comparing the threshold-based maintenance strategies, it shows that CBM-skip and the 

scheduled maintenance has the same number of repaired panels because they share the same repair 

threshold arep and the synchronized maintenance schedule (see Figure 5-1) since no unscheduled 

maintenance is triggered in CBM-skip. CBM repairs more panels than CBM-skip even if they have 

the same repair threshold. The reason lies in the last 4000 cycles. During the last 4000 cycles, for 

CBM, the panel whose crack size is larger than amaint triggers unscheduled maintenance and at the 

same time panels whose crack size are larger than arep are repaired. While in CBM-skip, there is a 

scheduled maintenance at 56000th cycle and panels with crack size larger than arep are repaired. 

There is no chance (or very low probability) for panels to grow exceeding amaint in the last 4000 

cycles, thus no chance to trigger unscheduled maintenance. Therefore, in CBM-skip process, even 

if there are panels with crack size between arep and amaint in the last 4000 cycles, they do not have 

the chance to be repaired. 

One may notice that among threshold-based maintenance strategies, CBM and CBM-skip have 

the equal or larger number of repaired panels than the scheduled maintenance. This is due to the 

usage of arep, which is a conservative value calculated for scheduled maintenance to ensure 1e-7 

reliability in 4000 cycles for the entire fleet, as the repair threshold for CBM and CBM-skip. There 

are two different contributions to the conservativeness, the inter-aircraft variability and 

intra-aircraft variability. The first one refers to that the worst aircraft in the fleet may have a large 

crack size much sooner than the average, while the second one is related to different crack sizes 

and crack growth rates in one aircraft. Indeed, the conservativeness could be further reduced by 

optimizing the repair threshold used in CBM and CBM-skip. However, this is not trivial due to 

various factors affecting the conservativeness level and it needs to be optimized in terms of a 

conservative value of the crack size and crack growth rate. Another option is to perform 

prognostics, which is the motivation of proposing PdM and PdM-skip. Both of these two strategies 

address the two contributions to the overall conservativeness, and thus decrease the number of 

maintenance stops and repaired panels. 

Note also that the comparison of the unnecessary repairs allows comparing the 

conservativeness level of the various strategies. Scheduled maintenance is clearly the most 

conservative since it needs to cover a very conservative crack size and crack growth rate both over 
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the fleet and within and individual aircraft. In order to decrease the cost it makes sense to decrease 

the conservativeness level and the various maintenance strategies reduce the conservativeness to 

different extent. CBM and CBM-skip address the part that stems from inter-aircraft variability as 

well as the intra-aircraft variability related to different crack sizes. But it does not cover 

intra-aircraft variability related to different crack growth rates. Note that in order to quantify the 

conservativeness gains from CBM over the scheduled maintenance, we need to have a comparable 

number of maintenance stops, otherwise a higher number of maintenance stops would be traded off 

for a lower number of repaired panels. Accordingly, we set two stops for scheduled maintenance 

(closer to the number of stops in CBM 1.9) with a 20000 cycles interval, i.e., the first maintenance 

stop is at 20000th and the second is at 40000th cycle. In this case, the repair threshold decreases to a 

very small value 0.8e-3mm to maintain a reliability of 1e-7 in 20000 cycles for the entire fleet and 

the number of repaired panels goes up to 8990. When comparing the conservativeness level of PdM 

and PdM-skip we can see that only very few panels are unnecessarily repaired (reduction by more 

than an order of magnitude over CBM and CBM-skip) which shows the interest of using 

prognostics in the maintenance strategy. 

Figure 5-9 to Figure 5-11 illustrate the statistical characters of failure/repaired time of panels 

over the entire fleet, i.e., 100 500 panels. The histogram of the failure time in the case of no 

maintenance intervention is given in Figure 5-9. The numbers in the x-axis is the center of the bin 

and the bin width is 2000 cycles. For example, the first bin means that the number of panels whose 

failure time is within the range of [36000, 38000] cycles is two. It can be seen that most failures 

occur at the second half of the lifetime and the number of failed panels gradually increases toward 

the end of life (EOL). 

 

Figure 5-9 Number of panels fails within the time range of each bin in the case of no maintenance 
process 
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Figure 5-10 compares the scheduled maintenance, CBM-skip and PdM-skip strategies in terms 

of number of repaired panels at each scheduled stop (reminder there are 10 scheduled stops, see 

Figure 5-1). Scheduled maintenance and CBM-skip show the same pattern. The reason has been 

explained above. PdM-skip reduces by 90% the “unnecessary repair” over CBM-skip since 

PdM-skip decreases the conservative level by doing prognostics for each panel. The panels that are 

repaired in CBM-skip may not be necessary to repaired in PdM-skip due to their slow growth rates, 

thus not threatening the safety. 

Figure 5-11 compares CBM and PdM in terms of the number of repaired panels within the time 

range of each bin. The numbers in x-axis is the center of the bin and the bin width is 2000 cycles. 

For example, the first bin means that there are two panels whose failure cycle is within the range of 

[36000, 38000] cycles for both CBM and PdM. It shows that PdM significantly reduces the number 

of repaired panels compared to CBM at the later period of the aircraft lifetime. That is because 

CBM repairs many cracks slightly larger than arep near the EOL but actually these panels do not 

affect safety. In contrast, PdM reduces these “unnecessary repair” by considering the reliability at 

EOL. 

The above three figures show the statistical behavior of the failure/repaired time of panels over 

the entire fleet. In order to give more insight into what happens in different processes, we take the 

simulation results of aircraft No.30 as an example and illustrate in Figure 5-12 which panels are 

repaired at which flight cycle in each process. The symbol “#” represents the panel index. The 

numbers in parentheses along x-axis in subplots 1, 5 and 6 are the cycles corresponding to the 

failure/repair in the process of no maintenance intervention, CBM and PdM, respectively. The red 

solid dots and the green solid squares along y-axis represent the “real failed” panels and the 

“unnecessary repaired” panels. It can be seen that all the “real failed” panels shown in the first 

subplot are repaired in all other maintenance process priori to their failure, that is to say all 

maintenance strategies ensure safety. Scheduled maintenance and CBM-skip show exactly the same 

pattern. CBM wastes many panels near the EOL while PdM-skip and PdM have the least 

unnecessary repair. 

Now discuss the difference between PdM and PdM-skip. PdM is designed completely 

independent without considering the time of maintenance schedule, during which the engine and 

non-structural airframe maintenance are always performed. All the stops are unscheduled 
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maintenance that occurred out of the time of scheduled maintenance. This can be costly due to no 

advance preparation. In PdM-skip, the average number of maintenance stop is slight higher than 

that in PdM (1.5 vs 1.2 in small uncertainties and 3.1 vs 2.4 in large uncertainties), but all their 

structural airframe maintenances are implemented during one of the 10 scheduled maintenance 

stops, when the engine and non-structural airframe are performed. The results indicate that 

PdM-skip fits well the objective that it ensures as much as possible that maintenance activities are 

carried out during the time of scheduled maintenance, and thus is more recommended than PdM. 

 

Figure 5-10 Comparison of maintenance strategies in terms of the number of repaired panels at 
each scheduled maintenance stop 

 

Figure 5-11 Comparison of CBM and PdM in terms of number of repaired panels within the time 
range of each bin 
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Figure 5-12 Different processes of aircraft #30 

Table 5-9 Comparison of different strategies under small uncertainty case 
 No 

maintenance

Scheduled CBM CBM-skip PdM PdM-skip

Panels fail/repaired over the entire fleet 223  

failures 

276 

repairs 

340 

repairs 

276 

repairs 

236 

repairs 

249 

repairs 

Unnecessary repaires 0 53 117 53 13 26 

Minimal number of maintenance stops  - 10 1 0 0 0 

Maximal number maintenance stops - 10 4 4 4 4 

Avg. number. of maintenance stops - 10 1.2 1.6 1.3 1.5 

Avg. number of unscheduled maintenance stops - 0   1.2 0 1.3 0 

Minimal number of repaired panels - 0 0 0 0 0 

Maximal number of repaired panels - 8 11 8 8 8 

Avg. number of repaired panels - 2.7 3.4 2.7 2.3 2.4 

 

Figure 5-13 Number of panels fail within the time range of each bin in the case of no maintenance 
process intervention, in small uncertainty case 
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Figure 5-14 Comparison of maintenance strategies in terms of the number of repaired panels at 
each scheduled maintenance stop, in small uncertainty case 

 

Figure 5-15 Comparison of CBM and PdM in terms of number of repaired panels within the time 
range of each bin, in small uncertainty case 

In order to investigate the gains from prognostics-based maintenance over threshold-based 

maintenance, the six processes under small uncertainty case is simulated. The results are given in 

Table 5-9. Figure 5-13 to Figure 5-15 illustrate the statistical characters of failure/repaired time of 

panels over the entire fleet, i.e., 100 500 panels in small uncertainty case. Through comparing the 
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on its individual crack growth behavior while threshold based strategies has the same repair 

threshold for all panels. Specifically, when the uncertainties on material property parameters {m, C} 

and on pressure p are small, both the panel-to-panel variability and the variability presenting in the 

crack propagation process are small, leading the cracks in the panels have similar propagation 

behavior. In this situation, the two types of strategies have similar performance. In contrast, when 

large uncertainties are present on {m, C} and p, the cracks have big variability in propagation rate 

among the panel population. In the threshold-based strategies, due to the constant repair threshold, 

all panels with a crack size greater than the repair threshold are repaired, even if some of them have 

a very low growth rate and are not likely to fail until the aircraft’s end of life. Prognostics-based 

strategies have an advantage in this situation since they treat the panels individually. Combined 

with the crack size and the material property parameters of each panel at current time, 

PdM/PdM-skip predict its crack growth trajectory in a future period and make the decision of 

whether or not replacing this panel based on this predicted behavior. 

The 7th column gives the average maintenance costs per aircraft of different maintenance 

policies. According to the simulation results, no unscheduled maintenance is found in 

threshold-based maintenance. This does not mean that there will never be any but it is a very rare 

event which we do not capture with our fleet size. Therefore, the varying kun has no effect to the 

cost of threshold-based maintenance. It can be seen that the CDPM leads to a significant cost 

savings compared with both traditional maintenance and threshold-based maintenance. The savings 

could be attributed to two aspects. Firstly, compared with the traditional scheduled maintenance, 

the CDPM skipped some unnecessary maintenance stops, thus reduced the set up cost. Secondly, 

unlike the scheduled maintenance and threshold-based maintenance, in which one repair criterion is 

applied for all panels (i.e., panels with crack size greater than arep are repaired), by using the 

prognostics method, the CDPM treats each panel individually. Based on the predicted information 

of each panel, the number of repaired panels is optimized. This reduces the number of repaired 

panels at each maintenance stop. 

Note that the difference in structural maintenance cost for different cost ratios is about 5%. This 

means that the optimal maintenance policy allows to squeeze out these last few percent in terms of 

cost gains based on the objective measure of the cost ratio, without having to tune any additional 

parameters. It is also important to note how the optimal cost driven policy is affected by the level 



CHAPTER 5 MAINTENANCE STRATEGIES BASED ON MODEL-BASED PROGNOSTICS METHOD 

111 

of uncertainties. We found that the cost optimal policy is most sensitive to the parameters of the 

maintenance decision (cost ratio) when the panel-to-panel variability is low compared to the 

prediction uncertainty. This can be explained as following: there are two items when predicting the 

crack size distribution at each scheduled maintenance, the first is predicting the mean and the 

second one is predicting the standard deviation after some additional cycles. If the panel-to-panel 

variability is large compared to the prediction uncertainty, then it is mainly the predicted mean 

value of crack size that matters and if the panel-to-panel variability is small compared to the 

prediction uncertainty then both the mean and standard deviation matter. The cost optimal policy is 

thus less sensitive in a large panel-to-panel variability case than in a low one even though the 

potential cost gains over traditional or threshold based maintenance would be larger with large 

panel to panel variability. On the other hand in a low panel-to-panel variability case, while the 

potential cost gains become smaller, the maintenance policy becomes much more sensitive to 

maintenance decision parameters (cost ratio) and using the cost optimal policy makes an 

increasingly significant difference. The cost optimal policy would be even more sensitive to the 

cost ratios in applications where the distribution of unscheduled events between two scheduled 

maintenances is more gradual. This would be for example the case when the variability in material 

properties would be smaller and the prediction uncertainty due to measurement noise would be 

larger. The optimality of the maintenance strategy also guarantees that the structural maintenance 

cost is minimal without having to tune any additional parameters in the maintenance strategy. In 

addition, it allows to avoid having to choose a quantile (for example 95%) of the predicted 

distribution after some additional cycles when determining which panels to replace. 

Table 5-10 Comparison results of different maintenance policies 
Scenario Cost ratio 

(cs/cus) 

Maintenance 

policy 

Avg. No. of 

M.S.a/aircraft 

Avg.No.of U.M.S. b 

/aircraft 

Avg. No. of 

R.P.c/aircraft 

Avg. 

M.C.d/aircraft 

- - Traditional 

Scheduled 

10 - 14.2 17.9 

- - CBM-skip 3.6 0 14.2 8.2 

kun=0.9 0.16 CDPM 2.9 0.36 7.3 5.7 

kun=2 0.08 CDPM 3.0 0.02 7.4 5.8 

kun=3 0.05 CDPM 3.0 0.02 7.4 5.8 

kun=5 0.03 CDPM 3.1 0 7.5 5.9 

kun=10 0.01 CDPM 3.1 0 7.5 5.9 

The cost difference between the CDPM and the traditional scheduled maintenance helps make 

the decision concerning the implementation of an SHM system on aircraft. More specifically, if the 



CHAPTER 5 MAINTENANCE STRATEGIES BASED ON MODEL-BASED PROGNOSTICS METHOD 

112 

cost incurred by installing and operating an SHM system is less than the cost saved by using SHM, 

then it is worth to install it on aircraft. 

5.7 Summary 

In this chapter, the on-board SHM system is proposed to monitor the damage state of the 

fuselage instead of the traditional NDI and DVI inspection, which is time-consuming since the 

aircraft needs to be partly disassembled in order to allow inspection. The information collected by 

SHM is used in the prognostics method elaborated in CHAPTER 4. Based on the prognostics 

method, two types of predictive maintenance strategies are developed. 

The first type includes two variants, PdM and PdM-skip. They are designed in order to skip the 

unnecessary scheduled maintenance. The difference is that PdM is designed completely independent 

without considering the time of scheduled maintenance, during which the engine and non-structural 

airframe maintenance are always performed. While PdM-skip ensures as much as possible that 

maintenance activities are carried out during the time of scheduled maintenance. Having the 

structural airframe maintenance at the same time with engine and non-structural maintenance would 

tend to reduce cost. The proposed PdM /PdM-skip are compared with the traditional scheduled 

maintenance, and CBM/CBM-skip proposed in [142] on a fleet of short range commercial aircraft. 

A cost model is used to quantify and compare the cost effectiveness among different strategies. It is 

found that PdM/PdM-skip gain significantly over CBM/CBM-skip when large uncertainties are 

present because the remaining useful life is calculated individually for each panel. As for the 

comparison between the PdM-skip and PdM, PdM-skip leads to slightly more maintenance stops 

than PdM. However, all maintenance stops incurred by PdM occur as unscheduled maintenance, 

which is more expensive due to less advance notice, while almost all maintenance stops incurred by 

PdM-skip happen at scheduled maintenance. 

The second type of predictive maintenance is CDPM, which leverages the benefit from both the 

scheduled and unscheduled maintenance. It skips some unnecessary scheduled maintenance stops 

but at the same time guarantees the aircraft safety by querying the health state of the fuselage 

frequently. CDPM makes a tradeoff between the cost ratio of scheduled cost over unscheduled cost 

and the probability of occurring unscheduled maintenance. It selects a group of panels which are to 
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be repaired at a scheduled maintenance stop so as to minimize the cost. The CDPM is applied to an 

example of a fleet of short range commercial aircraft. The simulation results are compared with the 

traditional scheduled maintenance and CBM-skip in terms of the average number of maintenance 

stops, the average number of repaired panels and the average cost per aircraft under same 

operational conditions. The results show a significant cost reduction achieved by employing the 

CDPM. Furthermore CDPM allows to assure the cost optimality of the maintenance policy without 

having to tune any additional parameters. The cost optimality then allows to squeeze out the last 

few percent of cost savings from prediction based maintenance. 

By comparing the cost difference between SHM-based maintenance (PdM, PdM-skip, CBM, 

CBM-skip) and the scheduled maintenance, one can make the decision concerning the 

implementation of the SHM system on aircraft. More specifically, if the cost incurred by installing 

and operating an SHM system is lower than the cost saved by employing SHM, then it is worth to 

install the SHM system on the aircraft. 
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CHAPTER 6 CONCLUSIONS 

Surrounding the issues posed at the beginning of this work, i.e., how to use the noisy SHM data 

to estimate accurately the crack size, and how to establish a link between the prognostics and 

maintenance strategy, this work investigated multiple aspects of these issues and proposed multiple 

building blocks to address these issues extensively. Firstly, several filtering methods are explored 

and the most appropriate one, the EKF, is chosen to address the problem of state-parameter 

estimation from noisy data in the context of fatigue damage growth in an aeronautical context. 

Then a model-based prognostics method coupling the EKF and the first-order perturbation method 

is developed. Finally, the prognostics method is linked to maintenance planning. Two types of 

predictive maintenance are proposed. 

Specifically, in CHAPTER 3, it investigates the Bayesian filter theory and its three numerical 

implementation methods, EKF, UKF and PF. These three numerical approaches are applied to a 

specific state-paramter estimation problem in the context of fatigue damage model presented by 

Paris’ law. The performance of the three methods are compared. The results show that for the 

specific application of fatigue damage model, the EKF gives satisfactory performance and has the 

lowest computation cost. Thus the EKF is chosen to be used in the model-based prognostics 

method. 

Then in CHAPTER 4, an EKF coupled first-order perturbation method for model-based 

prognostics for fatigue damage propagation in fuselage panels is proposed. The presented 

model-based prognostics method includes two sequential phases (1) state-parameter identification 

from noisy measurements data using the EKF algorithm and (2) future damage prediction using the 

proposed first-order perturbation method. The first-order perturbation method is able to predict 

analytically the evolution of the crack size distribution in some future flight cycles from the present 

estimations given by the EKF. The first-order perturbation method is compared with Monte Carlo 

method. The comparison shows both of them provide right decisions of repairing panels but the 

first-order perturbation method leads to great savings in computational cost. This indicates that the 

first-order perturbation method is effective and could be used to replace Monte Carlo method in 

prognostics problem of fuselage panel fatigue crack growth. 
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In CHAPTER 5, the developed model-based prognostics method is integrated in the 

maintenance planning for a fleet of aircraft in an airline. Each panel of each aircraft is banded with 

the model-based prognostics method, i.e., for each panel, its crack size and material property 

parameters {m,C} estimation as well as its crack propagation prediction are done by the 

model-based prognostics method individually. By using the predictive information in two different 

ways, two types of predictive maintenance are proposed. Specifically, in the first type of predictive 

maintenance policy, the decision of whether repairing a panel or not at a maintenance stop depends 

on the predicted crack size distribution in some future flight cycles. In the second type of predictive 

maintenance policy, the ratio of scheduled repair cost over unscheduled repair cost is taken as an 

input of repair policy, i.e., the repair decision depends on the relation between the cost ratio and the 

probability of occurrence of the unscheduled maintenance. In this case, the repair policy acts as a 

branch controller. The unscheduled maintenance is avoided as much as possible if the cost ratio is 

low (which indicated that the unscheduled cost is much higher than that of scheduled cost). In the 

contrast, if the unscheduled cost is not much higher than the scheduled cost, then fewer panels are 

repaired at scheduled maintenance and the occurrence of unscheduled maintenance is relaxed. 

For perspectives and future work, one can extend from the followings aspects. (1) More 

complicated and practical fatigue damage models, such as Huang’ s model [153], Wheeler’s model 

[154] can be considered. (2) Some assumptions can be released to make the simulation more 

practical. For example, multiple cracks can be assumed in one fuselage panel. (3) Due to the usage 

of some more sophisticate model, the number of variables to be identified can be large and running 

a model-based method is computational expensive. In such cases, some data-driven methods can be 

considered. Data-driven methods are more appropriate in such cases that the understanding of the 

principle of degradation process is not comprehensive, or the system is sufficiently complex such 

that develop an accurate degradation model is prohibitively expensive. (4) The reliability of SHM 

system can be investigated. The probability of crack size detection by SHM can be considered. In 

addition, the balance between the maintenance cost saved by SHM system and the cost incurred 

due to the installation of SHM can be studied so that one can know whether it is worth installing an 

SHM system (5) From the industry application point of view, an aircraft Prognostics and Health 

Management (PHM) system including hardware and software can be developed. The hardware can 

be composed of sensor network, equipment of data acquisition, transformation and storage while 
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the software parts involve various data processing algorithms and prognostics methods. The aircraft 

PHM system can enable the airlines or manufactures to know the health state of an aircraft in future 

time, therefore, to plan the maintenance just in time based on the predicted health state rather than a 

fixed schedule. 
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APPENDIX A COST MODEL 

The engine maintenance cost is given in terms of empirical expression in [152]. The parameters 

that will be used in the cost model are given in Table A-1. The engine maintenance cost per flight is 

given as 

)
25.0

3.1
costmaterialcostlaborengine(e 




t

t
N  (A-1) 

The engine labor cost is given by Eq.(A-2)., where C1=1.27-0.2*BPR2, C3=0.032*nc+K 

0.4
1 30.21 (1 )R C C T      (A-2) 

Engine material cost is given in Eq.(A-3), where C2=0.4*(OAPR)1.3+0.4 

321
8.0)1(56.2 CCCT   (A-3) 

Table A-1 Parameters used in cost model 
Notation Description Value 

Ne Number of engines 2 

T Sea level static thrust (tons) 24.6 

BPR Engine bypass ratio 6 

nc Number of compressor stages 9 

K Parameters relative to shaft number of compressor 0.57 

OAPR Overall pressure ratio of the engine 31.3 
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APPENDIX B PROOF OF THE COST OPTIMAL POLICY 

This Appendix gives a mathematical proof of the cost optimal policy presented in Section 5.5.3. 

Eq.(5-13) is firstly proved as the prerequisites for the proof. Recall that in Eq.(5-13), it gives

NbB JI 1 . Suppose the contrary 

NbB JI 1  (B-1) 
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Since BI <bJ, according to Eq.(5-16): 
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And according to Eq.(5-14): 
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Sum the inequality Eq.(B-3) and Eq.(B-4): 
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which is impossible since Eq.(5-17) is not satisfied. So 1< bJ < BI < N 

Now, we prove the cost optimal repair policy. Reminder that the optimal policy dn* is 
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The maintenance cost is a function of decision. Our objective is to prove C(dn)>C(dn*) for any 

maintenance policy dn. Let us define the following set: 

}1|1{  j
nI dBjA  (B-6) 

}0|1{  j
nI dBjA  (B-7) 

}1|1{  j
nI dNjBB  (B-8) 
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}0|1{  j
nI dNjBB  (B-9) 

|| A , || A , || B and || B are the cardinality of the set A , A , B and B , respectively. Obviously, we 

have the following: IBAA  |||| and IBNBB  |||| . The maintenance cost C(dn) is then 

computed as 
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Since s
j
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Since sus causPc )|( , for j=BI +1,…N (see Eq.(5-14)).Then: 
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Sum the inequality Eq.(B-11) and Eq.(B-12), then: 


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The left term of the inequality is the maintenance cost C(dn) while the right term of the 

inequality if the optimal cost C(dn*), so we have C(dn)>C(dn*). Up to now, the cost under any 

other decision dn is greater than the cost under the optimal decision dn* has been proved.
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