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#### Abstract

This thesis is related to the field of opto-mechanics and the use of different techniques for the measurement and manipulation of mechanical properties of nano-structures.

First part of the work is dedicated to the photonic wires. These objects are GaAs structures with an inverted conical shape of length of the order of $10 \mu \mathrm{~m}$ and diameter of less than $1 \mu \mathrm{~m}$, containing a layer of InAs quantum dots inside. Wide-range static stress-tuning of quantum dots photoluminescence spectrum was demonstrated using nano-manipulators to bend the wires. Additionally, owing to the spatial dependence of the spectral shift, this technique offers the possibility of QD positions mapping.

The second part of this work concerns the optical actuation of these photonic wires. A laser beam focused on the wire and modulated at the mechanical resonance frequency can set the wire in motion. The physical mechanisms responsible for these effects are presented and discussed.

In the third part is presented a method enabling the detection of mechanical oscillations of small (less than 50 nm in diameter) nanowires with the use of a Scanning Electron Microscope. This original method offers a possibility to detect the motion of many types of micro- and nanoelectromechanical devices which are too small to be detected optically owing to light diffraction limit. Moreover, this method also affects the mechanical properties of the structures via a backaction force that becomes non-negligible for such small devices. It opens up the possibility for further fundamental studies related to cooling of the mechanical motion.


## Résumé

Cette thèse s'inscrit dans le domaine de l'opto-mécanique et propose l'utilisation de différentes techniques de mesure et de manipulation des propriétés mécaniques de nano-structures.

La première partie de ce travail est dédiée aux fils photoniques. Ces objets sont des structures en GaAs en forme de cône inversé, avec une longueur d'une dizaine de $\mu \mathrm{m}$ et un diamètre inférieur au $\mu \mathrm{m}$, contenant une couche de boîtes quantiques à l'intérieur. Nous avons démontré une méthode de réglage statique du spectre de photoluminescence de ces boîtes quantiques sensibles à la contrainte, en utilisant des nano-manipulateurs pour contraindre mécaniquement les fils. De plus, grâce à la dépendance spatiale du décalage spectral, il est possible d'établir une carte de la position des boîtes quantiques.

La deuxième partie de ce travail concerne la mise en mouvement de ces fils photoniques à l'aide d'un faisceau laser modulé à la fréquence de résonance mécanique. Les mécanismes physiques à l'origine de ces effets sont présentés et discutés.

Dans la troisième partie, nous présentons une méthode permettant l'observation d'oscillations mécaniques de nano-fils fins (moins de 50 nm de diamètre) en utilisant un microscope électronique à balayage. Cette méthode originale offre la possibilité de contrôler de nombreux types de structures micro et nano-électromécaniques, dont la détection du mouvement n'est pas possible optiquement en raison de la limite de diffraction de la lumière. De plus, cette méthode permet également d'agir sur les propriétés mécaniques des structures via une force de contre-réaction qui devient non négligeable pour ces structures très légères. Cela ouvre la possibilité d'études fondamentales complémentaires liées au refroidissement du mouvement mécanique.
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## Chapter 1

## Introduction

### 1.1 Context

Outstanding achievements of modern physics in fabrication of different kinds of micro- and nanostructures lead to a high demand on development of new experimental techniques allowing different types of investigations and manipulations of such structures. In my thesis I concentrated on opto-mechanical interactions becoming significant in such structures due to their small sizes. It includes both: influence of a mechanical change on optical properties of a quantum dots (QDs) based structure and possibility to impact on nanostructure's mechanical properties via interaction with the light. Investigation of such dependencies opens up a possibilities of QDs tuning and mapping for the QD-based nanostructures as well as possibilities to manipulate the motion of nanooscillators. Moreover, a trend to structures' miniaturization enforces us to investigate the utilization of electron-beams instead of the light, which demonstrates interesting possibilities of structures' manipulations.

### 1.1.1 QD-based structures

Structures based of quantum dots find nowadays a wide range of applications. There are two big families of QDs depending on their fabrication technique. These are colloidal QDs, which are synthesized from solutions (much like traditional chemical processes), and epitaxial QDs, which are grown on the basis of a crystalline substrate via a crystalline overlayer deposition process.

Colloidal quantum dots are widely used in medical and biological research. Besides, they demonstrate outstanding photostability and fluorescence brightness, that makes them a good substitute for traditional luminophores, both organic and inorganic. Nowadays, it is already possible to buy a TV with a quantum dot-powered screen. QD-based LEDs are characterized by small possible size, pure and saturated emission colors with narrow bandwidth as well as low power consumption.

Epitaxial QDs also found the greatest application in optics due to theirs unique optical properties. They allowed to improve the efficiency of solar elements. Miniature QD-based lasers are used in communications devices and demonstrates both high speed data transfer and low power consumption, etc. Apart from various types of classical applications its quantum origin is also in demand. The most known is a possibility for the realization of single-photon source and optical transistor, which are the basis for quantum optical cryptographic communications and
computations [1]. An ideal device in this case requires that a single photon sent into the system always interact with the quantum dot as well as every photon emitted by the quantum dot will be collected at the output of the device. Nevertheless, a QD emits light in all directions that makes a light collection to be difficult. Besides, the large refractive index of shell semiconductor allows only a small part of the emitted light to leave the structure. Most part of light suffers from an internal reflections at the interface. One-dimensional structures (in which propagation of the electromagnetic field is possible in a single direction) has a potential for such device realization [2]. Such systems have high both coupling of a light source with a quantum emitter and collection of the light emitted from the embedded emitter. Various types of system have been already proposed, such as optical micro-cavities [3], pillar micro-cavities [4, 5], photonic crystals [6], etc. Photonic wires considered in this thesis were also developed for that applications [7] and good results were already reached $[8,9,10]$.

### 1.1.2 Nano-mechanical resonators

Nowadays, small mechanical devices are used in many fields of science and find applications in technology. For example, micron-scale cantilevers are used in atomic-force microscopy (AFM) for surfaces mapping. Due to their small sizes they are very sensitive to environmental influences. Thus, possibility to detect small changes in their behavior allows us to produce sensors based on these devices. Micro- and nano-electromechanical systems (MEMS and NEMS) are commonly used today as accelerometers, angular velocity sensors, gyroscopes, magnetometric and barometric sensors. Nano-mechanical resonators are used as electromagnetic oscillations generators providing on-chip frequency reference. Possibility to detect changes in oscillation frequency caused by adsorption of small particles makes them perfect for mass sensing [11]. There are developments in the field of charge sensing [12], and even spin detection [13]. Devices coupled to electrodynamic, electrostatic, thermoelastic and many others physical effects find their technological implementations. At the level of fundamental science, nano-mechanical resonators allows to observe quantum phenomena such as zero-point fluctuations [14, 15, 16], quantum back-action noise [17], creation of non-classical optomechanical states [18].

Further developments tends to successive decreasing of resonator's size in order to obtain lower mass and therefore higher sensitivity, lower power consumption, etc. It also requires the development of new detection techniques, because application of currently used all optical detection methods is limited by the diffraction limit of light, that makes it difficult to detect the motion of the structures, whose size is less than 100 nm . Experiments conducted in the Chapter 5 demonstrate the possibility to detect the motion of such structures detecting secondary electrons appearing under electronic beam illumination of the oscillator.

### 1.1.3 Opto-mechanical coupling

Light emission of a QD embedded into one-dimensional micro- and nano-structures is coupled to the strain field, which can be adjusted in a relatively wire range due to structure's small sizes. Such coupling appearing for photonic wires was demonstrated in [19, 20].

Experiments conducted in the Chapter 3 demonstrate the possibility of the QDs mapping (identification of the exact QD's position inside the structure) based on such coupling. The other method of QDs mapping based also on this idea was recently presented by our team in [21]. Such information is important because position of the QD defines its coupling with a light source.

The other important result of that chapter is a demonstration of a relative static strain-tuning of light emission of several QDs embedded in the same structure. It opens up the possibility of realization of collective effects based on these structures, in which several (at least 2) QDs have to be brought in resonance.

Experiments conducted in the Chapter 4 are dedicated to development of optical motion actuation technique, which lacks the drawbacks and limitations inherent in piezoelectric method used in [19, 20]. Such method is presented and effects appearing in light-matter interaction are discussed. Further development of this technique will allow to implement a feedback cooling (i.e. the possibility to damp the motion of the nanostructures) as well as to provide a fine static strain-tuning resembling the one from the Chapter 3.

### 1.2 Thesis outline

Thesis is organized in 5 upcoming chapters, presenting 3 different scientific research, which was briefly introduced above. The most part of the thesis is dedicated to so called photonic wires, presentation of which one of the chapters is devoted..

Chapter 2 describes the experimental structures used for the studies in chapters 3 and 4 : conical-shaped GaAs photonic wires with embedded InAs quantum dots. This chapter gives the general information about the properties of self-assembled InAs QDs embedded in a GaAs medium. The manufacturing process of different types of such structures is described. Besides, main features of resulting structures are highlighted. This chapter also contains the analysis of mechanical properties of photonic wires.

Chapter 3 presents the original method of static stress-tuning of a QD embedded in a photonic wire. An original experimental setup based on a Scanning Electron Microscope and allowing utilization of photo-luminescence spectroscopy together with high-precision control and tuning of QD's stress using nanomanipulators will be presented. A QD mapping method will be proposed based on the capabilities of this experiment. Comparison of experimentally obtained data with theoretical expectations will be provided.

Chapter 4 observes the possibility of optical actuation of photonic wire's motion. Experimental demonstration of such possibility will be provided. Different physical effects and their contributions will be considered based on both theoretical calculations and experimental results. Advantages and possible future perspectives will be discussed.

Chapter 5 presents the original method of motion observation of different types of nanostructures using Scanning Electron Microscope. This method enlarges in the lower side the range of possible nanostructures' sizes, the motion of which can be detected. The back-action effect (i.e. the impact of a measurement technique on a measured results) will be demonstrated.

Thesis ends by a Chapter 6 , which summarizes all the main results obtained during this work and gives the basis for further investigations.

## Chapter 2

## Photonic wires with embedded quantum dots
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2.1 Self-assembled quantum dots . . . . . . . . . . . . . . . . . . . . . . 6
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2.3 Mechanics of photonic wires . . . . . . . . . . . . . . . . . . . . . . . 12
2.4 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16


Figure 2.1: (a) Sketch of self-assembled InAs QD embedded in a GaAs matrix. Red triangle is a QD and a red line connecting all triangles is a wetting layer. (b) Transmission electron microscopy (TEM) image of a self-assembled InAs QD embedded in a GaAs matrix. [7]

### 2.1 Self-assembled quantum dots

Quantum dot (QD) is a semiconductor structure, consisting from a very small droplet of one semiconductor material surrounded by the other semiconductor material with a larger bandgap. The typical size of inclusion is about a few tens of nanometers. Thus, electron and holes in the QD are confined in all three dimensions. As a result, spectrum of charge carrier energy states becomes discrete. That's why QDs are usually considered as zero-dimensional structures or artificial atoms. Despite that QD is relatively big with respect to one atom and consists of thousands of them, it demonstrates similar optical properties caused by quantized energy spectrum and localized charge carriers.

Self-assembled semiconductor QDs appear in the process of layer-by-layer growth due to the relief of elastic energy between two materials with a large lattice mismatch ("Stranski-Krastanov" growth mode [22]). Initially, deposition of one material on the substrate of the other material lead to formation of strained layer which is referred to as 'wetting layer'. Further during a growing process when layer thickness reaches critical value (that depends on strain and the chemical potential of the deposited film), growth continues through the nucleation and creation of 'islands'. Growth conditions (such as deposition rate, temperature, etc.) define size and shape of the 'island' as well as the wetting layer structure. Organized in a such way QDs are then covered, usually, by the same material, which is used for the substrate. It protects QDs from oxidation and prevents interactions with surface states.

In our case all self-assembled InAs QDs are grown by molecular beam epitaxy (MBE). Lattice mismatch between GaAs and InAs is about $7 \%$. Resulting QDs have diameters of about 2030 nm and heights of about $2-3 \mathrm{~nm}$. A sketch and a real image of the GaAs structure with embedded InAs self-assembled QDs are presented on the Figure 2.1.

The confinement potential of a QD can be simply described by a square-well potential (see Figure 2.2,a). Quantized energy spectrum of a QD can be found by solving the Schrodinger equation

$$
\left[-\frac{\hbar^{2}}{2 m^{*}} \nabla^{2}+V(\vec{r})\right] \Psi(\vec{r})=E \Psi(\vec{r})
$$

where $m^{*}$ is the effective mass, $V(\vec{r})$ is the effective potential, $E$ is the energy sate, and $\Psi(\vec{r})$ is the wave-function of an electron or a hole.

Exciton is a quasi-particle made of an electron and a hole, which interact due to attractive Coulomb force. Such exciton can be spatially localized inside the QD during its life-time (in


Figure 2.2: (a) A sketch demonstrating simplified square-well potential well of a QD in a growing direction. A band-gap of a wetting layer has a value in between values for the GaAs and InAs. Blue lines are the discrete energy levels of electron and holes in conductive and valence band respectively. (b) A sketch demonstrating 3 ways of optical excitation. From left to right: excitation above bandgap of GaAs, excitation in a wetting layer, resonant excitation. An electron is shown as a filled circle, a hole - a hollow circle.
order of ns) and can recombine either radiatively or non-radiatively. When an electron and a hole are trapped in the ground states of respectively the conduction and the valence band of the QD, the decay mode is mainly a radiative recombination. This is the basis of a photo-luminescence experiment, in which charge carriers can be optically excited via one of 3 possible mechanisms (see Figure 2.2,b): excitation above band-gap of GaAs, excitation in a wetting layer, resonant excitation (it means that energy is exactly equal to energy difference between two QD levels in valence and conductive bands).

Excitation above the bandgap of GaAs (which is at low temperature equal to 1.52 eV that corresponds to a wavelength of 817 nm ) creates charge carries in GaAs and only a fraction of them can be captured by the wetting layer. The excitation in a wetting layer is the most effective way to create charge carriers near the QD, which further relax within the conduction and valence band of the QD during a few tens of picoseconds time scale. Resonant excitation allows to create charge carriers directly inside the QD, but it strictly limited by the wavelength. In case of resonant excitation in between of non-ground QD levels charge carriers quickly (in order of ps ) decay non-radiatively to the corresponding ground states [10].

### 2.2 Manufacturing of photonic wires

The photonic wire's family consists of various different types of structures, each of which intended to be optimal for different kinds of application. All of them were developed and grown in the group of J. Claudon and J-M. Gérard, which is a part of our joint Nanophysics and Semiconductors (NPSC) team. Each type of structure requires its own growing parameters. Here we briefly discuss common features of the process. A whole technological process is shown on the Figure 2.3 and typical final devices are shown on the Figure 2.4.


Figure 2.3: Technological process of photonic wire's growth. (a) Growing starts from a GaAs (100) wafer. (b) Using Molecular Beam Epitaxy (MBE) one grows a GaAs layer of the thickness equal to the desirable height of photonic wires. A thin layer of self-assembled QDs can be also grown at any place inside the GaAs layer. For the structures, where it is important to provide a QD's laser excitation with maximum efficiency, a $S i_{3} N_{4}$ anti-reflection coating can be grown on the top using Plasma-Enhanced Chemical Vapor Deposition (PECVD). (c) To define a position of the certain structure Ni mask is used. This mask represents a disk made by electron-beam lithography with the diameter equal to the top diameter of the structure. (d,e) The conical shape of the photonic wire is obtained using Reactive Ion Etching (RIE) with accurate control of etching parameters from top to down that allows to produce a cone with desirable angle. (f) To remove a mask a diluted nitric acid solution is used. (g) If it is required the final structure can be covered by thin $S i_{3} N_{4}$ shell to passivate the surface and suppress surface effects [23].

(a)

(b)

(c)

Figure 2.4: (a) GaAs photonic wire with height of about $18 \mu \mathrm{~m}$, nominal top of $1.9 \mu \mathrm{~m}$ and a half-angle of 2.3 degree. The InAs QD's layer is located about $1 \mu \mathrm{~m}$ above the substrate. Anti-reflection $\mathrm{Si}_{3} N_{4}$ coating (is showed by green) has a thickness of 115 nm . Such kind of structures are used in Chapter 3. (b) GaAs photonic wire with height of about $26 \mu \mathrm{~m}$, nominal top of $5.5 \mu \mathrm{~m}$ and a half-angle of 5.3 degree. There is no anti-reflection coating on top. Such kind of structures are used in Chapter 4. (c) GaAs photonic wire with height of about $3 \mu \mathrm{~m}$, nominal top diameter of $1.4 \mu \mathrm{~m}$ and a half-angle of 7.8 degree. Such kind of structures are used in Chapter 4. All images are obtained using Scanning Electron Microscopy. Images (a) and (c) are provided by J. Claudon.

During the growing process not only one structure but many of them are grown on the same substrate. The height and the angle are equal for all of them but top diameter can be controlled independently varying the diameter of Ni mask disk. Positions of the structure is defined by position of mask disk, which is easily controlled. So usually on the experimental sample the structures are organized in matrices, where all trumpets have different diameters. Every matrix has one letter and one number in its name which relate to the order of this matrix on the sample in horizontal and vertical direction respectively. Each matrix is separated to several blocks, each of which typically contains 50 trumpets organized in 5 by 10 array. The value of maximal structure's top diameter (that corresponds to the upper left trumpet) is shown at the left side of the block. On the Figure 2.5 one block of the F1 matrix from the one of our experimental samples is shown.


Figure 2.5: Top view image of the sample obtained with Scanning Electron Microscope. One block of F1 matrix is presented, where the structures with top diameters from 3 to $2.51 \mu \mathrm{~m}$ are located. Upper left trumpet has a maximal top diameter of $3 \mu \mathrm{~m}$ (the value is shown on the left side of the block). The next right trumpet has always 10 nm less nominal diameter, and the next down - 100 nm . Distance between neighbors structures is $15 \mu \mathrm{~m}$. A white line in top left corner is given for the scale of $50 \mu \mathrm{~m}$.

To collect all photons emitted by QD at the top of the structure trumpets with a mirror from the bottom are required. A mirror can be introduced either growing Dielectric Bragg Mirrors (DBR) or sticking trumpets on a metallic mirror [7, 24]. One of the investigated samples in Chapter 3 is of this type. In this case required GaAs layer is growing in reversed way. It means that the earlier grown layer will be closer to the top of the final trumpet. Technological process is shown on the Figure 2.6. Resulting structures are presented on the Figure 2.7. It has a height of $12 \mu \mathrm{~m}$ length and 6.5 degree opening angle. Nominal top diameter is changing from 1 to 3 $\mu \mathrm{m}$. QD layer is located 110 nm above the golden mirror.


Figure 2.6: Technological process of creation a photonic wire with a mirror from its bottom. (a) Growing starts from a GaAs (100) wafer. (b) In this particular case a 500 nm -thick AlGaAs buffer is grown before a $12 \mu$ m-thick layer of GaAs to separate the wafer and GaAs layer. (c,d) After depositing 10 nm of $\mathrm{SiO}_{2}$ layer a golden 250 nm mirror covers a whole structure. (e) Then structure is glued to the other GaAs wafer and turned upside down. (f) After polymer curing, the growth wafer and the buffer are removed using a combination of physical and selective wet etching. (g) Now, all steps that are used for the presented above photonic wire's growth should be repeated.


Figure 2.7: (a) Tilted view image of the sample obtained with Scanning Electron Microscope and published in [24]. A white line at down left corner is a scale bar of $15 \mu \mathrm{~m}$. (b) Zoomed colored image of one structure. It has a height of $12 \mu \mathrm{~m}$ length, 3.25 degree half-angle and nominal top diameter of $1.55 \mu \mathrm{~m}$. A white scale bar is equal to $1 \mu \mathrm{~m}$. (c) Zoomed (scale bar is equal to 200 nm ) image of the basis of the same structure. QD layer is located 110 nm above the golden mirror.


Figure 2.8: Coordinate system for the (a) photonic wire (b) beam. (c) Shape of the first four flexural modes are shown from left to right by different colors. Maximum displacement at the top of the structure $(z=L)$ is equal 1 arbitrary unit for all modes.

### 2.3 Mechanics of photonic wires

The photonic wire can be considered as a single-clamped mechanical oscillator. Each flexural mode is split into 2 orthogonally polarized eigenmodes. Thus, we need to consider only 1D oscillations of the structure. Transverse oscillations of a one-dimensional Bernoulli-Euler beam can be described by [25]

$$
\begin{equation*}
\mu(z) \cdot \frac{\partial^{2} u_{y}(z, t)}{\partial t^{2}}+\frac{\partial^{2}}{\partial z^{2}}\left(E \cdot I_{x} \cdot \frac{\partial^{2} u_{y}(z, t)}{\partial z^{2}}\right)=q_{y} \tag{2.1}
\end{equation*}
$$

where $E$ is the Young modulus, $I_{x}$ is the second moment of area with respect to x-axis, $\mu$ is a mass per unit length, $u_{y}(z, t)$ is the deflection along $y$-axis of the structure from the z-axis, which is the axis of the structure's symmetry at the equilibrium. See coordinate system on the Figure 2.8a.

For homogeneous beam with constant cross-section (it assumes not a conical but cylindrical cross-section of the structure, as it is shown on the Figure $2.8, \mathrm{~b}$ ) in the absence of perturbing forces $q_{y}=0$ we can simplify it as

$$
\begin{equation*}
\mu \frac{\partial^{2} u_{y}(z, t)}{\partial t^{2}}+E \cdot I_{x} \cdot \frac{\partial^{4} u_{y}(z, t)}{\partial z^{4}}=0 \tag{2.2}
\end{equation*}
$$

Taking into account that natural oscillations have a harmonic behavior solution can be found as

$$
\begin{equation*}
u_{y_{i}}(z, t)=v_{i}(z) \cdot \sin \left(\omega_{i} t+\varphi_{i}\right) \tag{2.3}
\end{equation*}
$$

where $\omega_{i}$ and $\varphi_{i}$ is respectively frequency and a phase of the mode, $v_{i}(z)$ is a stationary solution of the equation and $i$ is a positive integer number of the solution (mode). It gives us a simple fourth-order differential equation equation


Figure 2.9: Graphic representation of several first roots of the equation (2.7). The values are $\alpha_{1} L=1.88, \alpha_{2} L=4.69, \alpha_{3} L=7.85, \alpha_{4} L=11$.

$$
\begin{equation*}
v_{i}^{I I I I}(z)-\alpha_{i}^{4} \cdot v_{i}(z)=0 \tag{2.4}
\end{equation*}
$$

where $\alpha_{i}=\sqrt[4]{m_{0} \cdot \omega_{i}^{2} /\left(E \cdot I_{x}\right)}$ is a wavenumber. There is infinite (but countable) number of the solutions that have a common expression

$$
\begin{equation*}
v_{i}(z)=A_{i} \cdot \sinh \left(\alpha_{i} z\right)+B_{i} \cdot \cosh \left(\alpha_{i} z\right)+C_{i} \cdot \sin \left(\alpha_{i} z\right)+D_{i} \cdot \cos \left(\alpha_{i} z\right) \tag{2.5}
\end{equation*}
$$

For the cantilever beam, which is fixed from one side ( $z=0$ ) and has no no bending moment and shearing force at the free end $(z=L)$, the following boundary conditions should be fulfilled:

$$
\begin{equation*}
v_{i}(0)=v_{i}^{\prime}(0)=v_{i}^{\prime \prime}(L)=v_{i}^{\prime \prime \prime}(L)=0 \tag{2.6}
\end{equation*}
$$

Thus, the spectrum of all possible wavenumbers is defined by the equality

$$
\begin{equation*}
\cos \left(\alpha_{i} L\right) \cdot \cosh \left(\alpha_{i} L\right)=-1 \tag{2.7}
\end{equation*}
$$

Solving this transcendent equation relative to $\alpha_{i} L$ we can find an oscillation frequency as

$$
\begin{equation*}
\omega_{i}=\alpha_{i}^{2} \sqrt{\frac{E \cdot I_{x}}{\mu}}=\left(\alpha_{i} L\right)^{2} \cdot \frac{R}{L^{2}} \cdot \sqrt{\frac{E}{4 \rho}} \equiv 2 \pi f_{i} \tag{2.8}
\end{equation*}
$$

where $R$ is a radius of the cylindrical rod and $L$ is its length, $\rho$ is a density of GaAs. Here, we used $\mu=\rho \pi R^{2}$ and $I_{x}=\pi R^{4} / 4$.

Roots of the equation (2.7) can be presented graphically (see Figure 2.9). These are the values at which a blue curve intersects X-axis (i.e. line y $=0$ ).

The Young modulus of GaAs is equal to 85.5 GPa , whereas its density is $5320 \mathrm{~kg} / \mathrm{m}^{3}$. Thus, for the structure with length of $17 \mu \mathrm{~m}$ and diameter of $1 \mu \mathrm{~m}$, first four eigenfrequencies are equal to $1.94 \mathrm{MHz}, 12.2 \mathrm{MHz}, 24 \mathrm{MHz}$ and 66.7 MHz .

We see that flexural modes' frequencies scale as a ratio of the structures radius to its square length. The shape of the mode is then defined as


Figure 2.10: Shape of the photonic wire's oscillations for the first four flexural modes and two first order breathing modes. Flexural modes are doubly degenerate, because of the symmetry of the structure. Displacement of the structures is relative. Color shows the displacement and is distributed from blue (zero displacement from initial position) to red (maximum relative displacement). Equilibrium position is shown by black contour.

$$
\begin{equation*}
v_{i}(z)=A_{i}\left[\left(\cosh \left(\alpha_{i} z\right)-\cos \left(\alpha_{i} z\right)\right)+\frac{\cosh \left(\alpha_{i} L\right)+\cos \left(\alpha_{i} L\right)}{\sin \left(\alpha_{i} L\right)+\sinh \left(\alpha_{i} L\right)}\left(\sin \left(\alpha_{i} z\right)-\sinh \left(\alpha_{i} z\right)\right)\right] \tag{2.9}
\end{equation*}
$$

where $A_{i}$ is the motion amplitude of the free end at this frequency. We set it to one arbitrary unit for all modes on the Figure $2.8 c$ to demonstrate the shape of the first four modes.

We used a finite-element commercial software COMSOL to calculate frequencies of flexural modes for the conical structures. On the Figure 2.10 are shown shapes of first four flexural modes as well as two non-flexural modes. It is so-called vertical breathing mode (structure becomes longer: oscillation along the axis of symmetry) and radial breathing mode (structure becomes thicker: oscillation in radial direction symmetrically with respect to the axis of structure). These modes also have higher orders, which are not shown. Colors on the Figure shows the relative structure's displacement from equilibrium position, which is shown by black contour. We can mention that maximum displacement does not correspond to the free end of the structure as it was in case for the rod (see Figure 2.8c).

Values of the different order flexural eigenfrequencies of the structure with height of $26 \mu \mathrm{~m}$, top facet diameter of $5.5 \mu \mathrm{~m}$ and half-angle of 5 degree are shown on the Figure 2.11a. Modes of different orders demonstrate the same behavior with the change of model's parameters, so the data only for the first order mode are presented on the Figures 2.11c, d, e for different radius, half-angle and length correspondingly. We can see that it is still in direct ratio with a radius as it is for the rod model (see Equation 2.8). However, dependence on the length of the structure is more complicated than inverse ratio with the square of length as it was for the rod. Nevertheless, eigenmode frequency still decreases when length increases.

It is also can be noted that reducing structure's top radius at fixed half-angle or increasing the half-angle at fixed top radius, we are thereby decreasing eigenfrequency and approaching to the situation, when structure's radius at its bottom is equal to 0 . At this point, the structure falls and its frequency becomes equal to 0 (no oscillations).

Displacement of the photonic wire's top facet arises a strain at the level of QDs layer. It will be presented in the next chapter.


Figure 2.11: (a) Values of the frequency of different order flexural modes for the structure with height of $26 \mu \mathrm{~m}$, top facet radius of $5.5 \mu \mathrm{~m}$ and half-angle of 5 degree. Data are presented in semi- $\log$ scale. (b) Frequency dependence on the half-angle of the structure with fixed top facet radius and height for values of top facet radius: $2.6 \mu \mathrm{~m}$ (red), $2.7 \mu \mathrm{~m}$ (blue), $2.8 \mu \mathrm{~m}$ (magenta), $2.9 \mu \mathrm{~m}$ (black), $3.0 \mu \mathrm{~m}$ (cyan) and height of $26 \mu \mathrm{~m}$. (c) Frequency dependence on the top facet radius of the structure with fixed half-angle and height for values of half-angle: 1 degree (red), 3 degree (blue), 4.2 degree (magenta), 4.6 degree (black), 5 degree (cyan) and height of $26 \mu \mathrm{~m}$. (d) Frequency dependence on the height of the structure with top facet radius of $5.5 \mu \mathrm{~m}$ and half-angle of 5 degree.

### 2.4 Conclusions

This chapter presents a family of the inverted conical shape micro-structures (so-called photonic trumpets), that will be investigated in the following two chapters. These structures have embedded QDs, that were also briefly presented in this chapter. Photonic wires have various configurations differing in their heights, top diameters and half-angles. Within the framework of this dissertation 4 experimental samples were investigated:

- Big Trumpet Sample. All structures are about $26 \mu \mathrm{~m}$ high. There are 5 matrices, which are insignificantly different by half-angle, whose value is about 5.3 degree. Each matrix contains 2 blocks of structures. Structures in the first block have top diameters from $6 \mu \mathrm{~m}$ to $5.51 \mu \mathrm{~m}$ (with 10 nm step between the nearest structures), in the second block - from $5.5 \mu \mathrm{~m}$ to approximately $5.2 \mu \mathrm{~m}$. Structures with smaller top diameter have too small bottom diameter to remain stiff, so that they break down easily. Distance between two neighbor structures within one block is equal to $30 \mu \mathrm{~m}$. On the Figure 2.4 b one of these structures is shown.
- Medium Trumpet Sample. All structures are about $18 \mu \mathrm{~m}$ high and have a half-angle of about 2.3 degree. There are about 20 matrices. Each matrix contains structures with top diameters from $4 \mu \mathrm{~m}$ to approximately $1.7 \mu \mathrm{~m}$ (with 10 nm step between the nearest structures) organized in 5 blocks. Distance between two neighbor structures within one block is equal to $15 \mu \mathrm{~m}$. The QD's layer is located about $1 \mu \mathrm{~m}$ above the substrate. Anti-reflection $S i_{3} N_{4}$ coating has a thickness of 115 nm . On the Figure 2.4a one of these structures is shown.
- Short Trumpet Sample. All structures are about $3 \mu \mathrm{~m}$ high and have a half-angle of about 7.8 degree. There are about 176 matrices. Each matrix contains structures with top diameters from $2 \mu \mathrm{~m}$ to approximately $1 \mu \mathrm{~m}$ (with 10 nm step between the nearest structures). On the Figure 2.4c one of these structures is shown.
- Mirrored Sample. All structures are about $12 \mu \mathrm{~m}$ high and have a half-angle of about 3.25 degree. Structures have top diameters from $3 \mu \mathrm{~m}$ to approximately $1.5 \mu \mathrm{~m}$ (with 10 nm step between the nearest structures). QD layer is located 110 nm above the golden mirror. Anti-reflection $S i_{3} N_{4}$ coating has a thickness of 115 nm . On the Figure 2.7b one of these structures is shown.

In Chapter 3 Medium Trumpet and Mirrored samples will be used to study a possibility of static stress-tuning of QDs embedded in such photonic wires. Chapter 4 dedicated to optical actuation of photonic wire's motion is mostly concentrated around Big Trumpet sample, however some experimental results for the Short Trumpet and Medium Trumpet samples are also presented.

## Chapter 3

## Static stress-tuning of a QD embedded in a photonic wire
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### 3.1 Introduction

Quantum dot (QD) is a semiconductor structure that also referred to as an artificial atom: a single object with bound and discrete electronic states. Nevertheless QDs grown during one technical process are different (contrary to natural atoms), therefore absolute and relative tuning of QD is an important task in semiconductor physics.

Strain tuning of semiconductor QDs is widely used as a method of wide range (several meV) adjustment and precise control of emission wavelength over the time. It finds an application in fundamental quantum optical experiments aimed to development of quantum computers and quantum computations. Thus, in [26] it is shown that the possibility to bring QD emission wavelength to the $D_{2}$ absorption lines of rubidium $87(\lambda \sim 780 \mathrm{~nm})$ is a way to further realization of QD-based quantum memory.

Moreover, because of the fact that exciton and biexciton peaks related to the same QD react differently on the applied stress, it is possible to reduce and sometimes set to zero a binding energy [27] that allows to produce entangled photon pairs from QD using time reordering scheme [28]. The other way to produce entangled photons is to reduce a fine-structure splitting (FSS), which also depends on the applied stress, up to several $\mu \mathrm{eV}$. The effect of FSS decreasing under uniaxial stress was demonstrated in [29] and realized in nanomembranes [30]. In comparison with annealing method of FSS control presented in [31, 32, 33] strain tuning is reversible and controllable.

It was also shown that emission of InAs/GaAs QD can be continuously adjusted in a range from 711 nm to 868 nm under a pressure from 0 to 4 GPa using diamond anvil cell (DAC) without critical losses of photo-luminescence (PL) intensity and without distraction of antibunching properties [34].

In our team it was already shown [20] that quantum dot embedded in a photonic wire is dynamically tuned via displacement of the structure's top (as a result of resonant mechanical excitation with a piezo-electrical transducer) that leads to a huge strain at the QD level. In continuation of this idea we decided to tune a QD in static mode. As it was shown in [19], when the photonic wire is bent there is a gradient of the stress in structure's cross-section. Changing of the structure's position changes the distribution of the stress. A transition energy of offcentered quantum dot (QD) embedded in the photonic wire depends on the applied stress and consequently depends on the photonic wire's position. Thus, it allows us to change the emission wavelength of the QD by changing the laser position on the top of the photonic wire. Due to the gradient of the stress in structure's cross-section two embedded QDs feels different stress for one fixed photonic wire's position. It means that tuning slope is also different for them, and it allows us to bring their transition energies in resonance, which opens the door to studying collective effects in light-matter interaction with two QDs. The collective spontaneous emission of an ensemble of N excited two-level systems predicted in [35] and firstly observed in [36] in optically pumped gas. Usually superradiance is transient: a system initially prepared in the excited state relaxes to the ground state rapidly and the collective emission terminates. But it was recently shown that steady-state superradiance can be achieved by coupling the emitters to a cavity mode $[37,38,39,40,41]$. But such investigations go beyond the scope of this thesis.

The general idea of the experiment presented in this chapter is to observe the impact of the externally applied static stress to the QD's transition energy. For that we want to affect the strain in the QD's layer by bending the structure and holding it in bent position. To do this we want to push the photonic wire from a side using a nanomanipulator that allows to control its position with precision of several nm. To observe the changing of energy we register
a photo-luminescence spectra of QDs at 4 K .

### 3.2 Experimental setup

To provide this experiment the experimental setup should meet the following requirements:

- Small mechanical devices with high precision of positioning should be used.
- The sample will be investigated at low temperature $\sim 4 \mathrm{~K}$ to observe a photo-luminescence spectra of QDs. It means that experimental setup should have a vacuum chamber with possibility to bring a liquid helium to it to cool down the sample. Temperature of pushing device should be also as low as possible (equal to the temperature of the sample in ideal case) to prevent heating of the sample.
- This chamber should have a window to transmit the excitation laser as well as QD's luminescence, which is about 900 nm wavelength.
- This chamber should be big enough to place mechanical devices inside it. It should be possible to observe the sample with high spatial resolution.
- It is necessary to bring the tip of nanomanipulator in contact with chosen structure.
- Possibility to register the spectrum of QD's luminescence. It can be easily done having the high-resolving spectrometer.

It is necessary to track the position of the structure visually while pushing on it.
All this brings us to an idea to modify an existing Cathodoluminescence setup. This setup consists of a Scanning Electron Microscope (SEM) with a special chamber where sample's stage can be cooled down by liquid helium, parabolic mirror that collect the light from the sample and send it out of the SEM's chamber through the special window on its side and a spectrometer with achromatic focusing system and CCD camera (see Figure 3.1).

The SEM that we used is FEI Inspect F50. The electrons are generated by a Schottky field emission gun. The chamber is under high vacuum ( $<10^{-5}$ Torr), that provides low-level of absorption on the sample surface. The resolution can be as small as 3 nm at 1 keV and goes down to 1 nm at maximum of 30 keV .

Parabolic mirror was specially developed to collect emission of the investigating structure. It has a hole on the upper plane to let electron beam reach the structure. Thus, we can see the sample due to detection of the secondary electrons and excite carriers (cathodoluminescence).

The high resolution IHR550 grating spectrometer is used to register luminescence spectra. We used first order mode of 600 grooves $/ \mathrm{mm}$ IR grating and a silicon CCD camera with 2048 x 512 pixels and pixel's size equal to $13 \times 13 \mu \mathrm{~m}$. It allows us to observe a spectrum in 74.5 nm range around 900 nm with resolution of 36.4 pm . Working temperature of the camera is about $-70{ }^{\circ} \mathrm{C}$. In this spectrometer grating can be also used at zero order. Thus it acts as a mirror and allows to observe on a CCD chip a spot incoming through the entrance slit of the spectrometer. This mode is used to align the experimental setup.

We modify this setup by adding the laser that comes inside the SEM through the same window and illuminates the sample being focused with the same parabolic mirror. We have also placed nanomanipulator's stage inside the chamber of SEM. Resulting experimental setup is shown schematically on the Figure 3.1 and on the photo on the Figure 3.2.


Figure 3.1: Schematic view of cathodoluminescence experimental setup modified for photoluminescence measurements by introduction of the laser beam into the SEM chamber using 50/50 beam splitter.


Figure 3.2: Photo of experimental setup.

To excite the luminescence of QDs we used two diode lasers with different wavelength: 830 nm - to create electron-hole pairs in wetting layer - and 625 nm to create carriers due to interband absorption. Both chips were mounted in laser diode mount with integrated temperature controller LDM9T/M and controlled by LDC 201 C laser diode controller. Lasers were used in continuous-wave mode. At the output they have a beam which is elliptical in cross-section. To compensate it we used anamorphic prism and a spatial filter.

A spatial filter consists of 2 lenses and a pinhole in between. Parallel laser beam is focused on the pinhole by first lens. Focal distance and a size of a pinhole are chosen to cut off all non-perfectness of the beam. We used 10 cm lens and $20 \mu \mathrm{~m}$ pinhole. After passing through the pinhole we recover a parallel laser beam mounting the second 10 cm lens at its focal distance.

To push on such small object a closed-loop piezo-stage with nanomanipulator is used. It allows us to measure and to control the position of the tip very precisely. We have a special stage where 4 tips can be mounted. Originally these tips are used to carry out spatially resolved I-V measurements. But we decided to use them for pushing our structures. Tips are connected to a cold finger with a wire to avoid the heating of the photonic wire while pushing.

Each tip can be moved along 3 directions: Z axis is coincident with e-beam and relates to the height of a tip with respect to the investigated structure, in the plane X axis is directed along a tip, Y - perpendicular to a tip (see Figure 3.3a). Each tip can be moved independently. They are are mounted at 45 degree with respect to the sample's sides. There is two modes to move a nanomanipulator. First one is a step mode driven by stick-slip motors, when tip is jumping from one position to the other. In this case range of adjustment can be very large about several mm whereas the step can be chosen by operator in a range from fractions of a millimeter to less than a micrometer. But in this mode tip exerts vibration because of a quick 'jump' and it can break the structure. We used it to bring the tip close to the photonic wire. The other mode is an analog mode, when position of the tip can be changed smoothly by applying a voltage to the piezo in a range of $1 \mu \mathrm{~m}$ with a step less then 1 nm theoretically. In such case knowledge about position are limited by precision of position's measurement, which is about 3 nm .

Tip's profile in XY and XZ planes is shown on the Figure 3.4a. Normal position of the tip on the SEM image is shown on the Figure 3.4b by green color. On the same image you can see the tip mounted with a small rotation in a holder in YZ plane. We need it for some of the further experiment described in the section 3.5.1.

### 3.2.1 Parabolic mirror

The most delicate part of the experimental setup is a parabolic mirror. To align the experimental setup the following conditions must be fulfilled:

- The structure's top facet should be placed in a focal point of parabolic mirror. For this, sample can be moved using precise XYZ stage. For fine tuning parabolic mirror can also be moved in XYZ space.
- Parallel laser beam should come to the parabolic mirror along its axis. It give us 4 degrees of freedom for the laser beam: two coordinates and two angles. All of them can be adjusted using two last mirrors before the beamsplitter.

Nevertheless, initial rough alignment of the setup is difficult, because changing the position of the parabolic mirror with a view to improve collection of light from the light emitter, breaks also the alignment of laser beam and decrease excitation quality. Additionally, the situation is


Figure 3.3: (a) Schematic top view of 4 piezostages with mounted tips and their coordinate systems. Experimental sample is shown as a yellow square. (b) A photo of 2 piezostages B and C and a sample. Tips are connected to a cold finger with a wire to avoid the heating of the structure while pushing.


Figure 3.4: (a) Schematic view of the tip in different planes. (b) Real top view of the tip touching the photonic wire taken with SEM. Tip is rotated a bit along X axis for some specific experiments. Green profile shows tip's position if tip is mounted without rotation.


Figure 3.5: Simulation of beam profile around focal position of parabolic mirror made in terms of geometrical optics for parallel incident laser beam propagating along the mirror axis: (blue) without any tilt, (red) with 1 degree tilt with respect to X axis, (green) with 1 degree tilt with respect to Y axis, (yellow) with 1 degree tilt with respect to both axis. Parabolic mirror axes are shown further on the Figure 3.8a.
made difficult by the fact that we are not able to see the beam profile on the sample surface. And we have previously observed that quality of the laser spot (its diameter and roundness) at focal point of parabolic mirror degrades quickly if incident laser beam is slightly tilted or off-centered with respect to mirror's axis. On the Figure 3.5 the results of simulation of beam profile at different tilt angle of the incident laser beam at several position around the focal point of parabolic mirror are shown.

We have also done the same calculation in case if the laser beam is a bit ( 1 degree) convergent or divergent and we found out that it not only changes the distance to the focal point, but dramatically increases the size of the focused spot. The results of calculation are shown on the Figure 3.6.

To understand the dependence of laser spot on the incident beam alignment we performed additional study. Experimental setup is shown on the Figure 3.7. We used the same laser beam source prepared in the same condition by an anamorphic prism (is not shown on the figure) and a pinhole-based spatial filter. We repeated the same laser path that is used in an original experimental setup, which includes 3 dielectric mirrors and one beamsplitter. The last mirror before the beamsplitter was mounted on a one-dimensional translation stage, that allows us to move the incident beam along one of the axis of the parabolic mirror. We visualized laser spot formed by parabolic mirror on a TV screen using a microscope objective and a CCD camera.


Figure 3.6: Simulation of beam profile around focal position of parabolic mirror made in terms of geometrical optics for (a) converging (b) diverging incident laser beam propagating along the mirror axis: (blue) without any tilt, (red) with 1 degree tilt with respect to X axis, (green) with 1 degree tilt with respect to Y axis, (yellow) with 1 degree tilt with respect to both axis. Parabolic mirror axes are shown further on the Figure 3.8a.


Figure 3.7: Experimental setup for study laser spot quality formed by parabolic mirror in different condition of incident laser beam.

Parabolic mirror and objective were mounted on XYZ stages.
To perform the initial alignment we used the flat surface of the parabolic mirror from the incident beam side. The mirror and its coordinate basis are represented on the Figure 3.8a. We adjusted incident laser beam tilt controlling the reflected beam to reach the normal incidence situation when both beams are superimposed.

After the proper alignment of the experimental setup, we wanted to study the dependence of spot quality on the four different factors: relative positions and tilts in orthogonal coordinate basis of the incident laser beam with respect to the axis of parabolic mirror.

To move the incident beam with respect to the parabolic mirror along X axis (Figure 3.8a) we simply moved parabolic mirror with XYZ stage and followed to it with the objective. For the Y axis we could use either the same way or translate the last mirror before the beamsplitter using its stage. To observe the dependence on a beam's tilt we had to do two actions: firstly we tilted a beamsplitter by certain degree and secondly we compensate the beam displacement after tilt by moving the parabolic mirror with XYZ stage by distance properly calculated from a tilt angle.

The best spot size that was reached is about $6 \mu \mathrm{~m}$ (Figure 3.8b). This value is acceptable for us, despite that the photonic wire's top diameter never exceeds $3 \mu \mathrm{~m}$ and some of the laser light will not reach the QD. The distance between two neighbor structures is $15 \mu \mathrm{~m}$ and it means that we can excite only one chosen structure.

We modify a bit the experimental setup as it shown on the Figure 3.9 to study how the laser beam passed twice through the parabolic mirror depends on the relative position of incident


Figure 3.8: (a) Schematic 3D view of the parabolic mirror. (b) The best spot size that was reached in the experiment is about 6 um . Grid on the image has a step of 100 um .


Figure 3.9: Experimental setup for study laser beam passed twice through the parabolic mirror.
laser beam and parabolic mirror's axis. This configuration corresponds to the experimental situation, in which imaging via the parabolic mirror is the only way to visualize the laser spot. In real experiment we used the knowledge acquired from this additional experiment to perform the initial alignment of the laser beam. For that in real setup we put the grating of the spectrometer in 'mirror' mode, a CCD camera in 2 D image mode and align the laser beam using its reflection from the sample's substrate. Under that condition we have exactly the same situation for the laser beam as it is on the Figure 3.9.

Nevertheless, after such initial alignment, we don't know where exactly on the sample the laser spot is. To find this position we go to a region of the sample, where there are small, high and isolated pieces of GaAs on the substrate. Using CL signal from one of such piece we maximize it by moving the sample in XY plane. Unfortunately, precision of such repositioning is very low, so finally we have to adjust also the position of parabolic mirror to reach maximum of CL signal. At the last stage, we have to correct the laser beam position (because we lose a good laser alignment after we moved a parabolic mirror) to have the maximum PL signal from the same piece of GaAs.

### 3.3 Theoretical issues

In linear elasticity, the relation between stress $\sigma$ and strain $\epsilon$ depend on the type of material under consideration. In general case it can be written in tensor form as $\epsilon_{i j}=S_{i j k l} \cdot \sigma_{k l}$, where $S_{i j k l}$ is an elastic compliance tensor. Since the stress and strain tensors are symmetric, and since the stress-strain relation in linear elasticity can be derived from a strain energy density function, the following symmetries hold for linear elastic materials: $S_{i j k l}=S_{j i k l}, S_{i j k l}=S_{i j l k}$ and $S_{i j k l}=S_{k l i j}$. Thus, in Voigt notation we can simply write it as:

$$
\left(\begin{array}{c}
\epsilon_{1} \\
\epsilon_{2} \\
\epsilon_{3} \\
\epsilon_{4} \\
\epsilon_{5} \\
\epsilon_{6}
\end{array}\right)=\left(\begin{array}{cccccc}
S_{11} & S_{12} & S_{13} & S_{14} & S_{15} & S_{16} \\
S_{12} & S_{22} & S_{23} & S_{24} & S_{25} & S_{26} \\
S_{13} & S_{23} & S_{33} & S_{34} & S_{35} & S_{36} \\
S_{14} & S_{24} & S_{34} & S_{44} & S_{45} & S_{46} \\
S_{15} & S_{25} & S_{35} & S_{45} & S_{55} & S_{56} \\
S_{16} & S_{26} & S_{36} & S_{46} & S_{56} & S_{66}
\end{array}\right)\left(\begin{array}{c}
\sigma_{1} \\
\sigma_{2} \\
\sigma_{3} \\
\sigma_{4} \\
\sigma_{5} \\
\sigma_{6}
\end{array}\right)
$$

, where $1-\mathrm{xx}, 2-\mathrm{yy}, 3-\mathrm{zz}, 4-\mathrm{xy}, 5-\mathrm{xz}, 6-\mathrm{yz}$.
It can be more simplified if the investigated material has a symmetry. In the case of uniqueness and independence of material's properties along three mutually perpendicular directions (which are named $\mathrm{X}, \mathrm{Y}$ and Z ), such material is named orthotropic and its compliance tensor has only 9 independent components. Moreover, sphalerite GaAs has $F \overline{4} 3 m$ space group, for which there are only 3 independent components $S_{11}, S_{12}$ and $S_{44}$ :

$$
\left(\begin{array}{c}
\epsilon_{1} \\
\epsilon_{2} \\
\epsilon_{3} \\
\epsilon_{4} \\
\epsilon_{5} \\
\epsilon_{6}
\end{array}\right)=\left(\begin{array}{cccccc}
S_{11} & S_{12} & S_{12} & 0 & 0 & 0 \\
S_{12} & S_{11} & S_{12} & 0 & 0 & 0 \\
S_{12} & S_{12} & S_{11} & 0 & 0 & 0 \\
0 & 0 & 0 & S_{44} & 0 & 0 \\
0 & 0 & 0 & 0 & S_{44} & 0 \\
0 & 0 & 0 & 0 & 0 & S_{44}
\end{array}\right)\left(\begin{array}{c}
\sigma_{1} \\
\sigma_{2} \\
\sigma_{3} \\
\sigma_{4} \\
\sigma_{5} \\
\sigma_{6}
\end{array}\right)
$$

To calculate the stress field that arises at the QD level due to displacement of the photonic wire's top we used commercial finite element calculation software COMSOL. Such calculations


Figure 3.10: (a) Scanning electron microscopy images of a typical photonic wire, cut by focused ion beam (FIB). In a it is possible to see the lozenge cross-section, with a major and a minor axis, responsible for the broken degeneracy of flexural modes. The seeming asymmetry between the top and bottom part of the lozenge is due to the cut being slanted, as evidenced by the side view in (b).
were done by Pierre-Louis de Assis from UFMG (Universidade Federal de Minas Gerais) in Brazil. The shape of structure's cross-section at the level of QDs in these calculations is a lozenge, that correspond better to a real structure's cross-section defined by the fabrication technique. Scanning electron microscopy images of a typical photonic wire cut by focused ion beam (FIB) are shown on the Figure 3.10.

The Z axis in this calculations is co-directed with the direction of growth of the structure, thus cross-section is placed in XY plane. Orthogonal mechanical modes correspond to X and Y axes. The model structure has a height of $17.2 \mu \mathrm{~m}$, a top facet diameter of $1.9 \mu \mathrm{~m}$ and a half-angle of 2.3 degree. A QD layer is located $0.8 \mu \mathrm{~m}$ above the structure's base. Results of calculations presented on the Figure 3.11 for flexural mode X and Figure 3.12 - for Y.

We obtained that stress $\sigma_{x x}$ and $\sigma_{y y}$ is two order of magnitude smaller than $\sigma_{z z}$.


Figure 3.11: Stress component (a) $\sigma_{z}$ (b) $\sigma_{x}$ (c) $\sigma_{y}$ for an oscillation amplitude of 1 nm for fundamental flexural mode X at the QD level, which is located $0.8 \mu \mathrm{~m}$ above the structure's base. Model structure has a height of $17.2 \mu \mathrm{~m}$ and top facet diameter of $1.9 \mu \mathrm{~m}$. Values on the axes of the images in $\mu \mathrm{m}$. Colorbar gives values of stress in MPa.


Figure 3.12: Stress component (a) $\sigma_{z}$ (b) $\sigma_{x}$ (c) $\sigma_{y}$ for an oscillation amplitude of 1 nm for fundamental flexural mode Y at the QD level, which is located $0.8 \mu \mathrm{~m}$ above the structure's base. Model structure has a height of $17.2 \mu \mathrm{~m}$ and top facet diameter of $1.9 \mu \mathrm{~m}$. Values on the axes of the images in $\mu \mathrm{m}$. Colorbar gives values of stress in MPa.

### 3.3.1 A general case

In a general case we have the strain field on the QD plane:

$$
\begin{aligned}
& \epsilon_{x}=S_{11} \sigma_{x}+S_{12}\left(\sigma_{y}+\sigma_{z}\right) \\
& \epsilon_{y}=S_{11} \sigma_{y}+S_{12}\left(\sigma_{x}+\sigma_{z}\right) \\
& \epsilon_{z}=S_{11} \sigma_{z}+S_{12}\left(\sigma_{x}+\sigma_{y}\right)
\end{aligned}
$$

The energy shift for heavy holes relative to the conduction band in zinc-blende semiconductor is given by [42]:
$\delta E=a \cdot\left(\epsilon_{x}+\epsilon_{y}+\epsilon_{z}\right)+b \cdot\left(\epsilon_{z}-\frac{\epsilon_{x}+\epsilon_{y}}{2}\right)=a \cdot\left(S_{11}+2 S_{12}\right) \cdot\left(\sigma_{x}+\sigma_{y}+\sigma_{z}\right)+b \cdot\left[S_{11} \cdot\left(\sigma_{z}-\left(\sigma_{x}+\sigma_{y}\right)\right)-S_{12} \cdot \sigma_{z}\right]$
where $\mathrm{a}, \mathrm{b}$ are the deformation potentials of the material presented in a table 3.1.

|  | GaAs | InAs |
| :---: | :---: | :---: |
| a | -9 | -6 |
| b | -2 | -1.8 |
| d | -5.4 | -3.6 |

Table 3.1: Deformation potentials of GaAs and InAs in eV. [43, 44]

We see that stresses on the X and Y directions introduce strain terms along other crystallographic directions and also merely introduce a difference between $\epsilon_{x}$ and $\epsilon_{y}$ compare to the uniaxial stress model presented in the next section. On the Figures 3.13 and 3.14 calculated components of strain tensor are presented for X and Y modes correspondingly. We can see that $\epsilon_{z}$ is about 3 times larger than $\epsilon_{x}$ and $\epsilon_{y}$. At the same time from equation (3.1) we see that, in case when $\sigma_{x}$ and $\sigma_{y}$ are small comparing to $\sigma_{z}$, they have a small effect on the band gap energy shift.

### 3.3.2 The uniaxial stress model

Since $\sigma_{x}$ and $\sigma_{y}$ are small comparing to $\sigma_{z}$, we can represent our situation as a uniaxial stress model. Thus, the strain field on the QD plane is $\epsilon_{x}=\epsilon_{y}=S_{12} \sigma_{z}$ and $\epsilon_{z}=S_{11} \sigma_{z}$. The equation for the energy shift is then simplified as:

$$
\begin{equation*}
\delta E=\sigma_{z}\left[a \cdot\left(S_{11}+2 S_{12}\right)+b \cdot\left(S_{11}-S_{12}\right)\right] \tag{3.2}
\end{equation*}
$$

In our case, $\sigma_{z}$ is not constant, but varies with position within the plane containing the QDs. We can see, that for a given flexural mode the strain varies only along the coordinate associated with that mode. This means that when the structure oscillates along the X axis, $\delta E$ becomes $\delta E(x) \sim \sigma_{z}(x)=\frac{d \sigma_{z}}{d x} \cdot x$, with a linear dependence for the small displacement of 1 nm (see Figure 3.15).


Figure 3.13: Strain component (a) $\epsilon_{z}$ (b) $\epsilon_{x}$ (c) $\epsilon_{y}$ for an oscillation amplitude of 1 nm for fundamental flexural mode X at the QD level, which is located $0.8 \mu \mathrm{~m}$ above the structure's base. Model structure has a height of $17.2 \mu \mathrm{~m}$ and top facet diameter of $1.9 \mu \mathrm{~m}$. Values on the axes of the images in $\mu \mathrm{m}$.


Figure 3.14: Strain component (a) $\epsilon_{z}$ (b) $\epsilon_{x}$ (c) $\epsilon_{y}$ for an oscillation amplitude of 1 nm for fundamental flexural mode Y at the QD level, which is located $0.8 \mu \mathrm{~m}$ above the structure's base. Model structure has a height of $17.2 \mu \mathrm{~m}$ and top facet diameter of $1.9 \mu \mathrm{~m}$. Values on the axes of the images in $\mu \mathrm{m}$.


Figure 3.15: (a) Red curve demonstrates calculated stress component $\sigma_{z}$ along X axis for y $=0$, black circles - only its linear part. (b) A 2D map of the relative residual of the linear approximation of the stress component $\sigma_{z}$ for oscillations along the X axis. It is never exceed $0.3 \%$. Values on the axes of the images in $\mu \mathrm{m}$. Provided data are obtained for an oscillation amplitude of 1 nm for fundamental flexural mode X at the QD level, which is located $0.8 \mu \mathrm{~m}$ above the structure's base. Model structure has a height of $17.2 \mu \mathrm{~m}$ and top facet diameter of $1.9 \mu \mathrm{~m}$.

### 3.3.3 Comparison of the models

From [42] it is known that $S_{11}=1.1410^{-5} \mathrm{MPa}^{-1}, S_{12}=-0.3510^{-5} \mathrm{MPa}^{-1}$ for GaAs and we can also use the same values for embedded InAs QD, because strain imposed on the QD caused by strain of GaAs. According to the formula (3.2) calculations give us energy shift expectation about $-70 \mu \mathrm{eV} / \mathrm{MPa}$. Simulation of z component of stress field was done by finite element method and give us a value of 0.5 MPa at the side of the QD's level per 1 nm of the displacement of the photonic wire's top, that corresponds to $-35 \mu \mathrm{eV} / \mathrm{nm}$.

Despite that in the uniaxial stress model we ignore the contribution from $\sigma_{x}$ and $\sigma_{y}$, obtained value of energy shift is reliable. Comparison between $\delta E$ calculated by formula (3.2) and formula (3.1) (which is presented on the Figure 3.16) demonstrate that the absolute difference between both approaches is below $1 \%$ for the largest part of the active area containing QDs. The largest deviation is observed at the edges of the structure in the direction of the flexural mode. Thus, the uniaxial stress model is acceptable approximation, while talking about bandgap shift.

From the calculation we have also obtained that shear stress $\sigma_{x y}$ is one order of magnitude smaller than compressive/tensile stresses. It appears associated to an uniaxial compression along [111] given by [42]:

$$
\delta E \sim \frac{d}{\sqrt{3}} S_{44}
$$

where d is the deformation potential of the material presented also in a table 3.1. Thus, it does not result in a shift more than $0.6 \mu \mathrm{eV}$.

### 3.3.4 Conclusions

Results of simulations show that it is valid to approximate the energy shift in terms of uniaxial stress along the z direction. Both approaches allow us to obtain a $\delta E(x)$ as a linear function of x with values coincide to within a $1 \%$. The relative residual of the linear approximation of the stress field is never larger than $0.3 \%$. Shear contributions can be neglected, as they amount to no more than a $1 \%$ correction.

For the structure with $17.2 \mu \mathrm{~m}$ height, $1.9 \mu \mathrm{~m}$ top facet diameter $\left(D_{T O P}\right), 2.3$ degree halfangle and a QD layer located $0.8 \mu \mathrm{~m}$ above the structure's base maximum expected value of relative energy shift is about $35 \mu \mathrm{eV}$ per 1 nm of the structure's displacement. For the structures with other top diameter but the same other parameters this value changes proportionally to the change of structure's diameter at the QDs level ( $D_{Q D \text { layer }}$ ), which is equal to

$$
D_{Q D \text { layer }}[\mu \mathrm{m}]=D_{T O P}-(17.2 \mu \mathrm{~m}-0.8 \mu \mathrm{~m}) \cdot 2 \tan (2.3)=D_{T O P}[\mu \mathrm{~m}]-1.32 \mu \mathrm{~m}
$$

Thus, for the structure with $1.9 \mu \mathrm{~m}$ top diameter: $D_{Q D \text { layer }}=0.58 \mu \mathrm{~m}$. Finally, a maximum expected relative energy shift in $\mu \mathrm{eV} / \mathrm{nm}$ can be estimated using the formula

$$
\delta E_{M A X}[\mu \mathrm{eV} / \mathrm{nm}] \approx 35 \cdot\left(1+\frac{D_{T O P}-1.9}{0.58}\right) \approx 60 \cdot D_{T O P}[\mu \mathrm{~m}]-79
$$



Figure 3.16: Band gap energy shift calculated using formula (a) (3.2) (b) (3.1) for an oscillation amplitude of 1 nm for fundamental flexural mode X at the QD level, which is located $0.8 \mu \mathrm{~m}$ above the structure's base. Model structure has a height of $17.2 \mu \mathrm{~m}$ and top facet diameter of $1.9 \mu \mathrm{~m}$. Values on the axes of the images in $\mu \mathrm{m}$. Colorbar indicates values in $\mu \mathrm{eV}$. (c) Absolute difference between the two results for a cross-section at $\mathrm{Y}=0$.


Figure 3.17: SEM image (top view) of the photonic wire with $2.6 \mu \mathrm{~m}$ top diameter pushed with a nanomanipulator by (a) 460 nm (b) 600 nm . Red circle demonstrates position of the structure's top facet at the (a) image. White line gives a reference for a scale and is equal to $1 \mu \mathrm{~m}$.

### 3.4 Experimental results with one tip

### 3.4.1 SEM imaging and positioning

Despite that we place the sample in the chamber of SEM microscope, we can not visually control the position of the tip with respect to the photonic wire during the photo-luminescence measurement, because a presence of e-beam affects on the measured photo-luminescence spectrum. The structure itself and the surface of the sample around start to store charges that affects the photo-luminescence spectrum. That's why we used a 'Live View' mode of the SEM only to set up the initial position. As soon as we bring a tip in contact with the structure, we blocked electron-beam. For precise displacement of the tip we use a piezocontroller output that returns a value of applied voltage that can be converted to the displacement in nm .

Nevertheless, we obtained several SEM images while pushing to demonstrate the displacement of the photonic wire. They are shown on the Figure 3.17.

### 3.4.2 Typical photo-luminescence spectra

Number of the lines on a photo-luminescence spectrum depends on a number of QDs embedded in a certain structure. In simple model it means that it is proportional to the area of the structure's cross-section at the level of QD layer, which can be modeled as a circle. Thus, it grows up quadratic with structure's diameter. Typical spectrum for the photonic wire with 1.71 $\mu \mathrm{m}$ of top diameter is shown on the Figure 3.18a. We can see that peaks are located very close to each other and are difficult to separate due to, firstly, high density of the QD inside the photonic wires for this experimental sample and, secondly, low spectral resolution of experimental setup.

Nevertheless, for some structures, we were able to find several standing away peaks when


Figure 3.18: (a) Typical photo-luminescence spectrum for the structure with $1.71 \mu \mathrm{~m}$ of top diameter. (b) Side of the photo-luminescence spectrum for $2.68 \mu \mathrm{~m}$ top diameter structure. There are several well separated peaks that are easy to follow.
looking in the edges of the QD spectral distribution (Figure 3.18b). Such peaks are good for our experimental study.

### 3.4.3 Impact of the tip on the photo-luminescence spectra

We have also observed that bringing the tip in contact with the structure affects on the photoluminescence spectrum. Two spectra for the case when tip is far away from the structure and the case when tip touches it are shown on the Figure 3.19.

One of the possible explanation is the electrostatic effect of the tip that changes a QD transition energy. The other one is that heat transmitted from the tip to the QD that changes the bandgap and consequently a transition energy. Despite the tip is connected with to the cold finger with a wire, its temperature is probably still higher than temperature of the sample.

### 3.4.4 Photo-luminescence spectra and data analysis

On the Figure 3.20a observed blue-shift of the peak is shown. Presented data correspond to the structure with top diameter equals to $2.05 \mu \mathrm{~m}$. Extracting a transition energy for each spectrum and plotting it as a function of structure's top's displacement, we see that it behaves linearly as predicted. Peak's position was found as a central value for Lorentzian fit of experimental data.

We can now compare obtained value of energy shift with what is expected from the theoretical calculations. As it was discussed in Section 3.3.2: simulated z component of stress field reaches the value of 0.5 MPa per 1 nm of the displacement for the structure with top facet diameter of $1.9 \mu \mathrm{~m}$. We have also confirmed that this model is reliable for the calculations of energy shift, that is equal in this case to $-35 \mu \mathrm{eV} / \mathrm{nm}$. It means that for the QDs embedded in a structure with a top diameter of $1.9 \mu \mathrm{~m}$ we expect to observe energy shift in a range from 0 to 3.5 meV (depending on the position of certain QD) per 100 nm of the structure's displacement. Thus, for the structure with top diameter of $2.05 \mu \mathrm{~m}$ possible energy shift range is from 0 to approximately


Figure 3.19: Impact of the nanomanipulator's tip on the photo-luminescence spectrum. Two cases are shown: tip is far away from the structure (black, lower spectrum) and tip touches the structure without pushing (red, upper spectrum).


Figure 3.20: (a) Photo-luminescence spectra demonstrating shift of the peak while increasing tip displacement from 0 to 100 nm with 20 nm step. (b) Peak's position (center for Lorentzian fit of the corresponding peak) versus tip's displacement. Presented data correspond to the structure with top diameter of $2.05 \mu \mathrm{~m}$.


Figure 3.21: (a) Absolute peak's position and (b) relative energy shift versus tip's displacement for several QD inside the photonic wire with top diameter of $3.11 \mu \mathrm{~m}$.
4.4 meV per 100 nm of the structure's displacement. For the observed QD we found it equals to 1.2 meV that perfectly matches to the range, where we were expecting it to be.

Analysis of several peak from one set of photo-luminescence spectra confirms that they shift with a different slope. On the Figure 3.21a evolution of position for several peaks with pushing is shown. Peak's position means a central value for Lorentzian fit of experimental data. On the Figure 3.21 b relative energy shift for these peaks is presented. Such behavior was predicted [21, 19] and caused by the fact that different QDs feels different strain (with the same amount of displacement of the photonic wire's top) depending on their position in the QD layer (accordingly to the strain map at the QD layer in section 3.3). These data were obtained for the structure with top diameter of $3.11 \mu \mathrm{~m}$. Thus expected maximum energy shift is about 10.8 meV per 100 nm of the structure's displacement. Experimentally observed shifts do not exceed 2 meV . It is also matches an expected range of values.

### 3.4.5 Maximal reachable displacement

We were able to successfully push the photonic wire by almost $1 \mu \mathrm{~m}$ without breaking it. This is a limitation of our experimental setup in analog mode of tip's displacement (see in details in section 3.2 ). On the Figure 3.22 ways back and forth for two chosen peaks with opposite slopes for $1.64 \mu \mathrm{~m}$ top diameter structure are shown.

Relative energy shift is linear with the pushing amplitude on a whole way forward. On a way back (when we decrease pushing amplitude) peaks come back initially the same way. It means that bending of the structure in this range is elastic. However, a mismatch appears after passing through a position " 400 nm " on the way back. After it happened the slope of peak's energy shift presented on the Figure 3.22b doesn't change, but position of the peak changes. We connect observed phenomenon with a slip of the tip on the structure's surface.

A sketches on the Figure 3.23 demonstrate a slip effect of the tip happening on a way back, i.e. while decreasing pushing amplitude. In the first case, slip of the tip leads to structure's displacement bigger than tip's displacement. In the second case, it leads to structure's displacement smaller than tip's displacement. On both experimental plots on the Figure 3.22b for the


Figure 3.22: Relative (a) blue- (b) red-shift of the peaks observed from the structure with top diameter of $1.64 \mu \mathrm{~m}$ while pushing back and forth by approximately $1 \mu \mathrm{~m}$ with 50 nm step. Black experimental points demonstrate a way forward, red - way back.
displacements from 0 to 400 nm we observe on a way back bigger (by absolute value) relative energy shift than it was on a way forward for the same value of displacement. It means that at some point (around position " 400 nm ") structure moved back by smaller distance than a tip that correspond to a situation presented on the sketch 3.23b.

We were also able to pull the photonic wire and observe that peak shifts the other way comparing with the pushing. This is represented on the same Figure 3.22 with coordinates less than 0 . Pulling is possible because investigated structure becomes stuck to the tip electrostatically. They lose the connection after tip pulling more than 100 nm . At that point structure jumps back to ' 0 ' positions and peak on the photo-luminescence spectrum also moves back to the rest position.

For several other structures that we pushed back and forth just for $100-200 \mathrm{~nm}$ we didn't observe this 'relaxation' effect, whereas we were always able to pull the structure by approximately 100 nm .

We observed maximal energy shift for that structure of about $30 \mu \mathrm{eV}$ per 1 nm of structure's displacement. According to the theoretical calculations presented in Section 3.3.2 we estimate a maximum energy shift for this structure as $20 \mu \mathrm{eV} / \mathrm{nm}$. The fact that we observed higher energy shift than we predicted can be probably explained by a deviation in structure's geometry from a cone at very small base diameter. Diameter at the bottom of the ideal truncated conical shape structure with $1.64 \mu \mathrm{~m}$ top diameter is equal about 260 nm , which is quite small. Thus, we expect that it can be about 1.5 times higher due to non-perfectness of the fabrication technique.


Figure 3.23: A sketch demonstrating a slip of the tip while moving back in case of (a) peak shifts more than expected (b) peak shifts less than expected. It is a possible explanations for the observed 'jump' of QDs' emission lines on a photo-luminescence spectra.

### 3.4.6 Merging 2 peaks

As it was already mentioned, depending of the QD's position within the QD layer inside the photonic wire a given bending exerts different strain (see Figure 3.16). It means that several QDs placed in the same photonic wire will react differently on its bending and therefore their energy shifts will be different. It gives us an opportunity to observe peaks' merging if two peaks are located close to each other on the photo-luminescence spectra, but are related to the 2 different QDs, which are placed far enough inside the structure. Merging is possible if either both peaks move the same way but with different speed or two peaks move the opposite ways as it shown on the Figure 3.24.

A possibility to bring transition energies of several QDs in resonance and hold them in this positions opens a door to studying collective effects in light-matter interaction, such as a superradiance.


Figure 3.24: Experimental photo-luminescence spectra for the structure with top diameter of $3.11 \mu \mathrm{~m}$ while pushing for 100 nm with 20 nm step. Merging of 2 peaks is demonstrated. Peaks move towards each other that means they are related with 2 QDs feeling the strain with opposite signs.


Figure 3.25: Color map showing peaks' displacement on a photo-luminescence spectra with different amount of pushing with nanomanipulator. X axis corresponds to the wavelength, Y - tip's displacement. Colors are distributed from blue (background) to red (peak). Measured structure has $2.05 \mu \mathrm{~m}$ top diameter.

### 3.4.7 Statistics of peaks' shift

### 3.4.7.1 Analysis of all peaks from one photonic wire

To analyze as many peaks as possible we repeat the experiment with a small step of nanomanipulator's displacement ( 20 nm ) and in a big range (up to $1.04 \mu \mathrm{~m}$ ). Resulting spectra were plotted as a 2D color map in axes wavelength and tip's displacement. Color for each point depends on the intensity and changes from blue (low intensity) to red (high intensity). This map for the $2.05 \mu \mathrm{~m}$ top diameter structure is represented on the Figure 3.25.

Thus, we were able to track 52 peaks and define theirs relative wavelength shifts. We can observe a strain relaxation that took place twice during the experiment in a range from 400 nm to 500 nm of tip's displacement. The emission wavelength of all QDs jumps back (simultaneously comes back to the value that was already registered at less tip's displacement). Since we registered this effect while we push on the structure, we can also connect it to the slip of the tip as it is shown on the Figure 3.26. It is also interesting to mention that after that point (at bigger tip's displacement) all emission lines with positive slope became brighter whereas lines with negative slope were brighter before that point and some of them even became non-registrable after passing through this point.


Figure 3.26: A sketch demonstrating a slip of the tip occurring on a way forward (i. e. while pushing on the structure), which is one of the possible explanations for the observed 'jump back' of QDs' emission lines on a photo-luminescence spectra.

Since QDs are distributed randomly within the layer we assume that probability to find a peak with certain energy shift is proportional to the length of the chord (Figure 3.27a), because all QD located on it experiences the same strain. Thus, it defines by the formula:

$$
\begin{equation*}
L(x)=R \int_{-\sqrt{1-x^{2}}}^{\sqrt{1-x^{2}}} d x=2 R \sqrt{1-x^{2}} \tag{3.3}
\end{equation*}
$$

where $L$ is the length on the chord, $R$ the radius of the circle, $x$ the distance from the 'zerostrain diameter' to the chord, where $\mathrm{x}=0$ means 'zero-strain diameter' and $\mathrm{x}=\mp 1$ means the side of the structure.

Normalized probability density then equals to:

$$
\begin{equation*}
\frac{L(x)}{\int_{-1}^{1} L(x) d x}=\frac{2}{\pi} \sqrt{1-x^{2}} \tag{3.4}
\end{equation*}
$$

and shown on the Figure 3.27b.
The slope's distribution of all peaks is shown as a histogram on the Figure 3.28. Blue lines shows the exact value of the relative wavelength shift for all analyzed peaks. Red shaded area shows amount of peaks within a bin of $10 \mu \mathrm{eV} / \mathrm{nm}$. Dark curve is a fit with respect to the distribution represented by the formula (3.4). The observed distribution has a maximum number of QD with relative energy shift close to 0 as it is predicted. Incomplete agreement between experimental data and theoretical expectation is due to the lack of more comprehensive statistics. Maximum relative energy shift from a fit is equal to $41 \mu \mathrm{eV} / \mathrm{nm}$, which is in good agreement with theoretically predicted value of $44 \mu \mathrm{eV} / \mathrm{nm}$.


Figure 3.27: (a) Sketch of the chord's length depending on the distance from the 'zero-strain diameter' (ZSD). (b) Normalized probability density to have a QD at certain distance from the 'zero-strain diameter'.


Figure 3.28: The shaded red histogram demonstrates the distribution of peaks' relative energy shifts in $\mu \mathrm{eV}$ per nm of tip's displacement within $10 \mu \mathrm{eV} / \mathrm{nm}$ bin. Blue lines shows the exact value of the relative energy shifts. Dark curve is a fit with respect to the distribution formula (3.4). Presented data correspond to 52 peaks observed for the structure with $2.05 \mu \mathrm{~m}$ top diameter. From a fit maximum relative energy shift is equal to $41 \mu \mathrm{eV} / \mathrm{nm}$, which is in good agreement with theoretically predicted value of $44 \mu \mathrm{eV} / \mathrm{nm}$.


Figure 3.29: The shaded red histogram demonstrates the distribution of peaks' relative energy shifts in $\mu \mathrm{eV}$ per nm of tip's displacement for 7 photonic wires with diameters of $1.76 \mu \mathrm{~m}$ (dark yellow), $2.3 \mu \mathrm{~m}$ (red), $2.4 \mu \mathrm{~m}$ (blue), $2.5 \mu \mathrm{~m}$ (magenta), $2.8 \mu \mathrm{~m}$ (dark green), $2.9 \mu \mathrm{~m}$ (orange), $3.0 \mu \mathrm{~m}$ (violet) with the size of the bin equals to $5 \mu \mathrm{eV} / \mathrm{nm}$. Independent columns shows the amount of peaks for each structure in certain bin.

### 3.4.7.2 Different photonic wires

By default we assumed that all QD are distributed randomly within a QD layer and radiation wavelength doesn't connected with QD's positions. We have collected statistics for peaks' energy shifts for several structures with top diameter from $1.76 \mu \mathrm{~m}$ to $3 \mu \mathrm{~m}$ (about $10-20$ peaks for each structure were analyzed) in order to check it and to find any growing features, which could make this assumption wrong. The histogram of peaks' wavelength shifts is shown on the Figure 3.29.

However, we didn't find any dependence between peak's shift and initial wavelength neither from the analyzed peaks from the long wavelength side for the photonic wires with diameter from $1.76 \mu \mathrm{~m}$ to $3 \mu \mathrm{~m}$ nor for the analysis of a whole spectrum for $2.05 \mu \mathrm{~m}$ top diameter photonic wire (section 3.4.7.1). Resulting distributions are represented on the Figure 3.30a and 3.30b for both experiment respectively.


Figure 3.30: (a) Distribution of peaks' relative energy shifts by initial wavelength for 7 structures with top diameters of $1.76 \mu \mathrm{~m}$ (dark yellow), $2.3 \mu \mathrm{~m}$ (red), $2.4 \mu \mathrm{~m}$ (blue), $2.5 \mu \mathrm{~m}$ (magenta), $2.8 \mu \mathrm{~m}$ (dark green), $2.9 \mu \mathrm{~m}$ (orange), $3.0 \mu \mathrm{~m}$ (violet) . (b) Distribution of peaks' relative energy shifts by initial wavelength for a whole spectrum for a structure with $2.05 \mu \mathrm{~m}$ top diameter.

### 3.5 Mapping of QDs

Knowing the direction of peak's shift we can extract where the corresponding QD is located. If peak doesn't shift while pushing on the top of the structure it means that corresponding QD doesn't feel any stress and (accordingly to the strain map at the QD layer in section 3.3) it is located on a structure's diameter which is perpendicular to the direction of tip's displacement. This line will be named further as a 'zero-strain diameter' (ZSD). If radiation energy increases (wavelength decreases) it means that QD feels a compressive strain, otherwise - tensile strain. Moreover, if one peak shifts in the same way as the other but quicker (radiation wavelength changes more with the same amount of structure's top displacement) it means that related QD experiences more strain and that this QD is located further from 'zero-strain diameter' and vice versa.

From the calculations we see that strain is proportional to the distance from the 'zero-strain diameter' and that radiation energy changes linearly with strain: we can order the QD by the distance from 'zero-strain diameter'. It gives us the information about one coordinate of QD's position as it is shown on the Figure 3.31.

Repeating the same experiment along the other direction we can also get the information about the second coordinate and finally plot a map of relative QD's distribution inside the photonic wire. On the Figure 3.32 spectra for one peak while pushing in different direction are shown. Position of the related QD with respect to the 2 pushing axes is depicted on the Figure 3.33a.

Repeating this experiment from the third direction allows us to confirm the result obtained from two previous experiment. In this case every pair of experiments allows to calculate its own QD position. Comparing how close they are located to each other we can make a conclusion about quality of the experiment. In this case QD's position will be shown as a triangle which has 3 calculated positions at its corners (Figure 3.33b).

From all this we also can conclude that for every QD exists a direction, pushing along which


Figure 3.31: Example of 1D mapping. (a) Photo-luminescence spectra showing positions of 3 peaks for different amount of mechanical pushing from top to bottom. (b) Positions of QDs related to these 3 peaks with respect to 'Zero-strain diameter'.


Figure 3.32: Photo-luminescence spectra showing positions of the one chosen peak for different amount of mechanical pushing along (a) X axis and (b) Y axis from top to bottom. We see that one peak can shift differently (by speed and direction) depending on the direction of pushing.


Figure 3.33: 2D mapping. (a) Position of the QD with respect to the 2 pushing axes. (b) Position of the QD with respect to the 3 pushing axes. (c) Orientation of pushing axis providing zero strain for certain QD. (d) Orientation of pushing axis providing maximum strain for certain QD.


Figure 3.34: The sketch demonstrating how to find the energy shift along any chosen axis.
will not affect the energy of QD emission because QD is placed on 'zero-strain diameter' (Figure 3.33 c ), as well as perpendicular to this direction, pushing along which will lead to the maximal possible energy adjustment (Figure 3.33d).

If we know position of QD from previous measurements we can also assume the energy shift along any axis as a projection of the QD's position on this axis (Figure 3.34). If this axis has an angle $\alpha$ with orthogonal basis expected energy shift can be found as:

$$
\begin{equation*}
S_{\text {new }}=S_{1} \cos (\alpha)+S_{2} \sin (\alpha) \tag{3.5}
\end{equation*}
$$

where $S_{i^{-}}$energy shift along i-axis.
It should be mentioned that if we track only several spectral lines while pushing, we will be able to find only relative positions of corresponding QDs. It means that we will know only the distribution of the QDs with respect to each other and pushing axes, but we won't know how close any QD is to the side of the structure. In this case, the only way to know the absolute distribution is to calculate theoretically an absolute value for the relative energy shift at least for the one point of the QD layer (except the center, where this value is equal to 0). Nevertheless, if we track all spectral lines there is the other possibility to draw the absolute map of QDs distribution. It is only required to analyze the statistic of relative energy shifts as it was done in Section 3.30b. In that case we extract the absolute value of the maximum relative energy shift from the analysis of experimental data.

We have also presented a QD all-optical mapping technique based on a strain-tuning of QD's transition energy for the same types of structures in other our work [21].

### 3.5.1 One tip experiment from different directions

As it was said before, for every tip we defined X axis along the tip, Y - perpendicular to the tip. Displacement along these directions is a basic movement that can be done with the experimental setup. Besides that displacing the tip at the same time along both axes we are able to move it along any intermediate axis depending of the ratio between moving speeds along X and Y . We define an $\mathrm{X}^{‘}$ axis as a direction that has a 45 degree with respect X and Y , $\mathrm{Y}^{\prime}$ - perpendicular to $\mathrm{X}^{‘}$. To provide more or less the same contact area the tip was mounted with a small rotation (see Figure 3.4b). The sketch showing necessity of tip's rotation is depicted on the Figure 3.35 .


Figure 3.35: Sketch demonstrating the necessity of tip's rotation to carry out the experiment with pushing from different direction.


Figure 3.36: Photo-luminescence spectra of the structure with $3.11 \mu \mathrm{~m}$ top diameter when tip get in touch with the structure at different point. Spectra are shifted up for illustrative purposes, the common reference line is drawn with a dash line. Numbers make the connection between the same peak on a different spectra.

Since point of contact is different for pushing along 3 different direction, we observed that photo-luminescence spectra also looks different due to the different impact of the tip, which was described in the section 3.4.3. For some of the investigated structures it leads to the fact that it is hard to follow one peak through 3 experiments. This applies more to structures with bigger top diameter, because they contains more QDs and PL peaks are more densely distributed on the spectrum. On the Figure 3.36 comparison between 3 initial (i.e. tip is in touch with the structure, but do not yet push on it) spectra for the structure with $3.11 \mu \mathrm{~m}$ top diameter is shown. Spectra are shifted up for illustrative purposes, the common reference line is drawn with a dash line. Enumeration of the peaks was done after a careful analysis, taking into account not only peaks' behavior with pushing but also their power dependencies.

We carried out the experiment along Y, X and X' directions pushing by 100 nm with 20 nm step. Then, from each data set the relative energy shift in $\mu \mathrm{eV}$ per nm of tip's displacement was extracted for each of the peak along each of the direction. The resulting values are shown in the table 3.2. From (3.5) we expect:

$$
\begin{equation*}
S_{X}+S_{Y}=\sqrt{2} S_{X^{\prime}} \tag{3.6}
\end{equation*}
$$

|  | $S_{Y}$ | $S_{X}$ | $S_{X^{\prime}}$ | $\left\|S_{X}+S_{Y}-\sqrt{ } 2 S_{X^{\prime}}\right\|$ |
| :---: | :---: | :---: | :---: | :---: |
| Peak 1 | 10 | 63 | 99 | 67 |
| Peak 2 | 8 | 63 | 97 | 66 |
| Peak 3 | -10 | 15 | 3 | 1 |
| Peak 5 | 13 | 11 | 31 | 20 |
| Peak 6 | 13 | 11 | 31 | 20 |

Table 3.2: First three columns show relative energy shift in $\mu \mathrm{eV}$ per nm of tip's displacement for the structure with $3.11 \mu \mathrm{~m}$ top diameter, while pushing from 3 different directions Y , X and X' (see Figure 3.35) for different peaks. The value in the last column should be equal to 0 if the values of relative energy shift obtained from different measurements are in good agreement (see equality 3.6). The bigger the value the bigger is a mismatch.

But equality (3.6) is not fulfilled (see the last column of the table 3.2) for all peaks, however for the peak 3 it is almost the case. It means that QDs positions related to the peaks should be presented as triangles (see Figure 3.33b for a clear demonstration). Nevertheless, we can also represent them as circles inscribed in these triangles, because center of such circle corresponds to the smallest total mismatch of QD's position. Resulting QDs' distribution map is shown on the Figure 3.37. Big black circle corresponds to the side of the stricture with the value of energy shift of $108 \mu \mathrm{eV} / \mathrm{nm}$, which follows from a theory (see Section 3.3.4). We connect an observed low matching of experimental results to the fact that we need to change a position of the tip from the one measurement to another.


Figure 3.37: Map of the QDs' distribution for the structure with $3.11 \mu \mathrm{~m}$ top diameter. Positions of the QDs obtained during the experiment, when one tip is used to push along 3 axes. Position of each QD is presented as a circle of the corresponding color: red - peak 1 , blue - peak 2 , orange - peak 3, magenta - peak 4, green - peak 5. Data for the peak 3 demonstrate a good matching, so a corresponding circle is enlarged for a better visibility. Values for peaks 5 and 6 are almost the same, so the magenta and the green circles are overlapping. Big black circle is a side of the structure. Value of the energy shift that corresponds to it is equal to $108 \mu \mathrm{eV} / \mathrm{nm}$. Light-blue lines show 'zero-strain diameters' for each pushing direction.

Nevertheless, we can note several interesting features:

- Peaks 1 and 2 demonstrate almost the same behavior during the experiment and most likely relates to the same QD. The same is true for the other pair of peaks: 5 and 6 .
- We see on the Figure 3.36 that presence of the tip in initial position for pushing along Y direction affects a lot on the peaks 1 and 2 (comparing to the initial positions for pushing along X and $\mathrm{X}^{\prime}$ ), whereas there is almost no influence on the peaks $3,5,6$. At the same time, QDs related to the peaks 1 and 2 located closer to the edge of the structure, than QDs related to the peaks $3,5,6$ (see Figure 3.37). From this we can conclude that presence of the tip influences more on the QDs located closer to the edge of the structure.
- All observed emission lines on the spectra correspond to the QDs located on the opposite side from the tip. One can make an assumption that tip affects electrostatically on the emission intensity of the QDs located close to it.


Figure 3.38: Top view image obtained with SEM. Two tips in contact with the $2.68 \mu \mathrm{~m}$ top diameter structure. Tip 1 is associated with the X direction, tip 2 - Y direction. Resulting iterative pushing along X and Y axes gives an overall shift along $\mathrm{Y}^{\prime}$ axis.

### 3.5.2 Two tips experiment

To get rid of the problem with spectra matching we decided to get 2 tips in touch with the photonic wire in the same time. The initial position is shown on the Figure 3.38. The structure under investigation has a top diameter of $2.68 \mu \mathrm{~m}$.

Thus, we are able to sequentially push on the structure from 2 orthogonal directions and see how it affects the photo-luminescence spectrum. We associate $X$ axis as a direction along tip $\# 1$ and Y - along tip $\# 2$. We moved tips by 40 nm at each step. As an overall result photonic wire shifts along $\mathrm{Y}^{\prime}$ direction. We have done 5 iterations of this experiment. Peaks' positions for 4 peaks on the photo-luminescence spectra are shown on the Figure 3.39a From the data that we have obtained for each peak independently it is possible to extract the value of the relative peak's spectral shift along X, Y and Y' axes. The sketch on the Figure 3.39b demonstrates the way how it can be done.

For the slope along X : we need to take a peak's position at initial (first) spectrum and measure its relative displacement using the second spectra. Then we need to measure a relative displacement from third to fourth spectra and add this value to overall displacement due to X pushing. For Y it is the same, but we started from the second measured spectrum. For Y' we have two non-overlapping sets of data. One starts from the initial spectrum (set number 1) and contains all odd spectra, the other one - even spectra (set number 2). These sets should be analyzed independently. For both sets we need to know a relative peak's displacement from one spectrum to the next one. Extracted data are shown for the peak \#1 on the Figure 3.39c.

Resulting energy shift for each peak along each axes is represented in a table 3.3 as a slope of linear fit as discussed above. Values for the first and second data sets along Y' are averaged in the fifth column. In case of this experiment from (3.5) follows:

$$
\begin{equation*}
S_{X}+S_{Y}=\sqrt{2} S_{Y^{\prime}} \tag{3.7}
\end{equation*}
$$



Figure 3.39: (a) Spectral positions for 4 peaks during the experiment with sequential pushing with 2 orthogonal tips. The structure under investigation has a top diameter of $2.68 \mu \mathrm{~m}$. Xcoordinate of the plot contains information about applied pushing from both tips in nm written in (first tip,second tip) notation. (b) Black spots demonstrate relative structure's displacement during the experiment. Color arrow between two positions shows that analysis of the peak's shift between these positions belongs to the group: blue - shift while pushing along Y' (first), magenta - Y' (second), black - X, red - Y. (c) Relative energy shift for the peak \#1 from Figure (a) along 3 axes ( $\mathrm{X}, \mathrm{Y}$ and $\mathrm{Y}^{\prime}$ ) with the same color coding as on the Figure (b) for axes identification.

|  | $S_{X}$ | $S_{Y}$ | $S_{Y}{ }^{\prime} 1$ | $S_{Y^{\prime} 2}$ | $S_{Y}{ }^{\prime}$ | $\left\|S_{X}+S_{Y}-\sqrt{2} S_{Y^{\prime}}\right\|$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Peak 1 | 22 | -7 | 11 | 12 | 11.5 | 1 |
| Peak 2 | 26 | -2 | 17 | 17 | 17 | 0 |
| Peak 3 | 34 | 0 | 24 | 26 | 25 | 1 |
| Peak 4 | 23 | -3 | 14 | 14 | 14 | 0 |

Table 3.3: Relative energy shift for 4 peaks in $\mu \mathrm{eV}$ per nm of tip's displacement for the structure with $2.68 \mu \mathrm{~m}$ top diameter, while pushing iterative along X and Y directions using 2 tips. The value in the last column should be equal to 0 if the values of relative energy shift obtained from different measurements are in good agreement (see equality (3.6)). The bigger the value the bigger is a mismatch.

It holds approximately for every peak. The deviation from equality (3.7) is given in the last table's column. The mismatch observed for several peaks is in a range of accuracy of the measurements. Based on this data QDs distribution map is plotted on the Figure 3.40. Again as in the Section 3.5.1 we can note that QD are distributed closer to one side of the structure, which is far from the tips. We assume that electrostatic effect of the tips influences on the QD located close to it and suppresses radiative recombination.


Figure 3.40: Map of QDs' distribution. It's shown using not triangles as it was described above, but circumscribed circles due to good matching of the results. Map of the QDs' distribution for the structure with $2.68 \mu \mathrm{~m}$ top diameter. Positions of the QDs obtained during the experiment, when two tips is used to push iterative along X and Y directions. Position of each QD is presented as a circle of the corresponding color from the Figure 3.39a: black - peak 1, red peak 2, blue - peak 3, magenta - peak 4. Data are in good matching, so a corresponding circle is enlarged for a better visibility. Big black circle is a side of the structure. Value of the energy shift that corresponds to it is equal to $82 \mu \mathrm{eV} / \mathrm{nm}$. Light-blue lines show 'zero-strain diameters' for each pushing direction.

### 3.6 Conclusions

In this chapter we observed the possibility of the strain tuning of semiconductor QDs in a range of several meV and control of emission wavelength over the time. To provide such tuning we statically pushed from the side on the structure containing QDs on purpose to bend it and hence to arise the stress at the QDs' layer.

We have found experimentally that QD's emission energy can be tuned by several meV while pushing photonic wire's top facet by 100 nm . We have also calculated theoretically amount of the stress arised at the QDs level and demonstrated that uniaxial stress model is reliable for the calculations of energy shift. We found theoretical and experimental results to be in good agreement.

We demonstrated that it is possible using such tuning to bring two QDs in resonance. Such condition opens up the possibility to study collective effects such as superradiance [37, 41] using this type of structures.

We also found this method very useful to determine the position of QDs. It is applicable not only for the photonic wires but for any types of structures with embedded stress-sensitive quantum emitters. It can be used along with existing all-optical imaging methods [45, 46, 47], which are in its turn limited if the quantum dots deeply embedded in photonic nanostructures, which is often the case for all types of modern semiconductor devices like a micropillar or a photonic wire used to optimize their coupling with light. The other all-optical method allowing to determine QDs' positions is also developed in our team and is presented in [21].

## Chapter 4

## Optical actuation of photonic wire's motion
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### 4.1 Introduction

It has been previously observed [19, 20] that photonic wires are good Quantum Mechanical Oscillators with resonant frequency about 500 kHz and quality factor (Q) about 2000. Nevertheless, these results were obtained when the photonic wire was mechanically excited with a piezoelectric transducer (PZT). This method has several limitation. First of all, upper frequency of a piezoelectric transducer is limited to 1 MHz that excludes the possibility to excite any higher order modes. Frequencies of the higher order modes are situated in a several MHz range. Secondly, piezo excitation affects all structures on the sample. Thirdly, PZT's response is not flat in frequency, which leads to the appearance of several small peaks aside from the main resonant peak.

The method described in this chapter uses an optical actuation of photonic wire's motion. It allows to excite higher order modes and work directly only with one chosen structure. In our experiment, a modulated intensity laser beam interacts with a photonic wire. Such dynamic excitation leads to a resonant increase in the amplitude of the oscillations, when modulation frequency coincides with an eigenfrequency of the photonic wire. Several physical effects appear in light-matter interaction and affect the amplitude of the oscillations. One of these effects is photons' momentum: a radiation pressure [48], when photons reflect from the structure, and gradient (dipole) force, when photons are deviated. Such interaction can be described as interaction of the light wave's electric field with field-induced dipole moment [49]. Other effects influencing on the structure's oscillations are thermal expansion caused by non-symmetric heat of the structure by off-centered (relative to the axis of symmetry of photonic wire) laser beam [50] and electrostrictions caused by internal structure of GaAs. One of the goals of this chapter will be to discuss the contribution of those three effects.

### 4.2 Experimental setup for optical motion detection

The experimental setup was built using the software and methods developed in [51, 52, 53], allowing an exploration of nano-optical phenomena. On the Figure 4.1 the experimental configuration demonstrating the general idea of motion detection is shown.

The general idea of optical motion detection of $\mu$ m-scale structures is based on detection of intensity's deviations of the laser beam reflected from the structure using a split photo-diode (SPD) technology. The SPD is a device consisting from 2 identical photo-diodes located very close to each other (see Figure 4.2b). The main feature of SPD is a possibility to measure the difference between signals of these two photo-diodes with a large gain. This technique is used in Atomic-Force Microscopy (AFM) to detect the motion of the cantilever (see Figure 4.2a). The SPD is discussed in details in Section 4.2.1.

In our case, a Probe laser is focused on the top of photonic wire using a microscope objective. Using a two lens system (one of which is the objective and the other mounted before the SPD) we image the plane of the top of the photonic wire on the SPD surface. Laser spot is placed in the middle of the SPD that means that both parts (which are named A and B) have equal laser intensity on it and the output difference signal is equal to 0 . When structure shifts along X direction of the SPD, it changes the distribution of light intensities on the parts of SPD and leads to non-zero signal at the differential output of SPD, which is proportional to the displacement amplitude.

Oscillations of the photonic wire are then detected by measuring the amplitude of the signal from SPD at different frequencies. This allows us to determine, firstly, the eigenfrequency of


Figure 4.1: $\quad$ Schematic view of the experimental setup for motion detection of $\mu \mathrm{m}$-scale structures.


Figure 4.2: (a) Block diagram demonstrating an operational principle of atomic-force microscopy using laser beam deflection detection technique. Position of the cantilever changes during its displacement with respect to the sample's surface due to their interaction. The reflection of the laser beam then displaces on the surface of the split photodiode (SPD). (b) Sketch demonstrating a face view of SPD together with laser beam position and its coordinate system.
the investigated structure, and secondly, the amplitude and phase of these oscillations.
This method of motion detection is very sensitive and allows us to detect even Brownian motion of the photonic wire, whose amplitude at $\mathrm{T}=5 \mathrm{~K}$ is about ten of picometers. Detection sensitivity depends on the geometrical laser parameters (its position with respect to the top of the photonic wire, as well as beam size), laser intensity, SPD parameters (gain of amplifier and noise level) and direction of the structure's oscillations with respect to the SPD. Detection sensitivity of SPD is discussed in details in Section 4.2.2.1.

### 4.2.1 Split photo-diode

As it was said before, SPD consists from 2 identical photo-diodes (PD) located very close to each other (see Figure 4.2b). In this section its operational principle will be presented.

### 4.2.1.1 Electrical structure of split photo-diode

Simplified scheme of device's internal structure is shown on the Figure 4.3.

SPD chip A photo-diode chip used in our home-made SPD is a Si PIN photo-diode Hamamatsu S4204. It has an active surface of $1 \times 2 \mathrm{~mm}^{2}$ with $20 \mu \mathrm{~m}$ of dead zone in between of 2 parts. Its spectral response range is in the interval from 320 nm to 1100 nm with peak photo-sensitivity equal to $0.65 \mathrm{~A} / \mathrm{W}$ at 960 nm ; dark current is less than 1 nA per 1 element; cut-off frequency is equal to 30 MHz . Such outstanding parameters make it perfect for our measurements.

Power circuit SPD uses symmetric power input of 15 V from external power supply. Positive voltage then reduces twice: firstly to +12 V (which is applied to photo-diodes), secondly to +5 V. A voltage of +12 V is applied to cathode of each photo-diode (indicated as $+V_{c}$ at the Figure 4.3a). In this way, the amount of carriers, which contribute to the emergence of current, generated under the laser light is proportional to its intensity [54]. In its turn, negative voltage reduces directly to -5 V . Resulting symmetric 5 V source is required for all operational amplifiers.

One photo-diode path Each photo-diode has two independent amplifiers for low frequency (LF) and high frequency (HF) signals (see Figure 4.3b). The HF signal requires highest possible gain to be able to measure the laser's intensity fluctuations caused by oscillations of the experimental structure, whereas LF signal is much higher and requires smaller gain to avoid saturation of the amplifier.

A feedback loop of every operational amplifier here and further consists not only of resistivity, which defines the gain of the circuit, but also a capacity in parallel, which prevents the high frequency fluctuations on the output of an operational amplifier from coming back to its input.

It is important for the LF (HF) gain to be equal for both photo-diodes to avoid the predominance of signal coming from the one part of SPD over another. To minimize the temperature deviation of amplifiers' parameters one chip with two embedded amplifiers was used, where each photo-diode uses its own amplifier. The same is true for some resistances and capacities, which value has to be equal to provide a good balance in the electrical scheme.

LF path of the signal The photo-diode is a current source, which is converted to the voltage using a resistance $R_{c}$. An electrical symmetric low-pass filter is used to cut off all signal components with frequencies higher than 10 kHz . This allows us to isolate only the low-frequency


Figure 4.3: Simplified scheme of SPD's internal structure. (a) A flowchart of the device. Block related to A and B photodiodes (highlighted by green) is presented in detail on the plot (b). Block related to subtractor (highlighted by violet) is presented in detail on the plot (c). Blue rectangle is a schematic representation of a resistance, triangle - operational amplifier, two parallel lines - capacitor. (b) Photodiode block. (c) Subtractor block.
component of the signal. A voltage amplification circuit based on a operational amplifier is used further. The LF gain is almost constant within the whole frequency range of this channel and can be simply found experimentally as a ratio between the voltage at the LF SPD's output and incoming laser power.

HF path of the signal A capacity is used to transmit only high frequency photo-current fluctuations to HF path. A circuit based on an operational amplifier is used to convert it in voltage. Frequency range for that path is from about 100 kHz to 20 MHz with frequency dependent gain on it, which will be discussed additionally in (4.2.1.2).

Subtractor A subtractor scheme (see Figure 4.3c) is then used to obtain a difference signal (named 'A minus B' or just 'A-B'). A subtractor is also based on an operational amplifier. Two independent subtractor are used for LF and HF signals.

Outputs The device has 4 BNC outputs: two for LF signal of each photo-diode, two for LF and HF difference signal. A $50 \Omega$ resistance is mounted before each output.

### 4.2.1.2 High frequency and low frequency gain of split photo-diode

As it was discussed in Section 4.2.1.1, each photo-diode in SPD has two independent amplifiers for LF and HF signals. The LF (HF) gain is equal for both photo-diodes, however, LF and HF amplifiers have different gains. Both gains are defined by internal electrical structure of amplifiers. We found both gains experimentally.

LF gain To define LF gain we placed a laser beam on the one part of SPD and measured a ratio between the voltage at the LF SPD's output and incoming laser power. We also repeated the experiment with the other part to be sure that gains for two photo-diodes are equal. Measured LF gain is about $622 \mu \mathrm{~V} / \mu \mathrm{W}$ for laser wavelength equal to 970 nm . For the other wavelength it can be recalculated using the photo-sensitivity curve of the SPD's chip. Nevertheless, for us only the ratio between LF and HF gains is important, and it will be constant for any laser's wavelength.

HF gain We used a HF 'A-B' channel to measure HF gain, because our SPD doesn't have a HF outputs for each photo-diode independently. But using LF outputs for each photo-diode we controlled that laser is focused only on the one of them, so measured in such way value is equal to the HF gain of one photo-diode. We found that HF gain depends a lot on the frequency. To measure it we used a combination of analog acousto-optic modulator (AOM) and Vector Network Analyzer (VNA) Rohde\&Schwarz ZNB4. The experimental setup is shown on the Figure 4.4.

The VNA is used to determine the amplitude of the signal at chosen frequency. In the experiment, the VNA sends a Sin signal of given amplitude on given frequency to the AOM, which modulates the laser intensity, and measures the response on the same frequency using the signal from the HF output of the SPD. It should be mentioned that the VNA measures a ratio of Sin amplitudes of incoming (from SPD) signal to outcoming signal. Thus, to recover the SPD signal in $\mu \mathrm{V}$ it is required to multiply measured value on the initially chosen amplitude of outcoming Sin signal produced by the VNA. Using the VNA it is possible to span a frequency from 100 kHz to 4.5 GHz , whereas cut-off frequency of SPD's HF output is about 20 MHz .


Figure 4.4: Schematic view of the experimental setup to measure the gain of HF path of SPD.

The AOM transmit amount of laser light depending on the applied voltage. In our experiment it is initially biased to transmit about a half of an incoming laser light. This working point provides maximum range in which modulation of laser transmission linearly depends on the applied to AOM voltage's modulation (see Figure 4.5a). Thus, knowing the Sin amplitude of applied voltage modulation and incoming laser power, it is possible to calculate the Sin amplitude of laser modulation on the SPD.

The HF gain is then calculated as a ratio of measured signal in $\mu \mathrm{V}$ to the amplitude of laser's modulation in $\mu \mathrm{W}$. Above we have found a LF gain to be equal $622 \mu \mathrm{~V} / \mu \mathrm{W}$. Gain ratio (ratio of HF gain to LF gain) is shown on the Figure 4.5b. It demonstrates maximum value at about 2 MHz .


Figure 4.5: (a) Demonstration of laser modulation using AOM. Black trace shows dependence of AOM transmission on the applied voltage in arbitrary units. Red trace is its linear fit around a half of maximum possible voltage, which is the bias used in the experiment. Blue Sin trace demonstrates the modulation of applied to AOM voltage produced by VNA. Magenta Sin trace shows correspondent modulation of laser transmission caused by applied voltage modulation. (b) Frequency dependence of ratio between HF and LF gain of SPD.

### 4.2.1.3 Limitations of the detection

Detection of structures' motion is limited by the noises in the system. Sensitivity of SPD, as an electronic device, is limited by thermal noise generated by the random thermal motion of charge carriers (Johnson-Nyquist noise), shot noise caused by the discreteness of carriers of electric charge. Such noises are unavoidable for all electronic device. Thus, noise measured in the absence of the laser light coming to the SPD is named electronic noise. Its spectrum was measured from 'A-B' channel of SPD using a Spectrum Analyzer (SA) as is presented on the Figure 4.6a. We can see that it demonstrates the same behavior as a gain ratio of SPD (Figure 4.5 b ) with a maximum at about 2 MHz . It is caused by the fact that amplifiers enhance both the useful signal and the parasitic noise equally.

When laser is shone on a single photo-diode (A or B part of SPD), it creates charge carriers proportionally to the laser's intensity. But laser's intensity fluctuates in time, what is known as laser total intensity noise. It results partly from optical shot noise and partly from technical noise such as vibrations of resonator mirrors, etc. Thus, laser's noise at the surface of photodiode leads to signal's noise at the output of the device. The higher the intensity, the higher signal's noise.

Influence of the laser intensity noise on the signal can be minimized, when the laser is equally balanced between two parts of SPD. In this case, one part of the laser noise is measured by A part of SPD, the other - by B part. As a result, they compensate each other. Thus, a signal from 'A-B' channel is only limited by the optical shot noise, the power of which depends linearly on the laser power. On the Figure 4.6b dependence of the noise spectral density at the frequency of 500 kHz on the Pump laser (lasers used in the experiments will be presented in the Section 4.2.6.4) power is shown for the cases, when laser is focused only on the one part of the SPD and balanced between two parts. At zero laser power both traces start from the value of the electronic noise at this frequency $(\sim 0.8 \mathrm{pW} / \mathrm{Hz})$. Noise density for the single photo-diode demonstrates the superlinear rise with increasing laser power, whereas for the balanced case noise density increases linearly. It means that Pump laser is shot noise limited.

On the Figure 4.6c power dependencies of the noise of both Pump and Probe lasers are shown for the balanced case in $\log -\log$ scale after subtraction of the electronic noise contribution. The Pump laser balanced noise (black squares) rises linearly as expected from the shot noise of a well behaved laser. This laser is not too noisy so that its small technical noise is well rejected by the balanced detection. In contrast, we can see that dependence for the Probe laser (blue triangles) rises superlinearly, which means that noise of this laser is not fully rejected by SPD. Since this laser is delivered through the optical fiber such noise can also be a positioning noise caused by fiber's oscillations. The origin of this noise is so far not completely understood.

A quantitative comparison of the noise component in the measured signal will be carried out in Section 4.2.4.


Figure 4.6: (a) Spectrum of the electronic noise (at the absence of the laser light) of the SPD. (b) Dependence of the noise spectral density on the laser power at the frequency of 500 kHz . Experimental data presented by red circles correspond to the case, when laser is focused only on the A part of the SPD. Black squares correspond to the case, when laser is balanced between two parts (black trace). Presented data were obtained with the Pump laser. (c) Dependence of the noise spectral density on the laser power at the frequency of 500 kHz for Pump laser (black squares) and Probe laser (blue triangles). In each experiment laser is balanced between two parts of the SPD. A component of the noise spectral density in the absence of the laser light is subtracted for both traces.


Figure 4.7: Laser intensity distribution on the SPD's surface for different relative positions of the photonic wire and the laser beam. (a) Laser is at the center of the photonic wire. (b) Laser is shifted horizontally from the center of the photonic wire. (c) Laser is shifted vertically from the center of the photonic wire. On all images dashed circle shows position of the photonic wire's top facet.

### 4.2.2 Detectivity

As it was shortly said, SPD has an differential output ('A-B'), voltage on which $\left(V_{d}\right)$ is proportional to the difference of intensity between 2 parts ( A and B ) of the SPD. If photonic wire is fixed at one position (it means there no any externally excited motion), laser is focused somewhere on its top facet (for simplicity of explanation imagine it to be at the center) and is imaged equally (by intensity) on the SPD surface, then the 'A-B' signal is equal to 0 . Distribution of the laser intensity on the surface of SPD is presented on the Figure 4.7a. If we shift the photonic wire along X direction of the SPD (Figure 4.7 b ) the 'A-B' signal changes, because the distribution of the laser intensity changes. The possibility to detect the displacement of the photonic wire is defined by possibility to distinguish values from 'A-B' signal between these two positions, that defines the detectivity as a derivative of 'A-B' signal with respect to coordinate. Besides, if we shift the photonic wire along Y direction of the SPD (Figure 4.7c) the 'A-B' signal doesn't change, because changed laser intensity is still symmetrically distributed between A and B parts of SPD. It turns the detection sensitivity to be a vector, which we named $\vec{\beta}$ :

$$
\vec{\beta}=\binom{\frac{\partial V_{d}}{\partial x}}{\frac{\partial V_{d}}{\partial y}} \equiv\binom{\beta_{x}}{\beta_{y}}
$$

Thus, the amplitude of the signal for photonic wire's displacement depends on the angle between $\vec{\beta}$ and direction of this displacement. In the described case the detectivity vector is coincident with X direction of the $\mathrm{SPD}\left(\beta_{y}=0\right)$. In further simulations (Section 4.2.2.1) it will be shown that amplitude and direction of $\vec{\beta}$ depend on the relative position of the photonic wire and a laser beam.

More formal, a difference signal $V_{d}$ is a two-dimensional (2D) function in SPD's coordinates, which depends on the relative position of the laser spot on the top facet of the photonic wire. And the detectivity is a gradient of this function, i.e. a vector field demonstrating for each point the direction of the greatest rate of increase of the function, and the magnitude of the vector is the slope of the function in vector's direction. The way to measure it quantitatively will be
presented later in a Section 4.2.4.

### 4.2.2.1 Simulation of the detectivity

This section is devoted to the numerical simulation of the arbitrary detectivity of motion using SPD technique described above. The goal of simulation is to calculate the detectivity vector for 2 D grid of all relative positions of the laser and the photonic wire for different ratios between laser beam diameter and the top diameter of the photonic wire. Arbitrary detectivity means that only such factors like laser's beam size and its position with respect to the top facet of the photonic wire will vary to see, how they influence on the result. Calibration of the detectivity taking into account gains of SPD's amplifiers is obtained experimentally and is discussed in Section 4.2.4.

Laser intensity profile Laser has a profile of two-dimensional Gaussian, which is in more general way defined as

$$
\begin{equation*}
G(x, y)=h \cdot e^{-\left[a\left(x-x_{0}\right)^{2}+2 b\left(x-x_{0}\right)\left(y-y_{0}\right)+c\left(y-y_{0}\right)^{2}\right]} \tag{4.1}
\end{equation*}
$$

where parameters $a, b, c$ are defined as

$$
\left\{\begin{array}{l}
a=\frac{\cos ^{2}(\theta)}{2 \sigma_{X}^{2}}+\frac{\sin ^{2}(\theta)}{2 \sigma_{Y}^{2}}  \tag{4.2}\\
b=-\frac{\sin (2 \theta)}{4 \sigma_{X}^{2}}+\frac{\sin ^{2}(2 \theta)}{4 \sigma_{Y}^{2}} \\
c=\frac{\sin ^{2}(\theta)}{2 \sigma_{X}^{2}}+\frac{\cos ^{2}(\theta)}{2 \sigma_{Y}^{2}}
\end{array}\right.
$$

where $\sigma_{X, Y}$ are the standard deviations (sometimes called also the Gaussian RMS widths) along its axes, $x_{0}$ and $y_{0}$ are the coordinates of the Gaussian's center, $\theta$ is an angle of the rotation of the Gaussian's axes with respect to the axes of the coordinate system in clockwise direction, $h$ is a height of the Gaussian, i.e. the value that it takes at the center.

Due to the spatial filter, which is mounted on the laser path (see Section 4.2.6.4 for the details), laser profile is expected to be centrally symmetric (which means that $\sigma_{X}=\sigma_{Y} \equiv \sigma$ ). The shape of the laser was checked visually. Attenuated laser beam was sent directly to the Watek WAT-920N camera, whose chip is sensitive to the infra-red light. It allowed us to visualize a laser beam profile on a TV screen and verify that it is symmetric within the measurement error. Thus, in this simulation laser beam profile is taken as centrally symmetric 2D Gaussian:

$$
\begin{equation*}
G(x, y)=h \cdot e^{-\left[\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}\right] /\left[2 \sigma^{2}\right]} \tag{4.3}
\end{equation*}
$$

Laser beam diameter is defined as a distance between 2 points at which laser intensity decreases at $1 / e^{2}$ level from its maximum. Thus, for Gaussian beam it is equal to $4 \sigma$.

In these calculations integrated laser intensity is chosen to be equal 1 arbitrary unit of intensity. This fact defines height of the Gaussian via the expression

$$
\begin{equation*}
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(x, y) d x d y=1 \tag{4.4}
\end{equation*}
$$

Substituting (4.3) in (4.4) we obtain

$$
\begin{equation*}
h=\frac{1}{2 \pi \sigma^{2}} \tag{4.5}
\end{equation*}
$$

It also means that in these calculations all variables that have a dimension of intensity are expressed in the same arbitrary units of intensity.

Photonic wire's top contour Profile of the top of photonic wire is defined by the mask used during the structure's growth, which is expected to be circular. Nevertheless, for some real structures top facet is slightly elliptical. In the most general view an ellipse is described by

$$
\begin{equation*}
a\left(x-x_{0}\right)^{2}+2 b\left(x-x_{0}\right)\left(y-y_{0}\right)+c\left(y-y_{0}\right)^{2}=1 \tag{4.6}
\end{equation*}
$$

where parameters $a, b, c$ are given in (4.2), $x_{0}$ and $y_{0}$ are the coordinates of the ellipse's center. Semi-minor and semi-major axes of ellipse are then equal to $\sqrt{2} \sigma_{X}$ and $\sqrt{2} \sigma_{Y}$.

Nevertheless, for these calculations we assumed a circular photonic wire's top contour, that simplifies (4.6) as

$$
\begin{equation*}
\frac{\left(x-x_{0}\right)^{2}+\left(y-y_{0}\right)^{2}}{R^{2}}=1 \tag{4.7}
\end{equation*}
$$

where $R$ is the top radius of the photonic wire.
In these calculations top radius of the photonic wire is set to be equal 1 arbitrary unit of length, so all variables that have a dimension of length are expressed in these arbitrary units. Thus, introducing $r$ as a ratio between laser beam diameter and the top diameter of the photonic wire, we obtain $r=(4 \sigma) /(2 R)$. Since $R$ is equal to 1 arbitrary unit of length for one fixed ratio between diameters of the laser beam and photonic wire we get a laser width $\sigma=r / 2$ in arbitrary units of length.

Laser at the SPD For one fixed ratio between diameters of the laser beam and photonic wire we can calculate for each given relative position of the laser with respect to the center of photonic wire: how much light reflects to the SPD and how it is balanced between two parts of SPD. Sketches on the Figure (4.8) demonstrate both a top view image of the sample and a top view image of the SPD surface for one given relative position of the laser with respect to the center of photonic wire's top facet. It is clearly shown that only a part of the laser light, which shines the top facet of the photonic wire, reflects to the SPD. Thus, we can introduce a photonic wire's top profile function in the coordinate system associated with its center as

$$
T(x, y)=\left\{\begin{array}{l}
1 \quad \text { if } x^{2}+y^{2} \leq 1  \tag{4.8}\\
0 \quad \text { otherwise }
\end{array}\right.
$$

Introducing the sizes of the $\operatorname{SPD} L_{X}$ and $L_{Y}$ as it is shown on the Figure 4.8 b we get an expression for the symmetric 2D Gaussian laser beam's profile, whose center is coincident with the center of SPD:

$$
\begin{equation*}
G(x, y, r)=\frac{2}{\pi r^{2}} \cdot e^{-2\left[x^{2}+\left(y-L_{Y} / 2\right)^{2}\right] / r^{2}} \tag{4.9}
\end{equation*}
$$

There are several notations used further in the simulation:

- $I_{A}\left(I_{B}\right)$ - the integrated intensity of the laser light on the part A (B) of the SPD;
- $I_{t o t}=I_{A}+I_{B}$ - the integrated intensity of the laser light on the SPD (total intensity);


Figure 4.8: (a) Sketch demonstrating a top view image of the sample. Black circle shows photonic wire's top facet's contour. 2D Gaussian laser beam is shown by red color. Color brightness is proportional to the intensity of the laser. Violet dot demonstrates central position of the laser beam. Green ticks at the axes shows the relative displacement of the laser with respect to the center of photonic wire. (b) Sketch demonstrating a top view image of the SPD. Two parts of the SPD are marked as A and B. Laser is initially aligned with the center of SPD, but only a part of the laser light reflects to the SPD by the photonic wire. This amount depend on the relative displacement of the laser with respect to the center of photonic wire.

- $I_{d}=I_{A}-I_{B}$ - difference in integrated intensity of the laser light between parts A and B of the SPD;
- $\vec{\beta}$ - detectivity vector, whose components $\beta_{x}$ and $\beta_{y}$ are defined as directional derivatives of difference signal $I_{d}$ along X and Y directions of SPD.

It is finally possible to give explicit expressions for the integrated intensities

$$
\begin{cases}I_{A}(x, y, r) & =\int_{0}^{L_{Y}} \int_{-L_{X} / 2}^{0} G(x, y, r) \cdot T\left(x-x^{\prime}, y-y^{\prime}\right) d x^{\prime} d y^{\prime}  \tag{4.10}\\ I_{B}(x, y, r) & =\int_{0}^{L_{Y}} \int_{0}^{L_{X} / 2} G(x, y, r) \cdot T\left(x-x^{\prime}, y-y^{\prime}\right) d x^{\prime} d y^{\prime} \\ I_{t o t}(x, y, r) & =I_{A}(x, y, r)+I_{B}(x, y, r)=\int_{0}^{L_{Y}} \int_{-L_{X} / 2}^{L_{X} / 2} G(x, y, r) \cdot T\left(x-x^{\prime}, y-y^{\prime}\right) d x^{\prime} d y^{\prime} \\ I_{d}(x, y, r) & =I_{A}(x, y, r)-I_{B}(x, y, r)\end{cases}
$$

where $x$ and $y$ are the coordinates of the relative position of centers of the laser beam and photonic wire's top facet, $G(x, y, r)$ is a laser intensity profile defined by (4.9), $T(x, y)$ is a profile of the photonic wire's top defined by (4.8), $L_{X}$ and $L_{Y}$ are the sizes of the SPD along its X and Y axes respectively, $r$ is a ratio between laser beam diameter and the top diameter of the photonic wire.

It should be mentioned that in the simulation a dead zone of SPD is not taken into account. It is seen from the fact that integration by x includes 0 as a bound for both $I_{A}(x, y)$ and $I_{B}(x, y)$. Nevertheless, it does not affect a lot on the quality of the result, because a dead zone of the SPD is only $20 \mu \mathrm{~m}$ size, whereas a laser beam size (at the SPD surface) used in experiments is about $500 \mu \mathrm{~m}$.

Dependence on the position of laser beam with respect to the top facet of photonic wire We fix the Probe laser beam diameter to be equal the top diameter of the photonic wire ( $\mathrm{r}=1=100 \%$ ) and calculate 2D matrices $I_{A, B}(x, y)$ (where $x$ and $y$ are relative distances between center of the photonic wire's top facet and center of Gaussian laser beam on it) as well as $I_{t o t}(x, y)$ and $I_{d}(x, y)$ using formulas from (4.10). The results are represented as pseudo-color maps on the Figure 4.9.

The 2D map of detectivity is then calculated using finite difference method for the expressions $\beta_{x[y]}(x, y)=\frac{\partial I_{d}(x, y)}{\partial x[y]}$ and $\vec{\beta}(x, y)=\left(\beta_{x} \beta_{y}\right)^{T}$. On the Figure 4.10 components of detectivity vector are represented as pseudo-color maps, and detectivity itself is shown as a vector field.


Figure 4.9: Simulation of (a,b) integrated laser intensity on the A (B) part of SPD (c) total laser intensity on the SPD (d) difference in intensity between A and B part of SPD in case when the Probe laser beam diameter is equal the top diameter of the photonic wire. Black contour on each plot demonstrates the edge of the photonic wire's top facet.


Figure 4.10: Calculation from the results of simulation of (a) $\beta_{x}$ (b) $\beta_{y}$ (c) $\vec{\beta}$. On (c) color contour demonstrates $I_{d}(x, y)$ map. Black contour on each plot demonstrates the edge of the photonic wire's top facet. Probe laser beam diameter is equal the top diameter of the photonic wire.

Dependence on the ratio between laser beam size and top diameter of photonic wire It is also interesting to compare the detectivity for different ratio between laser beam size and top diameter of photonic wire. Detectivity at $y=0$ (central horizontal cross-section) is always coincident with X axis of SPD due to the symmetry of the photonic wire and the laser with respect to the Y axis of SPD. It means that magnitude of the sensitivity is equal to absolute value of the sensitivity along the X axis of $\operatorname{SPD}\left(|\vec{\beta}(x, 0)|=\left|\beta_{x}(x, 0)\right|\right)$. That's why it is very convenient to demonstrate on $\beta_{x}(x, 0)$ : how the detectivity changes along one chosen direction for different $r$. Such dependencies are shown on the Figure 4.11. We can see that when the laser size is small compare to the photonic wire's top facet our motion detection technique is only sensitive when the laser is placed close to the edge of photonic wire. This is understandable, because at such points, when structure oscillates, it either goes out of the laser beam spot (reflected integral intensity drops dramatically) or goes under the laser beam spot (reflected integral intensity dramatically increases); whereas when laser is placed at the center of the photonic wire, structure's oscillations change the intensity distribution very little.

The central point $(0,0)$, i.e. when laser is placed at the center of the photonic wire, is a very specific point for the experiment. In the Section (4.2.1.3) it was shown that the Probe laser is very noisy. Thus, to minimize the structure's oscillations induced by the Probe laser noise, it should be placed at the center of the photonic wire. Dependence of the detectivity on the ratio between diameters of laser and structure's top facet for the central point is demonstrated on the Figure 4.11b. We can see that, when the laser diameter is smaller then top diameter of the structure, increase of the beam size also increases the detectivity at the central point, but decreases the maximal reachable detectivity. When laser size is about 1.4 times bigger than structure's diameter $(r=1.4)$, central point becomes a point of maximum detectivity. Further increase of the beam size decreases the detectivity, because it decreases difference in laser light intensity between two adjacent points. In limit case, when laser beam diameter tends to infinity, the detectivity tends to zero for any laser position.

### 4.2.3 Identification of laser beam diameter

As a consequence of the detectivity simulations from the previous section, we can mention that $I_{t o t}(x, y, r)$ from (4.10) depends on $r$, which is a ratio of diameters of the laser and photonic wire. Thus, measuring experimentally Total Intensity (TI) map $\left(I_{A+B}(x, y)\right)$, we can identify a real laser beam diameter.

Used SPD has no 'A + B' output, but it has independent 'A' and 'B' outputs. So whenever we need a Total Intensity map, we measure 2D maps for A and B channels and then sum them.

On the Figure 4.12 experimental map is shown together with its fit. Data are obtained for the structure with $5.5 \mu \mathrm{~m}$ top diameter. Value of $r$ from a fit is 0.75 , which means that laser has a diameter of $4.13 \mu \mathrm{~m}$.

Besides, from TI map it is possible to define the position of the photonic wire's center with respect to the scanning range. This possibility will be widely used in further experiments to demonstrate the position of the structure's top facet.


Figure 4.11: (a) Detectivity magnitude along central horizontal cross-section, when ratio between laser beam diameter and the top diameter of the photonic wire is equal to 0.2 (red), 0.8 (green) and 1.4 (magenta). Dashed lines demonstrate the edges of the photonic wire. (b) Blue trace demonstrates the dependence of the detectivity at the central point on the ratio between laser beam size and top diameter of photonic wire $(r)$; red - maximum value of $\beta_{x}(x, 0)$.


Figure 4.12: (a) Experimental 2D map of the sum of signals from 'A' and 'B' channels of SPD obtained for the structure with top diameter of $5.5 \mu \mathrm{~m}$. Black circle demonstrates the contour of the structure's top facet. Its center was defined using fit of the data. (b) Fit of the experimental data with a model for $I_{t o t}(x, y, r)$ from (4.10). Horizontal and vertical central cross-sections are shown on the plots (c) and (d) respectively. Red trace corresponds to experimental data, blue - model fit. (e) Visualization of experimental data (black points) and its fit (colored mesh) in 3D.

### 4.2.4 Calibration of oscillations amplitude

To make the calibration of the amplitude of the signal from SPD (in Volts) on the amplitude of the displacement of photonic wire's top (in the units of length, e. g. nm) we could translate the whole sample with the experimental structure by relatively small known (or easily measurable) distance and measure the amplitude of the signal to have a value of $\beta$. Nevertheless, our sample is mounted in a heavy cryostat (see Section 4.2.6.3) that makes a realization of its small displacement to be a complicated task. Besides, there is no much space inside the cryostat, so it's also not possible to put an adjustable stage for a sample inside. However, displacement of the experimental sample is analogous to displacing a microscope objective before it. From the SPD's point of view displacement of the objective in any direction at a certain distance is equivalent to the displacement of observed object of the same distance in the opposite direction.

Thereby, we mounted the microscope objective on a 3 -axes translation stage Nanomax$312 \mathrm{D} / \mathrm{M}$ (not shown on the scheme of the experimental setup), which has 3 level of precision of position tuning along each axis: the coarse manual adjustment in a range of 4 mm with 10 $\mu \mathrm{m}$ precision, the fine manual adjustment in a range of $300 \mu \mathrm{~m}$ with $1 \mu \mathrm{~m}$ precision, and finally open-loop piezo-adjustment in a $20 \mu \mathrm{~m}$ range with accuracy of 20 nm . Nevertheless, utilization of open-loop technology limits the position repeatability at about 500 nm . This piezostage is used for precise control of lasers' focus (Z axis), and to displace laser beam with respect to the photonic wire (XY plane).

Using a home-made software we run an XY point-by-point scan. For every point of 2D scan we measure a LF 'A-B' signal (see Figure 4.13). Once its done, we compute the gradient vector field of detectivity. For the simple demonstration on the top right image the difference signal along central horizontal cross-section is shown. Its derivative is shown on the right down image. These values show directly the detectivity, because (as it was shown before) Y-projection of detectivity for all points on central horizontal cross-section is equal to 0.

Obtained in that way (using LF difference output of SPD) values for the detectivity must be scaled by ratio between HF and LF gains of SPD (see details in Section 4.2.1.2) to determine the detectivity of the structure's oscillations via HF difference output of SPD. Thus, the detectivity depends on the frequency of oscillations.

Now we can roughly estimate, structure's motion of which order of magnitude it is possible to detect using this experimental technique. Value of detectivity obtained via LF channel is about $10 \mathrm{mV} / \mu \mathrm{m}$. Gain ratio at $\mathrm{f} \sim 500 \mathrm{kHz}$ is about 1500 , which means that oscillations of 15 pm amplitude will produce a signal of $225 \mu \mathrm{~V}$. Assuming a Probe laser noise at the same frequency to be equal $100 \mathrm{pW} / \mathrm{Hz}$ (see Figure 4.6c), we get a parasitic signal of about $224 \mu \mathrm{~V}$, if measured with 10 Hz bandwidth. To reduce the parasitic signal and improve the detection at small amplitudes, it is required to use better Probe laser. There is a possibility to reduce laser's noise by a factor of 30 , if the laser will be shot noise limited (see Figure 4.6c).


Figure 4.13: (a) Experimental 2D map of voltage at low frequency difference output of SPD for the photonic wire with top diameter of $5.31 \mu \mathrm{~m}$. Black circle demonstrates the edge of the structure's top facet. (b) Central horizontal cross-section (white line on the previous plot) of the difference signal. (c) Calculated low-frequency detectivity.

### 4.2.5 Optimization of oscillations' detection

As it was mentioned before, the photonic wire has two linear orthogonal eigenmodes. It means that maximum detectivity for one mode can be reached only when the second mode can not be detected at all.

To manipulate the direction of the photonic wire's oscillations with respect to the orientation of the SPD a truncated right-angle prism (Dove prism) is used in our setup and mounted in between of the objective and an imaging lens (the one before SPD). A laser beam coming into the prism has one total internal reflection from the bottom face before going out. Therefore, image passing through the prism goes out inverted (Figure 4.14a). Rotation of the dove prism along its longitudinal axis by some angle rotates the image by twice this angle (Figure 4.14b). Thus, from the photonic wire's point of view we rotate the SPD in order to obtain desirable mutual position of detectivity vector and directions of its mechanical modes. There are two main cases:

1. Realization of the best possible detection of one mode. In this case its direction should be coincident with the direction of detectivity vector. Consequently, the second mode will be not detectable at all.
2. Realization of the possibility to detect both modes. In this case direction of detectivity vector is placed in between of two modes, which are orthogonal.


Figure 4.14: Sketch demonstrating the operation principle of Dove prism. (a) non-rotated Dove prism. (b) rotated Dove prism. [55]

### 4.2.6 Elements of experimental setup

### 4.2.6.1 Telescopic system

To adjust the position of probe laser on the top of the photonic wire we use a tiltable mirror. This mirror has two closed-loop piezo-elements allowing to tilt mirror from 0 to 2 mrad vertically and horizontally applying external voltage from 0 to 10 V via a piezo-controller. Tilt of the mirror by some angle tilts the laser beam by twice this angle. Changing the propagation angle of the parallel laser beam incident to the objective, we change the position of the laser spot on the sample. The angle of mirror's tilt is proportional to the laser's spot displacement in case if the angle is small. Nevertheless, this method require to be complemented by a telescopic system (Fig. 4.15b) to change the angle of the incoming laser beam at the entrance pupil of the microscope objective without changing its position. It allows us to provide larger tilt angle and to avoid hitting the side of the objective by some part of the laser beam (or even quit out of the objective's entrance as it is shown on the Fig. 4.15a). We used symmetric telescopic system (also known as $2 \mathrm{f}-2 \mathrm{f}$ setting, that means that the focal distances of both lens are equal) with f $=400 \mathrm{~mm}$.

### 4.2.6.2 Objectives

Depending on the photonic wire's top diameter different Probe laser beam size is required to perform the optimal motion detection (See Section 4.2.2.1). To change a laser beam size we used two different objective:. first is a Olympus LMPLan IR objective with a numerical aperture (NA) of 0.4 , focal distance (FD) of 9 mm and working distance (WD) of 8.1 mm , the second is a ZEISS LD Plan NEOFLUAR objective with NA $=0.75, \mathrm{FD}=2.2 \mathrm{~mm}$, WD $=1.7 \mathrm{~mm}$.


Figure 4.15: Sketch demonstrating manipulations with a laser beam by (a) tiltable mirror only and (b) with a telescopic system.

### 4.2.6.3 Sample holder

Motion amplitude depends also on the quality of the vacuum around the investigated structure. For that reason and also to be able to perform the measurements at low temperatures the experimental sample was placed into the continuous helium flow optical cryostat from Oxford Instruments Company. Liquid helium storage tank connects with a cryostat via a transfer tube, which allows to collect a gas and send it back to the recovery system.

Circular entrance window of the cryostat has a diameter of 10 mm and thickness of 0.5 mm . The cryostat is mounted on a 2-axes translation stage (not shown on the scheme of the experimental setup) that provides a coarse adjustment of sample's position with respect to the microscope objective in a range of several mm with precision of $10 \mu \mathrm{~m}$.

### 4.2.6.4 Optical sources

Two different lasers are used in this experiment.
As a Probe laser (laser used for the motion detection) we used a continuous-wave (CW) diode laser delivering the laser light through the optical fiber produced by THORLABS. The laser is BL976-PAG700 controlled via CLD1015 driver. Maximal laser output power is about 700 mW that allows us to have as much light on the SPD as it is required to obtain the maximal sensitivity without saturation of the device. The wavelength of the laser is about 976 nm that corresponds to an energy below the bandgap of GaAs.

For the optical actuation of the photonic wire's motion a Toptica DL100 Pro laser is used (so-called Pump laser). It is a CW laser with tunable wavelength from 910 to 985 nm . In our case the wavelength of 920 nm was chosen, firstly, so that the energy of the laser is below the bandgap of GaAs, secondly, to provide a possibility to reject this laser but not the other from the SPD using a long-pass wavelength filter. Maximum laser power at the output is about 40


Figure 4.16: Sketch representing operation of the visualization system.
mW .
For each laser source an optical isolator is set up after the laser light output (not shown on the scheme of the experimental setup) to shield the source from the adverse back reflection of laser light, which may lead to instabilities (intensity noise) in a laser beam or even damage the light source. Optical isolator is a magneto-optic device consisting from two polarizers with angle of 45 degree between their axes and a Faraday rotator, which rotates the polarization of incoming beam by 45 degree. Thus, light can be transmitted in one way but not in the other.

Besides, each laser passes through a pinhole-based spatial filter, which allows to correct an elliptical cross-section of the laser beams. Such filter consist of 2 lenses and a pinhole mounted between them. Distance from each lens to the pinhole is equal to their focal distances. Parallel laser beam is focused on the pinhole by the first lens. Focal distance and a size of a pinhole are chosen to cut off all non-perfectness of the beam. Second lens recovers a parallel laser beam. Choosing a focal distance of the second lens we can define the diameter of the laser beam. We used a system of 10 cm lens, $20 \mu \mathrm{~m}$ pinhole and again 10 cm lens for the Pump laser; and a system of 5 cm lens, $20 \mu \mathrm{~m}$ pinhole and 3 cm lens for the Probe laser.

### 4.2.6.5 Visualization system

To be able to observe in a real time the experimental sample with the investigated structure and a relative laser spot position on its top facet we used a visualization system consisting from infrared (IR) LED with wavelength at peak emission of 935 nm and a Watek WAT-920N camera (sketch of the Figure 4.16), whose chip is sensitive to IR light.

The LED is used to lit as uniformly as possible the sample. It emits a quickly diverging light beam, which is delivered to the sample through 2 lens system (the second of which is the objective). The LED is mounted not in a focus of the first lens and in such ways turns to be unfocused at the focal plane of the objective, where the sample is located.

The same way as with SPD we image the sample plane on the camera's chip using a two lens system (one of which is the objective and the other mounted before the camera). The image from the camera is transmitted on a TV screen.

### 4.2.6.6 Software and computer control

To perform measurements we used a software that allows us to control the positions of the objective piezostage and tiltable mirrors for both lasers via National Instruments NI 6363 USB card. This card has 16 bit DAC and ADC converters, 4 analog output and 16 analog input.

Our software allows us to define a 2D matrix of all Pump laser positions with respect to the top of the photonic wire with specified number of experimental points in X-Y plane, and then make an independent point-by-point measurements of the system's response on external influence.

### 4.2.6.7 Temperature controller

The ITC 601 proportional-integral-derivative (PID) temperature controller is used to measure current temperature and to control the internal heater of the cryostat, which allows to adjust the temperature in a range from 5 K to about 350 K . Accuracy of temperature measurement is 0.1 K.

### 4.3 Motion excitation

A method of motion excitation by a piezo electrical transducer glued at the back of the sample holder was described in the work [19]. In the present work the motion of the investigated structure is excited optically with a second laser added to the experimental setup (Fig. 4.17).

To excite the motion of the photonic wire laser intensity is modulated by analog acousto-optic modulator (AOM) at the mechanical resonance frequency. The amplitude of excited motion on each chosen frequency is determined by Vector Network Analyzer (VNA), as it was already presented in the Section 4.2.1.2. In the case when the driving frequency coincides with the mechanical frequency of the wire VNA detects the resonance, which is at about 500 kHz for typical photonic wire.

If the light from Pump laser reaches the SPD it brings a strong parasitic signal, because the amplitude of modulation of its intensity is much higher then the modulation of Probe laser intensity caused by oscillation of the photonic wire. To cut off this light linear polarization of the Pump laser set up to be perpendicular to linear polarization of the Probe laser. It allows us to use a polarizing beamsplitter (PBS) to reject the Pump laser light. Nevertheless, the rejection ratio of PBS is about 200, which is not enough to filter out all light from Pump laser, so in addition to it Pump and Probe lasers are separated by wavelength that allows us to use a long-pass wavelength filter $\left(\lambda_{c u t-o f f}=950 \mathrm{~nm}\right)$, which transmit the light from the Probe laser ( $\lambda=976 \mathrm{~nm}$ ) but not from the Pump laser ( $\lambda=920 \mathrm{~nm}$ ), before the SPD (not shown on the experimental setup scheme). Its rejection ratio is about 1000 that makes a Pump laser not detectable by SPD.

To investigate how the interaction of the Pump laser light and photonic wire depends on laser's position with respect to the top of the structure, we used a mirror that can be tilted vertically and horizontally in a range of $500 \mu \mathrm{rad}$ by applying an external voltage from 0 to 150 V to each of two embedded piezo-elements. Using an external voltage source that gives a voltage from 0 to 150 V on its output proportionally to the voltage from 0 to 10 V on its input, we were able to manipulate this mirror via computer by the way explained before for the Probe laser.


Figure 4.17: Schematic view of the experimental setup for detection of optically induced oscillations of $\mu \mathrm{m}$-scale structures.

To investigate the dependence of the Pump laser polarization on the excitation of the mechanical motion of the photonic wire we mounted a half-wave plate ( $\lambda / 2$-plate) in between the PBS and the objective. Rotation of the $\lambda / 2$-plate by some angle rotates the polarization of both lasers by twice this angle. Thereby, we can choose the Pump laser polarization interacting with a photonic wire. Reflected lasers' beams pass through $\lambda / 2$-plate again and recover their initial polarizations. Thus, Probe laser pass through PBS, while Pump laser is rejected.

### 4.3.1 Physics of induced motion

Several physical effects appear in light-matter interaction and affect the amplitude of the oscillations. These are effects caused by photons' momentum: radiation pressure, when photons are reflected from the structure, and gradient (dipole) force, when photons are deviated. As you can see from the Figure 4.18 , both are trying to bend the wire in the same way. So, in simple words, laser attracts the wire.

Since the photonic wire is fixed at one end and free at the other, we consider its displacement as a rotation under the influence of torque appearing in the interaction with the laser beam. We can describe its behavior as a one-dimensional harmonic oscillator using Newton's second law.


Figure 4.18: Sketch, demonstrating the forces appearing in light-matter interaction as a result of photons' momentum transfer.

The viscous friction force is directed against the speed of movement and is directly proportional to this speed via friction coefficient $\alpha$.

$$
\begin{equation*}
M=I \cdot \frac{d^{2} \theta(t)}{d t^{2}}=-\left[C \cdot \theta(t)+\alpha \cdot \frac{d \theta(t)}{d t}\right]+M_{0} \cdot \cos (\omega t+\delta) \tag{4.11}
\end{equation*}
$$

where $M_{0}$ - is a torque appearing in the interaction with the laser beam, $I$ - is a moment of inertia, $C$ - is a coefficient of restitution, $\omega$ - is a frequency of laser's modulation.

We introduce new variables to simplify the equation $\omega_{0}=\sqrt{C / I}, N_{0}=M_{0} / I$ and $\gamma=$ $\alpha /(2 I)$. Without loss of generality, we can set the phase of external impact ( $\delta$ ) at 0 . Thus equation has a view:

$$
\begin{equation*}
\theta^{\prime \prime}(t)+2 \gamma \theta^{\prime}(t)+\omega_{0}^{2} \theta(t)=N_{0} \cdot \cos (\omega t) \tag{4.12}
\end{equation*}
$$

General solution (solution for $N_{0}=0$ ) of the differential equation has a structure:

$$
\begin{equation*}
\theta_{G}(t)=D_{1} \cdot e^{\lambda_{1} t}+D_{2} \cdot t^{\delta\left(\lambda_{1}-\lambda_{2}\right)} \cdot e^{\lambda_{2} t} \tag{4.13}
\end{equation*}
$$

where $\lambda_{1,2^{-}}$are roots of the characteristic equation $\lambda+2 \gamma \lambda+\omega_{0}^{2} \lambda=0$ and $\delta(x)$ is the following function:

$$
\delta(x)= \begin{cases}1 & \text { if } x=0  \tag{4.14}\\ 0 & \text { otherwise }\end{cases}
$$

Thus we have several possible solutions depending of the values of $\gamma$ and $\omega_{0}$ :

$$
\theta_{G}(t)=e^{-\gamma t} \cdot \begin{cases}D_{1} \cdot e^{\sqrt{\gamma^{2}-\omega_{0}^{2}} t}+D_{2} \cdot e^{-\sqrt{\gamma^{2}-\omega_{0}^{2}} t} & \text { if } \gamma>\omega_{0}  \tag{4.15}\\ D_{1}+D_{2} \cdot t & \text { if } \gamma=\omega_{0} \\ D_{1} \cdot \cos \left(\sqrt{\omega_{0}^{2}-\gamma^{2}} t\right)+D_{2} \cdot \sin \left(\sqrt{\omega_{0}^{2}-\gamma^{2}} t\right) & \text { if } \gamma<\omega_{0}\end{cases}
$$

We can see that any solution tends to 0 when $t \rightarrow \infty$ because of the term $e^{-\gamma t}$. It means that general solution doesn't contribute in the solution of forced oscillations.

A particular solution of the differential equation with $\mathrm{a} \cos (\omega t)$ at the right side has a structure:

$$
\begin{equation*}
\theta(\omega, t)=D_{1} \cdot \cos (\omega t)+D_{2} \cdot \sin (\omega t) \tag{4.16}
\end{equation*}
$$

where $D_{1,2}$ - are the constants with a time.
Physically it means that forced oscillations occurs at the frequency of the excitatory force. Putting (4.16) in equation (4.12) we obtain that

$$
\begin{equation*}
\theta(\omega, t)=\frac{N_{0}}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}}\left[\left(\omega_{0}^{2}-\omega^{2}\right) \cdot \cos (\omega t)+2 \gamma \omega \cdot \sin (\omega t)\right] \equiv A(\omega) \cdot \cos (\omega t+P(\omega)) \tag{4.17}
\end{equation*}
$$

where

$$
\left\{\begin{align*}
A(\omega) & =\frac{N_{0}}{\sqrt{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}}}  \tag{4.18}\\
P(\omega) & =\arctan 2\left(\{-2 \gamma \omega\},\left\{\omega_{0}^{2}-\omega^{2}\right\}\right)
\end{align*}\right.
$$

Function $\arctan 2(x)$ is introduced in Appendix A on page 111.
A quality factor $(Q)$ of such resonant excitation by definition is equal to $\omega_{0} /(2 \gamma)$. From (4.18) we can conclude that amplitude at zero frequency is equal to $A(0)=N_{0} / \omega_{0}^{2}$, whereas amplitude at fundamental frequency of the oscillator is $A\left(\omega_{0}\right)=N_{0} /\left(2 \gamma \omega_{0}\right)=A(0) \cdot Q$, i. e. Q times higher. Maximum of amplitude is attained at the frequency $\omega_{M A X}=\omega_{0} \sqrt{1-1 /\left(2 Q^{2}\right)}$ and is equal to $A_{M A X}=A\left(\omega_{0}\right) / \sqrt{1-1 /\left(4 Q^{2}\right)}$. However, for the structures with high Q these values are very close to $\omega_{0}$ and $A\left(\omega_{0}\right)$ respectively. At the same time, phase changes from 0 to $-\pi$ passing though the resonance, and at $\omega_{0}$ is always equal to $-\pi / 2$. Quality factor only changes the steepness of the phase change: the higher Q, the sharper transition. On the Figure 4.19 spectra for the amplitude and phase are shown in arbitrary units for 3 different values of quality factor.

To summarize, measuring amplitude and phase spectra we can find amplitude of the structure's motion and the force causing this motion. Moreover, it is easier to study effects appearing in light-matter interaction in dynamic mode, than in static mode, because it leads to Q times bigger displacement amplitude, which is easier to measure.

### 4.3.2 VNA measurements

A VNA measures $A(\omega)$ and $P(\omega)$ spectra that allows us to find all parameters in initial equation. Nevertheless, in real experiment we have a background noise that has a component on the same frequency $\omega$ but it can have a different phase. Thus, measured signal is covered by:

$$
\begin{equation*}
S(\omega, t)=A(\omega) \cdot \cos (\omega t+P(\omega))+b \cdot \cos (\omega t+\varphi) \equiv \widetilde{A}(\omega) \cdot \cos (\omega t+\widetilde{P}(\omega)) \tag{4.19}
\end{equation*}
$$

where $b$ - is the amplitude of the noise at that frequency and $\varphi$ - is its phase.


Figure 4.19: Spectra of the amplitude (left) and phase (right) of the mechanical resonance. Values of the amplitude are given in arbitrary units, where 1 a.u. corresponds to the static (frequency is equal to 0) displacement amplitude. Values of the frequency are given in arbitrary units, where 1 a.u. corresponds to the fundamental frequency of the oscillator. Three traces belong to different values of quality factor: $\mathrm{Q}=2.5$ (blue), 5 (red) and 10 (magenta).

$$
\left\{\begin{align*}
\widetilde{A}(\omega)= & \sqrt{b^{2}+\frac{N_{0}^{2}+2 b N_{0}\left[\left(\omega_{0}^{2}-\omega^{2}\right) \cdot \cos (\varphi)-2 \gamma \omega \cdot \sin (\varphi)\right]}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}}}  \tag{4.20}\\
\widetilde{P}(\omega)= & \arctan 2\left(\left\{-2 \gamma \omega N_{0}+b\left[\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}\right] \sin (\varphi)\right\}\right. \\
& \left.\left\{\left(\omega_{0}^{2}-\omega^{2}\right) N_{0}+b\left[\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}\right] \cos (\varphi)\right\}\right)
\end{align*}\right.
$$

Origin of such background signal can be electrical interference or scattered laser light, reaching the detector. In case if we have several such parasitic signals, they can be still described by one term added in equation (4.19). Consider two background noises and show that they can be represented as one united noise:

$$
\begin{equation*}
S_{B G}(\omega, t)=b_{1} \cdot \cos \left(\omega t+\varphi_{1}\right)+b_{2} \cdot \cos \left(\omega t+\varphi_{2}\right) \equiv b(\omega) \cdot \cos (\omega t+\varphi(\omega)) \tag{4.21}
\end{equation*}
$$

where

$$
\left\{\begin{array}{l}
b(\omega)=\sqrt{b_{1}^{2}+b_{2}^{2}+2 b_{1} b_{2} \cdot \cos \left(\varphi_{1}-\varphi_{2}\right)}  \tag{4.22}\\
\varphi(\omega)=\arctan 2\left(\left\{b_{1} \cdot \sin \left(\varphi_{1}\right)+b_{2} \cdot \sin \left(\varphi_{2}\right)\right\},\left\{b_{1} \cdot \cos \left(\varphi_{1}\right)+b_{2} \cdot \cos \left(\varphi_{2}\right)\right\}\right)
\end{array}\right.
$$

It can be also generalized in case of any number of background signals.
Besides, a VNA does not receive the signal back instantaneously. There are delays connected mostly with response time of electronics. It means that there is an overall phase shift of the signal $(\psi)$, thus:

$$
\begin{equation*}
S(\omega, t)=A(\omega) \cdot \cos (\omega t+P(\omega)+\psi)+b \cdot \cos (\omega t+\varphi+\psi) \equiv \widetilde{\widetilde{A}}(\omega) \cdot \cos (\omega t+\widetilde{\widetilde{P}}(\omega)) \tag{4.23}
\end{equation*}
$$

A phase delay does not affect on the amplitude of the signal but on its phase. Resulting phase is:

$$
\begin{align*}
\widetilde{\widetilde{P}}(\omega)= & \arctan 2\left(\left\{N_{0}\left[\left(\omega_{0}^{2}-\omega^{2}\right) \cdot \sin (\psi)-2 \gamma \omega \cdot \cos (\psi)\right]+b\left[\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}\right] \sin (\varphi+\psi)\right\},\right. \\
& \left.\left\{N_{0}\left[\left(\omega_{0}^{2}-\omega^{2}\right) \cdot \cos (\psi)+2 \gamma \omega \cdot \sin (\psi)\right]+b\left[\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}\right] \cos (\varphi+\psi)\right\}\right) \tag{4.24}
\end{align*}
$$

It is not very convenient for us to use $\widetilde{\widetilde{P}}(\omega)$ spectrum for a fit, because values such as $\varphi_{1}=-\pi+\delta$ and $\varphi_{2}=\pi-\delta$ (where $\delta$ - is some very small angle) physically realize almost similar configuration because phase is $2 \pi$-periodic, whereas a least-squares fitting procedure considers these values as distant and calculates a wrong deviation. To get rid of the problem we can use $\cos (\widetilde{\widetilde{P}}(\omega))$ or $\sin (\widetilde{\widetilde{P}}(\omega))$ for a fit. But there is a better approach using real and imaginary components of the signal allowing to simplify model functions. Consider the following:

$$
\begin{align*}
S(\omega, t) & =\widetilde{\widetilde{A}}(\omega) \cdot \cos (\omega t+\widetilde{\widetilde{P}}(\omega))=\Re\left\{\widetilde{\widetilde{A}}(\omega) \cdot e^{i[\omega t+\widetilde{\widetilde{P}}(\omega)]}\right\}= \\
& =\Re\left\{\widetilde{\widetilde{A}}(\omega) \cdot e^{i \widetilde{\widetilde{P}}(\omega)}\right\} \cdot \Re\left\{e^{i \omega t}\right\}-\Im\left\{\widetilde{\widetilde{A}}(\omega) \cdot e^{i \widetilde{\widetilde{P}}(\omega)}\right\} \cdot \Im\left\{e^{i \omega t}\right\}=  \tag{4.25}\\
& =\Re\left\{\widetilde{\widetilde{A}}(\omega) \cdot e^{i \widetilde{\widetilde{P}}(\omega)}\right\} \cdot \cos (\omega t)-\Im\left\{\widetilde{\widetilde{A}}(\omega) \cdot e^{i \widetilde{\widetilde{P}}(\omega)}\right\} \cdot \sin (\omega t) \equiv R(\omega) \cdot \cos (\omega t)-I(\omega) \cdot \sin (\omega t)
\end{align*}
$$

A VNA can measure any pair of signal parameters: amplitude and phase or its real and imaginary parts. Model equations are:

$$
\left\{\begin{array}{l}
R(\omega)=N_{0} \frac{\left(\omega_{0}^{2}-\omega^{2}\right) \cdot \cos (\psi)+2 \gamma \omega \cdot \sin (\psi)}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}}+b \cdot \cos (\varphi+\psi)  \tag{4.26}\\
I(\omega)=N_{0} \frac{\left(\omega_{0}^{2}-\omega^{2}\right) \cdot \sin (\psi)-2 \gamma \omega \cdot \cos (\psi)}{\left(\omega_{0}^{2}-\omega^{2}\right)^{2}+(2 \gamma \omega)^{2}}+b \cdot \sin (\varphi+\psi)
\end{array}\right.
$$

### 4.3.2.1 VNA spectra analysis

One more technical detail remains. To make the fitting procedure converging with higher speed it is better to keep approximately the same order of magnitude for all variables. That's why we introduced new dimensionless variable, whose value is always about 1 for all our measurements $x=\omega / \omega_{0}$, and a new parameter $h=N_{0} / 2 \gamma \omega_{0}$. We also used a quality factor (Q) as a parameter. Fitting model then can be represented as:

$$
\left\{\begin{align*}
R(x, h, Q, \psi, b, \varphi)= & h \cdot \frac{Q \cdot\left(1-x^{2}\right) \cdot \cos (\psi)+x \cdot \sin (\psi)}{\left[c / w \cdot\left(1-x^{2}\right)\right]^{2}+x^{2}}+b \cdot \cos (\varphi+\psi)  \tag{4.27}\\
I(x, h, Q, \psi, b, \varphi)= & h \cdot \frac{Q \cdot\left(1-x^{2}\right) \cdot \sin (\psi)-x \cdot \cos (\psi)}{\left[Q \cdot\left(1-x^{2}\right)\right]^{2}+x^{2}}+b \cdot \sin (\varphi+\psi) \\
A(x, h, Q, \psi, b, \varphi)= & \sqrt{b^{2}+\frac{h^{2}+2 b h\left[Q \cdot\left(1-x^{2}\right) \cdot \cos (\varphi)-x \cdot \sin (\varphi)\right]}{\left[Q \cdot\left(1-x^{2}\right)\right]^{2}+x^{2}}} \\
P(x, h, Q, \psi, b, \varphi)= & \arctan 2\left(\left\{h \cdot\left[Q \cdot\left(1-x^{2}\right) \cdot \sin (\psi)-x \cdot \cos (\psi)\right]+b\left[\left[Q \cdot\left(1-x^{2}\right)\right]^{2}+x^{2}\right] \sin (\varphi+\psi)\right\},\right. \\
& \left.\left\{h \cdot\left[Q \cdot\left(1-x^{2}\right) \cdot \cos (\psi)+x \cdot \sin (\psi)\right]+b\left[\left[Q \cdot\left(1-x^{2}\right)\right]^{2}+x^{2}\right] \cos (\varphi+\psi)\right\}\right)
\end{align*}\right.
$$



Figure 4.20: Typical spectra for amplitude, phase, imaginary and real parts. Red points shows experimental points, blue curves - fit using model (4.27).

We can mention that $A(x=1, b=0)=h$. It means that parameter $h$ has a meaning of amplitude at resonance, when parasitic signal is missing. Typical spectra measured by VNA are presented on the Figure 4.20 .

### 4.4 Experimental results

### 4.4.1 Static heating

Although GaAs is almost transparent for wavelengths of both lasers, we observed a shift of mechanical resonance while increasing laser's power. Such effect is caused by the absorption of laser light leading to heating of the structure. To measure how much do we heat the structure in average we fixed lasers' powers at very low level and measured thermal dependence of resonant frequency. For that we heated the structure using an internal heater of the cryostat. It allows us precisely set the temperature and control it. A temperature dependence of mechanical frequency is shown on the Figure 4.21a. This experiment were done for the photonic wire with a top diameter of $5.5 \mu \mathrm{~m}$. Experimental setup were adjusted for maximum detectivity of
the mechanical mode with higher frequency ( $\mathrm{f} \sim 415 \mathrm{kHz}$ ). Probe laser position is set to the center of the photonic wire's top facet. Pump laser's position were shifted from the center by approximately $1 \mu \mathrm{~m}$ in direction of the mechanical mode's oscillations in order to be able, firstly, induce structure's motion, secondly, keep whole laser spot within the top facet of the structure. We found central frequency of mechanical resonance using fit of VNA's data while heating the structure from room temperature ( 293 K ) to 308 K and then on a way back, while the structure cooled down. For every measured point we waited until the frequency becomes stable in time, that means that our system is at stationary equilibrium condition. It took about 10 minutes for a heat on 2 K and about 20 minutes to cool on the same amount. From a linear fit of measured data it follows that heating of the structure by 1 degree causes the decrease of the mechanical frequency by approximately 26.4 Hz .

Besides that, we measured how mechanical resonance changes with increasing of probe and pump laser's power. For the probe laser $(\lambda=976 \mathrm{~nm})$ resonant frequency decreases linearly by 113.6 Hz while increasing laser power by 1 mW . This dependence is shown on the Figure 4.21b. Knowing results of both experiments we can convert them into dependence of photonic wire's average temperature on probe laser power (Figure 4.21c). Since both experimental dependencies are linear, such dependence also will demonstrate linear behavior. We found that heating of photonic wire by 1 degree is caused by increasing of probe laser power by $234 \mu \mathrm{~W}$.

Same experiment for the pump laser ( $\lambda=920 \mathrm{~nm}$ ) were carried out and its results were also converted into dependence of photonic wire's average temperature on laser power (Figure 4.21d). In this case heating of photonic wire by 1 degree is caused by increasing of pump laser power by $154 \mu \mathrm{~W}$. In means that smaller amount of pump laser light is required to heat the structure by 1 degree.

Firstly, such behavior is in agreement with theoretical model of GaAs absorption spectrum. On the Figure 4.22 experimental data and theoretical calculations of the optical dielectric function of GaAs at 300 K are shown. A bandgap of GaAs at 300 K is about $1.42 \mathrm{eV}(\lambda \sim 873 \mathrm{~nm})$. Below this value theoretical model predicts the absorption, which is decreasing while decreasing the energy.

Secondly, photonic wires contain a layer of QDs, which can also take part in the absorption of light. Spectral analysis shows a presence of QDs, whose transition energies are about 1.35 eV ( $\lambda \sim 920 \mathrm{~nm}$ ), whereas there are no QDs with energy about $1.27 \mathrm{eV}(\lambda=976 \mathrm{~nm})$. This fact can also be the explanation of higher light absorption of pump laser compare to the probe laser.

### 4.4.2 Orientation of mechanical modes

As it was presented in Section 4.2.5, a Dove prism can be used to adjust the detectivity of the photonic wire's mechanical mode. Thus, we can use it to define the direction of both modes with respect to the crystallographic axes. As a global reference for the experimental setup we took a surface of the table. It should be mentioned that both sample and SPD are mounted perpendicularly to it. From SEM images we know that crystallographic axes are aligned along the columns and rows of the structures' array. Thus, we can understand its orientations with respect to the any reference using visualization system of the experimental setup described in section 4.2.6.5. Looking at the sample using camera we identified that sample is turned by 5 degree in plane, which is perpendicular to the table (see Figure 4.23).

We will observe maximum detectivity for the mechanical mode, when Dove prism brings its direction to be coincident with detectivity vector for that mutual position of the probe laser and structure's top facet. While rotating further the Dove prism we rotate by twice the angle


Figure 4.21: (a) Dependence of mechanical resonant frequency on photonic wire's average temperature. Data obtained during heating are shown by filled squares, whereas data obtained during cooling - by hollow squares. It demonstrates decreasing of resonant frequency by 26.4 Hz per 1 degree of heating. (b) Dependence of mechanical resonant frequency on probe laser power. It demonstrates decreasing of resonant frequency by 113.6 Hz while increasing probe laser power by 1 mW . (c) Dependence of photonic wire's average temperature on probe laser ( $\lambda=976 \mathrm{~nm}$ ) power calculated from two previous data sets. It demonstrates heating of photonic wire by 1 degree while increasing probe laser power by $234 \mu \mathrm{~W}$. (d) Dependence of photonic wire's average temperature on pump laser ( $\lambda=920 \mathrm{~nm}$ ) power. It demonstrates cooling of photonic wire by 1 degree while decreasing pump laser power by $154 \mu \mathrm{~W}$. In all cases: (1) resonant frequency is found as a central frequency parameter from a formula for a fit of experimental data obtained using VNA; (2) red line is obtained as a line fit of experimental points; (3) presented data are related to the photonic wire with top diameter of $5.5 \mu \mathrm{~m}$.


Figure 4.22: Spectral dependence of (a) real and (b) imaginary parts of the optical dielectric function of GaAs at 300 K . Solid and dashed traces is the result of theoretical calculations using models described in [56] and [57] respectively. Hollow circles is the experimental data obtained using spectroscopic ellipsometry and published in [58]. (c) Spectral dependence of the extinction coefficient, which is responsible for the light absorption, obtained with a model from [56]. It is equal to 0.017 for $\lambda=920 \mathrm{~nm}$ and 0.014 for $\lambda=976 \mathrm{~nm}$. It means that it requires more laser's power on the higher wavelength to heat the structure by the same 1 degree, which is in agreement with the obtained results.


Figure 4.23: (a) Demonstration of 5 degree tilt of the Big Trumpet sample with respect to the table, whose orientation is taken as a global reference. Black and red lines show the directions of crystallographic axes of the sample. (b) SPD is mounted with no rotation with respect to the table.


Figure 4.24: Sketch demonstrating that one QPD (on the left) with photodiodes A, B, C and D placed in 2 x 2 matrix can be considered as 2 SPDs with, first (at the center), two parts: $\mathrm{A}+\mathrm{D}$ and $\mathrm{B}+\mathrm{C}$, second (on the right), two parts: $\mathrm{A}+\mathrm{B}$ and $\mathrm{C}+\mathrm{D}$.
a mutual orientation of detectivity vector and direction of the mode's oscillations. So mode's detectivity in rotated case is defined by projection of mode's direction to the detectivity vector. We have already previously defined $\vec{\beta}(x, y)$ as a detectivity vector in coordinate system of SPD, so we define angle $\theta(x, y)$ as an angle between detectivity vector and X-direction of SPD, where $x$ and $y$ - are relative positions of the probe laser and photonic wire's top facet. Moreover, we introduce angle $\alpha$ - is a current angle of Dove prism orientation and $\alpha_{r e f}$ - is an angle of Dove prism orientation, at which an image exerts only inversion ( $\alpha_{r e f}=170$ degree, this angle is relative and only have meaning as a reference angle). Thus, a mechanical mode that has an angle $\gamma$ with respect to the table has the detectivity dependence on Dove prism angle as:

$$
\begin{equation*}
D(\alpha)=\left|\cos \left(\gamma+2 \cdot\left(\alpha-\alpha_{r e f}\right)-\theta(x, y)\right)\right| \tag{4.28}
\end{equation*}
$$

For simplicity we set the probe laser at the center of photonic wire, so detectivity vector is coincident with X-direction of SPD $(\theta=0)$. We also introduce $\alpha_{r e f}^{\prime}=2 \alpha_{r e f}$. This angle is equal to 340 degree for our experimental setup. Thus we obtain:

$$
\begin{equation*}
D(\alpha)=\left|\cos \left(\gamma+2 \cdot \alpha-\alpha_{r e f}^{\prime}\right)\right| \tag{4.29}
\end{equation*}
$$

Therefore, measuring this dependence we can extract $\gamma$ and find orientation of the mode.
For this experiment we used a quadrant photo-diode (QPD), which has the same operating principle as SPD, but it has 4 parts instead of 2 . These parts are located in a 2 x 2 matrix. A QPD has outputs corresponding to the difference signal in between, first, left part and right parts, second, up and down parts, so one QPD can be considered as 2 SPD in the same time. It is demonstrated on the Figure 4.24. There a QPD has 4 photo-diodes A, B, C and D, whereas virtual SPDs have, first, one part representing the sum of signals A and D. the other - sum of signals B and C , second, one part $-\mathrm{A}+\mathrm{B}$, the other $-\mathrm{C}+\mathrm{D}$. This is done for a better identification of mode orientation, because fitting of experimental data by model (4.29) is not very accurate, when values are relatively small. It can be compensated by the experimental points from the second channel, because, when the mode is almost not detectable from the first channel, it has maximum detection from the second channel.


Figure 4.25: (a) Dependence of photonic wire's mechanical mode detectivity on the Dove prism angle measured with QPD from 2 orthogonal difference channels: upper image correspond to $(\mathrm{A}+\mathrm{B})-(\mathrm{C}+\mathrm{D})$ configuration, lower - to $(\mathrm{A}+\mathrm{D})-(\mathrm{B}+\mathrm{C})$. Filled squares are the experimental points, solid lines - fit with a model (4.29). Black color corresponds to lower frequency mode, red - higher frequency mode. Data were obtained for the optically excited photonic wire with top diameter of $5.76 \mu \mathrm{~m}$. (b) The same experiment carried out several days after with the same structure at the same experimental condition.

Typical experimental results are presented on the Figure 4.25a. Upper plot corresponds to the data obtained via $(\mathrm{A}+\mathrm{B})-(\mathrm{C}+\mathrm{D})$ differential channel, lower - to $(\mathrm{A}+\mathrm{D})-(\mathrm{B}+\mathrm{C})$. Filled squares are the experimental points, solid lines demonstrate fit with a model (4.29). Black color corresponds to lower frequency mode, red - higher frequency mode. Detectivity for each point was extracted from experimental mechanical spectra as $h$ parameter in model (4.27), and were normalized by maximum. Data were obtained for the structure with top diameter of $5.76 \mu \mathrm{~m}$. As we can see, it demonstrates expected behavior for each mode individually, but, firstly, the angular difference between two modes is not equal to 90 degree, while they should be orthogonal, secondly, for unknown reasons this difference changes from one experimental day to another (compare it with the data presented on the Figure 4.25 b , which relate to the same photonic wire measured at the same experimental conditions).

On the Figure 4.26a orientations for both mechanical modes, which are aligned with crystallographic axes of the sample, are shown by black and red lines for lower and higher frequencies correspondingly. Modes' orientations measured in first and second experiment are shown respectively by green and blue colors. We can see that they deviate from expected positions in a range of $\pm 10$ degree. We have also investigated that modes orientations during the one experimental day do not depend on a probe or pump laser powers, type of motion's excitation (piezo or laser-induced) and position of the pump laser on structure's top facet in case of laser-induced motion.

The same experiment was also provided with the other sample. Modes' orientations of photonic wires with top diameter of $2 \mu \mathrm{~m}$ and $1.9 \mu \mathrm{~m}$ were investigated using optical excitation and single SPD at two different days. Results are shown on the Figure 4.26b. Experimental data for two structures give almost equal results in a range of 1 degree, which is about a standard error


Figure 4.26: (a) Sketch demonstrating orientations of the mechanical modes of photonic wire with top diameter of $5.76 \mu \mathrm{~m}$. All angles are given with respect to the table, whose orientation is taken as a reference with a value of 0 degree. Lower frequency mode (shown by black line) is expected to be almost perpendicular to the table, whereas higher frequency mode (shown by red line) - almost parallel. Measured modes' orientations deviate from the expected positions in a range of $\pm 10$ degree from one experiment (green orientations) to another (blue orientations). (b) Modes' orientations for the photonic wires with top diameter of $2 \mu \mathrm{~m}$ and $1.9 \mu \mathrm{~m}$. Computational error does not exceed 1 degree. Modes' orientations are shown by blue color, whereas red and black directions show the sample's orientation, which is rotated by 10 degree.
of fitting procedure. Two modes are almost orthogonal and their directions almost correspond to the sample's orientation, whereas for that sample orientation of crystallographic axes was not checked using SEM.

### 4.4.3 Laser-induced motion

### 4.4.3.1 2 D map of laser-induced motion at room temperature

We have already presented a typical mechanical spectra for one mutual position of pump laser and photonic wire (see Figure 4.20). Using our software it is possible to move the pump laser across some area measuring for every point mechanical response of the system. Position of the probe laser is fixed during the scan. It means that detectivity of the mode's oscillation amplitude is the same for all experimental points and equal to

$$
\begin{equation*}
\beta_{1,2}=\left|\vec{\beta}_{L F}\left(x_{0}, y_{0}\right)\right| \cdot G_{L F \rightarrow H F} \cdot\left|\cos \left(\gamma_{1,2}-\theta\left(x_{0}, y_{0}\right)+2 \cdot \alpha-\alpha_{r e f}^{\prime}\right)\right| \tag{4.30}
\end{equation*}
$$

where $\gamma_{1,2}$ is the angle of the direction of the mode's oscillation, $\alpha$ is the angle of the Dove prism's orientation during the experiment and $\alpha_{r e f}^{\prime}=340$ degree is its reference (see Section 4.4.2 for the details), $\theta$ is the angle between detectivity vector and X-direction of SPD, $x_{0}, y_{0}$ are the relative coordinates of the center of the structure's top facet and position of the pump


Figure 4.27: A 2D map of laser-induced motion at room temperature. Observed for the structure with top diameter of $5.3 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Laser diameter is about $4.2 \mu \mathrm{~m}$ and peak-topeak intensity modulation at the mechanical frequency is equal to $180 \mu \mathrm{~W}$. Black circle shows position of the top facet of the structure.
laser, $G_{L F \rightarrow H F}$ is a frequency dependent coefficient, which reveals the fact that detectivity was measured via low-frequency difference output of SPD, whereas structure's motion is detected via high-frequency output (see Section 4.2.1.2 and Figure 4.5b).

To find the amplitude of the oscillation in $n m$ we divide a measured signal's amplitude at resonance $(h)$ to the detectivity $\left(\beta_{1,2}\right)$ for that mode. On the Figure 4.27 a typical 2D displacement map is shown for the one of mechanical modes. This data set is obtained at room temperature, when probe laser is fixed at the center of the photonic wire and Dove prism is set up at the maximum detectivity for that mode. Observed structure has a top diameter of $5.3 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Laser diameter is about $4.1 \mu \mathrm{~m}$ and peak-to-peak intensity modulation at the mechanical frequency is equal to $180 \mu \mathrm{~W}$.

We can also define a position of the photonic wire at the scanning area, measuring a 2 D map of 'A + B' signal from SPD while scanning by the pump laser across the area (see details in Section 4.2.3). It allows us to draw a black circle showing the contour of the photonic wire's top facet on the Figure 4.27.

From the fit we also find a quality factor (Q) of the oscillator. This value is almost the same for all experimental points and approximately equal to 2500 for this structure. In means that structure's dynamic displacement of 4 nm corresponds to 1.6 pm of static displacement (Q times less as it was described in Section 4.3.1) or static angle of $6.15 \cdot 10^{-8} \mathrm{rad}$. Angular stiffness $(\mathrm{C})$ of that structure was calculated using commercial finite-element software COMSOL and is equal to $1.63 \cdot 10^{-9} \mathrm{~N} * \mathrm{~m}$, that gives us estimation of resultant torque as $10^{-16} \mathrm{~N}^{*} \mathrm{~m}$. We will further compare this value with the theoretical calculations (see Section 4.4.3.2). For a moment we can simply estimate the maximum possible contribution of static radiation pressure force to the torque. We measured that reflection from the structure's top is equal to $30 \%$. If we assume that all laser power is concentrated at the side of the structure, it gives us a value of radiation pressure force of 0.6 pN and correspondent torque of $1.6 \cdot 10^{-18} \mathrm{~N} * \mathrm{~m}$, which is about 60 times less that measured value.

### 4.4.3.2 Theoretical calculations of optical forces

Calculation were carried out by our colleague Taha Benyattou from INL (Institut des Nanotechnologies de Lyon). It was done by FDTD (finite-difference time-domain) method. It is a grid-based differential numerical modeling method, in which the time-dependent Maxwell's equations (in partial differential form) are discretized using central-difference approximations to the space and time partial derivatives. The resulting finite-difference equations are solved in a leapfrog manner: the electric field vector components in a volume of space are solved at a given instant in time; then the magnetic field vector components in the same spatial volume are solved at the next instant in time; and the process is repeated over and over again until the desired transient or steady-state electromagnetic field behavior is fully evolved. It is a very powerful method, requiring nevertheless a lot of time and memory due to the grid spatial discretization, which must be sufficiently fine to resolve both the smallest electromagnetic wavelength and the smallest geometrical feature.

In these calculations medium size photonic wire with length of $18 \mu \mathrm{~m}$ and top diameter of $2 \mu \mathrm{~m}$ was observed. Laser with diameter of $2 \mu \mathrm{~m}$ is focused at the top facet of the structure and propagates along its axis as it was demonstrated at the Figure 4.18. We also assumed that laser power is constant and equal to 1 W . Model structure also included an anti-reflecting coating at its top facet for wavelength of 920 nm . To have a good simulation, it is necessary to take into account multiple reflections of the light propagating along the axis of the photonic wire from its base. To study this point, simulations of different time durations were done. The simulation time is measured in length by multiplying the time $t$ by the speed of the light. It was done for the cases: $c \cdot t=100,300$ and $1000 \mu \mathrm{~m}$, that takes 40 minutes, 2 hours and 7 hours of calculation time at our machine respectively. The spectrum which corresponds to the value of the electric field to the proximity of the surface of the photonic wire in case, when laser is focused at the side of its top facet is shown on the Figure 4.28 for all 3 cases. There is a hollow for a wavelength close to $0.9 \mu \mathrm{~m}$, linked to the fact that an anti-reflection layer is present on the surface. The three curves are approximately superimposed. However, we see that for $c \cdot t=$ $100 \mu \mathrm{~m}$, the simulation time is not enough to provide the sufficient precision of calculations. On the other hand, the spectra are very similar for the two cases $c \cdot t=300 \mu \mathrm{~m}$ and $c \cdot t=1000 \mu \mathrm{~m}$, that helps us to define the required calculation time. Results of calculations of electro-magnetic field are shown on the Figure 4.29 for the wavelength of 900 nm for all 3 cases.


Figure 4.28: The spectrum of electric field to the proximity of the surface of the photonic wire in case, when laser is focused at the side of its top facet for different computation time.


Figure 4.29: Calculation of electro-magnetic field for the wavelength of 900 nm in case, when laser is focused at the side of the structure. Three model cases: $c \cdot t=100,300$ and $1000 \mu \mathrm{~m}$ correspond to 3 lines of the figure. Left column shows longitudinal central cross-section, right column - perpendicular cross-section at the level of top facet of the structure.

Nevertheless, the same calculations for the big structure with length of $26 \mu \mathrm{~m}$ and top diameter of about $5.5 \mu \mathrm{~m}$ are complicated, because of a huge amount of required memory. That's why such calculation was done for 2D structure's model for the following conditions: laser diameter - $2 \mu \mathrm{~m}$, laser power $-100 \mu \mathrm{~W}$ and laser wavelength - 900 nm .

Dependencies of appearing forces on the laser position along the structure's top facet are shown on the Figure 4.30a, whereas corresponding torques are shown on the Figure 4.30b. Resulting torque is shown on the Figure 4.30c.


Figure 4.30: (a) Forces appearing in light-matter interaction: radiation pressure (green) and gradient (blue) forces appear along and perpendicular to structure's symmetry axis correspondingly. Negative sign of gradient force just means that its direction is opposite with direction of X axis in used coordinate system. (b) Torques appearing in light-matter interaction due to radiation pressure (blue) and gradient (green) forces. (c) Resulting torque. On all plots rose vertical line shows the edge of the structure, which has a diameter of $5.5 \mu \mathrm{~m}$. Calculations were done for the laser diameter of $2 \mu \mathrm{~m}$, power of $100 \mu \mathrm{~W}$ and wavelength of 900 nm .

(a)

(b)

Figure 4.31: (a) Sketch demonstrating notation of TE and TM modes of laser polarization. Top view on the structure. (b) Comparison of torques appearing, when laser is TE-polarized (green), TM-polarized (blue) in arbitary units, calculated for the the following conditions: structure's top diameter is equal to $5 \mu \mathrm{~m}$, length $-18 \mu \mathrm{~m}$, laser diameter $-1 \mu \mathrm{~m}$, laser power - 1 W and laser wavelength - $1 \mu \mathrm{~m}$. Rose vertical line shows the edge of the structure.

We can see that radiation pressure force has a maximum at the center of the structure and decreases while laser moves to its side. However, large radiation pressure force at the center of the structure arises zero torque, because it is placed on the axis of the structure and collinear with it. Contrary, gradient force equals to zero at the center of the structure, which is expected due to its symmetry. We also can see, that despite gradient force is smaller than radiation pressure force, it arises comparable torque.

Maximum resulting torque is observed, when the laser is about at the side of the structure, and is equal to about $5 \cdot 10^{-19} \mathrm{~N}^{*} \mathrm{~m}$ at laser power of $100 \mu \mathrm{~W}$. We see that this value is about 2 order of magnitude smaller than what we expected from the experimental results $\left(10^{-16}\right.$ $\mathrm{N}^{*} \mathrm{~m}$, see Section 4.4.3.1). It makes us think that other effects could take a place during the experiment.

In all above calculations we assumed that laser is TE-polarized, i.e. tangentially to the structure (when laser is placed at its side), as it is demonstrated with the sketch on the Figure 4.31a. Comparison of torques appearing, when laser is TE- or TM-polarized was calculated for the structure with top diameter of $5 \mu \mathrm{~m}$ and length of $18 \mu \mathrm{~m}$, when laser has a diameter of 5 $\mu \mathrm{m}$, power of 1 W and wavelength of $1 \mu \mathrm{~m}$. Results are presented at the Figure 4.31 b . We can see that torque for TM-polarized light is several times smaller than for TE-polarized laser. Moreover, it has a maximum, when laser is placed out of the structure's top by approximately laser's radius, whereas maximum for TE-polarization is observed, when the center of the laser spot is about at the side of the structure.

Thus, changing the orientation of linear pump laser polarization we can experimentally check the origin of the observed effect.

### 4.4.3.3 Dependence on laser polarization

Theoretical calculations demonstrate a strong dependence of displacement's amplitude on the laser polarization. To check such dependence experimentally we used a $\lambda / 2$-plate in between the PBS and the objective (see the scheme of the experimental setup on the Figure 4.17). Rotating the $\lambda / 2$-plate we rotate the polarization of Pump laser by twice this angle and, thus, change the mutual orientation of mechanical mode polarization and laser polarization. Rotation of half-wave plate, however, leads to the beam deviation of about hundred nm and requires a small correction of the position of the Pump laser on the structure's top facet. We have done this experiment twice with the same photonic wire. First time, we made this correction manually looking after each rotation for the maximum of peak's amplitude at the VNA. In the second case, we initially found the relative coordinates of this laser position with respect to the center of the structure, and then we came back to this position after each rotation automatically. For that after each rotation we did the following procedure:

- measure the Total Intensity 2D Map of the Probe laser (using 'A + B' channel of SPD);
- identify center of the structure from it;
- compare current central position with the initial one;
- move the Probe laser to the center of the structure;
- measure the detectivity;
- calculate the required displacement for the Pump laser to come back to the same experimental point;
- move the Pump laser to the experimental point;
- measure the spectra of mechanical response using VNA.

Nevertheless, detection of the structure's center has a precision of about $20-50 \mathrm{~nm}$. That's why after each rotation of half-wave plate we repeated measuring procedure 50 times and averaged the result. On the Figure 4.32 data from the first approach are shown by the orange hollow diamonds, and from the second approach - by filled black circles. We can see that both approaches give approximately the same result.

Changing the angle of laser's polarization we assumed to observe a change in amplitude of the motion caused by a change of the torque (which is linearly connected to it). Only a part of the torque caused by a gradient force will change, whereas a radiation pressure force will be the same. Gradient force is proportional to the laser's intensity, which is a square of the electro-magnetic field. Any laser's polarization's orientation can be decomposed in a basis of TM- and TE-polarization, and then resulting torque is a sum of torques appearing in TM- and TE-cases independently. Formally we conclude with:

$$
\begin{equation*}
M(\delta)=M_{G}(\delta)+M_{R P}=\cos ^{2}(\delta) \cdot M_{T E}+\sin ^{2}(\delta) \cdot M_{T M}+M_{R P} \tag{4.31}
\end{equation*}
$$

where $\delta$ is an angle between current configuration of laser's polarization and TE-configuration, $M_{G}$ and $M_{R P}$ are parts of the torque caused by gradient and radiation pressure forces respectively.

Red solid curve on the Figure 4.32 shows a fit of the experimental data with (4.31). In the experiment it was assumed that mechanical mode is oriented along the crystallographic


Figure 4.32: Amplitude of exited motion in arbitrary units depending on the laser polarization. Orange hollow diamonds - manual position correction, black filled circles - automatic position correction. Red curve is a fit for the data presented by black filled circles. Vertical dashed lines shows orientation of the laser polarization for TM- (magenta) and TE-configuration (blue). Data were obtained at room temperature for the structure with length of $26 \mu \mathrm{~m}$ and top diameter of $5.5 \mu \mathrm{~m}$. Center of the Pump laser was shifted by $2.5 \mu \mathrm{~m}$ in the direction of the mechanical mode of the structure.
axis of the sample, however in Section 4.4.2 unstable orientation of mechanical modes was demonstrated. It can be the explanation of the observed mismatch between the maximum and minimum of the fit with laser's angles for TM- and TE-configurations (which are shown by vertical dashed lines).

From the calculation in previous section we can roughly take $M_{T E} / M_{T M} \sim 9$ (see Figure 4.31b), and assume $M_{R P} \sim 1.7 \cdot M_{T E}$ (see Figure 4.30b), so we expect to observe a ratio between maximum and minimum of amplitude about $M(90) / M(0) \sim 0.67$. Whereas from the experimental data we obtain 0.92. It means that the other effect, which does not depend on laser orientation has a presence, so we can write a total torque as

$$
M_{T O T A L}(\delta)=M(\delta)+M_{?}
$$

Thus, observed ratio corresponds to $M_{T O T A L}(90) / M_{T O T A L}(0)$, from which we can obtain $M_{\text {? }} \sim 8.4 \cdot M_{T E}$. From that we can conclude that there is the other effect (or effects) that influence on the results and its contribution is significant. However, to explain the mismatch in comparison of observed and calculated forces made above, we have to obtain $M_{\text {? }} \sim 100 \cdot M_{T E}$.

### 4.4.3.4 2D map of laser-induced motion at low temperature

To understand the origin of additional forces appearing in the experiment we repeated the experiment and obtained a 2D map of laser-induced motion at low temperature ( $\mathrm{T} \sim 6 \mathrm{~K}$ ), which is presented on the Figure 4.33 for the photonic wire of $5.5 \mu \mathrm{~m}$ top diameter and length of $26 \mu \mathrm{~m}$. Laser diameter is about $4.1 \mu \mathrm{~m}$ and intensity modulation at the mechanical frequency is equal to $180 \mu \mathrm{~W}$.


Figure 4.33: A 2D map of laser-induced motion at low temperature. Observed for the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Laser diameter is about $4.2 \mu \mathrm{~m}$ and intensity modulation at the mechanical frequency is equal to $180 \mu \mathrm{~W}$. Black circle shows position of the top facet of the structure.

We can see that amplitude of the motion is increased approximately by a factor of 10 with respect to the room temperature and behavior of such motion is also changed. As soon as laser hit the structure it starts oscillate and amplitude of such oscillations does not depend on the position of the laser on the top facet of the structure. It is true that decreasing of the temperature also improves the vacuum inside the cryostat and thus decreases damping of the motions or, in other words, increases Q-factor. But it increases only in about 3 times and does not explain fully the rise of the oscillations amplitude.

It makes us think that a temperature effects such a heating of the structure under the laser radiation takes place. Indeed, the speed of heat propagation changes with temperature. It is defined by heat diffusion coefficient, which varies from $D=3.1 \cdot 10^{-5} \mathrm{~m}^{2} / \mathrm{s}$ at room temperature to $D=1 \mathrm{~m}^{2} / \mathrm{s}$ at 4 K for GaAs. It means that heat will be redistributed over the structure after about $\mathrm{L}^{2} / \mathrm{D}$ second, where L is the length of the photonic wire. If speed of a heat propagation is big enough it means that temperature field of the structure is changing instantaneously with change of laser power. Thus, if $\Omega_{\text {heat }}=D / L^{2}>f_{\text {mechanical }}$ thermal effect is instantaneous. Otherwise, it is not.

Both mechanical frequencies also depend on the temperature, but change in mechanical frequency is just about $10 \%$, whereas frequency of heat distribution changes more than 4 order of magnitude when temperature is decreasing. For example for the photonic wire with top diameter of 5.5 um and length of 26 um we experimentally found two modes at about 350 and 415 kHz at 300 K , which are shifting to 370 and 430 kHz respectively at 4 K . In its turn, frequency cut-off of heat distribution at $\mathrm{T}=300 \mathrm{~K}$ is equal to 46 kHz , which is lower than mechanical frequency, whereas at $\mathrm{T}=4 \mathrm{~K}$ it is equal to 1.4 GHz , which is much higher. Thus, we can consider thermal distribution at low temperature as an instantaneous effect, whereas at room temperature it is not.


Figure 4.34: Phase delay due to signal propagation through the electric circuits of the experimental setup.

### 4.4.3.5 Analysis of delays in motion excitation

To understand whenever the effect exciting the motion of the photonic wire is instantaneous or not, we need to analyze a phase behavior of mechanical spectra. First of all, we take into account a phase delay related to delay of electronic circuits. To measure this value we focused modulated Pump laser on the substrate and measured a phase delay using VNA in configuration that we used to measure gain of the SPD (see Figure 4.4). Such phase delay almost linearly depends on frequency (see Figure 4.34). It means that we have a constant delay in time (which is about $100 \mu \mathrm{~s}$ ) that leads to different phase delay depending on the frequency.

If the effect is instantaneous the phase should evolve from 0 to -180 degree across the resonance and should be equal to -90 degree at resonance. On the Figure 4.35 a the phase behavior for the instantaneous effect is shown together with phase delay caused by electronic, which is equal to 70 degree around 348 kHz . However, it is also possible for the phase to evolve from 180 degree to 0 degree passing through 90 degree at resonance, because we measure the structure's oscillations via 'A-B' channel of SPD. Such 180 degree difference means that after beginning of motion excitation structure's projection on the SPD goes first to the B part, whereas in case described above it goes first to A part. Corresponding phase evolution is shown on the Figure 4.35b.

On the 2D map of laser-induced motion at room temperature we observed two regions with high amplitude of oscillations, which are separated by a line where motion is equal to zero (see Figure 4.27). This line is perpendicular to the mechanical mode and symmetrically divides the structure on left a right parts. From theory we expect that when laser is at some certain on the left part structure moves to the left, because laser attracts the photonic wire. When laser on the symmetric point at the right side it leads to the same effect but to the right. Summing up, we should observe a phase evolution like on the Figure 4.35 a for the one side, and like on the Figure 4.35 b for the other side. In other words, shift of the laser from the one side to another changes phase at resonance by 180 degree.

Real phase evolution for 2 points from left and right sides for laser-induced motion at room temperature is shown on the Figure 4.36. Values of the phases at resonance after subtraction


Figure 4.35: Phase evolution over the resonance for the instantaneous effect including a phase delay caused by electronic. Blue trace shows the phase behavior, vertical dashed black line is a position of a resonance frequency, horizontal dashed-dotted magenta lines demonstrate limits in which phase evolves due to the shift caused by electronic. Realisation of the situation on the figure (a) or (b) depend on the initial direction of structure's displacement.


Figure 4.36: Phase evolution over the resonance observed at room temperature including a phase delay caused by electronic. Red points are the experimental data obtained for the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Blue traces show the fit of the experimental points using equations 4.11. Magenta traces shows phase evolution after subtraction the influence from background signal. Vertical dashed black line is a position of a resonance frequency, horizontal dashed-dotted magenta lines demonstrate limits in which phase should evolve due to the shift caused by electronic. (a) Phase evolution for the experimental point from the right side of the map, (b) left side of the map.


Figure 4.37: 2D map of phase delay at resonance for the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Values are given after subtraction of electronic phase delay. Black circle shows edged of the structure.
of electronic phase delay are 95 degree and -73 degree for the left and right sides respectively. We can see that change of the side leads to phase change by 168 degree, which is about the predicted value of 180 degree. However, values are different from expected 90 and -90 degrees by 5 and 17 degrees respectively. It means that observed effect is not absolutely instantaneous, however it is not so far from it.

To see properly the phase change while moving the laser from left to the right part the phase map is plotted on the Figure 4.37. It shows values of phase at resonance for every experimental point. We see that value of the phase is almost constant for the all points from left or right parts, whereas it changes by $\sim 180$ degree when crossing the central line.

Now, we can do the same analysis for the data obtained at low temperature (see Figure 4.33). On the Figure 4.38a a phase evolution through the resonance is presented for the one point at the center of the photonic wire. A 2D map of phase delay at resonance is presented on a Figure 4.38 b. From these data we can conclude, firstly, that physical effect (or at least one of effects appearing and playing a significant role in light-matter interaction) taking a place at low temperature is also not instantaneous (phase at resonance is 27 degree). Moreover, deviation of the phase from expected value is 63 degree that makes it "less instantaneous" than in situation at room temperature. The other important conclusion is that phase map is not separated by left and right sides, which means that structure always bends to the same side not depending on the laser's position on its top facet.

The last result means that for any position of the laser the photonic wire reacts identically. It breaks the symmetry that predicts the structure behaves in inverted manner, when laser shifts from its left to right part along the direction of the mechanical mode. We connect such behavior to intrinsic non-symmetry of the structure basis after the growth. On the Figure 4.39a the basis of the same structure is shown from the side. On the Figure 4.39b the top view of the basis of the other broken structure is shown. It is easily to see on both SEM images that conical fixed end of the structure is shifted from the apex of the pyramid.

Knowing that, we can assume that laser heat the structure, this heat reaches structure's


Figure 4.38: (a) Phase evolution over the resonance observed at low (T $\sim 6 \mathrm{~K}$ ) temperature for the point at the center of the photonic wire including a phase delay caused by electronic. Red points are the experimental data obtained for the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Blue traces show the fit of the experimental points using equations 4.11. Magenta traces shows phase evolution after subtraction the influence from background signal. Vertical dashed black line is a position of a resonance frequency, horizontal dasheddotted magenta lines demonstrate limits in which phase should evolve due to the shift caused by electronic. (b) 2D map of phase delay at resonance for the same structure. Values are given after subtraction of electronic phase delay. Black circle shows contour of the strucutre's top facet.


Figure 4.39: (a) SEM image of the basis of the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. Side view. (b) SEM image of the basis of the broken structure. Top view.
basis due to a quick heat diffusion. It is then distributed around the basis in a same way not depending on a laser's position and it leads to structure's oscillations always in the same direction defined by the structure's non-perfectness.

Preliminary experiments provided with Short Trumpet sample demonstrate that phase map is uniform not only for the low temperature ( $\mathrm{T} \sim 6 \mathrm{~K}$ ), but also for the room temperature ( $\mathrm{T} \sim$ $300 \mathrm{~K})$. Such behavior requires the most thorough research. Provisionally, we can connect it to the fact that eigenfrequencies of the short structure ( $\sim 9 \mathrm{MHz}$ ) is only 3 times bigger than the frequency cut-off of heat distribution at $\mathrm{T}=300 \mathrm{~K}(\sim 3.4 \mathrm{MHz})$, whereas for the big structure this ratio was about 7 .

### 4.4.4 Excitation of higher order mode

One of the advantages of optical excitation is a possibility to excite not only the first mechanical mode, which has a frequency lower than 1 MHz and also available through piezo-excitation, but also higher modes, which are in a range of several MHz and not available for the piezoexcitation. On the Figure 4.40 spectra corresponding to the first and second order flexion modes of the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$ are shown. The Dove prism was adjusted for the maximum detectivity of this mode. Analogously, it was also possible to detect first and second flexion modes in orthogonal direction. For that the Dove prism was appropriately reoriented.

We can see that detected amplitude of the second flexion mode is about 260 times smaller than for the first order mode, whereas detectivity lower by approximately 15 times, because of lower gain of SPD's amplifier (see Figure 4.5). It means that real amplitude of oscillations is about 17 times lower. In the Section 4.3 .1 it was shown that amplitude of the motion at resonance is inversely proportional to the resonant frequency. It means, that ratio of amplitudes of the first and second flexion modes should correspond to the inverted ratio of their frequencies. From the experiment we found a frequency ratio approximately to be equal 23.

Above it was shown that amplitude of the motion at the first order mode is about 4 nm . It means that amplitude of the second order flexion mode is about 150 pm . Such small motion is still well detectable with our experimental setup. Detection of the next flexion mode requires better SPD, because bandwidth of the current one is limited by 20 MHz , whereas third flexion mode is assumed to be at about 30 MHz .


Figure 4.40: Mechanical spectra for the (a) first and (b) second flexion modes at room temperature for the structure with top diameter of $5.5 \mu \mathrm{~m}$ and length of $26 \mu \mathrm{~m}$. A Dove prism is adjusted for the maximum detectivity. Red points demonstrate the experimental data. Its fit with the model (4.27) is shown by blue traces.

### 4.5 Conclusions and perspectives

In this chapter we demonstrated a possibility of an optical actuation of photonic wire's motion. Comparing to existing technique of piezo-excitation it allows to excite higher order modes. Moreover, it allows to work directly with one chosen structure. Optical approach also allows an extremely precise static positioning tuning of the photonic wire. Despite that origin of laser interaction with a photonic wire was not completely understood, presented results are very promising for further investigations.

To confirm impact of the thermal effect on structure's oscillations it is required to repeat the experiment with the laser on the other wavelength, at which there is an absorption of the light by GaAs. Currently, we connect a huge influence of thermal effect on the experimental results with the absorption by wetting layer of the InAs QDs embedded into the photonic wires.

All expected effects can also be simulated by FDTD method. Thus, taking into account thermal effect as well as electrostrictions should make the theoretical calculations more reliable.

It should be also possible to detect the vertical breathing mode of photonic wire's oscillations. For that the interferometric method can be used (see for example [59, 60]). It means that photonic wire's top facet plays a role of one of the mirrors in Michelson interferometer.

Existence of a coupling between a presence of a laser and an amplitude of the structure's motion suggests the possibility not only of a motion's actuation but also motion's damping, i.e. reduction of the structure's motion amplitude. For that a feedback cooling technique should be used (see for example [61]). In general that means that motion of the mechanical resonator is controlled using real-time information about its state via a time-dependent external force. In our case it is required the development of the system, which tracks the position of the photonic wire's top facet with high precision ( $\sim$ several pm) and at high speed (several times bigger than structure's eigenfrequency). Thus, knowing at each moment the direction of structure's displacement, we will be able to prevent it, sending a laser pulse, which induces the motion in opposite direction. Such motion cooling will allow to reduce a jitter of a QD emission caused by its coupling to a strain.

Apart from the applications, in which laser is used in dynamic mode, it is also possible to benefit from its static use. Moving the laser over the photonic wire's top facet allows us to carry out a precise tuning of the structure's position and, therefore, a QDs' emission. From the previous Chapter we know that QD can be tuned by approximately $35 \mu \mathrm{eV}$ per 1 nm of structure's top displacement. In this Chapter it was presented that structure's static displacement under the laser of $180 \mu \mathrm{~W}$ power is about 1.6 pm . Despite that these values were obtained for the different structures, we can roughly estimate that 1 W laser can tune QDs in a range of 350 neV.

## Appendix A. Definition of arctan2

Every equation of the form $y(x)=A \cdot \cos (x)+B \cdot \sin (x)$ can be represented as $y(x)=C$. $\cos (x-D)$, where $C$ and $D$ - parameters calculated from $A$ and $B$. To demonstrate it we are considering following transformations:

$$
\begin{aligned}
y(x) & =A \cdot \cos (x)+B \cdot \sin (x)=\sqrt{A^{2}+B^{2}} \cdot\left(\frac{A}{\sqrt{A^{2}+B^{2}}} \cdot \cos (x)+\frac{B}{\sqrt{A^{2}+B^{2}}} \cdot \sin (x)\right)= \\
& =\sqrt{A^{2}+B^{2}} \cdot(\widetilde{A} \cdot \cos (x)+\widetilde{B} \cdot \sin (x))
\end{aligned}
$$

We see that just introduced coefficients $\widetilde{A}$ and $\widetilde{B}$ satisfy the expression $\sqrt{\widetilde{A}^{2}+\widetilde{B}^{2}}=1$. It means that it exist the angle $D$ for which $\cos (D)=\widetilde{A}$ and $\sin (D)=\widetilde{B}$. We have got:

$$
y(x)=\sqrt{A^{2}+B^{2}} \cdot(\cos (D) \cdot \cos (x)+\sin (D) \cdot \sin (x))=C \cdot \cos (x-D)
$$

where $C=\sqrt{A^{2}+B^{2}}$.
To find $D$ we can note that $D=\arctan (\widetilde{B} / \widetilde{A})$, but thus we will not be able to recover $D$ correctly, because $\arctan (x)$ is only defined in $\left[-\frac{\pi}{2} ; \frac{\pi}{2}\right]$ region, whereas $D \in(-\pi ; \pi]$ and can be found properly considering the sign of known $\cos (D)$ and $\sin (D)$. That's why here we will use a notation of $D=\arctan 2(\widetilde{B}, \widetilde{A})$ meaning that D can be found as $D=\arctan (\widetilde{B} / \widetilde{A})$ with respect to signs of $\cos (D)$ and $\sin (D)$. Moreover, we can note that $D=\arctan 2(\widetilde{B}, \widetilde{A})=$ $\arctan 2(B, A)$, because $\sqrt{A^{2}+B^{2}} \geq 0$ and such that we can multiply $\widetilde{A}$ and $\widetilde{B}$ on it without changing their signs.

## Chapter 5

## Observation of nanostructures motion using SEM
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### 5.1 Introduction

In this chapter we discuss the possibility to detect and manipulate the oscillations of nano-scale structures using a scanning electron microscope (SEM), which is based on ideas presented in [62]. This work has been carried out in collaboration with Pierre Verlot (Institut Lumière Matière, Université Claude Bernand Lyon 1).

Outstanding achievements of modern physics in fabrication of micro- and nanostructures led to development of nanomechanics as a field of science. The difficulty of direct measurement of the position of a small mechanical oscillator has led to the development of different techniques. Nowadays, all detection methods are based on the fact that such resonators actively interact with electromagnetic environment. There are several commonly used optical methods of motion detection of micro-structures, such as Split Photo-diode technique [53] or interferometry, which are based on a detection of changes in position on phase of the laser light interacting with a nanostructure. The other popular method is applicable to membranes and double-clamped wires and beams. In this method resonator is introduced into electrical circuit, for example, is used as a one of two halves of a capacitor. In this case, position's oscillations lead to capacity's oscillations.

Such micro- and nano-electromechanical systems (MEMS and NEMS) found a large application in modern sensing technologies due to their huge sensitivity, which is a result of their small sizes and masses. For example, mechanical resonators are used to detect small quantities of adsorbed mass through shifts in oscillation frequency, which was initially observed using quartz plate [63]. Different types of NEMS structures demonstrates huge sensitivity [64, 65, 66, 67, 68], reaching nowadays the sensitivity of $1.3 \times 10^{-25} \mathrm{~kg} / \sqrt{\mathrm{Hz}}$ for carbon nanotube based structures [69], which is already quite close to ultimate limit [70].

Besides that, the light field used for measurements always affects on a resonator. Such effect is called a back-action. And in case of its small size it becomes notable. Firstly, the possibility to affect a mechanical resonator via light field was observed in Fabry-Perot interferometer and was caused by radiation pressure [71]. Further, the possibility to cool a mechanical resonators using laser radiation pressure was demonstrated for a Fabry-Perot resonator [72, 73, 74], and some other equivalent systems [75, 76].

The possibility to act on the mechanical properties of resonator and, in particular, the possibility to cool it into its ground state is interesting for fundamental studies related with quantum effects. The theory of ground state cooling of a mechanical oscillator using dynamical back-action was presented in [77]. It has been reported that it is possible to actively cool the motion of a mechanical resonator to its ground state $[15,16,14]$.

Further developments tends to successive decreasing of resonator's size in order to obtain lower mass and therefore higher sensitivity, lower power consumption, etc. For example, currently existing carbon nanotube resonators demonstrates fantastic mechanical properties: very high resonant frequencies [78, 79], high quality factors [80], and remarkable mass and force sensitivity $[81,82]$. Nevertheless, application of all optical detection methods is limited by the diffraction limit of light. This makes it difficult to detect the motion of the structures, those size is less than 100 nm . In this order, we present a new method, which illuminates the oscillator with an electronic beam and uses secondary electrons to detect the motion of the nano-structures.

### 5.2 Experimental setup

### 5.2.1 A general principle

A SEM, as it follows from its name, uses a beam of accelerated electrons (e-beam) as a source of illumination. The e-beam is focused on the sample using an electromagnetic lens. Interaction with the sample leads to energy loses via many mechanisms, such as heat, light emission (cathodoluminescence), X-ray emission, emission of low-energy secondary electrons, etc. Besides, high-energy back-scattered electrons can be observed. All interaction's products carry information about the sample's properties. The SEM produces the two-dimensional (2D) map of the investigated structure by scanning with e-beam across a chosen area and detecting some of those signals. Usually, the image is formed by detecting secondary electrons (SEs), because they represent not only the relief of the structure, but also its composition, because they are produced in inelastic collisions.

A schematic representation of the experimental method is shown on the Figure 5.1,a. In our technique we use oscillations of SEs' signal to detect the motion of the nano-objects. A secondary electrons flux is modulated by the oscillations of the nanostructure shined by the focused e-beam. Spectral analysis of the signal of the secondary electron detector (SED) of the SEM reveals the oscillation modes of the investigated structure (see Figure 5.1,c).

A SEM has several modes of e-beam's position control. In spot mode e-beam is permanently fixed at one position. In line mode (1D mode) e-beam scans along one coordinate, but not the other In image mode (2D mode) e-beam scans across a rectangular area line-by-line.

During the experiment we acquire in imaging mode a 2D map (see Figure 5.1,b) of the sample by scanning the e-beam, when the object is fixed, i.e. changing in a signal is defined by relative position of e-beam and the object. Consequently, we obtain the same result, if we move the object with respect to the fixed e-beam. Thus, for one chosen and fixed position for both e-beam and object the signal will be modulated by oscillations of the object. The amplitude of this modulation is proportional to derivative of the signal with respect to the coordinate in the direction of object's oscillations at that relative position of e-beam and the object. It means that the best detection can be reached at the edge of the object (see inset on the Figure 5.1,b). For one-dimensional case the idea is governed by the formula:

$$
\begin{equation*}
\delta I_{S E}(t) \simeq\left(\frac{\partial I_{S E}}{\partial x}\right)_{x_{0}} \delta x(t), \tag{5.1}
\end{equation*}
$$

where $x_{0}$ is a rest position and $I_{S E}(x)$ is an averaged in time signal from SED as a function of a relative position of the e-beam and the object.

Image contrast is a subject of adjustment, because it directly defines the detection sensitivity. All this is true while the amplitude of the motion is relatively small. It means that signal's gradient stays about the same for all relative positions of e-beam and the object during the oscillation period.

### 5.2.2 Description of the experimental configurations

To analyze a spectral composition of the signal from the SED we used an Agilent MXA N9020A spectrum analyzer (SA). Spectrum analyzer allows us to determine the amplitude of the signal for a given frequency within very wide range from 10 Hz to 26.5 GHz . Thus, the highest detection frequency is limited only by bandwidth of the SED, which is about 50 MHz .


Figure 5.1: (a) A schematic representation of the experimental technique. Focused e-beam (blue) is shone on the singly-clamped oscillating structure. A secondary electrons flux (red) is modulated over the oscillations of the structure. A spectrum analyzer demonstrates oscillation modes of the investigated structures obtained from the video output of secondary electron detector of SEM (b) A SEM image of the nanowire in top-view configuration. The data on the inset shows intensity along the yellow dashed line. The blue dot shows a good position of the e-beam for the motion detection of the structure. (c) Obtained spectrum. It demonstrates two peaks corresponding to two mechanical modes of the nanowire and a thermal background ( $\mathrm{T}=$ 300K). [62]

Typical experimental sample contains a lot of nanostructures. It is mounted on a universal positioning stage (allowing adjustment of sample's position in three-coordinate and three-angle coordinate systems) inside the chamber of SEM to provide initial coarse tuning of the sample's position with respect to the e-beam.

Inside the microscope's chamber the sample is stored in a secondary vacuum. Better vacuum provides less pollution of the sample due to deposition and reduces the damping factor of mechanical resonator. To provide less level of sample's pollution a plasma cleaner is recommended. It is a source of low-energy plasma allowing to remove the impurities and contaminations formed on the investigated structure under the influence of e-beam. All removed contaminants are then pumped out of the chamber by the vacuum system.

We used 2 different microscopes. First is the Zeiss Ultra55 + SEM, which provides better vacuum in a sample's chamber ( $\sim 2-3 \cdot 10^{-6} \mathrm{mbar}$ ) and a better stability. It has wide operating voltage range from 0.02 to 30 kV and reaches sub-nanometer resolutions.

Second - FEI Quanta SEM, which allows us to perform the experiments at T $\sim 6 \mathrm{~K}$.

### 5.3 Experimental structures

For this experiment we have got several different types of samples. Some of them have top-view (planar) configuration, that means that we observe the structure from the top. Some structures have side-view configuration (we observe them from the side), that allows to investigate spectra over the length of the structures.

### 5.3.1 Vapor-liquid-solid growth mechanism

Most amount of the structures that we investigated were grown using the vapor-liquid-solid (VLS) growth mechanism initiated with a gold catalyst [83]. The VLS mechanism is a bottomup technique that is often used for the growth of one-dimensional (1D) structures, such as


Figure 5.2: Schematic illustration of $Z n T e$ nanowires growth from the vapor phases. This reaction is catalyzed by gold-silicon droplet deposited on the wafer surface.
nanowires, from chemical vapour deposition or molecular beam epitaxy. A presence of liquid alloy phase increases significantly the growth speed (with respect to the direct adsorption of a gas phase on to a solid surface) due to quick adsorption of a vapour to supersaturation levels, from which crystal occurs. Localization of liquid droplets allows to grow 1D structures. The physical characteristics of such structures are controllable and depend on the size and physical properties of the liquid alloy.

A schematic illustration of $Z n T e$ nanowires growth from the vapor phases is shown on the Figure 5.2. [84]

Generally, the VLS process can be described as follows:

1. Preparation of a liquid alloy droplet upon the substrate.
(a) A thin film of catalyst (typically gold is used) is deposited onto a wafer substrate by sputter deposition or thermal evaporation.
(b) The wafer is annealed at temperatures higher than the eutectic point of this two materials, creating alloy droplets on the wafer surface. The thicker the film, the larger the droplets.
2. Axial crystal growth due to supersaturation and nucleation at the liquid/solid interface in chemical or physical vapour deposition process, which takes place in a vacuum deposition system.

As a prior step this method requires an appropriate preparation of substrate.

### 5.3.2 Samples with planar configuration

The most interesting results we obtained with InAs nanowires grown by Moira HOCEVAR using VLS mechanism described in the previous subsection. Each structure is a nanowire of several $\mu \mathrm{m}$ length and several tens of nm in diameter. All investigated structures have a wurtzite crystal structure and grow in the [0001] growth direction. It means that structures have hexagonal cross-sections.

We have got several samples with different structure's density and diameters (20 and 50 nm ).
On the example of one of the sample (NW218) we briefly consider the growing process and parameters: the substrate was prepared by dispersion of colloids with diameter 50 nm , and
further desoxydation at $500^{\circ} \mathrm{C}$ under As flux. The growth were done at $420^{\circ} \mathrm{C}$ with a $\mathrm{In} / \mathrm{As}$ ratio of 50 by opening In shutter during 75 min .

A typical SEM image obtained with conventional in-lens SE detector are shown later in the Subsection 5.3.2.2.

### 5.3.2.1 Measurement of the height of the nanowire

To measure the height of the nanowire in planar configuration, we focused SEM image, firstly, on the top of the structure, then on its basis. Thus, relative changing of the working distance (WD) of the objective is equal to the structure's height. This approach is demonstrated on the Figure5.3. We can see hexagonal shape of the structure, when we are focused on its basis, and a round shape given by the gold droplet, when focus is on the top. Precision of read-out of the working distance is about 1 nm , but accuracy of height's detection is not as good and limited by accuracy of personal perception of focused image of the SEM's operator. With our samples we assume this value to be less than 100 nm .

$W D=3.829164 \mathrm{~mm}$


Figure 5.3: Demonstration of measurement of the structure's height. E-beam is focused (a) at the top (b) at the bottom of the investigated structure. Difference in working distances for this cases gives approximate height of the structure. Precision of the method is less than 100 nm .

### 5.3.2.2 Identification of unbroken structures

We can make a preliminary conclusion about unbroken structures using the information about the shape of the top surface of the investigated structure. If the structure is broken the shape will be hexagonal as at the basis. Whereas for unbroken structures the shape is round, because of the gold droplet at the top of the nanowires, which remains from the growing technique.

Nevertheless, in Zeiss SEM we also have a possibility for simple distinction of broken and unbroken structures over some relatively big sample's surface by using an Energy Selective Backscattered (ESB) in-lens detector. This method is more practical, because it does not required investigations of the structures one by one. The ESB detector registers only secondary electrons, which energy is higher than some certain value. By adjusting this limit we can separate SEs coming from different materials, because they have different energies. Thus, image obtained


Figure 5.4: SEM images of InAs nanowires obtained with (a) conventional SE in-lens detector, (b) Energy Selective Back-scattered (ESB) detector. The ESB detector allows to emphasize the chemical composition with an image's contrast. It helps us to identify gold droplets (appearing as white spots) on the top of the nanowires and identify unbroken structures.
with ESB detector emphasizes the chemical composition of the investigated structure. In our case we can easily identify gold droplets on the top of the nanowires (see Figure 5.4 b ).

### 5.3.2.3 Calculations of eigenfrequencies

To evaluate spectral range, in which we expect to observe eigenfrequencies of experimental structures, we carried out theoretical calculations using COMSOL. In our model the structure was represented as a right hexagonal prism with a height (h) and a radius of circumcircle for its basis (a). Real structures are not ideal and their cross-section is not a regular hexagon, which leads to difference in frequencies of two orthogonal modes of the same order. On the Figure 5.5 a regular hexagon is shown (black contour) compare with a real cross-section (blue contour). We introduce a quantitative parameter of such non-symmetry (k) as a ratio between a shortest distance from the center to the edge for real and ideal structures.

In our model for the real structure we assume the same value of side's length as for a regular hexagon. Due to this fact, the mass for the real and ideal structures is not the same. And the bigger non-symmetry (smaller parameter ' $k$ ') the bigger mass difference, which is a disadvantage of this model. Nevertheless, experimentally we mostly observed a mechanical modes splitting of about $1 \%$ that tells us about high symmetry of the our structures. For example, experimental spectrum on the Figure 5.11 has a splitting of about $0.6 \%$ that corresponds to $\mathrm{k}>0.99$. So model's mass loss is negligible in the range of k , for which we performed the calculations, that makes the results obtained with this model reliable.

A general view of the first three vibration modes is presented on the Figure 5.6a. Values of the different order eigenfrequencies of symmetric (ideal) structure with typical for our sample parameters is shown on the Figure 5.6b. We see that the first mode is in MHz range. Vibration modes of different orders demonstrate the same behavior with the change of model's parameters, so the data only for the first order mode are presented on the Figures 5.6c and 5.6d.


Figure 5.5: Schematic illustration of structure's cross-section for ideal (black) and real (blue) model. Parameter 'a' is a radius of circumcircle for regular hexagon, $l_{1}$ - shortest distance from the center to the edge of regular hexagon, which depends only on 'a'; $l_{2}$ - the same value for real hexagon; parameter ' k ' is a ratio between $l_{2}$ and $l_{1}$.

We can see that frequency grows linearly with increase of a radius and drops quadratically with increase of structure's height, as it is expected for the mechanics of a singly clamped narrow beam [25].

$$
f \sim \frac{R}{L^{2}}
$$

Decreasing of parameter ' $k$ ' breaks the symmetry of the structure and therefore splits frequencies of orthogonal modes of the same order.

### 5.3.3 Samples with side-view configuration

We had also at our disposal several samples in side-view configuration.
Several samples containing ZnTe nanowires were grown by Marta ORRU (see Figure 5.7,a) using the VLS technology, which is presented above. All samples were grown at GaAs (111) substrate with ZnTe (111) buffer layer with an Au as a catalyst. To prepare the samples for sideview observations a small piece ( $\sim 1 \mathrm{~mm}^{2}$ ) was cut from the relatively big sample. Such piece always has a triangular shape, because of the growth direction. This piece then was glued on a special holder with a cantilever with a flat side oriented perpendicularly to the holder's substrate. These structures have small diameters of about 15 nm , which opens up some limitation of our system (see Subsection 5.6.3).

Some samples were provided by Pierre VERLOT (silicon carbide nanowires) and Alexandros TAVERNARAKIS (carbon nanotubes) presented also in Figure 5.7. The structures were grown from a catalyst directly on a cantilever by a CVD method at a temperature which is progressively ramped up to 830 C , into an atmosphere of Ar and $\mathrm{CH}_{4}$ as flux.


Figure 5.6: (a) First three vibrations modes are shown from left to right. (b) Values for the different order of eigenmodes for the structure with $\mathrm{h}=4.0 \mu \mathrm{~m}, \mathrm{a}=35 \mathrm{~nm}, \mathrm{k}=1$. (c) Dependence of first order eigenfrequency on the height 'h' of the structure for 3 different radius 'a': black - 15 nm , red -25 nm , blue - 35 nm . (d) Dependence of first order eigenfrequency on the radius 'a' of the structure for 4 different height 'h': black - $2.5 \mu \mathrm{~m}$, red $-3 \mu \mathrm{~m}$, blue -3.5 $\mu \mathrm{m}$, magenta - $4.0 \mu \mathrm{~m}$. Different line styles on the plots (c) and (d) correspond to the different parameter ' $k$ ': solid line - 1 , dashed line - 0.95, dash-doted line - 0.9.


Figure 5.7: Nanowires grown for observations in side-view configuration. (a) ZnTe nanowires from Marta ORRU. (b) Silicon Carbide nanowires from Pierre VERLOT (c) single-clamped and (d) double-clamped carbon nanotubes from Alexandros TAVERNARAKIS.

### 5.4 Back-action effect

The back-action effect is that any measurements of the resonator's dynamics affect on its property. Such contribution becomes important for the small devices.

Dynamics of one-dimensional mechanical resonator is governed by the general equation:

$$
\begin{equation*}
M \frac{\partial^{2} x(t)}{\partial t^{2}}=-k x(t)-M \Gamma_{0} \frac{\partial x(t)}{\partial t}+F_{t h}(t) \tag{5.2}
\end{equation*}
$$

where $M$ is an effective mass, $k$ is a spring constant, $\Gamma_{0}$ is intrinsic damping rate, $F_{t h}(t)$ is the thermal Langevin force, which is responsible for the Brownian motion [85], with the spectral density $S_{F}^{t h}[\Omega]=2 M \Gamma_{0} k_{B} T$, where $k_{B}$ is a Boltzmann constant.

Solving such equation in Fourier space we obtain that mechanical susceptibility $\chi[\Omega]$ at given frequency $\Omega$ is defined as:

$$
\begin{equation*}
\chi[\Omega]=\frac{1}{M\left(\Omega_{0}^{2}-\Omega^{2}-i \Gamma_{0} \Omega\right)} \tag{5.3}
\end{equation*}
$$

where $\Omega_{0}$ is a resonance frequency. Quality factor of the system is then defined as $Q=\Omega_{0} / \Gamma_{0}$.
When we try to measure the mechanical system we influence on it. Such influence can be described as a external force field, which depends on the coordinate. In the simple onedimensional case at first approximation we can write [62]:

$$
\begin{equation*}
F_{e x t}(x)=F_{0}+x \cdot \frac{\partial F}{\partial x} \tag{5.4}
\end{equation*}
$$

Here $\frac{\partial F}{\partial x}$ is a force gradient. The system in such field then can be described by the same equations, but with introduction some effective parameters:

$$
\begin{equation*}
k_{e f f}=k+\frac{\partial F}{\partial x} \tag{5.5}
\end{equation*}
$$

where k is a spring constant. As a result, it affects on system dynamics through:

$$
\begin{equation*}
\omega=\sqrt{\frac{k}{M}} \rightarrow \omega_{e f f}=\sqrt{\frac{k_{e f f}}{M}} \tag{5.6}
\end{equation*}
$$

In more general case, to describe the effect of external force field $F_{\text {ext }}$ we need to add it to the right part of equation (5.2). Taking into account that, firstly, the point of the application of external force vary in a time, secondly, the effect can be retarded, we finally obtain the equation:

$$
\begin{equation*}
M \frac{\partial^{2} x(t)}{\partial t^{2}}=-k x(t)-M \Gamma_{0} \frac{\partial x(t)}{\partial t}+F_{t h}(t)+\left(R * F_{e x t}\left(x_{p}\right)\right)(t) \tag{5.7}
\end{equation*}
$$

where $x_{p}$ is the time-dependent point of application of the force, $R(t)$ is a time response function introduced to take into account some possible retardation effects.

In general, this equation can be represented in the same style as in absence of external force with introducing an effective mechanical susceptibility $\chi_{\text {eff }}[\Omega]$, resonance frequency $\Omega_{\text {eff }}$ and damping $\Gamma_{\text {eff }}$ (depending on the retardation effect). And the effective temperature can be defined $T_{e f f} \approx T \frac{\Gamma_{0}}{\Gamma_{e f f}}$.

In the work [62] it was presented that dynamical back-action cooling can be mediated not only by electromagnetic resonance but also by an electro-thermal mechanism.


Figure 5.8: Demonstration of longitudinal (yellow) and transversal (light-blue) types of experiments for the structures in side-view configuration.

### 5.5 Experimental results

### 5.5.1 Dependence of the back-action on longitudinal and transversal position of e-beam

For samples in side-view configuration we can measure the longitudinal (for different e-beam position along the structure) and transversal (for different e-beam position perpendicularly to the structure) dependencies of spectrum's behavior (see demonstration on the Figure 5.8).

For the SiC nanowire presented on a Figure 5.8 we measured 13 longitudinal spectra at 5 K with about $1 \mu \mathrm{~m}$ step along each of the left and the right sides of the structure. They are shown on the Figure 5.9 at the left and right side from the structure's image respectively. Experimental spectra are shifted to be presented oppositely to the point on the structure where it was measured. The experiment was configured in a quick mode that means that each spectra were obtained in a wide range, quickly and with relatively big bandwidth, not allowing to define the width of the mechanical peak. But in this experiment only information about presence of the peak was required.

We found that on the right side we can detect the motion of the structure starting almost from its basis. However, we were not able to detect it closer to the free-end, that probably means that detection sensitivity becomes too small. Oppositely, for the left side, we were not able to detect any motion (except one point) despite that the sensitivity of the motion detection is almost equal for both sides of the structure (see Figure 5.10, c). Such effect was observed in [62] and is related to the dynamical back-action (See Section 5.4). It happens when the force exerted by the e-beam has the same direction on both sides of the structure, for example if it comes from a thermally induced bending [50, 86]. Thus, the e-beam damps the motion of the structure, when it is focused on the one side (see data for the left side) and oppositely for the other side it cancels the intrinsic damping. More precise measurements are required to demonstrate such effect to the full. A transverse evolution of the e-beam back-action was measured in [62].


Figure 5.9: Longitudinal spectra for the cases when e-beam is placed (left) on the left edge of the structure (right) on the right edge of the structure. The structure is a SiC nanowire presented on the Figure 5.8. White rectangle at the level of the third spectra counting from the structure basis is zoomed at the Figure 5.10,a.


Figure 5.10: (a) Zoom of the SEM image at the level of the third spectra counting from the structure basis (see Figure 5.9). White dashed line shows a position for which a line cut on the plot (b) is presented. (b) DC detector voltage at the level of the third spectra counting from the structure basis. (b) Sensitivity of the motion detection, which is defined as a derivative of the DC detector voltage.


Figure 5.11: Experimental spectra for 9 from 16 experimental points obtained during the angular dependence measurement of an InAs nanowire (see Figure 5.13,a). Red dot demonstrates position of the e-beam for each spectrum and the arrow shows the corresponding spectrum. For each spectra raw data are shown by blue color and a fit with a double Lorentzian model by red color.

### 5.5.2 Dependence of the back-action on angular position of e-beam

For the InAs nanowire (a structure with a planar orientation, see Figure 5.13, a for the SEM image of the investigated structure) we measured spectra for different angular position of the e-beam with respect to the top facet of the structure (see Figure 5.11). For each angular position e-beam was placed at the most sensitive point on a radius, which often corresponds to the edge of the structure. A typical experimental spectra demonstrates 2 peaks which are related to two orthogonal mechanical vibration modes of the structure. We acquired data for 16 points on the upper surface circumference of the nanowire of interest, which means 22.5 degree step in between of 2 points. For each angular position we collected 3 spectra. Obtained spectra were subsequently fitted using a double Lorentzian model and the obtained fitting parameters (frequency, amplitude and damping rate) were averaged in order to reduce the impact of the position drifts. On the Figure 5.11 experimental data for 9 from 16 measured points are shown. Red dot demonstrates position of the e-beam for each spectrum and the arrow shows the corresponding spectrum. For simplicity of demonstration, a spectrum corresponding to certain e-beam position is represented from the same side of the structure's schematic image, which is placed in the center.


Figure 5.12: (a) SEM image of a real InAs nanowire. (b) Sensitivity map: color represents the amplitude of the sensitivity. Red color correspond to high sensitivity, whereas blue color means low sensitivity.

### 5.5.2.1 Analysis of peaks' heights

In 2D case detection sensitivity is a vector, which direction is defined by the direction of quickest raise of image intensity. Besides, possibility to detect the structures motion in some given direction is defined by the projection of this vector on the oscillation direction. For most experimental points e-beam is located on the edge of the structure where sensitivity vector is coincident with a radius of the structure. It means that from point to point we should observe how one peak on a spectra is increasing, whereas the other - decreasing. And then vice versa. Experimental data presented on a Figure 5.11 confirms such behavior. Nevertheless, we found that independent studies of the measurement sensitivity for each oscillation direction are not possible due to small drift of the experimental system and, as a result, poor control of the electro-mechanical gradient.

Moreover, a real structure view does not correspond the top view, because structures are not exactly perpendicular to the substrate. It also affects the motion sensitivity on a different sides of the structure. A real InAs nanowire and its sensitivity map are presented on the Figure 5.12.

However, the measurement sensitivities are given by the projection of the gradient of Secondary Electrons 2D map at the certain experimental point over each vibrational direction. And as long as it remains radial, we can expect the ratio between peaks' heights behaves as a tangent of angular e-beam position. It allows us to get rid of the knowledge of the exact value of the sensitivity at each point. More formally it is represented by these equations:

$$
\begin{gathered}
g_{i} \sim \vec{\nabla} I_{S E} \cdot \overrightarrow{e_{i}} \\
\overrightarrow{e_{1}} \perp \overrightarrow{e_{2}} \\
r=\frac{g_{1}}{g_{2}}=\frac{\sin \left(\theta-\theta_{0}\right)}{\cos \left(\theta-\theta_{0}\right)}=\tan \left(\theta-\theta_{0}\right)
\end{gathered}
$$



Figure 5.13: (a) Dependence of the ratio between peaks' spectral densities on the angular position of e-beam. Points - experimental data, line - fit with tangent-square model. (b) SEM image of the investigated InAs nanowire. (c) Directions of two orthogonal mechanical modes of the structure extracted from the angular dependence of ratio of peaks' spectral densities.
where $g_{i}$ defines motion detectivity for each mode, and $\theta_{0}$ defines the direction of the second mode $\left(\overrightarrow{e_{2}}\right), r$ is a ratio between them.

For each experimental point from the data set for each peak we calculated the spectral density, which is proportional to the square of the displacements. Thus, we fit this data with a tangent-square model

$$
\operatorname{Model}\left(a, \theta_{0}\right)=a \cdot \tan ^{2}\left(\theta-\theta_{0}\right)
$$

as shown on the Figure 5.13a.
From the value of $\theta_{0}$ we can determine the orientation of two vibrational modes with respect to the image of the investigated structure. The result is shown on the Figure 5.13c.

### 5.5.2.2 Analysis of peaks' central positions

We found out that central frequencies for both modes have overall drift and a periodic Sine behavior with the angle of e-beam position. Results are presented on the Figure 5.14.

A systematic linear frequency increase taking place for both mechanical resonance modes was observed and does not depend on the clockwise or counterclockwise direction of going around of the experimental points. Thus, we relate it to some static mechanism occurring during the experiment (deposition, charge doping, etc). Remaining after subtraction of this linear increase frequencies dependencies demonstrate a $2 \pi$-periodic behavior. This periodicity leads us to think that this effect is caused by heating of the structure with the e-beam. And indeed, due to non-perpendicularity of the structure (with respect to the substrate) each experimental point experiences different interaction of a e-beam and a structure.

Besides, obtained data show that the evolution of the frequencies splitting between the two orthogonal modes is $\pi$-periodic (see Figure 5.15). We expect that such behavior is a signature of radial force gradients, that is the direct manifestation of the measurement back-action force (see Section 5.4 and Ref. [62]).


Figure 5.14: Analysis of angular dependence of the central frequency of (left column, blue) first peak (right column, yellow) second peak. Absolute values of central frequencies are presented on the upper line, constant shift (obtained from a line fit that is shown by the gray lines) is subtracted on the down line. Solid curves on the down images - fit of the points with a Sin model.


Figure 5.15: Frequency splitting between the two orthogonal modes. Point - experimental data, solid red curve - $\pi$-periodic sinusoidal fit.


Figure 5.16: Observations of higher order modes (harmonics) for the SiC nanowire with big mass. (a) An SEM image of the structure. (b) Spectrum of many harmonics obtained with the e-beam placed at the top of the structure.

### 5.5.3 Higher order modes

For the structures, which oscillates at lower frequency, we observed higher order modes. For example, a SiC nanowire on the Figure 5.16 has a 'ball' on its free end, which increases its mass and decreases oscillation frequency. Related spectrum is shown on the same image. The e-beam was placed at the top of the structure.

### 5.6 Limitations of the technique

Despite all the advantages of this technique of motion detection, it also has some drawbacks.

### 5.6.1 Deposition

The most significant problem is that we deposit matter on the structure, that makes structure polluted and that changes its eigenfrequencies.

On the Figure 5.17 three spectra for different time are presented for the typical carbon nanotube. Spectra were obtained in the second experimental setup (FEI Quanta SEM) at T $\sim 6 \mathrm{~K}$. Spectral line demonstrates quick shift with frequency about $240 \mathrm{~Hz} / \mathrm{s}$ that limits the measurements as well as calculations of real Q-factor, because acquisition time for that spectra was equal to 4.6 s .

For the first experimental setup (Zeiss Ultra55 + SEM) at $\mathrm{T} \sim 300 \mathrm{~K}$ we have also observed frequency shift for the carbon nanotubes. Assuming that the spring constant doesn't change over deposition process we can find a mass change in a time from the frequency shift using the formula:

$$
r_{m}(t)=\frac{m(t)}{m(0)}=\left(\frac{f(0)}{f(t)}\right)^{2}
$$



Figure 5.17: A typical frequency shift in time observed for the carbon nanotubes using FEI Quanta SEM at $T=6 \mathrm{~K}$. It occurs due to the mass deposition over the time under the e-beam.


Figure 5.18: Mass deposition over time for the carbon nanotube at $\mathrm{T}=300 \mathrm{~K}$. Experimental data were acquired at different experimental conditions for acceleration current and position of the e-beam. Brown cross - low current, e-beam is in the middle; red empty square and blue empty diamond - low current, e-beam is on the edge, dark purple reversed triangle - double the current, e-beam is on the edge.

A LabView script written by Alexandros TAVERNARAKIS was used to collect the data for mass deposition over the time (Figure 5.18). This script reads the spectrum from SA right after it was acquired, finds the peak on the spectrum and returns position of the maximum measured value as a central frequency of the peak. Experimental data were acquired for one carbon nanotube at different experimental conditions for acceleration current and position of the e-beam. We observed almost linear mass deposition over time, but the speed of the deposition changes from one measurement to another. First of all, the deposition of mass is realized precisely where the electrons penetrate and interact with the matter (the nanotube). Since the nanotube is thermally driven it presents a thermal variance. The bigger the variance the slower the deposition. Unfortunately, we were not able to confirm it experimentally, because carbon nanotubes are very small and thus extremely sensitive to external perturbations so by just slightly moving the e-beam the deposition slope changes a lot. You can see it comparing 3 data sets ( 2 presented by red empty square and one - by blue empty diamond) obtained when the e-beam is placed on the edge of the structure. Nevertheless, we can conclude that we can manipulate the deposition speed by slightly moving the e-beam and can decrease it up to almost zero-deposition case (lowest curve on the Figure).

Besides, the acceleration current is the catalyst of the deposition, so by increasing the current the deposition also increases. Related data presented by dark purple reversed triangles.

### 5.6.2 Instability of the central positions

On the long-time acquired 2D image of the structure in side-view configuration (Figure 5.19) we can see how the structure vibrates with two different central positions. Quantitative measurements of such structures is complicated, because change in a central position of oscillation means change in a detection sensitivity. Such kind of instability is caused by a heating of the mechanical resonator due to a presence of e-beam at its center [75, 87]. When we shine a nanowire at its center (where the probability of the structure's presence is the maximum) by a strong e-beam we heat it and therefore excite the mechanical oscillations of the structure. But it decreases the probability of the structure's presence at the center and therefore brings it back to equilibrium condition. And then e-beam heats again the structure, and so on, and so forth... Finally, we observe an instability of the oscillations.

### 5.6.3 Structures' reaction on a presence of e-beam

We also observed that some closely spaced thin nanowires feel the electrostatic environment from the scanning e-beam. As a result structures are bending in the scan direction of the e-beam (Figure 5.20).

E-beam scanning area can be physically rotated respectively to the sample. However, on the screen scanning area is always represented in the same way. It makes an illusion that samples physically rotates respectively to the e-beam. We used that feature and confirmed that bending direction is always coincident with the scanning direction of e-beam.

In such conditions it is very difficult to place the e-beam on the certain place at the structure, because its position on the SEM image doesn't correspond to the position, when the e-beam is turned to the spot mode.


Figure 5.19: Demonstration of vibrations around two different central positions for the SiC nanowire.


Figure 5.20: Reaction of the structures ( ZnTe nanowires) on a presence of e-beam. On the right image scanning area of e-beam is rotated by 180 degree that changes the direction of e-beam scan and confirms that the direction of structures' bending is coincident with the direction of e-beam scanning.

### 5.7 Conclusions

In this chapter the original technique of nanostructures motion observation using SEM was presented. We obtained satisfactory results, which demonstrate the possibility to detect such motion at the level comparable with optical measurements. This method allows to get access to the motion's measurements for the structures as small as 20 nm , whereas all optical methods are limited by the light diffraction limit. The fact that experimental sample is placed straightforwardly in the SEM allows us to obtain a good quality images of the sample in a real time.

We have also demonstrated that we can suppress the motion of structure via back-action effect. However, further experiments are required to estimate the possibility to cool down the motion.

We also discussed main limitations of the technique. Mass deposition is definitely the most important of them. In order to make the SEM measurements as non-invasive as possible it it is required to have a plasma cleaner from the technical side, and to carry out additional experiments for deeper understanding of conditions for realization of zero-deposition case.

It is also interesting to note that it is possible to distinguish 2 mechanical modes, that is a benefit for an ultra-sensitive nano-mechanical detection, related to the corresponding ability to self-discriminate the external noise mode in phase-coherent measurements [88, 89].

## Chapter 6

## Summary and Perspectives

This thesis work is devoted to studying of the opto-mechanical interactions, which are becoming significant for the micro- and nano-structures due to their small sizes. A coupling between theirs optical and mechanical properties opens up a wide range of possible applications. Within the framework of the thesis the efforts were concentrated on demonstration of QDs strain-tuning and mapping for the QD-based micro-structures as well as on the detection and manipulation of the micro-structures motion.

Thesis begins with an overview about semiconductor QDs and photonic wires. Theirs general properties as well as the fabrication process of self-assembled InAs QDs embedded in a GaAs photonic wire were presented.

In Chapter 3 the experimental technique allowing static large range (several meV ) strain tuning of semiconductor QDs embedded in a photonic wires were developed. Presented method also allows to determine the exact positions of QDs inside the structure. This technique is applicable to various types of micro-structures, in which emission of QD is coupled to a strain field. One of the key advantages of this method is a possibility to operate with deeply embedded QDs, which are therefore inaccessible with some optical methods.

In the next chapter a possibility of an optical actuation of photonic wire's motion was demonstrated. Comparing to existing technique of piezo-excitation it allows us to excite higher order modes, that was also shown. Despite that the origin of laser interaction with a photonic wire was not completely determined, presented results are very promising for further investigations. Besides, such light-matter interaction opens up the possibility for the realization of the feedback cooling, i.e. structure's motion damping, that will allow to reduce a jitter of an embedded QD's emission caused by its coupling to a strain. Moreover, precise tuning of the structure's position and, therefore, a QDs' emission can be implemented based on a static use of this effect.

In the last chapter an original technique of nanostructures motion detection and manipulation using Scanning Electron Microscope was presented. A common trend to structures' miniaturization in order to achieve better device's characteristics (higher sensitivity, lower power consumption, etc) arouse our interest in it. This method allows to get access to the motion's measurements for structures as small as 20 nm , whereas all optical methods are limited by the light diffraction limit. Despite a number of shortcomings, this method is very promising both for a simple control of the nano-oscillator's mechanical properties and for a motion suppression or amplification via back-action effect.
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