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Title: Maximin Latin hypercubes for experimental design
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Abstract: A Latin Hypercube Design (LHD) is a set of $n$ points in dimension $k$ with integer coordinates contained in a hypercube of size $n^{k}$, such that its points do not share a coordinate on any dimension. In maximin LHDs the separation distance, i.e. the minimal distance between two points, is maximal. Maximin LHDs are widely used in metamodeling thanks to their space filling and noncollapsing properties which make them appropriate for sampling. As most work concerning LHDs focused on heuristic algorithms to produce them, we decided to make a detailed study of this problem, including its complexity, approximability, and the design of practical heuristic algorithms.

To conduct this study, we generalized the maximin LHD construction problem by defining the maximin partial Latin Hypercube completion problem: given a partial LHD (an LHD with missing points), complete it with the maximum separation distance possible. The subproblem where the partial LHD is initially empty corresponds to the classical LHD construction problem.

We studied the complexity of the completion problem and proved its NP-completeness for all norms in dimensions $k \geq 3$, and for usual norms (i.e. norms $\mathcal{L}_{p}$, with $p \in \mathbb{N}$ and norm $\mathcal{L}_{\infty}$ ) on the plane. As we did not determine the complexity of the subproblem, we searched for performance guarantees of algorithms which may be designed for both problems.

On the one hand, we found that the completion problem is inapproximable for all norms in dimensions $k \geq 3$. We also gave a weaker inapproximation result for norm $\mathcal{L}_{\infty}$ in dimension $k=2$. On the other hand, we designed an approximation algorithm for the construction problem which we proved using two new upper bounds we introduced.

Besides the theoretical aspect of this study, we worked on heuristic algorithms adapted for these problems, focusing primarily on the Simulated Annealing metaheuristic. We proposed a new evaluation function for the construction problem and new mutations for both the construction and completion problems, improving the results found in the literature. We observed that the behaviour of the completion problem changed depending on the number of points in the initial pLHD, calling for the use of different mutations. Taking advantage of this fact, we enriched the Simulated Annealing algorithm by using a bandit method to choose the most appropriate mutation on the fly, outperforming both mutations for intermediate number of points preset.
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Résumé : Un hypercube latin (LHD) est un ensemble de $n$ points en dimension $k$, à coordonnées entières, contenus dans un hypercube de taille $n^{k}$, et tel que les points ne partagent pas de coordonnées sur aucune dimension. Un LHD maximin est un LHD tel que la distance de séparation, c'est-à-dire la distance minimale entre deux points, est maximale. Les LHDs maximin sont particulièrement utilisés pour la construction de métamodèles en raison de leurs bonnes propriétés pour l'échantillonnage. Comme la plus grande partie des travaux concernant les LHD se sont concentrés sur leur construction par des algorithmes heuristiques, nous avons décidé de produire une étude détaillée du problème, et en particulier de sa complexité et de son approximabilité en plus des algorithmes heuristiques permettant de le résoudre en pratique.
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En plus de l'aspect théorique de cette étude, nous avons travaillé sur les algorithmes heuristiques, et en particulier sur la méta-heuristique du recuit simulé. Nous avons proposé une nouvelle fonction d'évaluation pour le problème de construction et de nouvelles mutations pour les deux problèmes, permettant d'améliorer les résultats rapportés dans la littérature. Nous avons observé que le comportement du problème de complétion change en fonction du nombre de points initialement présent dans le LHD partiel, faisant varier la mutation la plus adaptée au problème. Nous avons pris ce fait en compte et amélioré le recuit simulé en utilisant une méthode de bandit pour choisir la mutation la plus appropriée pendant le déroulement de l'algorithme, dépassant chaque mutation individuelle lorsque le nombre de points présents initialement est intermédiaire.
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## Symbols and abbreviations

- $\varnothing$ : the empty set.
- $\mathbb{N}$ : the set of all natural numbers.
- $\mathbb{N}^{*}$ : the set of all positive natural numbers.
- LHD: Latin Hypercube Design.
- pLHD: partial Latin Hypercube Design.
- $\llbracket a, b \rrbracket$ : the set of all integers $n$ such that $a \leq n \leq b$.
- $\mathcal{D}_{n}^{k}$ : the set of all LHDs of size $n$ and dimension $k$.
- $\left(p^{(1)}, p^{(2)}, \ldots, p^{(m)}, \ldots, p^{(k)}\right)$ : the coordinates of point $p$ in a $k$-dimensional space.
- $\|e\|$ : the length of vector $e$ according to a given norm.
- $\delta\left(p_{1}, p_{2}\right)$ : the distance between points $p_{1}$ and $p_{2}$ according to a given norm.
- $\Delta_{\mathcal{L}}(D)$ : the separation distance of LHD $D$ for a norm $\mathcal{L}$.
- $\mathcal{L}_{1}, \mathcal{L}_{2}$, and $\mathcal{L}_{\infty}$ : the Manhattan, Euclidean and Tchebychev norms.
- $\mathcal{L}_{p}$, with $p \in \mathbb{N}$ : the norms such that $\|\left(x^{(1)}, \ldots, x^{(k)} \|=\sqrt[p]{\sum_{i=1}^{k}\left(x^{(i)}\right)^{p}}\right.$.
Problems studied in this thesis

| Name | Abbreviation | Definition |  | Complexity | Approximability |  | Algorithms |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Principal problems |  |  |  |  |  |  |  |  |
| maximin Latin Hypercube Construction Problem | LHD-CP | Pr. 2.3 | p. 19 | No results | N/A |  | Sec. 4.3.2 <br> [6], [22], [53], <br> [60], [37], [51] <br> Sec. 5.2 | $\text { p. } 54$ <br> p. 78 |
| maximum maximin Latin Hypercube Construction Problem | max-LHD-CP | Pr. 2.4 | p. 19 | N/A | Sec. 4.3.4 | p. 62 | N/A |  |
| partial Maximin Latin Hypercube Completion Problem | pLHD-CP | Pr. 2.1 | p. 19 | Th. 3.3 p. 27 <br> Th. 3.6 p. 31 <br> Th. 3.9 p. 32 <br> Th. 3.10 p. 32 <br> Th. 3.12 p. 37 <br> Th. 3.14 p. 43 | N/A |  | Sec. 5.3 | p. 84 |
| maximum partial Maximin Latin Hypercube Completion Problem | max-pLHD-CP | Pr. 2.2 | p. 19 | N/A | $\begin{aligned} & \text { Th. } 4.2 \\ & \text { Th. } 4.4 \end{aligned}$ | $\begin{aligned} & \text { p. } 48 \\ & \text { p. } 51 \end{aligned}$ | N/A |  |
| Auxiliary problems |  |  |  |  |  |  |  |  |
| partial Maximin Latin Hypercube Completion Problem with forbidden coordinates | pLHD-FC-CP | Pr. 3.4 | p. 23 | Th. 3.2 p. 27 <br> Th. 3.4 p. 28 <br> Th. 3.8 p. 31 <br> Th. 3.11 p. 35 <br> Th. 3.13 p. 38 | N/A |  | Not concerned |  |
| Maximum partial Maximin LHD completion problem with Forbidden Coordinates | max-pLHD-FC-CP | Pr. 3.5 | p. 23 | N/A | $\begin{aligned} & \hline \text { Th. } 4.1 \\ & \text { Th. } 4.3 \end{aligned}$ | p. 48 p. 49 | N/A |  |



Figure 1: Melancholia I, Albrecht Dürer, 1514. A magic square can be seen in the top right corner.

## Chapter 1

## Introduction

Complex physical systems often play a large part in engineering processes, and need to be optimized relatively to their parameters. We take as an example the conception of the front cradle of a car (the part supporting the engine of the car). The eigenfrequencies of the cradle need to be optimized to avoid the resonance phenomenon occurring due to the vibrations of the engine. As it would be impractical to build multiple systems to perform an optimization process, these systems are simulated. Such a simulation uses a model, which is a function $y$ of the parameters $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ of the system. In the example of the front cradle of the car, the eigenfrequencies are the output of the system, while the parameters are the density of the material used to build the cradle, its stiffness, and the stiffness of the connections to the rest of the car's frame. However, this function is usually unknown and simulations involve complex mathematical computations to produce the output, and thus necessitate huge amounts of computing time. Despite the advances in computing power, the increasing complexity of the simulations makes them impractical for performing an optimization process which needs thousands of simulation runs. To overcome this issue, metamodels, also called surrogate models, have been developed. A metamodel is a model of the simulation with a simple output, and thus fast to compute. It can be seen as a function $\hat{y}$ of the parameters $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ of the system. The goal is to find a function $\hat{y}$ approximating $y$ that can be computed fast. The metamodel is adapted to an optimization process which can then be performed without a prohibitive cost.
Several techniques exist to build a metamodel. All of them consist in a mathematical model with parameters to be fitted to the original model, by using a sample of the latter, called design of computer experiments. A design is a set of points, each representing the parameter values of one simulation run. The output of each simulation will be used to fit the metamodel to the original model. As the sample determines the parameters of the metamodel, it is critical to the metamodeling process. Two properties are needed for a design to be efficient. The first property is that the points of a design should be evenly spread to have a good coverage of the parameter space. This allows the metamodel to be accurate in all regions of this space. On the contrary, if a region of the parameter space does not contain points of the design, the metamodel is likely to be inaccurate in this region. Designs respecting this criterion are referred to as space-filling designs.
The second property is that the design points should not collapse. As evaluating the output of the simulation is costly, we want to evenly cover each parameter with as little evaluations as possible. As some parameter may not be meaningful, each parameter value should only be covered with one point to avoid meaningless simulations. This also allows one to diversify the values of parameters used as more points, and thus more costly simulations, are needed to cover more values if some values are covered more than once. Designs respecting this criterion are referred to as non-collapsing designs.
Maximin Latin Hypercube Designs (LHD) form a class of designs possessing both properties and largely used for sampling in metamodeling. However, building such designs can be
difficult, and furthermore, very few results exist on the algorithmic complexity of constructing maximin LHDs. To this end, we generalized this problem by considering partial LHD, which we define as LHDs with missing points. The problem then becomes completing a partial LHD while maximizing the minimal distance between any pair of points. From a sampling perspective, completing a partial LHD can be seen as completing a set of experiments already performed.
The goal of this thesis is twofold: on the one hand, study the algorithmic complexity of constructing maximin LHDs, and on the other hand, designing new algorithms for constructing LHDs and improve the performance of existing ones. This document is organized as follows: In Chapter 2, we give an overview of metamodeling. We describe the most used metamodels: polynomial regression, the response surface methodology, Kriging metamodels, and radial basis functions. This survey allows us to highlight the need for sampling method of good quality which brings us to describe the most popular design techniques: fractional factorial designs, orthogonal arrays, and maximin Latin hypercube designs. While the latter are widely used due to their good properties, they are difficult to build and only few complexity results exist. For these reasons, we decide to study this problem from a complexity perspective. We formulate a generalization of this problem, the completion of partial LHDs, which are LHDs with missing points. We define the problem of constructing LHDs as a subproblem of the former.
Chapter 3 begins with a presentation of the existing results concerning the complexity of constructing LHDs, as well as a presentation of related problems. After this introduction, we perform an analysis of the complexity of the general problem, finding that it is NP-complete for norm $\mathcal{L}_{1}$ in dimensions $k \geq 3$. We are able to extend this result to all norms in dimensions $k \geq 3$. We then prove that it is NP-complete in the two-dimensional space for norm $\mathcal{L}_{1}$, norms $\mathcal{L}_{p}$ with $p \in \mathbb{N}$ and norm $\mathcal{L}_{\infty}$.
As the complexity of the subproblem was not found and the generalized problem is NPcomplete, we search in Chapter 4 for algorithms with guarantees of performance. On the one hand, we show that the generalized problem is inapproximable for all norms in dimensions $k \geq 3$ and also find an upper bound for an approximation ratio in the two-dimensional space for norm $\mathcal{L}_{\infty}$. On the other hand, we describe an approximation algorithm for constructing LHDs and prove its approximation ratio by giving two new upper bounds for the problem.
Chapter 5 contains our achievements in solving the completion and construction problems with heuristic algorithms. We start it by describing the various algorithms that have been used to this effect. We expose genetic algorithms and iterated local search, two metaheuristic methods which have been adapted to construct maximin LHDs. We follow with heuristics specific to this problem, the translational propagation algorithm and periodic LHD algorithm. We also describe symmetric LHDs, a subclass of LHDs used for their good separation distance and the algorithm used to produce them. We then concentrate on the Simulated Annealing metaheuristic, which have been shown to be the most efficient one. After the state of the art, we present our contribution to this topic with improvements to the Simulated Annealing algorithm. We describe a new mutation which makes the search space smoother by reducing the effect of the mutation over the distances between points before showing an evaluation function which takes advantage of the shape of the distribution of distances in good LHDs. Both elements make the Simulated Annealing method construct LHDs more efficiently. We then adapt the Simulated Annealing algorithm to the completion problem. We find that the best performing mutation depends on the instances of the problem, and we design a hyper-heuristic inspired by bandits methods to choose the mutation, and over-performing each individual mutation in some cases.
Chapter 6 concludes our work by summarizing the contributions we made in this thesis, and giving directions for future research concerning maximin LHDs and the problems we defined. One of the objectives of this thesis has been attained: we designed an approximation algorithm for constructing maximin LHDs and improved metaheuristic algorithms by providing
a new evaluation function and a new mutation. While the second objective, finding the algorithmic complexity of constructing maximin LHD has not been entirely met, advances have been made by defining a more general problem, the completion problem, and proving its NP-completeness. Additionally, as an approximation algorithm has been found for constructing maximin LHDs, it is at least approximable.

## Chapter 2

## Designs

We give an overview of metamodeling, focusing on the most used metamodeling techniques and their sensitivity to sampling. We then describe the most used sampling techniques, paying attention to one in particular, maximin Latin hypercube designs. We finally formally define the problems of constructing and completing maximin LHDs.

### 2.1 Metamodeling

Computer simulations of a system often cost high amounts of resources, usually computing time [10] [23]. This is due to the fact that solving the underlying equations of the system may require time-consuming methods such as finite elements analysis [43]. When the goal is to optimize a system, numerous simulations have thus to be performed. To reduce their cost, a metamodel can be used [39] [33]. The metamodel is a mathematical model of the original simulation, designed to be faster to compute. It is capable of giving an approximate result of the simulation for any set of parameters in a much cheaper manner. Thus, it allows the optimization process to take place in a reasonable amount of time.
The first simulation can be seen as an output function $y(\mathrm{x})$, where $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ is the set of parameters of the system, each $x_{i}$ taking values in $\left[a_{i}, b_{i}\right]$. The metamodel replaces $y(\mathrm{x})$ by its approximation $\hat{y}(\mathrm{x})$. A metamodel has two essential components: the underlying mathematical model used to approximate $y$ by $\hat{y}$ and the sample used to train it, i.e. adapt the parameters of the metamodel to approximate the original model. This sample is called design.
We give an overview of the most used metamodels, pointing out that their quality depends on a sample of the original model. We follow by an overview of the most popular techniques to produce designs.

### 2.1.1 Metamodeling techniques

A metamodel is a mathematical function $\hat{y}(\mathrm{x})$ which approximates the output function $y(\mathrm{x})$ of a system, depending on the values $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$ of the $k$ parameters of the system. We describe commonly used metamodels, starting with polynomial regressions [11], a simple model which is used as a basis for two other methods we describe next: the response surface methodology [31] [17] [38] and Kriging metamodels [34] [47] [61]. We also outline radial basis function methods [16] [42] [55].

## Polynomial regression

The model which produces the output is a polynomial function of the parameters of the model $\mathrm{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right)$. The coefficients of the polynomial function are the parameters of this metamodel and are to be fitted to the model. The advantage of this approach is that
the coefficients directly indicate the importance of each parameter. However, the number of coefficients to choose is exponential in the degree of the polynomial selected, which makes this model unfit for non-linear systems requiring high degree polynomials to be appropriately approximated.
An example of the model with a second order polynomial:

$$
\hat{y}(\mathrm{x})=\beta_{0}+\sum_{i=1}^{k} \beta_{i} x_{i}+\sum_{i=1}^{k} \sum_{j=1}^{i} \beta_{i j} x_{i} x_{j} .
$$

Each $\beta$ term is a parameter to be fitted to the original model. A sample of the original model is therefore needed to this end. This sample will greatly influence the metamodel and thus its precision.

## Response surface

This methodology improves polynomial regression by estimating the importance of each parameter with a first low degree polynomial regression and eliminating the least significant parameter, based on the values of the coefficients of the polynomial regression. Indeed, a parameter for which the coefficients of the polynomial regression is small has little importance in the original model and can be neglected. This process is iterated until only meaningful parameters are left. This procedure allows a polynomial regression of higher degree to be performed, as diminishing the number of parameters drastically decreases the number of coefficients of the regression. This method requires, however, that the original model does not have a high number of significant parameters.

## Kriging metamodels

One of the issues with polynomial regression is that it does not take into account the noise of the original system if it exists, nor the noise of the first model if the latter is a stochastic model. Kriging metamodels solve this by adding a random factor accounting for this noise to a low order polynomial regression. A Kriging metamodel is defined as follows:

$$
\hat{y}(\mathrm{x})=\sum_{i=1}^{k} \beta_{i} x_{i}+Z(\mathrm{x}) .
$$

The first term represents a first order polynomial regression and $Z(\mathrm{x})$ stands for a random function with zero mean. The correlation $\operatorname{cor}\left(Z\left(\mathrm{x}_{i}\right), Z\left(\mathrm{x}_{j}\right)\right)$ is given by:

$$
\operatorname{cor}\left(Z\left(\mathrm{x}_{i}\right), Z\left(\mathrm{x}_{j}\right)\right)=\sigma^{2} R\left(\mathrm{x}_{i}, \mathrm{x}_{j}\right)
$$

Function $R\left(\mathrm{x}_{i}, \mathrm{x}_{j}\right)$ is a function to be chosen. It is usually a Gaussian Radial Basis Function:

$$
R\left(\mathrm{x}_{i}, \mathrm{x}_{j}\right)=\exp \left(-\sum_{m=1}^{k} \theta_{m}\left|x_{i}^{(m)}-x_{j}^{(m)}\right|^{p_{m}}\right)
$$

where $\theta_{m}$ and $p_{m}$ are parameters to be fitted to maximize a likelihood function. Note that the correlation is higher when two sample points are close one to another.
The additional parameters of this method compared to a polynomial regression make it more flexible, however, they also make it computationally more expensive. The correlation function is also a significant part of this model and it has to match with the underlying correlation function of the original system, which necessitates knowledge of this system.

The radial basis function method uses the sample points to interpolate the output of the system. The output is calculated in function of the distances between the interpolated point and the sample points. It can be expressed as:

$$
\hat{y}(\mathrm{x})=\sum_{j=1}^{N} w_{j} \psi\left(\left\|\mathrm{x}-\mathrm{x}_{j}\right\|_{2}\right)
$$

where $\mathrm{x}_{j}$ are the sample points, $w_{j}$ are the weights and $\psi$ is the basis function. Typical basis functions are $\psi(r)=\sqrt{r^{2}+d^{2}}, \psi(r)=\log \left(r^{2}+d^{2}\right)$ or $\psi(r)=r^{2} \log (r), d$ being a constant. All these functions are decreasing relatively to the distance between two sample points.
The weights are calculated in such a way that for all sample points $\mathrm{x}_{j}, \hat{y}\left(\mathrm{x}_{j}\right)=y\left(\mathrm{x}_{j}\right)$. This translates into a simple linear system, which can be solved to obtain the weights.

## Conclusion

All the above-mentioned techniques include a number of parameters needing to be fitted to the original model in order to approximate it. The fitting procedure necessitates a sample of the original model. Consequently, the sample should be carefully chosen, as it will have a high impact on the accuracy of the metamodel. Multiple techniques are used to obtain a good sample. We describe them in the next section.

### 2.1.2 Sampling techniques

After describing various metamodels, we present techniques used to create samples. A design is the set of parameters values used to run the original simulation to train the model. A design for a simulation using $k$ parameters can be seen as a set of points in a $k$-dimensional space, each dimension representing one parameter. Each point represents a simulation and each coordinate of a point represents the value of the parameter corresponding to the coordinate's dimension. The sample is the set of results obtained after running the simulation for each combination of parameters contained in the design. We call sampling technique the method used to produce a design. According to [37] and [28], two properties are needed for a design that will produce a good model. The first property is the coverage of the space of the parameters. All directions of this space should be covered and each parameter should have a high number of values. This property is called the space-filling property. The second is that they should have good projective properties: two points of the design should be separated even on a projection of the design. This property is called the non-collapsing property. As some parameters may be meaningless, two experiments which only differ by such a parameter would give the same result and would be a waste of computer time. This issue is prevented by the non-collapsing property. Additionally, as experiments are costly, a design should not have too many points. We present here three sampling techniques: fractional factorial designs [12] [54] [13], orthogonal arrays [41] [59] [62], and -finally - Latin hypercube designs [36] [56] [18] whose construction is the subject of this thesis.

## Fractional factorial designs

A full-factorial design is a design containing all combinations of a chosen number $l$ of values for each parameter. This principle implies that the design has $l^{k}$ points, $k$ being the number of parameters of the model. A fractional factorial design aims to lower that number by removing a fraction $p$ of the combination. The hierarchical ordering principle [58] indicates that high order interactions do not contribute in a significant manner to the system. This means that the points selected for the design should only vary one from another for a low number of parameters. The design contains then $l^{k-p}$ points.

By construction, most directions of the parameter space is covered. This makes them useful to determine the significant parameters of the system and the low order interactions between them. They are used to this end in the surface response methodology. However, the number of points in the design is very high, even for low values of $l$. The consequence of this fact is that only a few values can be selected for each parameter. Additionally, they are highly collapsing. This makes them not suited to properly train a model and other designs are usually used instead.

## Orthogonal Array

An orthogonal array is a design of $n$ points in dimension $k$, taking $l$ different values. It can be seen as an $n \times k$ matrix with elements from $\llbracket 0, l-1 \rrbracket$. Moreover, an additional parameter of this type of designs is its strength $t$ : any submatrix composed of $t$ row contains a fixed number $\lambda$ of occurrences of every combination of $t$ parameter values. The number of experiments for such a design is thus $\lambda l^{t}$. Considerably less experiments are needed to get the same number $l$ of parameter values than with fractional design, especially for high dimensions, since the number of dimensions $k$ does not change the number of experiments in this type of designs. By construction, they also have very good projective properties, as a projection is essentially a submatrix composed of a certain number of rows. However, the construction constraints of orthogonal array limits their space-filling properties.

## Latin Hypercube Designs

A Latin Hypercube Design (LHD) of size $n$ is a design of $n$ points such that each parameter has $n$ different values. For every parameter, each point takes one different value. Among those designs, maximin LHDs, i.e. LHDs for which the minimum distance between any pair of points is maximal, are used to properly fill the parameter space. This allows one to have much more different parameter values than the techniques we presented above, while still evenly covering the parameter space. While their projective properties are not as good as orthogonal array, they are more space-filling. This makes Latin hypercube designs widely used for metamodeling. However, the algorithmic complexity of constructing maximin LHDs is unknown. As they are important to the metamodeling field and present an interesting combinatorial problem, we decided to focus our study on them. In the next section, we give formal definitions of LHDs seen as combinatorial entities.

### 2.2 Latin Hypercube Designs problems

As LHD is of high interest in the field of metamodeling and as a combinatorial object, they have been the main topic of this thesis. We start by formally defining them, as well as the problems under study.
Formally speaking, a Latin Hypercube Design (LHD) of size $n$ and dimension $k$ is a set of $n$ points $p_{i} \in \llbracket 0, n-1 \rrbracket^{k}$ respecting the Latin constraint: points do not share the same coordinate on any dimension. We note $\mathcal{D}_{n}^{k}$ the set of all LHD of size $n$ and dimension $k$. As the designs should be space filling, we try to get maximin LHDs, which are LHDs with maximum minimal distance between two points. Maximin LHDs are defined for a given distance. In this thesis, we only consider distances induced by a norm.
For any $D \in \mathcal{D}_{n}^{k}$, we define the separation distance $\Delta_{\mathcal{L}}(D)$ as the minimal distance (for the distance induced by norm $\mathcal{L}$ ) between any pair of points of $D$.
The maximin LHD of size $n$ and dimension $k$ for norm $\mathcal{L}$ is thus an LHD with maximum separation distance, i.e. $D^{*} \in \mathcal{D}_{n}^{k}$ such that

$$
D^{*}=\underset{D \in \mathcal{D}_{n}^{k}}{\arg \max } \Delta_{\mathcal{L}}(D) .
$$

To help us study the complexity of constructing LHD, we also define partial LHDs. A partial LHD ( pLHD ) is an LHD with missing points. Its points can be seen as experiments already performed. We want to build a complete LHD containing those points while retaining the highest separation distance possible.
Formally, a partial Latin Hypercube Design of size $n$ and dimension $k$ is a set of $m \leq n$ points $p_{i} \in \llbracket 0, n-1 \rrbracket^{k}$ respecting the Latin constraint.
The separation distance objective allows us to define the following optimization and decision problems, which are the main problems studied in this thesis.

Problem 2.1 Partial Maximin LHD Completion Problem (pLHD-CP). Given a $p L H D$ M of size $n$ in a $k$-dimensional space with $m$ points and a distance $d \in \mathbb{N}$, is it possible to complete $M$ to obtain $D \in \mathcal{D}_{n}^{k}$ such that $\Delta_{\mathcal{L}}(D) \geq d$ ?

Problem 2.2 Maximum Partial Maximin LHD Completion Problem (max-pLHD-CP). Given a pLHD $M$ of size $n$ in a $k$-dimensional space with $m$ points, complete $M$ to obtain $D \in \mathcal{D}_{n}^{k}$ such that $\Delta_{\mathcal{L}}(D)$ is maximum.

Another way of seeing these two problems is to find another pLHD $M^{\prime}$ such that $M \cup M^{\prime}$ is an LHD and that $\Delta_{\mathcal{L}}(D)$ is maximum. Note that when $m=0$, the partial LHD is empty. This means that an LHD is built from scratch.

Problem 2.3 Maximin LHD Construction Problem (LHD-CP). Given a $k$-dimensional space, a size $n$, and a distance $d \in \mathbb{N}$, is it possible to construct $D \in \mathcal{D}_{n}^{k}$ such that $\Delta_{\mathcal{L}}(D) \geq d$ ?

Problem 2.4 Maximum Maximin LHD Construction Problem (max-LHD-CP). Given a $k$-dimensional space and a size $n$, construct $D \in \mathcal{D}_{n}^{k}$ such that $\Delta_{\mathcal{L}}(D)$ is maximum.

As we study the complexity of these problems, we need to determine the size of their instances. In particular, as the only entries of the LHD-CP are the positive natural numbers $n$ and $k$, the size of one of its instances should be $\log n+\log k$. However, the complexity of any algorithm producing an LHD is at least the size of the produced output: $\mathcal{O}(k n \log n)$, which is exponential as the size of an instance is $\log n+\log k$. Thus we consider that $n$ and $k$ are encoded in unary, which makes the size of an instance of the LHD-CP equal to $n+k$. As the pLHD-CP additionally contains an input $m$ points with $k$ coordinates whose values are at most $n$, the size of its instances become $n+k+k m \log n$. Since $m \leq n$, the instance size can be simplified as $\mathcal{O}(k n \log n)$, the same as for the construction problem.

### 2.3 Conclusion

We started by giving an overview of metamodeling techniques, showing the importance of the quality of the sampling on their accuracy. We described the most used sampling techniques, also called designs, and focused on one in particular: Maximin Latin Hypercube Designs. We formally defined two problems related to this technique, the completion and the construction problems. After defining these problems, we proceed with their study. We start by exploring their complexity, focusing on the completion problem. We then find guarantees of performance for both problems, giving upper bounds and an approximation algorithm for the construction problem, and finding inapproximation results for the completion problem. We finish by giving methods to solve these problems with heuristic algorithms, focusing on the Simulated Annealing metaheuristic.

## Chapter 3

## Problem complexity analysis

In the previous chapter we introduced two maximin LHD problems: its construction, the LHD-CP, and its completion, the pLHD-CP. We will now study their complexity [48].
This chapter starts by the state of the art which contains a part covering the complexity of the LHD-CP and a part treating problems related to the pLHD-CP which will be used in subsequent proofs.
Next, we introduce the concept of forbidden coordinates with the use of which we formulate a generalization of the pLHD-CP.
We prove that this generalization and the original pLHD-CP are in the same class of complexity. We will take advantage of this fact in our proofs.
Before starting the complexity analysis of the pLHD-CP we state formally two notions concerning coordinate relationships in instances of both completion problems.
We show the NP-completeness of the pLHD-CP in dimensions $k \geq 3$, first for norm $\mathcal{L}_{1}$ before extending this result to all norms. We follow by studying the complexity of this problem on the plane, proving first its NP-completeness for norms $\mathcal{L}_{1}$ and then, using a similar method, for norms $\mathcal{L}_{p}$, with $p \in \mathbb{N}^{*}$. As the proof cannot be extended to norm $\mathcal{L}_{\infty}$, we use a different one for this case. These results are summarized in Table 3.1

| Dimension | Norm | Complexity |
| :---: | :---: | :---: |
| $k>2$ | all norms |  |
| $k=2$ | $\mathcal{L}_{p}, p \in \mathbb{N}^{*}$ | NP-complete |
|  | $\mathcal{L}_{\infty}$ |  |

Table 3.1: Complexity of the pLHD-CP

### 3.1 State of the art

We present the state of the art concerning the complexity of the LHD-CP and the problems related to the pLHD-CP.

### 3.1.1 The LHD-CP

As seen in Chapter 2, Maximin LHDs have required properties for metamodeling and have therefore been extensively discussed in the literature. However, most studies have focused on methods and algorithms to build such designs. The complexity of the LHD-CP has only been studied in [51] and [52]. The authors of [51] proved that the LHD-CP is polynomial in dimension $k=2$ for norms $\mathcal{L}_{1}$ and $\mathcal{L}_{\infty}$ by giving an exact algorithm for both cases. Both algorithms are linear and consist in making a regular covering of the square. The same researchers also found in [52] a polynomial-time algorithm producing optimal solutions for
norm $\mathcal{L}_{\infty}$ for particular values of $n$ and $k$ such that $n=b^{k}$. However, the majority of authors make the assumption that this problem is NP-complete [22], [44].

### 3.1.2 Problems related to the pLHD-CP

The completion problem, pLHD-CP, can be seen as a sub-problem of the $k$-dimensional maximum matching problem [19], defined as the following:

Problem 3.1. $k$-dimensional Maximum Matching Problem
Given a $k$-uniform, $k$-partite hypergraph $G=(V, E)$, find $M \in E$ such that for any $m_{1} \in M$ and $m_{2} \in M, m_{1} \cap m_{2}=\varnothing$ and $|M|$ is maximum.

Taking an incomplete LHD $M$, we construct an hypergraph, which is actually a $k$-partite $k$-uniform hypergraph.
We take an instance I of the pLHD-CP and transform it into an instance of the $k$-dimensional matching problem. Each unused parameter value on each dimension is represented by a vertex. We partition the vertices in such a way that each set contains all vertices corresponding to a parameter value of the same dimension. As adding a point to $I$ is equivalent to choosing an unused parameter value for each dimension, it is also equivalent to adding an hyperedge between each of the vertices corresponding to these parameter values to the matching.
In particular, for $k=2$, this matching problem becomes a bipartite matching, which is known to be in P [57]. For $k=3$, we obtain the 3-dimensional matching problem which was proved NP-complete and even APX-complete ${ }^{1}$ [30], as defined in [4].
However, since the graph is a complete $k$-partite $k$-graph, a perfect matching can always be found. Besides, we are interested in the distance between points, which is not represented in the matching problem. For these reasons, the $k$-dimensional matching problem is not practical to build a reduction from.
We can try to represent the minimum separation distance by adding constraints to the matching. The maximum matching problem with conflict graph (MMCG), which was shown to be NP-complete in [15], allows us to forbid pairs of edges and thus we can, for the twodimensional case, model our problem as a sub-problem of the former. It is defined as follows:

Problem 3.2 Maximum Matching problem with Conflict Graph (MMCG). Given a bipartite graph $G=(V, E)$ and a conflict graph $G_{c}=\left(V_{c}, E_{c}\right)$ such that the vertices $V_{c}$ of the conflict graph represent the edges $E$ of $G$, find a maximum matching $M \in E$ such that no pair of edges of $M$ is connected in $G_{c}$.

While it is easy to reduce the pLHD-CP to the MMCG, the opposite is not true, as the distance constraint cannot be used in a simple manner to forbid any pair of points to be chosen simultaneously. However, we will use a similar idea for the polynomial reduction when demonstrating the NP-completeness of the pLHD-CP on the plane with norm $L_{\infty}$.
Another related problem is the partial Latin square problem, first studied in [29] and [45], which is the classical puzzle of the same name: a grid with numbers that has to be completed such that each number is represented once and only once in each row and column. More formally:

Definition 3.1. A Latin Square $(L S)$ is an $n \times n$ matrix containing elements from $\llbracket 1, n \rrbracket$, and such that each rows and columns contain each number exactly once.

While LHDs are often referred to as Latin squares in the literature, in this thesis Latin squares only refer to the definition we have just stated.

[^0]Problem 3.3 Partial Latin Square Completion Problem (pLS-CP). Given an $n \times n$ table $S$, each cell being empty or containing an element from $\llbracket 1, n \rrbracket$, is it possible to complete $S$ (i.e. put an integer from $\llbracket 1, n \rrbracket$ in each empty cell) to obtain a Latin square?

This problem is proved to be NP-complete [14]. We use it as a starting point for polynomial reductions in several proofs of this thesis.
After giving an overview of the problems related to the pLHD-CP, we expose our study of its complexity.

### 3.2 Complexity of the pLHD-CP

We prove the NP-completeness of the pLHD-CP for various cases depending on the norm used and the dimension of the instance. To this end, we define a similar problem, the pLHD-FC-CP, and show that it belongs to the same complexity class as the pLHD-CP. We demonstrate that both problems are in NP and give definitions used in proofs of the following theorems. We then reduce pLHD-FC-CP to the pLS-CP for norm $\mathcal{L}_{\infty}$ and any dimension $k \geq 3$, and generalize the reduction to any norm $\mathcal{L}$. We then study the two-dimensional case, proving the NP-completeness of the pLHD-FC-CP and the pLHD-CP for norm $\mathcal{L}_{1}$, and using a similar demonstration for norms $\mathcal{L}_{p}$, for any $p \in \mathbb{N}^{*}$. However, the same method cannot be used to prove the NP-completeness of the pLHD-FC-CP and the pLHD-CP for norm $\mathcal{L}_{\infty}$. For this reason, we use a reduction from a different problem to prove it.

### 3.2.1 Completion of a partial LHD with forbidden coordinates

We start by defining another problem that we will use in the proofs: besides points already fixed by a pLHD $M$, we introduce forbidden coordinates. A certain number of coordinates on each dimension cannot be used when completing the pLHD. As the number of forbidden coordinates is the same on all dimensions and each coordinate can only be forbidden once, the forbidden coordinates can be modeled as a pLHD $F$, each point of $F$ containing one forbidden coordinate on each dimension. Moreover, as the forbidden coordinates cannot be coordinates of points of $M, M \cup F$ is also a pLHD and completing $M$ with respect to the forbidden coordinates means completing $M \cup F$ with a pLHD $M^{\prime}$. However, the points of $F$ are not actual points and thus are not involved in the computation of the separation distance. The separation distance is the separation distance of the pLHD $M \cup M^{\prime}$.
We formally define this problem as such:
Problem 3.4 Partial Maximin LHD completion problem with Forbidden Coordinates (pL-HD-FC-CP ). Given a pLHD M of size $n$ in a $k$-dimensional space with $m$ points, another pLHD $F$ of size $n$ and dimension $k$ such that $F \cap M=\varnothing$ and $F \cup M$ is a pLHD and a distance $d \in \mathbb{N}$, is it possible to complete $F \cup M$ with a pLHD $M^{\prime}$ such that $\Delta_{\mathcal{L}}\left(M \cup M^{\prime}\right) \geq d$ ?

We also define the associated maximization problem:
Problem 3.5 Maximum partial Maximin LHD completion problem with Forbidden Coordinates (max-pLHD-FC-CP ). Given a pLHD $M$ of size $n$ in a $k$-dimensional space with $m$ points, another pLHD $F$ of size $n$ and dimension $k$ such that $F \cap M=\varnothing$ and $F \cup M$ is a $p L H D$ and a distance $d \in \mathbb{N}$, is it possible to complete $F \cup M$ with a $p L H D M^{\prime}$ such that $\Delta_{\mathcal{L}}\left(M \cup M^{\prime}\right) \geq d$ ?

The completion problem, pLHD-CP, is a sub-problem of the newly defined pLHD-FC-CP. Indeed, if we take an instance of the pLHD-CP, it will also be an instance of the pLHD-FC-CP for which $F=\varnothing$.
We intend to prove that a polynomial-time algorithm exists for solving the pLHD-CP if and only if such an algorithm exists for solving the pLHD-FC-CP. Similarly, an approximation
algorithm for the pLHD-CP exists if and only if an approximation algorithm with the same approximation ratio $\varepsilon$ exists for the pLHD-FC-CP.
In order to produce these results, we construct for every instance I of the pLHD-FC-CP an instance I' of the pLHD-CP with the same minimal distance and such that any manner to complete instance I can be used to complete instance I' with the same separation distance. Moreover, the size of instance I' is a polynomial function of the size of instance I.
This goal is attained by constructing consecutive instances of the pLHD-FC-CP with one forbidden coordinate less on each dimension until no forbidden coordinates are left. This means that the pLHD containing the forbidden coordinates in the new instance has one point less than the one in the original instance.

Lemma 3.1. A polynomial function $P$ exists such that for any instance I of the pLHD-FC$C P$ of size $s(I)$, an instance $I^{\prime}$ of the pLHD-FC-CP of size at most $P(s(I))$ exists with no forbidden coordinates and such that any pLHD M completing I with separation distance $d$ also completes $I^{\prime}$ with the same separation distance $d$.

Proof. Our reasoning is performed in spaces $\mathbb{R}^{k}$ with any norm $\mathcal{L}$.
We take an instance $I$ of the pLHD-FC-CP of size $n$ in dimension $k$, pLHD $M$, and $f$ forbidden coordinates on each dimension. We note $\left(e_{1}, \ldots, e_{k}\right)$ the standard basis of $\mathbb{R}^{k}$, and $\Delta^{*}$ the maximum separation distance that can be attained when completing $M$.
We construct a pLHD $M_{1}$ with $f-1$ forbidden coordinates and iterate this construction to obtain a pLHD $M_{f}$ with no forbidden coordinates.
We remove a forbidden coordinate on each dimension by putting a point which has a coordinate value equal to this forbidden coordinate on the corresponding dimension. To be able to remove the forbidden coordinates as described above, without violating the Latin and separation distance constraints, we need supplementary points. More precisely speaking, we remove one forbidden coordinate on each dimension by adding $4 k^{2} n^{2}+1$ points to the initial pLHD, $k$ of which actually use one forbidden coordinate. We give below details of this procedure together with Fig. 3.1 providing its illustration.
To place those points, we add $4 k n^{2}+1$ coordinates to the pLHD $M$ in each dimension. We insert them after the already existing coordinates. On each dimension, we thus have the $n$ previously existing coordinates with values from 0 to $n-1$ and then $4 k^{2} n^{2}+1$ "new" coordinates with values from $n$ to $4 k^{2} n^{2}$. The strips of added coordinates intersect. We divide the square obtained by this intersection in the first two dimensions into 16 squares of size $k n^{2} \times k n^{2}$. In both dimensions, the central coordinate, $n+2 k^{2} n^{2}$, separates the strips formed by two consecutive squares. We then fill four of the squares with LHDs $D_{n, k}$ of size $k^{2} n^{2}$, which are LHDs with a separation distance at least $\Delta^{*}$.
We now provide the explanation of the $D_{n, k}$ construction.
To begin with we suppose, without loss of generality, that for norm $\mathcal{L}$, the lengths of the basis vectors are:

$$
\begin{equation*}
\left\|e_{1}\right\| \geq\left\|e_{2}\right\| \geq \cdots \geq\left\|e_{k}\right\| \tag{3.1}
\end{equation*}
$$

Any LHD $D \in \mathcal{D}_{n}^{k}$ has a separation distance

$$
\begin{equation*}
\Delta_{\mathcal{L}}(D) \leq\left\|e_{1}\right\|+(k-1) n\left\|e_{2}\right\| . \tag{3.2}
\end{equation*}
$$

Indeed, if we take two points of $D$ for which the first coordinate differs by one, their other coordinates differ by at most $n$. Then, the triangle inequality along with Eq. (3.1) leads to Eq. (3.2). Since an LHD of size $n$ can only have a separation distance respecting Eq. (3.2), we can suppose that $\Delta^{*} \leq\left\|e_{1}\right\|+(k-1) n\left\|e_{2}\right\|$.
The construction of $D_{n, k}$ is as follows (see Fig. 3.2 for $n=2$ and $k=2$ ): for every value of $(i, j) \in \llbracket 0, k n-1 \rrbracket^{2}$ we add a point whose first two coordinates are $((i+1) k n-(j+1), i+j k n)$. The coordinates of the other points do not matter. This construction ensures that each point is at a distance at least $\Delta^{*}$ on at least one dimension from all other points. Indeed, two


Figure 3.1: The transformation of $M$, a pLHD with $f$ forbidden coordinates, into $M_{1}$, a pLHD with $f-1$ forbidden coordinates. Both pLHD can be completed with the same points, resulting in the same separation distance. Repeating the depicted process $f$ times results in a pLHD with no forbidden coordinates. In this example, forbidden coordinates $f_{1}$ and $f_{2}$ are removed by adding points $p_{1}$ and $p_{2}$, which do not reduce the separation distance.


Figure 3.2: Construction of $D_{n, k}$ for $n=2$ and $k=2$.
different points are created using either different values of $i$ or $j$, and thus either their first coordinates or their second coordinates differ by at least $k n$. The distance between the two points is then $k n\left\|e_{1}\right\|+\left\|e_{2}\right\| \leq d$ in the first case and $\left\|e_{1}\right\|+k n\left\|e_{2}\right\| \leq d$ in the second case. This leads to:

$$
\Delta^{*} \leq d
$$

The four squares in which we position our squares $D_{n, k}$ with the $\Delta^{*}$ guarantee form an optimal LHD of size $4 \times 4$. We then insert two last points, whose coordinates on the first two dimensions are $\left(f_{1}, n+2 k^{2} n^{2}\right)$ and $\left(n+2 k^{2} n^{2}, f_{2}\right), f_{1}$ and $f_{2}$ being forbidden coordinates on the first dimension (for $f_{1}$ ) and second dimension (for $f_{2}$ ). As we added $4 n+2 k^{2} n^{2}+2$ points and $4 n+2 k^{2} n^{2}+1$ coordinates on each dimension, all the points we constructed use the $4 n+2 k^{2} n^{2}+1$ new coordinates and one forbidden coordinate on each of the remaining dimensions. As long as the coordinates of each point on the remaining dimensions are pairwise different (to respect the Latin constraint), the choice of these coordinates does not matter. By construction, each of the added points are at distance at least $\Delta^{*}$ from another, which means that they will not take part in the separation distance. The result is a pLHD with $f-1$ forbidden coordinates, depicted in Fig. 3.1.
As the completion of this pLHD $M_{1}$ only adds points inside the copy of pLHD $M$, adding the same points to $M$ will result in the same separation distance. Conversely, any pLHD $M^{\prime}$ which completes the initial pLHD $M$ also completes the resulting pLHD $M_{1}$.
We iterate this process $f$ times, adding $4 k^{2} n^{2}+1$ new coordinates and removing one forbidden coordinate in each dimension for each iteration, and obtain a pLHD $M_{f}$ of size $n+4 f k^{2} n^{2}+f$ with no forbidden coordinates. As for $M_{1}$, any pLHD $M^{\prime}$ completing $M$ also completes $M_{f}$ with the same separation distance. Conversely, any pLHD $M^{\prime}$ completing $M_{f}$ completes $M$ with the same separation distance.
An instance $I^{\prime}$ of the pLHD-FC-CP is defined by $M_{f}$, which is a pLHD of size $n+4 f k^{2} n^{2}+f$, dimension $k$, with all coordinates permitted, giving $F=\varnothing$. The bound on the separation distance is the same as the one of $I$. The size of $I^{\prime}$ is then

$$
s\left(I^{\prime}\right)=s(I)+4 f k^{2} n^{2} .
$$

The size of instance $I^{\prime}$ is thus polynomial in the size of the instance $I$, which concludes the proof.

## Theorem 3.1.

- A polynomial-time algorithm exists for solving the $p L H D-C P$ if and only if such an algorithm exists for solving the pLHD-FC-CP.
- For any $\varepsilon>0$, an approximation algorithm with an approximation ratio $\varepsilon$ for the max-pLHD-CP exists if and only if an approximation algorithm with an approximation ratio $\varepsilon$ exists for the $\max -p L H D-F C-C P$.

Proof. Suppose that a polynomial-time algorithm A solving the pLHD-CP exists. Let $I_{F}$ be an instance of the pLHD-FC-CP. As stated in Lemma 3.1, an instance $I_{F}^{\prime}$ of the pLHD-FC-CP with no forbidden coordinates exists such as any pLHD completing it also completes $I_{F}$ with the same separation distance. Conversely, any pLHD completing $I_{F}$ also completes $I_{F}^{\prime}$ with the same separation distance. This means that $I_{F}$ is a positive instance of the pLHD-FC-CP if and only if $I_{F}^{\prime}$ is a positive instance of the pLHD-FC-CP.
As all coordinates of $I_{F}^{\prime}$ are allowed, $I_{F}^{\prime}$ is also an instance of the pLHD-CP. This means we can apply $A$ to solve it and also solve $I_{F}$ since the two instances are either both positive or both negative.
Again, as the pLHD-CP is a subproblem of the pLHD-FC-CP, any algorithm solving the latter also solves the former.
The same reasoning also establishes that an $\varepsilon$-approximation algorithm for the max-pLHDCP exists if and only if an $\varepsilon$-approximation algorithm exists for the max-pLHD-FC-CP.

As the reader will see in the next section, both problems belong to the NP class.

### 3.2.2 Complexity of the pLHD-CP verifier

The complexity of the pLHD-FC-CP certificate verification depends on the complexity of the distance computation.
Theorem 3.2. The pLHD-FC-CP is in NP for all norms $\mathcal{L}$ which induce a distance $\delta\left(p_{1}, p_{2}\right)$ computed in a polynomial time in the highest coordinate of points $p_{1}$ and $p_{2}$.
Proof. Let $\mathcal{L}$ be a norm whose distance $\delta$ between two points $p_{1}$ and $p_{2}$ whose coordinates are all lower than an integer $m$ can be computed in $L(m)$ operations, where $L$ is a polynomial function. Let $I_{M}$ be a positive instance of the pLHD-FC-CP for $\mathcal{L}$, with a lower bound for the separation distance $d_{\min }$, pLHD $M$ of size $n$, and forbidden coordinates $F$.
Since $I_{M}$ is a positive instance, $M \cup F$ can be completed into an LHD with a pLHD $M_{c}$, the separation distance of $M \cup M_{c}$ being $\Delta \geq d_{\text {min }}$.
The partial LHD $M_{c}$ is a certificate for $I_{M}$ : indeed, it suffices to verify that $M \cup M_{c} \cup F$ is an LHD of size $n$ ( $n$ operations to check the size of $M \cup M_{c} \cup F$ and $k \frac{n(n-1)}{2} L(n)$ operations to check that all coordinates are pairwise different) and the separation distance of $M \cup M_{c}$ $\Delta \geq d_{\min }$. The latter takes $\frac{n(n-1)}{2} L(n)$ operations, where $L(n)$ is the number of operations needed to compute the distance $\delta$ between two points whose coordinates are all smaller than $n$.

Theorem 3.3. The pLHD-CP is in NP for all norms $\mathcal{L}$ which induce a distance $\delta\left(p_{1}, p_{2}\right)$ computed in a polynomial time in the size of $p_{1}$ and $p_{2}$.

Proof. As the pLHD-CP is a subproblem of the pLHD-FC-CP, this result is immediate.

### 3.2.3 Definitions concerning completion problems

After proving that both problems, the pLHD-CP and the pLHD-FC-CP, are in NP, we give two definitions and which will be used to prove the NP-completeness of the pLHD-FC-CP and the pLHD-CP in dimensions $k \geq 3$.

Definition 3.2. A free coordinate for a given dimension is a value which a point can take in this dimension as it is neither used by points already set nor forbidden.

Note that because of the Latin constraint, there is as many free coordinates in each dimension as points to be constructed. Moreover, each free coordinate must be taken by one point inserted.
We also introduce a notion of closeness between two points or coordinates on a dimension:
Definition 3.3. Two points or coordinates are $(d, m)$-close if their coordinates on dimension $m$ differ by at most $d$.

From a geometric point of view, if two points are $(d, m)$-close, it means that they are both on a strip of width $d$ on dimension $m$. Note that two points ( $d, m$ )-close on all dimensions $m$ are indeed close to each other, according to the usual definition. By contrast, points ( $d, m$ )-close on all dimensions but one may be far from each other (according to the distance).
These definitions are used in the proofs of the following sections.

### 3.2.4 NP-completeness in dimensions $k \geq 3$

We demonstrate that the LHD completion problem for dimension $k \geq 3$ is NP-complete. We will first prove this fact for norm $\mathcal{L}_{1}$ and, next, extend this result to all norms on $\mathbb{R}^{k}$.

## Results for norm $\mathcal{L}_{1}$

We start by studying the problem for norm $\mathcal{L}_{1}$. The choice of this norm is arbitrary as the reduction we use would be similar to the reductions for other usual norms.
After stating that the pLHD-FC-CP is NP-complete for $k=3$, we extend this result to $k \geq 3$, and subsequently use it to prove that the pLHD-CP is also NP-complete for $k \geq 3$ by taking advantage of the fact that the pLHD-CP and the pLHD-FC-CP are equivalent in terms of the complexity (Theorem 3.1 in Section 3.2.1).

Theorem 3.4. The pLHD-FC-CP is NP-complete for $k=3$ and norm $\mathcal{L}_{1}$.
Proof. To prove the NP-completeness we reduce the pLS-CP (Problem 3.3) to the pLHD-FC-CP. Let $S$ be an instance of the pLS-CP of size $n \times n$. We construct a corresponding instance $M$ of the pLHD-FC-CP in a three-dimensional space.
We note $d_{\text {min }}$ a minimal separation distance between points in $M$ which will be determined later.
Each tile of $S$ will be represented by a gadget. Each gadget will be composed of a number of points in a specific region of the hypercube we construct, placed in such a way to force the positions of the points to be added when completing $M$. Since $S$ contains $n \times n$ tiles, $M$ will be constructed with $n \times n$ gadgets. Each gadget will initially have one missing point, and for each tile of $S$ containing a number, we add to the corresponding gadget a point coding that number.
We note $M_{0}$ the pLHD containing the gadgets before adding a coding point to them.
We build a gadget which represents a tile of $S$. This gadget is a square cuboid coding the value inside the corresponding tile, while its position codes the position of the tile. The square side of this cuboid is its orthogonal projection on the plane spanned on the second and third dimensions of $M_{0}$. In the remainder of this proof we will refer to this projection as
a block. The third side of this cuboid will have the same size as a full side of $M_{0}$. The initial pLHD $M_{0}$ is an $n \times n$ square (in the second and third dimensions) of gadgets positioned in the same way as the tiles of $S$ they represent and separated one from another by $d_{\text {min }}$ forbidden coordinates.
In the first dimension of $M_{0}$, we have $n^{2}$ free coordinates whose values differ by $d_{\text {min }}+n^{4}$. They are also free coordinates for the gadgets.
We will proceed with the construction of these gadgets. An illustration of this process is given in Fig. 3.3.
On a block, we have $n$ free coordinates in both dimensions. Our goal is twofold: to force points to be put on the block diagonal and to avoid putting more than one point per block. Once we have done that, the position of a point on the diagonal will code the value of the corresponding tile inside the partial Latin square.
We achieve this goal by putting $n^{2}$ points ( $n^{4}, 2$ )-close and $\left(n^{4}, 3\right)$-close to each intersection of rows and columns whose coordinates are free, except for the intersections on the diagonal of this block. For these intersections, we put only $n^{2}-1$ points ( $n^{4}, 2$ )-close and ( $n^{4}, 3$ )-close. We count the number of points ( $n^{4}, 2$ )-close (or ( $n^{4}, 3$ )-close) to one free coordinate. A free coordinate crosses a line of $n$ blocks. In each block, this coordinate intersects with $n$ others. We put $n^{2}$ points ( $n^{4}, 2$ )-close (or ( $n^{4}, 3$ )-close) to each intersection on both dimensions. Therefore, we have $n^{4}$ points ( $n^{4}, 2$ )-close (or ( $n^{4}, 3$ )-close) to this coordinate. This means we can put the points within a distance of $n^{4}$ from each intersection.
Now let us consider the expansion of points laying on the plane into the three-dimensional space. We place all the $n^{2}$ points we constructed for each intersection $\left(n^{4}, 1\right)$-close to a free coordinate of the first dimension. For the intersections on the diagonal, we put one point less, which means that one free coordinate of the first dimension has no point ( $n^{4}, 1$ )-close to it. This coordinate is the same for each point on the diagonal of a same block but differs from one gadget to another.
Each free coordinate differs from another by at least $d_{\min }+n^{4}$. Note that if we put one point on the diagonal of a block and we choose for the first coordinate the free coordinate with no points $\left(n^{4}, 1\right)$-close to it, this point will be at distance at least $d_{\min }$ of all other points. If two or more points are on the diagonal of each block, or if a point is not on the diagonal, at least two points will be at a distance at most $3 n^{4}$.
Observe that each point is distant from at least $d_{\text {min }}$ from any other. Finally, for each gadget, we add one point on the block diagonal on position $(a, a)$ if the corresponding tile of the Latin square contains value $a$. If the tile is empty, we do not do anything. This point is the coding point, and codes the value $a$.
Now suppose that we can complete the Latin square $S$. As long as we take $d_{\min }$ such that $d_{\text {min }}>3 n^{4}$, it is possible to put one point on the block diagonal of each gadget. Thus, the separation distance is greater than $d_{\text {min }}$. Similarly, if we can complete the gadget structure keeping a separation distance greater than $d_{\text {min }}$, we only put points on the diagonal of each block and complete $S$.
As the pLHD-FC-CP is in NP for $\mathcal{L}_{1}$ (Theorem 3.3 in 3.2.2), we obtain its NP-completeness.

We extend this result to all dimensions $k>3$ :
Theorem 3.5. The pLHD-FC-CP is NP-complete for $k \geq 3$ and norm $\mathcal{L}_{1}$.
Proof. We perform the same construction as in the proof of Theorem 3.4 with dimensions added. We put all the constructed points and free coordinates $\left(n^{6}+n^{2}, m\right)$-close on all additional dimensions $m$. Since the number of points we construct is $n^{6}$ and the number of free coordinates is $n^{2}$, we can put them all $\left(n^{6}+n^{2}, m\right)$-close to each other. In this case, we chose $d_{\text {min }}=(k-3)\left(n^{6}+n^{2}\right)+3 n^{4}$, where $k$ is the number of dimensions. The reduction is


Figure 3.3: Dimensions 2 and 3 of a gadget (a block) for the reduction for $n=3$ and $k=3$. The intersection of free coordinates outside of the block diagonal (dark gray areas) are $\left(n^{4}, 2\right)$-close and ( $n^{4}, 3$ )-close to $3^{2}=9$ points. The intersections on the block diagonal (light gray areas) are ( $n^{4}, 2$ )-close and ( $n^{4}, 3$ )-close to 8 points. The big point represents the coding point which codes here the value 2 .
immediate: completing the pLHD we obtained with a separation distance $d_{\text {min }}$ is equivalent to completing the Latin square.

We go back to the original problem:
Theorem 3.6. The pLHD-CP is NP-complete for $k \geq 3$ and norm $\mathcal{L}_{1}$.
Proof. The straightforward consequence of Theorems 3.1 and 3.4.

We extend the previous results to all norms on $\mathbb{R}^{k}$ by using the norm equivalence in a finite-dimensional space theorem [26]:

Theorem 3.7 (taken from [26]). Let $\mathcal{L}$ and $\mathcal{L}^{\prime}$ be two norms on $\mathbb{R}^{k}$, and $\delta$ and $\delta^{\prime}$ the distances induced by them.
Then, it exists $c_{1}>0$ and $c_{2}>0$ such that for any point $p_{1} \in \mathbb{R}^{k}$ and $p_{2} \in \mathbb{R}^{k}$, we have

$$
\begin{equation*}
c_{2} \delta^{\prime}\left(p_{1}, p_{2}\right) \geq \delta\left(p_{1}, p_{2}\right) \geq c_{1} \delta^{\prime}\left(p_{1}, p_{2}\right) \tag{3.3}
\end{equation*}
$$

This theorem will be used in the proof of the following one:
Theorem 3.8. The pLHD-FC-CP is NP-complete in spaces of dimension $k \geq 3$ for any norm.

Proof. We use Theorem 3.7 to prove that the pLHD-FC-CP remains NP-complete for any norm.
Let $\mathcal{L}$ be a norm and $\delta$ the distance induced by it. In particular, we note $\delta_{1}$ the distance for norm $\mathcal{L}_{1}$.
Let $S$ be an instance of the pLS-CP and $M$ be an instance of the pLHD-FC-CP for norm $\mathcal{L}$ constructed with the same method as in the proof of Theorem 3.4. We show that this construction is also a reduction for norm $\mathcal{L}$ with an appropriate choice of $d_{\min }$ and of the lower bound on the separation distance.
The distance chosen for the construction of $M$ is $d_{\min }=\frac{c_{2}}{c_{1}}\left(3 n^{4}+1\right)$. Note that since $\frac{c_{2}}{c_{1}} \geq 1$, then $d_{\min } \geq 3 n^{4}+1$. We select as a lower bound for the separation distance $\Delta_{\text {min }}=c_{2}\left(3 n^{4}+1\right)$.
Suppose that we can complete $S$. The proof of Theorem 3.4 ensures that we can complete $M$ into an LHD $M_{c}$ with separation distance $\Delta_{1} \geq d_{\text {min }}$ for norm $\mathcal{L}_{1}$ and $\Delta$ for norm $\mathcal{L}$.
Let $p_{1}, p_{2} \in M_{c}$ be two points such that $\delta\left(p_{1}, p_{2}\right)=\Delta$. We know that $\delta_{1}\left(p_{1}, p_{2}\right) \geq \Delta_{1} \geq d_{\text {min }}$. Combining it with inequality (3.3) we obtain:

$$
\delta\left(p_{1}, p_{2}\right) \geq c_{1} d_{\min }
$$

and thus

$$
\Delta \geq c_{2}\left(3 n^{4}+1\right)
$$

Now suppose that we can complete $M$ into an LHD $M_{c}$ with separation distance $\Delta \geq \Delta_{\min }$ for norm $\mathcal{L}$ and $\Delta_{1}$ for norm $\mathcal{L}_{1}$. If we show that $\Delta_{1} \geq 3 n^{4}+1$, we will be able to complete $S$ into a Latin square in the same way as in the proof of Theorem 3.4.
As before, let $p_{1}, p_{2} \in M_{c}$ be two points such that $\delta_{1}\left(p_{1}, p_{2}\right)=\Delta_{1}$. As before, $\delta\left(p_{1}, p_{2}\right) \geq$ $\Delta \geq \Delta_{\text {min }}$, which, together with inequality (3.3), gives:

$$
\Delta_{1}=\delta_{1}\left(p_{1}, p_{2}\right) \geq \frac{\delta\left(p_{1}, p_{2}\right)}{c_{2}} \geq \frac{\Delta_{\min }}{c_{2}}
$$

and finally:

$$
\Delta_{1} \geq 3 n^{3}+1
$$

Thus, we can complete $S$ into a Latin square.
To conclude the proof, we use Theorem 3.3 in Section 3.2.2.

Theorem 3.9. The pLHD-CP is NP-complete in spaces of dimension $k \geq 3$ for any norm.
Proof. The straightforward consequence of Theorems 3.1. and 3.8.

### 3.2.5 Dimension $k=2$ for norms $\mathcal{L}_{1}$ and $\mathcal{L}_{p}$

After treating dimensions $k \geq 3$, we focus on dimension $k=2$. We start by proving the NP-completeness of the pLHD-CP for norm $\mathcal{L}_{1}$. The result is next extended for norms $\mathcal{L}_{p}$.

## NP-completeness for norm $\mathcal{L}_{1}$

The proof of the following theorem consists in reducing the pLS-CP to the pLHD-CP.
Theorem 3.10. The pLHD-CP is NP-complete in the two-dimensional space with norm $\mathcal{L}_{1}$.
Proof. Let $S$ be an instance of the pLS-CP of size $n$.
We start by constructing a pLHD which codes $S$ then verify that what our construction produced is indeed a pLHD with a certain separation distance. We finish by proving that it is possible to complete the constructed pLHD with a certain separation distance if and only if S can be completed into a Latin square.
We build a pLHD $M$ composed of $n \times n$ gadgets. Each gadget is a $4 n \times 4 n$ square block which contains a point coding the value inside the corresponding tile. The size of $M$ is thus $4 n^{2} \times 4 n^{2}$. A gadget is illustrated in Fig. 3.4. The gadgets are arranged in $M$ in the same way as the tiles of that $S$ they code.
When building a gadget, we pay attention to the four square blocks of size $n \times n$ on its antidiagonal. We index them bottom-up noting them $B_{1}, B_{2}, B_{3}$, and $B_{4}$. Any of the middle blocks may be used to code the value of a tile of $S$. We arbitrarily chose block $B_{2}$ to this effect. The point inside $B_{2}$ is called a coding point. The other blocks are used to constrain the positions we can choose when adding a coding point and to ensure we can combine the gadgets together to build $M$.
In order to code a tile value, we force the points of $B_{2}$ to be on its diagonal. This allows us to use the Latin constraint to prevent other gadgets, either on the same line or the same column, from coding a tile with an identical value.
To ensure that the point of $B_{2}$ is on its diagonal, we put a point on the diagonals of $B_{1}$, $B_{3}$, and $B_{4}$. The distance constraint will force us to put a point on the diagonal of $B_{2}$. The coordinates of this point in the $n \times n$ block will code the value in a tile of the Latin square $S$. If the corresponding tile is empty, this block will remain empty too. If it is not, we put a point in position ( $a, a$ ), where $a$ is the value of the corresponding tile in $S$.
We arrange $n^{2}$ gadgets in a grid of size $n \times n$. This construction guarantees that the original Latin square can be completed if and only if we can complete the constructed pLHD into an LHD with separation distance $d_{\text {min }}=2 n$. We explain this fact formally.
We note $p(b, i, j)$ the point put in block $B_{b}$ in the gadget at position $(i, j)$. Into blocks $b=1,3$, and 4 of a gadget at position $(i, j)$ we insert the following points:

$$
p(b, i, j)=(4 n i+(b-1) n+1+(i+j) \bmod n, 4 n j+b n-1-(i+j) \bmod n) .
$$

These points constrain the positions on which the remaining points can be added. Note that the remaining points must be placed in the coding blocks of the gadgets, as all other


Figure 3.4: Construction of a gadget for the reduction for $n=3, k=2$, and norm $\mathcal{L}_{1}$. Block $B_{2}$ contains a coding point. In this example, it codes the value 2 . The gray areas indicate the positions where a point would be closer than $d_{\min }=2 n=6$ to the points in $B_{1}$ or $B_{3}$.
coordinates have been already taken by the points we have just inserted into $B_{1}, B_{3}$, and $B_{4}$.
We note $S(i, j)$ the value of the tile $(i, j)$ of $S$, if it exists. The point coding this tile value is:

$$
p(2, i, j)=(4 n i+n+S(i, j)-1,4 n j+2 n-S(i, j)) .
$$

After finishing our construction, we should verify whether all added points form a pLHD $M$ and are separated one from another by a distance at least $2 n$. We start by computing the distance between points.
Let $p_{1}=p\left(b_{1}, i_{1}, j_{1}\right)$ and $p_{2}=p\left(b_{2}, i_{2}, j_{2}\right)$ be two different points of $M$ separated by distance $\delta_{1}\left(p_{1}, p_{2}\right)$. If both points are in the same gadget, $i_{1}=i_{2}=i, j_{1}=j_{2}=j$ and $b_{1} \neq b_{2}$ then $p_{1}=p\left(b_{1}, i, j\right)$ and $p_{2}=p\left(b_{2}, i, j\right)$. We note $R_{s}^{(t)}=p_{s}^{(t)} \bmod n$, where $p_{s}^{(t)}$ signifies the $t^{\text {th }}$ coordinate of $p_{s}$. This notation is used to express the distance between $p_{1}$ and $p_{2}$ :

$$
\begin{aligned}
\delta_{1}\left(p_{1}, p_{2}\right)=\mid 4 n i+\left(b_{1}-1\right) n+R_{1}^{(1)}- & 4 n i-\left(b_{2}-1\right) n-R_{2}^{(1)} \mid+ \\
& \left|4 n j+\left(b_{1}-1\right) n+R_{1}^{(2)}-4 n j-\left(b_{2}-1\right) n-R_{2}^{(2)}\right|,
\end{aligned}
$$

which may be rewritten as:

$$
\delta_{1}\left(p_{1}, p_{2}\right)=\left|\left(b_{1}-b_{2}\right) n+R_{1}^{(1)}-R_{2}^{(1)}\right|+\left|\left(b_{1}-b_{2}\right) n+R_{1}^{(2)}-R_{2}^{(2)}\right| .
$$

Knowing that $\left|R_{1}^{(1)}-R_{2}^{(1)}\right|<n$ and $\left|R_{1}^{(2)}-R_{2}^{(2)}\right|<n$, we can remove these terms from the absolute value and group them differently:

$$
\delta_{1}\left(p_{1}, p_{2}\right)=2\left|b_{1}-b_{2}\right| n+R_{1}^{(1)}+R_{1}^{(2)}-\left(R_{2}^{(1)}+R_{2}^{(2)}\right) .
$$

If $b_{1} \neq 2$ then $R_{1}^{(1)}=i+j \bmod n$ and $R_{1}^{(2)}=n-1-(i+j \bmod n)$ and thus $R_{1}^{(1)}+R_{1}^{(2)}=n-1$. Similarly, if $b_{2} \neq 2$ then $R_{2}^{(1)}+R_{1}^{(2)}=n-1$.
If $b_{1}=2$, we get $R_{1}^{(1)}=S(i, j)-1$ and $R_{1}^{(2)}=n-S(i, j)$ and thus $R_{1}^{(1)}+R_{1}^{(2)}=n-1$. In the same way, if $b_{2}=2$ then $R_{2}^{(1)}+R_{2}^{(2)}=n-1$.
The distance between points $p_{1}$ and $p_{2}$ becomes:

$$
\delta_{1}\left(p_{1}, p_{2}\right)=2\left|b_{1}-b_{2}\right| n \geq 2 n .
$$

After checking the distance, we verify that $M$ is indeed a pLHD by establishing that any two points do not share a coordinate. As before, $p_{1}=p\left(b_{1}, i_{1}, j_{1}\right)$ and $p_{2}=p\left(b_{2}, i_{2}, j_{2}\right)$ are two different points of $M$. We need to examine several cases:
First case, both points are in different blocks, $b_{1} \neq b_{2}$ : in this situation,

$$
\begin{aligned}
& p_{1}^{(1)} \bmod 4 n \neq p_{2}^{(1)} \bmod 4 n \\
& p_{1}^{(2)} \bmod 4 n \neq p_{2}^{(2)} \bmod 4 n .
\end{aligned}
$$

Thus, we get $p_{1}^{(1)} \neq p_{2}^{(1)}$ and $p_{1}^{(2)} \neq p_{2}^{(2)}$.
Second case, both points are in the same block, $b_{1}=b_{2}=b$ : we either have $i_{1} \neq i_{2}$ or $j_{1} \neq j_{2}$. We examine here these two sub-case.
In the first sub-case, the quotients of the division of $p_{1}^{(1)}$ and $p_{2}^{(1)}$ by $n$ are different, which means that $p_{1}^{(1)} \neq p_{2}^{(1)}$. Similarly, in the second sub-case, the quotients of the division of $p_{1}^{(2)}$ and $p_{2}^{(2)}$ by $n$ are different and therefore $p_{1}^{(2)} \neq p_{2}^{(2)}$.
We still have to prove that $i_{1} \neq i_{2}$ and $j_{1}=j_{2}=j$ leads to $p_{1}^{(1)} \neq p_{2}^{(1)}$, and symmetrically, $j_{1} \neq j_{2}$ and $i_{1}=i_{2}=i$ gives $p_{1}^{(2)} \neq p_{2}^{(2)}$.

When $b \neq 2$, we have $i_{1}+j_{1} \neq i_{2}+j_{2}$, and thus $p_{1}^{(1)} \bmod n \neq p_{2}^{(1)} \bmod n$, which gives $p_{1}^{(1)} \neq p_{2}^{(1)}$. The same reasoning allows us to prove the symmetrical part.
If $b=2$, then

$$
\begin{aligned}
& p_{1}^{(1)} \bmod n=S\left(i_{1}, j\right), \\
& p_{2}^{(1)} \bmod n=S\left(i_{2}, j\right) .
\end{aligned}
$$

In this situation, if $p_{1}^{(1)}=p_{2}^{(1)}$, we would have $S\left(i_{1}, j\right)=S\left(i_{2}, j\right)$, which is impossible as $S$ is a partial Latin square. Similarly, as

$$
\begin{aligned}
& p_{1}^{(2)} \bmod n=n-S\left(i, j_{1}\right) \\
& p_{2}^{(2)} \bmod n=n-S\left(i, j_{2}\right),
\end{aligned}
$$

if $p_{1}^{(2)}=p_{2}^{(2)}$, we would have $S\left(i, j_{1}\right)=S\left(i, j_{2}\right)$, which is impossible.
We conclude that $M$ is a pLHD with separation distance $d_{\text {min }}=2 n$.
We now prove the equivalence of completing $S$ and completing $M$ with a separation distance $d_{\text {min }}=2 n$.
We now suppose that $S$ can be completed into a Latin square $S_{c}$. We then put points in the empty blocks $B_{2}$ to represent values in the tiles of $S_{c}$ and we get a complete LHD of size $4 n^{2}$ with separation distance $d_{\text {min }}=2 n$.
Starting from the pLHD-CP, we suppose that $M$ can be completed in an LHD of size $4 n^{2}$ with separation distance $d=2 n$. The construction described above ensures that coding points can be placed only on the diagonal of the block $B_{2}$ of each gadget. Indeed, a point outside of this block would share a coordinate with another point. Moreover, points in this block, but outside its diagonal, would be at a distance less than $2 n$ of any other point. The distance constraint also prevents us from putting more than one point in each block. As the coding points are on the diagonal of a block $B_{2}$, their coordinates inside that block are $(a, a)$. We put the value $a$ in the corresponding, initially empty, tile of $S$. Since $M$ lacks a point for each empty tile of $S$, and two coding points either on the same line or on the same column cannot code the same value, $S$ is completed into a Latin square.

The construction made in the proof above can be extended to demonstrate that the pLHDCP is also NP-complete for all norms $\mathcal{L}_{p}$.

## Results for any norm $\mathcal{L}_{p}$

In the two-dimensional space the pLHD-CP is NP-complete for any norm $L_{p}$. We perform a similar reduction from the pLS-CP as for norm $\mathcal{L}_{1}$ in the proof of Theorem 3.10.
Points which are at the same distance from a given point according to the metrics derived from norms $\mathcal{L}_{p}$ form a "classical circle" when $p=2$ and a hyper-circle which becomes more and more alike a square with rounded corners when $p$ goes up. The proof of the following theorem takes advantage of certain concepts elaborated in the proof of Theorem 3.10 for norm $\mathcal{L}_{1}$ for which a "circle" is actually a square whose diagonals lie on the vertical and horizontal axes of the Cartesian system.

Theorem 3.11. The $p L H D-F C-C P$ is $N P$-complete for any norm $\mathcal{L}_{p}$ with $p \in \mathbb{N}^{*}$ and $k=2$.

Proof. In the reduction, we use the pLHD-FC-CP to forbid certain coordinates in the pLHD we will construct (as we did in the proof of Theorem 3.6). The idea is to have a distance $d_{\text {min }}$ large enough to approximate the circle for norm $\mathcal{L}_{p}$ as a straight line, so the only places where we can put a point are on the diagonal of the block of free coordinates, as it was naturally the case for norm $\mathcal{L}_{1}$ in the previous construction. Once this is done, we can use the same
method as in the proof of Theorem 3.10 to reduce the pLS-CP into the pLHD-FC-CP. As in the above-mentioned proof, a gadget is a square containing a coding point. The position of this point codes a value inside a tile of a Latin square, while the position of the gadget codes the position of the tile. The complete pLHD will be an $n \times n$ array of gadgets separated by $d_{\text {min }}$ forbidden coordinates. The gadgets are thus sufficiently far one from another to prevent two points from different gadgets from intervening in the separation distance.
We build three blocks $n \times n$ on the antidiagonal of each gadget. To make a gadget large enough to approximate a circular arc by a line segment inside it, we separate its consecutive antidiagonal blocks by $f$ forbidden coordinates. The middle block has $n$ free coordinates (see Definition 3.2) in each dimension. This block contains a coding point if the corresponding tile of the partial Latin square has a value inside it. We put this point on the diagonal, in position $(a, a)$, where $a$ is the value inside the tile, as we did for the reduction to prove Theorem 3.10. This construction is illustrated in Fig. 3.5.
The two other squares contain a point on their diagonal. To be sure that a coding point can be inserted only on the diagonal of the block in the middle of any gadget, we check the distance between a coding point on the diagonal in position $(i, i)$ in the coding block and a fixed point in position $(j, j)$ in one of the two other square blocks of the gadget:

$$
d_{i, j}=\sqrt[p]{(f+n+i-j)^{p}+(f+n+j-i)^{p}} .
$$

The shortest distance is obtained when $i=j$ :

$$
d_{\min }=\sqrt[p]{(f+n)^{p}+(f+n)^{p}} .
$$

We also check the distance between a point in position $(i, j), i \neq j$, and the closest fixed point in position $(k, k)$ in a corner square. We suppose without loss of generality that $i<j$ :

$$
d_{i, j, k}=\sqrt[p]{(f+n+i-k)^{p}+(f+n+k-j)^{p}} .
$$

The greatest distance is reached for $i=0, j=1, k=n-1$ :

$$
d_{\max }=\sqrt[p]{(f+2 n-1)^{p}+(f+1)^{p}}
$$

If we prove that $d_{\min }>d_{\max }$, the reduction will be accomplished, as completing the pLHD we constructed in an LHD with separation distance $d_{\text {min }}$ will be equivalent to complete the partial Latin square in the same manner as in the reduction in the proof of Theorem 3.10. We consider the polynomial: $P(f)=d_{\min }^{p}-d_{\max }^{p}$. We rewrite it as:

$$
\begin{equation*}
P(f)=2(f+n)^{p}-(f-1)^{p}-(f+2 n-1)^{p} . \tag{3.4}
\end{equation*}
$$

Let us represent $P(f)$ as $\sum_{i=0}^{p} a_{i} f^{i}$. We examine its coefficients in order to determine its degree. We first consider the coefficient of the term of degree $p$ :

$$
a_{p}=2-1-1=0 .
$$

We continue with the coefficient of the term of degree $p-1$ :

$$
a_{p-1}=2 p n+2 p-(2 p n-2 p)=4 p .
$$

The highest degree term of $P(f)$ is thus $4 p f^{p-1}$. Observe that $P(f)>0$ for any $f$ beyond the greatest root $r_{\max }$. To bound $r_{\max }$ with polynomial coefficients we use the Rouché theorem which allows us to say that for any root $r$ :

$$
|r| \leq 1+\frac{1}{a_{p-1}} \max \left(\left|a_{0}\right|,\left|a_{1}\right|, \ldots,\left|a_{p-2}\right|\right) .
$$



Figure 3.5: Construction of a gadget for dimension $k=2$ and norm $\mathcal{L}_{2}$. The squares in bold are intersections of free coordinates. The coding point represents here the value 2 . The gray areas represent the area in which a coding point would be at a distance shorter than $d_{\text {min }}$ from one of the points either in the bottom left or in the upper right squares.

The Newton binomial theorem applied to Eq. (3.4) for $i \in \llbracket 0, p-2 \rrbracket$ provides us with the coefficients of $P(f)$ :

$$
a_{i}=2\binom{p}{i} n^{p-i}-\binom{p}{i}(-1)^{p-i}-\binom{p}{i}(2 n-2)^{p-i} .
$$

Knowing that $\binom{p}{i}<2^{p}$, we get the bound on all the coefficients:

$$
\left|a_{i}\right|<2^{p} 2^{p} n^{p}+2^{p}=2^{2 p} n^{p}+2^{p} .
$$

Therefore, the choice of $f_{p}=2+\frac{2^{2 p} n^{p}}{2 p}+1$ would lead to $d_{\min }>d_{\max }$ for all $n$.
We thus have a pLHD with the same properties as in the proof of Theorem 3.10. Indeed, the distance constraint forces us to put points on the diagonal of the central block. The Latin constraint prevents us from coding the same value more than once in the same line or same column. Coding points can be put on the diagonal if and only if the corresponding Latin square can be completed and therefore this construction is a reduction of the pLSCP instances to a subset of those of the pLHD-FC-CP. Note that $p$ is not an entry of the problem, and thus the size of $M$ is still polynomial.

We now go back to the original pLHD-CP.
Theorem 3.12. The $p L H D-C P$ is $N P$-complete for any norm $\mathcal{L}_{p}$ with $p \in \mathbb{N}^{*}$ and $k=2$.
Proof. The straightforward consequence of Theorems 3.1. and 3.11.

### 3.2.6 Dimension $k=2$ for norm $\mathcal{L}_{\infty}$

We proved that the pLHD-CP is NP-complete for all norms $\mathcal{L}_{p}$ by adapting the reduction used for norm $\mathcal{L}_{1}$. This result, however, cannot be extended to norm $\mathcal{L}_{\infty}$. While we could use the fact that for any norm $\mathcal{L}_{p}$ the circle has a tangent with a diagonal slope at certain points in order to adapt the reduction used for norm $\mathcal{L}_{1}$, this is not the case for norm $\mathcal{L}_{\infty}$. To prove the NP-completeness of the pLHD-CP for this norm, we reduce from a different problem.

## NP-completeness for norm $L_{\infty}$

The proof of the following theorem contains a reduction from the $\left(3, B_{2}\right)$-SAT problem which is an NP-complete variant of the 3-SAT problem, where each variable appears four times, twice negated and twice not negated [9]. As for Theorems 3.6 and 3.12 , we build a reduction for the pLHD-FC-CP.

Theorem 3.13. The pLHD-FC-CP is NP-complete for norm $\mathcal{L}_{\infty}$ on the plane.
Proof. Let $S$ be an instance of the ( $3, B_{2}$ )-SAT problem with $C$ clauses and $n$ variables $x_{i}$, $i=1,2, \ldots, n$. We consider a certain distance $d_{\min }$ which will be determined later. First of all, we need a specific notation to address the elements of $S$ :

- $C_{j}$ - the $j^{\text {th }}$ clause of S ,
- $l_{j}^{r}$ - the $r^{\text {th }}$ literal of clause $C_{j}, r=1,2,3$,
- $x_{i}$ - the $i^{\text {th }}$ variable of $S$,
- $x_{i}^{m}$ - the $m^{\text {th }}$ occurrence of the literal $x_{i}, m=1,2$,
- $\bar{x}_{i}^{m}$ - the $m^{\text {th }}$ occurrence of the literal $\bar{x}_{i}, m=1,2$.

To reduce the pLHD-FC-CP to the $\left(3, B_{2}\right)$-SAT problem, we use an intermediate representation for $S$. It will be seen as an array containing elements from $\{0,1\}$. This array will be transformed into a pLHD M. The lines and columns of S will be reduced to free coordinates in M. Consequently, the entries of S become intersections of free coordinates in M. The '1's will become points in M, while intersections with ' 0 ' cannot accept a point as they would be too close to another point. The following construction is illustrated in Fig. 3.6.
Lines of $S$ are numbered by clauses and their three literals. More precisely speaking, a line corresponding to $C_{j}$ is followed by three lines of its literals $l_{j}^{1}, l_{j}^{2}$ and $l_{j}^{3}$. Line $C_{j}$ together with lines $l_{j}^{1}, l_{j}^{2}, l_{j}^{3}$ form a horizontal group.
Columns are also organized in groups. Each vertical group is composed of three columns and corresponds either to the first occurrence of literals $x_{i}$ and $\bar{x}_{i}$ or to their second occurrence. Columns of the group representing the first occurrence of $x_{i}$ and $\bar{x}_{i}$ are noted $x_{i}^{1}, c_{i}^{1}$ and $\bar{x}_{i}^{1}$. We attract the reader's attention to the extra column $c_{i}^{1}$ in the middle. The three-column bands corresponding to the second occurrence of variable $x_{i}$ are organized in the same way: $x_{i}^{2}, c_{i}^{2}$ and $\bar{x}_{i}^{2}$.
The vertical groups of the array are, in a natural way, aligned according to the schema: groups $x_{i}^{1}, c_{i}^{1}$ and $\bar{x}_{i}^{1}$ for all variables $x_{i}$, followed by the groups $x_{i}^{2}, c_{i}^{2}$ and $\bar{x}_{i}^{2}$ for all $x_{i}$, $i=1,2, \ldots, n$.
The necessity of transformation of $S$ into an instance $M$ of the pLHD-FC-CP determines the method of filling up S.
First of all, the Latin constraint has to be respected, which means that array S may contain at most a single ' 1 ' in each line and each column. Additionally, the distance constraint of
$M$ is represented by the groups in $S$ : two '1's cannot be located in a single intersection of a vertical and horizontal groups.
Figure 3.6 illustrates the fragment of M relative to variable $x_{1}$, which includes the free coordinates corresponding to the two groups of columns referencing $x_{1}$ and the four groups of lines corresponding to the clauses containing $x_{1}$, which we assumed to be $C_{1}, C_{2}, C_{3}$, and $C_{4}$.
Despite the fact that the lines and columns we defined are already sufficient to code the SAT instance, we need to inflate our array, composed of $4 C$ lines and $6 n$ columns at the moment, into a square array.
We add $3 n$ lines and $n+C$ columns outside of groups, placing them arbitrarily at the "ends" of the array. They will be considered individually.
As S contains each variable four times, it means that it has $4 n$ literals. We also know that each clause is composed of three literals, which means that S contains $3 C$ literals, hence $4 n=3 C$. We conclude that S is a square array which has $3 n+4 n+C=7 n+C$ lines and columns.
We need to represent the satisfaction of a clause $C_{j}$ of S . We use line $C_{j}$ to this effect: it contains a ' 1 ' if the corresponding clause is satisfied by giving a logical value to the variable corresponding to the column of the ' 1 '. We also need to avoid assigning the opposite values to the same variable.
To reach this goal, we put the value ' 0 ' in every entry of array $S$ except the intersections between:

- line $C_{j}$ and column $x_{i}^{1}$ if clause $C_{j}$ contains $x_{i}^{1}$,
- line $C_{j}$ and column $\bar{x}_{i}^{1}$ if clause $C_{j}$ contains $\bar{x}_{i}^{1}$,
- line $C_{j}$ and column $c_{i}^{2}$ if clause $C_{j}$ contains either $x_{i}^{2}$ or $\bar{x}_{i}^{2}$,
- line $l_{j}^{k}$ and column $c_{i}^{1}$, if literal $l_{j}^{k}$ is either $x_{i}^{1}$ or $\bar{x}_{i}^{1}$,
- line $l_{j}^{k}$ and column $x_{i}^{2}$, if literal $l_{j}^{k}$ is either $x_{i}^{1}$ or $x_{i}^{2}$.
- line $l_{j}^{k}$ and column $\bar{x}_{i}^{2}$, if literal $l_{j}^{k}$ is either $\bar{x}_{i}^{1}$ or $\bar{x}_{i}^{2}$.

The intersections of $3 n$ supplementary lines are treated differently. We do not put ' 0 ' in the intersections between:

- the first $n$ supplementary lines and columns $x_{i}^{1}$,
- the next $n$ supplementary lines and columns $\bar{x}_{i}^{1}$,
- the last $n$ supplementary lines and columns $c_{i}^{2}$.

For the supplementary columns we refrain from putting ' 0 ' on the intersections between:

- the first $n$ supplementary columns, indexed for sake of clarity $x_{i}^{3}$, and lines $l_{j}^{k}$, if literal $l_{j}^{k}$ is either $x_{i}^{2}$ or $\bar{x}_{i}^{2}$,
- the last $C$ supplementary columns and all $3 n$ supplementary lines.

Suppose that S can be satisfied. As in each clause $C_{s}$ there is at least one literal which makes it be satisfied, we select this literal. If it is its first occurrence (i.e. either $x_{k}^{1}$ or $\bar{x}_{k}^{1}$ ) we put ' 1 ' in line $C_{s}$ and the column indexed by it. In contrast, if it is the second occurrence, we put ' 1 ' in column $c_{k}^{2}$.
Logical values assigned to literals of clause $C_{s}$ are expressed by '1's in lines $l_{s}^{r}$ and column:

- if $l_{s}^{r}=x_{k}^{1}$, column $x_{k}^{2}$ for $x_{k}=T$ and column $c_{k}^{1}$ for $x_{k}=F$,


Figure 3.6: Lines, columns, and intersections for variable $x_{1}$ in S. Seen as M: dotted lines and columns are its free coordinates. Gray squares represent intersections in which it is possible to put a point in $M$, as the corresponding entries in $S$ do not contain '0's.

- if $l_{s}^{r}=\bar{x}_{k}^{1}$, column $c_{k}^{1}$ for $x_{k}=T$ and column $\bar{x}_{k}^{2}$ for $x_{k}=F$,
- if $l_{s}^{r}=x_{k}^{2}$, column $x_{k}^{3}$ for $x_{k}=T$ and column $x_{k}^{2}$ for $x_{k}=F$,
- if $l_{s}^{r}=\bar{x}_{k}^{2}$, column $\bar{x}_{k}^{2}$ for $x_{k}=T$ and column $x_{k}^{3}$ for $x_{k}=F$.

In each supplementary line there is exactly one intersection either with column $x_{k}^{1}$ or with column $\bar{x}_{k}^{1}$ or with column $c_{k}^{2}$. If the corresponding column does not have a ' 1 ' already, we insert ' 1 ' in this place, otherwise we insert it in the first supplementary column without ' 1 '. Since $C$ columns among those numbered with $x_{k}^{1}, \bar{x}_{k}^{1}$ or $c_{k}^{2}$ are already filled before we start to fill the supplementary $3 n$ lines, we can fit a ' 1 ' in each of them. We then put ' 0 ' in each entry which is still empty. Note that no intersection of groups of lines and columns contains more than one ' 1 ', and each line and column contains exactly one ' 1 '.
Now suppose that we can complete array $S$ while respecting both the Latin and distance constraints.
By construction, each ' 1 ' is in a previously empty entry. Moreover, only one ' 1 ' can be put in each intersection of groups of lines and columns. Since each line contains one '1', we have one point in each line $C_{s}$. We then assign the value $T$ to the literals corresponding to the column of the ' 1 ' in each line noted $C_{s}$. Thus, we have an assignment that satisfies $S$. However, we still have to check that we did not assign $T$ to a variable and its negation. This verification is illustrated on Fig. 3.7.
We show this by using the Latin and distance constraints multiple times to prove that if a ' 1 ' is in the intersection between line $C_{s}$ and column $x_{k}^{1}$ (which means that we assign T to variable $x_{k}$ ), there is no ' 1 ' in neither the intersection between line $C_{u}$ and column $\bar{x}_{k}^{1}$, nor in the intersection between line $C_{u}$ and column $c_{2}^{k}$.
Suppose we have a ' 1 ' in line $C_{s}$ in column $x_{k}^{1}$. We thus do not have a point in line $l_{s}^{r}$ (if literal $l_{s}^{r}=x_{k}^{1}$ ) in column $c_{k}^{1}$, since they would be in the same intersection of groups. This means that we have a ' 1 ' in line $l_{u}^{t}\left(\right.$ if $l_{u}^{t}=\bar{x}_{k}^{1}$ ) and column $c_{k}^{1}$, since there are only two empty entries in column $c_{k}^{1}$. This implies that there is no ' 1 ' in line $C_{u}$ in column $\bar{x}_{k}^{1}$ because this ' 1 ' is in the same intersection of groups containing $l_{u}^{t}$ and $c_{k}^{1}$, which means that we cannot assign $T$ to $\bar{x}_{k}^{1}$. This also means that there is no ' 1 ' in column $\bar{x}_{k}^{2}$ in line $l_{u}^{t}$. Therefore, there is a ' 1 ' in column $\bar{x}_{k}^{2}$ in line $l_{w}^{v}$ (if $l_{w}^{v}=\bar{x}_{k}^{2}$ ). This means that there is no ' 1 ' in line $C_{w}$ in column $c_{k}^{2}$ (because they are in the same intersection of groups containing column $\bar{x}_{k}^{2}$ and line $l_{w}^{v}$ ), which leads to the impossibility of assigning $T$ to $\bar{x}_{k}^{2}$.
The same reasoning prevents us from assigning T either to $x_{k}^{1}$ or to $x_{k}^{2}$ if $\bar{x}_{1}=T$.
Finally, if there is a ' 1 ' in line $C_{j}$ (which contains $x_{k}^{2}$ ) and column $c_{k}^{2}$, there is no ' 1 ' in line $C_{j^{\prime}}$ in column $c_{k}^{2}$ (if $C_{u}$ contains $\bar{x}_{k}^{2}$ ), which ensures that we cannot assign $T$ to both $x_{k}^{2}$ and $\bar{x}_{k}^{2}$.
After excluding the possibility of assigning the opposite logical values to a variable, we build a pLHD M from array S. We construct it in the following manner: each line and each column from $S$ is represented by a free coordinate. Two lines (or columns) inside the same group are ( $d_{\text {min }}, 1$ )-close (or ( $d_{\min }, 2$ )-close), according to Definition 3.3, with the number 1 attributed to the vertical axis and the number 2 attributed to the horizontal axis, which means that these free coordinates differ by less than $d_{\text {min }}$. Additionally, we forbid each intersection whose corresponding entry in $S$ contains a ' 0 ' by adding a point at a distance lower than $d_{\text {min }}$ from all these intersections. Another way to see it is that we need to cover these intersections with circles of radius $d_{\text {min }}$, which are, as a matter of fact, squares for norm $\mathcal{L}_{\infty}$. We thus have to cover the forbidden intersections with squares such that the center of each square is not covered by any other square.
The method of covering intersections depends on the configuration of the group of lines and the group of columns the intersections belong to.
Lines come either in groups of 4 or alone. Similarly, columns come either in groups of 3 or alone. Obviously, the configurations of intersections are: $4 \times 3,4 \times 1,1 \times 3$, and $1 \times 1$.


Figure 3.7: Lines, columns, and intersections for variable $x_{1}$ in M . We verify that assigning $T$ to $x_{1}$ and using it to satisfy clause $C_{1}$ (putting a point in line $C_{1}$ and column $x_{1}^{1}$ ) prevents from using it to satisfy clauses $C_{2}$ and $C_{4}$ containing its negation. The arrows represent constraints, vertical and horizontal arrows representing the Latin constraint and diagonal arrows representing the distance constraint. A solid black dot inside an intersection means that a point has to be put in it. A cross means that no point can be put in the intersection. An empty circle means that a point can be put in the intersection but is not necessary.

The last three configurations allow at most one intersection. We cover them using either one square to cover the whole configuration if no intersection is allowed or two squares if one intersection is allowed, this allowed intersection is produced by the edges of both squares. The last type is the $4 \times 3$ configuration, obtained by the intersection of groups of the initial $4 C$ lines and $6 n$ columns. In configurations of this type, we have either none, one or two allowed intersections, which are on different lines and columns. Additionally, if two intersections are allowed, one of those is in the upper line $\left(C_{j}\right)$ of the group. Since the configurations are three lines wide and we have two points on different columns, one of the points is on the border of the configuration.
If no intersection is allowed, we can put one point in the middle of the configuration. Since each line and each column of this configuration are either $\left(d_{\min }, 1\right)$-close or $\left(d_{\min }, 2\right)$-close, the distance between them is smaller than $d_{\text {min }}$, and thus each intersection of this group will be covered by that point.
If one and only intersection is allowed, we put one point in each direction at a distance $d_{\text {min }}$ from the allowed point, on a line or column $\left(d_{\min }, 1\right)$-close (or $\left(d_{\min }, 2\right)$-close) to the allowed point. Each intersection but the allowed one is at a distance less than $d_{\text {min }}$ from at least one of the added points.
If two intersections are allowed, we put two points such that the square of size $d_{\text {min }}$ is tangent to both of them. If the allowed intersection in line $C_{j}$ is not in the center column, we put the squares in such a way that they are both tangent to the second intersection, one vertically and the other horizontally. This case is illustrated on Fig. 3.8. If the allowed intersection in line $C_{j}$ is in the center column, we put one square vertically tangent to it, and the last square horizontally tangent to the second intersection. This case is illustrated on Fig. 3.9.
We still have to choose $d_{\text {min }}$. Since we have to put at most four points to cover each group, and we have $(3 n+C)^{2}$ groups, we can choose $d_{\min }=4(3 n+C)^{2}+1$.
Since pLHD M respects the same constraints as $S$, it can be completed with separation distance $d_{\min }$ if and only if S can be satisfied. We have a reduction from $\left(3, B_{2}\right)$-SAT to the pLHD-FC-CP.

The equivalence of the pLHD-FC-CP and the pLHD-CP allows us to formulate the following:
Theorem 3.14. The pLHD-CP is NP-complete for norm $\mathcal{L}_{\infty}$ on the plane.
Proof. The straightforward consequence of Theorems 3.1 and 3.13.

### 3.3 Conclusion

We proved the NP-completeness of the pLHD-CP for the following cases: for all norms in dimensions $k \geq 3$, and on the plane for norms $\mathcal{L}_{\infty}$ and norms $\mathcal{L}_{p}$, with $p \in \mathbb{N}^{*}$. This ensures that, unless $\mathrm{P}=\mathrm{NP}$, no polynomial-time exact algorithm exists to solve this problem. In the next section, we continue this study with the search for performance guarantees, including upper bounds and approximation algorithms. On the one hand, we show an approximation algorithm for the LHD-CP and two new upper bounds we use to prove the approximation. On the other hand, we prove that no approximation algorithm exists for the pLHD-CP in dimension $k \geq 3$. We also give a bound for the approximation ratio of an approximation algorithm for completing a pLHD in the plane for norm $\mathcal{L}_{\infty}$.


Figure 3.8: Configuration $4 \times 3$ of intersections covered by four gray squares (circles according to $\mathcal{L}_{\infty}$ ). The dashed square is a circle of radius $d_{\min }$ centered in the allowed intersection between $c_{k}^{2}$ and $l_{j}^{2}$ : the centers of the four covering squares are outside of it.


Figure 3.9: Configuration $4 \times 3$ of intersections covered by four squares (circles according to $\mathcal{L}_{\infty}$ ). The dashed square is a circle of radius $d_{\min }$ centered in the allowed intersection between $\bar{x}_{k}^{1}$ and $l_{j}^{2}$ : the center of the covering squares are outside it.

## Chapter 4

## Guarantees of performance for algorithms

After proving the NP-completeness of the pLHD-FC-CP and the pLHD-CP, we search for guarantees of performances of algorithms for both problems, in the form of upper bounds and approximation ratios. We start by finding out that the pLHD-CP and the pLHD-FC-CP are inapproximable for dimensions $k \geq 3$, and we give an upper bound for an approximation ratio in dimension $k=2$ for norm $\mathcal{L}_{\infty}$. These results are summarized in Table 4.1 [48]. We follow by studying the LHD-CP, focusing on norm $\mathcal{L}_{2}$. We show two new upper bound and use them to prove an approximation algorithm [49].

| Norm | Dimension | Approximability |
| :---: | :---: | :---: |
| Any norm | $k \geq 3$ | No $\epsilon$-approximation for $\epsilon>0$ |
| Norm $\mathcal{L}_{\infty}$ | $k=2$ | No $\epsilon$-approximation for $\epsilon \geq \frac{2}{3}$ |
|  |  |  |

Table 4.1: Approximability of the pLHD-CP

### 4.1 State of the art

Optimal algorithms have been designed for the LHD-CP on the plane for norms $\mathcal{L}_{1}$ and $\mathcal{L}_{\infty}$ in [51], making this problem P for this subcases. Both algorithms have a linear complexity $\mathcal{O}(n)$, and are based on a regular covering: each point is placed in a regular manner, along almost horizontal lines for norm $\mathcal{L}_{\infty}$ and along diagonal lines for norm $\mathcal{L}_{1}$. The authors of [51] also proposed an upper bound for $\mathcal{L}_{2}$ by applying Oler's theorem [40] to the square. However, no polynomial optimal algorithm has been found, nor any approximation algorithm.
In [52], numerous upper bounds have been formulated for norms $\mathcal{L}_{1}, \mathcal{L}_{2}$ and $\mathcal{L}_{\infty}$. For each of these norms, an upper bound tight when the number of dimensions is high relatively to the size of the LHD, has been proposed. The bound for norm $\mathcal{L}_{2}$ was found thanks to the fact that the sum of squared distances, and thus their mean, is constant among all LHDs of the same size and dimension. The squared minimal distance has to be lower than the mean. The bound obtained is:

$$
d_{\min }^{2} \leq\left\lfloor\frac{n(n+1) k}{6}\right\rfloor .
$$

The same principle is used to find an upper bound for norm $\mathcal{L}_{1}$, without squaring the distance. This gives:

$$
d_{\min } \leq\left\lfloor\frac{(n+1) k}{3}\right\rfloor
$$

A similar idea is used for norm $\mathcal{L}_{\infty}$ by counting the number of points that can be separated by a certain distance on each dimension, and stating that this number multiplied by the
number of dimensions has to be higher than the number of points. The minimal distance has to respect the following inequality:

$$
k\left(n-d_{\min }\right)\left(n-d_{\min }+1\right) \geq n(n-1) .
$$

Additionally, the authors of [52] have shown an upper bound for $\mathcal{L}_{\infty}$ that is tight when the size $n$ of the LHD is close to $b^{k}, b$ being a positive integer, by using a bound for unrestricted maximin designs found in [5], obtaining that

$$
d_{\min } \leq\left\lfloor\frac{n-1}{\sqrt[k]{n-1}}\right\rfloor
$$

They also proposed an optimal algorithm for the case where $n=b^{k}$, based on a mapping from $\llbracket 0, b-1 \rrbracket^{k}$ to an LHD. Moreover, they constructed an upper bound for the three-dimensional space. Their idea to this construction is as follows: if an LHD has a separation distance $d$, then the projection on two dimensions of a layer of width $d-1$ (i.e. all the points whose third coordinate is between some value $m$ and $m+d-1$ ) is an incomplete LHD with separation distance $d$.
While several bounds have been found and algorithms have been developed for specific cases, notably norms $\mathcal{L}_{1}$ and $\mathcal{L}_{\infty}$, no approximation algorithm has been found for the general case of the construction problem. The completion problem was never studied before. We continue with the study of its approximability.

### 4.2 Completion

We prove that the pLHD-CP is inapproximable for all norms in dimensions $k \geq 3$. We first prove this fact for norm $\mathcal{L}_{1}$ and use the norm equivalence as we did in the proof of Theorem 3.8 to extend this result to all norms. We next give an upper bound for an approximation ratio in dimension $k=2$ for norm $\mathcal{L}_{\infty}$ [48].

### 4.2.1 Dimension $k \geq 3$

The completion problem does not admit an approximation algorithm in spaces with norm $\mathcal{L}_{1}$. To prove this fact we first prove the inapproximability of the completion problem with forbidden coordinates (the max-pLHD-FC-CP).

Theorem 4.1. There is no polynomial ع-approximation algorithm for the max-pLHD-FC-CP for $k \geq 3$ and norm $\mathcal{L}_{1}$ for any $\varepsilon>0$.

Proof. The proof is based upon the reductio ad absurdum argumentation. Let us suppose that there is an $\varepsilon$-approximation algorithm for this problem. Let $S$ be an instance of pLSCP. We construct a corresponding instance $M$ of the completion problem according to the scheme described in the proof of Theorem 3.6 taking

$$
d_{\min }=\frac{(k-3)\left(n^{6}+n^{2}\right)+3 n^{4}}{\varepsilon}+1 .
$$

If the result of the approximation algorithm has a separation distance

$$
\Delta>(k-3)\left(n^{6}+n^{2}\right)+3 n^{4}
$$

there will be one and only one point on the diagonal of each block. Consequently, it is possible to complete the Latin square. If the result has a separation distance

$$
\Delta \leq(k-3)\left(n^{6}+n^{2}\right)+3 n^{4}
$$

the best separation distance we can attain is

$$
\Delta^{*} \leq \frac{(k-3)\left(n^{6}+n^{2}\right)+3 n^{4}}{\varepsilon}<d_{\min }
$$

In this case we cannot obtain the pLHD with a separation distance $\Delta=d_{\text {min }}$, which means that we cannot complete the Latin square $S$.

Next, we use the theorem above to prove the following one which addresses the max-pLHDCP inapproximability.

Theorem 4.2. There is no polynomial $\varepsilon$-approximation algorithm for the max-pLHD-CP for $k \geq 3$ and norm $\mathcal{L}_{1}$ for any $\varepsilon>0$.

Proof. The consequence of Theorems 3.1 and 4.1.

### 4.2.2 Dimension $k=2$, norm $\mathcal{L}_{\infty}$

We follow the same methodology as in the previous section: the main theorem (Theorem 4.3) is formulated for the completion problem with forbidden coordinates. The theorem concerning the completion problem (Theorem 4.4) is its direct consequence thanks to Theorem 3.1. The reduction described in Theorem 3.13 can be modified to produce an upper bound on the ratio of an approximation algorithm solving the max-pLHD-FC-CP on the plane for norm $\mathcal{L}_{\infty}$.

Theorem 4.3. There is no polynomial $\left(\frac{2}{3}+\varepsilon\right)$-approximation algorithm for the max- $p L H D$ $F C-C P$ for $k=2$ and norm $\mathcal{L}_{\infty}$ for any $\varepsilon>0$.

Proof. Once again, the proof is based upon the reductio ad absurdum argumentation. Let $S$ be an instance of the $\left(3, B_{2}\right)$-SAT. We suppose that we have a polynomial-time approximation algorithm for the max-pLHD-FC-CP with an approximation ratio $\varepsilon, \varepsilon>\frac{2}{3}$. We show that this approximation algorithm could be used to solve $\left(3, B_{2}\right)$-SAT.
We build M, a pLHD with the same structure as the one described in the proof of Theorem 3.13 , except that we transpose lines $C_{j}$ with lines $l_{j}^{1}$ and do not choose $d_{\text {min }}$ yet. We need to proceed with a series of verification to show that the algorithm, whose existence was assumed, gives the optimal solution. The Latin constraint still holds, thus we only need to verify the distance constraints. This means that we need to check that we can still cover the intersections which cannot contain a point (corresponding to '0' in array S defined in the proof of Theorem 3.13), and that each intersection configuration can only contain a single point. Next, we show that we can still cover the $4 \times 3$ configurations modified by the aforementioned line transposition.
To verify the covering we observe that we can have none, one or two free intersections. The first two cases are exactly the same as without the line transposition, and we cover them as we did in the proof of Theorem 3.13. In the third case, we distinguish two sub-cases: either the two free intersections are on lines $C_{j}$ and $l_{j}^{2}$, or they are somewhere else. In the latter, the cover can be made with four squares (which are actually circles with $\mathcal{L}_{\infty}$ ), as it is equivalent to the covering used in the aforementioned proof and illustrated in Figs. 3.8 and 3.9. In the first sub-case, we need five points to cover all forbidden intersections, as shown in Fig. 4.1. After describing the covering of intersections that cannot contain a point, we study the separation distance given by the approximation algorithm whose existence is supposed.
We note $d$ the distance between two consecutive free coordinates inside a group (of columns or of lines). We can choose any value for $d$ under the condition that we have enough space to put the covering points. Since we have at most five points to cover each configuration and there is $(3 n+C)^{2}$ configurations to be covered, we can choose any $d>5(3 n+C)^{2}$. We


Figure 4.1: Configuration $4 \times 3$ of intersections covered by five squares (circles according to $\mathcal{L}_{\infty}$ ). The order of lines $l_{j}^{1}$ and $C_{j}$ follows the construction made in the proof of Theorem 4.3. The light gray areas represent circles of radius $d_{\min }$, while dark gray areas represent circles of radius $\varepsilon d_{\text {min }}$. Points representing intersections are covered by either both or none of the two circles.
also fix $d_{\min }=3 d$. We now suppose that the minimum distance given by the approximation algorithm is $d_{a}<d_{\text {min }}$. This result may be produced by one of these two methods:

- adding two points close to each other (i.e. at a distance $d_{a}<d_{\text {min }}$ from each other) and being in the same configuration, separated by at most $2 d$,
- adding a point close to a covering point (i.e. at a distance $d_{a}<d_{\min }$ from it), in which case they are separated by a distance $2 d+c$ with $c \leq 5(3 n+C)^{2}$.

We thus obtain using the second case:

$$
\frac{d_{a}}{d_{\min }} \leq \frac{2 d+c}{3 d}=\frac{2}{3}+\frac{c}{3 d} .
$$

After setting $d=\frac{5(3 n+C)^{2}}{3\left(\varepsilon-\frac{2}{3}\right)}$ we get:

$$
\frac{d_{a}}{d_{\min }} \leq \frac{2}{3}+\frac{15(3 n+C)^{2}\left(\varepsilon-\frac{2}{3}\right)}{15(3 n+C)^{2}},
$$

and after simplification:

$$
\frac{d_{a}}{d_{\min }}<\frac{2}{3}+\left(\varepsilon-\frac{2}{3}\right)=\varepsilon .
$$

Now let $d_{\text {max }}$ be the maximum separation distance for instance $M$. Since $d_{a} \geq \varepsilon d_{\max }$, then $d_{\text {max }}<d_{\text {min }}$.
Suppose that $S$ is a positive instance of $\left(3, B_{2}\right)$-SAT. The construction ensures that $d_{\max } \geq$ $d_{\min }$ and we have just shown that the separation distance found by the algorithm is $d_{a} \geq d_{\min }$. Similarly, if $S$ is a negative instance, the separation distance found by the algorithm is $d_{a} \leq d_{\text {max }}<d_{\text {min }}$.
Consequently, this approximation algorithm is a polynomial time algorithm for $\left(3, B_{2}\right)$-SAT which is impossible unless $\mathrm{P}=\mathrm{NP}$.

Theorem 4.4. There is no polynomial $\left(\frac{2}{3}+\varepsilon\right)$-approximation algorithm for the max-pLHDCP for $k=2$ and norm $\mathcal{L}_{\infty}$ for any $\varepsilon>0$.

Proof. The consequence of Theorems 3.1 and 4.3.

### 4.3 Construction

After studying guarantees of performance for the completion problem, we study the maximin LHD construction, concentrating on norm $\mathcal{L}_{2}$. We start by giving two upper bounds, before presenting an approximation algorithm and prove its approximation using the bounds we designed [49].

### 4.3.1 Bounds

We give two upper bounds, both based upon the idea of representing an LHD by nonoverlapping hyperspheres whose centers are the points of the LHD. We then compare the volume of these hyperspheres with the volume of a hypercube that contains them (see Fig. 4.2). The first bound is valid for all LHD of size large enough compared to its dimension, while the second is valid for LHDs of all sizes and dimensions.


Figure 4.2: Illustration of the construction of the bounds for $n=5, k=2$, for large LHD on the left (Section 4.3.1), for any size LHD on the right (Section 4.3.1). The bounds are obtained by observing that the dark gray area is smaller than the light gray area.

## Bound for large-size LHD.

Let $L$ be a maximin LHD of size $n$ and dimension $k$, with a separation distance $d^{*}$. We consider $n$ hyperspheres of dimension $k$, with radius $\frac{d^{*}}{2}$ and centered on the points of $L$, as shown in Fig. 4.2. We construct a hypercube of size $n+d^{*}$ and dimension $k$, which contains the hyperspheres. We compare the sum of the volumes of these hyperspheres with the volume of this hypercube. In Fig. 4.2, on the left, the light gray color indicates the volume of the hypercube and the dark gray color is attributed to the volume of the spheres. Thus we have the following inequality:

$$
\left(n+d^{*}\right)^{k} \geq n C(k)\left(\frac{d^{*}}{2}\right)^{k}
$$

where $C(k)$ is the volume of the unit sphere of dimension $k$. After simplification and taking the $k^{\text {th }}$ root we obtain:

$$
n+d^{*} \geq \frac{d^{*}}{2} \sqrt[k]{n C(k)}
$$

Dividing both sides of the equation above by $\sqrt[k]{C(k)}-\frac{2}{\sqrt[k]{n}}$, we get the bound we wanted:

$$
\begin{equation*}
d^{*} \leq \frac{2 n^{\frac{k-1}{k}}}{\sqrt[k]{C(k)}-\frac{2}{\sqrt[k]{n}}} \underset{n \rightarrow \infty}{\sim} \frac{2 n^{\frac{k-1}{k}}}{\sqrt[k]{C(k)}} \tag{4.1}
\end{equation*}
$$

The consequence of this division is that this bound is only valid for high values of $n$, such that $n>\frac{2^{k}}{C(k)}$. This is due to the fact that when $n$ grows and $k$ is fixed, $n$ grows faster than $d^{*}$. On the other hand, when $k$ grows and $n$ is fixed, the volume of the outer hypercube grows faster than the total volume of the hyperspheres. The volume of an hypersphere is $C(k)=\frac{\pi^{\frac{k}{2}}}{\Gamma\left(\frac{k}{2}+1\right)}[46]$.

## Upper bound for LHD of any size.

We make the same assumptions as in the previous subsection. This time, however, we consider a smaller hypercube, of size $n$ and dimension $k$. We represent this on the right of Fig. 4.2. The light gray shading represents the volume of the hypercube, and the dark gray


Figure 4.3: Values of the bounds for $k=3$
shading represents the part of the volume of the spheres that is always inside the hypercube. The worst bounding arises when exactly $\frac{1}{2^{k}}$ of the hypersphere volume is contained inside the hypercube. This phenomenon occurs when a sphere is centered in a corner of the hypercube (the example on the right of Fig. 4.2 illustrates the worse bounding). We then compare the volume of the parts of hyperspheres lying inside the hypercube with the volume of the hypercube itself. We get the following inequality:

$$
n^{k} \geq n \frac{1}{2^{k}} C(k)\left(\frac{d^{*}}{2}\right)^{k}
$$

which leads to

$$
n \geq \frac{d^{*}}{4} \sqrt[k]{n C(k)}
$$

The bound is thus

$$
\begin{equation*}
d^{*} \leq \frac{4 n^{\frac{k-1}{k}}}{\sqrt[k]{C(k)}} \tag{4.2}
\end{equation*}
$$

Comparison of the bounds.
In [52], the following upper bound was proved:

$$
\begin{equation*}
d^{*} \leq \sqrt{\left\lfloor\frac{n(n+1) k}{6}\right\rfloor} \tag{4.3}
\end{equation*}
$$

It was obtained using the average distance between points of an LHD. We compare this bound, which we refer to as van Dam's bound, with our volume-based bounds.
We observe in Figs. 4.3 and 4.4 that regardless of the dimension, the bound for a large-size LHD is better for high values of $n$. Van Dam's bound is lower for small values of $n$ with regard to $k$. Depending on the dimension $k$, the bound for an LHD of any size can be better than the two other bounds for intermediate values of $n$. This is explained by the fact that van Dam's bound is of $\mathcal{O}(n)$, so while it is tight for low values of $n$, it will become worse than the other two which are of $\mathcal{O}\left(n^{\frac{k-1}{k}}\right)$. The bound for LHDs of any size is obviously worse than


Figure 4.4: Values of the bounds for $k=7$
the bound for large-size LHD when $n$ takes high values. However, it outperforms the largesize LHD bound when the latter's bounding hypercube contains a lot of space unoccupied by hyperspheres (see Fig. 4.2). This occurs for intermediate values of $n$ if $k \geq 7$.

After showing these upper bounds, we describe an approximation algorithm. We start by giving an algorithm for specific cases, prove it and give its approximation ratio. We then extend it to all cases, and compare it with the best heuristic algorithms to produce maximin LHDs described in the literature.

### 4.3.2 IES algorithm

We address a sub-problem of the maximin LHD problem in which $n=b^{k}$, where $b$ and $k$ are natural numbers. Algorithm 1, that we call Inflate, Expand and Stack (IES), produces solutions whose quality can be guaranteed (Subsection 4.3.4). It will be a starting point to design algorithms solving the maximin LHD problem for any $k$ and $n$ presented in Section 4.4.

## Description of the IES algorithm

Simply put, the algorithm recursively constructs a smaller LHD of one dimension less, and uses it as a core layer which will be duplicated and stacked in order to obtain the final LHD. The base case for this recursion is the two-dimensional LHD. In this case, we use a regular grid. We rotate the grid counterclockwise around its center with angle arctan $\frac{1}{b}$ in order to have an LHD (see Fig. 4.5). This operation is handled in lines $2-5$ of Algorithm 1. The existence of such a regular grid is ensured by our assumption $n=b^{2}$.
For the recursive case, we use $b$ layers of size $b^{k-1}$. Each of these layers will be constructed recursively, using an LHD of size $b^{k-1}$ and dimension $k-1$.
To construct the first layer, we start by taking an LHD of size $b^{k-1}$ and dimension $k-1$, obtained recursively. We then add to each point a coordinate whose value is duplicated from the last coordinate of that point. We call this phase the inflate phase (line 9 of Algorithm 1), as we add one dimension.
Next, we expand each layer by multiplying each coordinate but the last by $b$. We call this the expand phase (line 12) as the size of layers increases which expands distance between


Figure 4.5: Algorithm for $k=2$ and $n=3^{2}=9$ applied to the grid on the left produces the grid on the right. The grid is rotated counterclockwise around $(4,4)$ with angle arctan $\frac{1}{3}$.
points.
Finally, we stack the layers by copying the first layer and adding an offset to each coordinate. For the $k-1$ first coordinates, the offset is the index of the layer, with the layer's indexing starting with zero. For the last coordinate, the offset will be $b^{k-1}$ times the index of the layer. We call this the stack phase (line 14). As the reader might already observe, layers are piled up in such a way that a separation distance is preserved between the points of consecutive layers.
The algorithm is illustrated using the example in three-dimensional space, $k=3, b=2$, $n=b^{3}=8$, shown in Fig. 4.6. To be able to represent a three-dimensional LHD on a two-dimensional surface, we use the first two coordinates of a point to find its position on the surface. The third coordinate is explicitly written. It may be seen as "the height" of the point in the cube. The objects in bold typeface highlight the transformations used by the algorithm.
Let us take the point $(2,3)$. We first give the two-dimensional point a third dimension (inflate phase). This point then becomes $(2,3,3)$. The expand phase places the point on a bigger LHD. In our example, the point coordinates become $(2 \times 2,3 \times 2,3)=(4,6,3)$. We then use this point multiple times during the stack phase. We then obtain in our example two points, $(4+0,6+0,3+0 \times 4)=(4,6,3)$ and $(4+1,6+1,3+1 \times 4)=(5,7,7)$, which correspond to 3 and 7 in the upper right-hand corner of Fig. 4.6.

## Complexity of the algorithm

We note $C(n, k)$ the time-complexity of the algorithm in function of $n$ and $k$. For $k=2$, we set $b$ points with a constant number of arithmetic operations. Therefore, as $n=b^{2}$

$$
C\left(b^{2}, 2\right)=\mathcal{O}\left(b^{2}\right)
$$

For the general case, $k>2$, we run the algorithm for $\operatorname{IES}\left(b^{k-1}, k-1\right)$ and then have a constant number of operations for all $k$ coordinates of all $n=b^{k}$ points. Thus $C\left(b^{k}, k\right)=$ $C\left(b^{k-1}, k-1\right)+\mathcal{O}\left(k b^{k}\right)$ which gives $C\left(b^{k}, k\right)=\mathcal{O}\left(k^{2} b^{k}\right)$. Put differently:

$$
\begin{equation*}
C(n, k)=\mathcal{O}\left(n k^{2}\right) \tag{4.4}
\end{equation*}
$$

### 4.3.3 Separation distance

The IES algorithm returns an LHD whose separation distance (for norm $\mathcal{L}_{2}$ ) $d_{\text {min }}$ can be written as a function of $n$ and $k$, bearing in mind that $n=b^{k}$.

$$
\begin{equation*}
d_{\min }=\sqrt{n^{\frac{2(k-1)}{k}}+k-1} . \tag{4.5}
\end{equation*}
$$



Figure 4.6: Algorithm in three dimensions for $n=2^{3}=8, b=2$. Point $(2,3)$ is gradually transformed into $(2,3,3)$ by inflation, to $(4,6,3)$ by expansion and to $(4,6,3)$ and $(5,7,7)$ by stacking.

```
Algorithm 1 IES( \(n, k\) )
Input: Size \(n\) and dimension \(k\) respecting \(n=b^{k}, b \in \mathbb{N}, k \geq 2\)
Output: An LHD with separation distance \(d_{\min }=\sqrt{n^{\frac{2(k-1)}{k}}+k-1}\)
    \(X \leftarrow \varnothing\)
    if \(k=2\) then
        for \(i \in \llbracket 0, b-1 \rrbracket\) do
            for \(j \in \llbracket 0, b-1 \rrbracket\) do
                \(X \leftarrow X \cup\{(b(i+1)-(j+1), i+b j)\}\)
    else
        \(Y \leftarrow \operatorname{IES}\left(b^{k-1}, k-1\right)\)
        Layer \(\leftarrow \varnothing\)
        for \(x_{i} \in Y\) do
            Layer \(\leftarrow\) Layer \(\cup\left\{\left(x_{i}^{(0)}, x_{i}^{(1)}, \ldots, x_{i}^{(k-1)}, x_{i}^{(k-1)}\right)\right\}\)
            ExpLayer \(\leftarrow \varnothing\)
            for \(x_{i} \in\) Layer do
            ExpLayer \(\leftarrow\) ExpLayer \(\cup\left\{\left(b x_{i},^{(0)}, b x_{i}^{(1)}, \ldots, b x_{i}^{(k-1)}, x_{i}^{(k)}\right)\right\}\)
        for \(x_{i} \in\) ExpLayer do
            for \(j \in \llbracket 0, b-1 \rrbracket\) do
                \(X \leftarrow X \cup\left\{\left(x_{i}^{(0)}+j, x_{i}^{(1)}+j, \ldots, x_{i}^{(k-1)}+j, x_{i}^{(k)}+j b^{k-1}\right)\right\}\)
    return \(X\)
```

We prove this fact by induction in the rest of this section.
The property $\operatorname{IES}\left(b^{k}, k\right)$ builds an LHD with separation distance $d_{\text {min }}$ given by Eq. (4.5)" is expressed by a predicate noted as $H(k)$. To start the induction, we need the following lemma:

Lemma 4.1. $\operatorname{IES}\left(b^{2}, 2\right)$ returns an $L H D$ with separation distance $d_{\min }=\sqrt{b^{2}+1}$.
Proof. Let $k=2$. We verify that the result obtained is an LHD of size $n$ in two dimensions and with a separation distance $d_{\min }=\sqrt{b^{2}+1}$. Let $X$ be the output of $\operatorname{IES}\left(b^{2}, 2\right)$. We consider two different points of $X, x_{1}$ and $x_{2}$. We express $x_{1}$ and $x_{2}$ as a function of variables $i_{1}$ and $j_{1}$ as stated in line 5 of Algorithm 1:

$$
\begin{aligned}
& x_{1}=\left(b\left(i_{1}+1\right)-\left(j_{1}+1\right), i_{1}+b j_{1}\right), \\
& x_{2}=\left(b\left(i_{2}+1\right)-\left(j_{2}+1\right), i_{2}+b j_{2}\right),
\end{aligned}
$$

where $i_{1}, i_{2}$ and $j_{1}, j_{2}$ correspond to the loop controlling variables $i$ and $j$ in Algorithm 1 (lines 3 and 4 ).
As $x_{1} \neq x_{2}$, we have $i_{1} \neq i_{2}$ or $j_{1} \neq j_{2}$. Additionally, we have $i_{1}, i_{2}<b$ and $j_{1}, j_{2}<b$. Noting the coordinate index as a superscript we can write $x_{1}^{(1)} \neq x_{2}^{(1)}$ and $x_{1}^{(2)} \neq x_{2}^{(2)}$. Moreover, our design $X$ has $b^{2}$ points and is thus an LHD. We still have to prove that $\delta\left(x_{1}, x_{2}\right) \geq \sqrt{b^{2}+1}$. Expressing the squared Euclidean distance $\mathcal{L}_{2}^{2}$ between $x_{1}$ and $x_{2}$ as a function of their coordinates, we get:

$$
\begin{aligned}
\delta\left(x_{1}, x_{2}\right)^{2} & =\left(b\left(i_{1}-i_{2}\right)+j_{2}-j_{1}\right)^{2}+\left(i_{1}-i_{2}+b\left(j_{1}-j_{2}\right)\right)^{2} \\
\delta\left(x_{1}, x_{2}\right)^{2} & \geq\left(b\left(i_{1}-i_{2}\right)\right)^{2}+\left(j_{2}-j_{1}\right)^{2}+\left(i_{1}-i_{2}\right)^{2}+\left(b\left(j_{1}-j_{2}\right)\right)^{2} \\
\delta\left(x_{1}, x_{2}\right)^{2} & \geq\left(b^{2}+1\right)\left(\left(i_{1}-i_{2}\right)^{2}+\left(j_{1}-j_{2}\right)^{2}\right)
\end{aligned}
$$

As $i_{1} \neq i_{2}$ or $j_{1} \neq j_{2}$, we have $\left(i_{1}-i_{2}\right)^{2}+\left(j_{1}-j_{2}\right)^{2} \geq 1$ which leads to:

$$
\begin{aligned}
& \delta\left(x_{1}, x_{2}\right)^{2} \geq b^{2}+1 \\
& \delta\left(x_{1}, x_{2}\right) \geq \sqrt{b^{2}+1}
\end{aligned}
$$

There are two particular, mutually exclusive situations, the first one for $i_{1}=i_{2}$ and $j_{1}=j_{2} \pm 1$ and the second one for $j_{1}=j_{2}$ and $i_{1}=i_{2} \pm 1$, where $\left(i_{1}-i_{2}\right)^{2}+\left(j_{1}-j_{2}\right)^{2}=1$ is satisfied, which leads to:

$$
\delta\left(x_{1}, x_{2}\right)=\sqrt{b^{2}+1}
$$

The inductive step is made for $k>2$. According to the inductive hypothesis, $H(k-1)$ holds. Let design $X$ be the output of $\operatorname{IES}\left(b^{k}, k\right)$. First we check that $X$ is an LHD of size $b^{k}$.

Lemma 4.2. If $H(k-1)$ holds, then design $X$ is an LHD of size $b^{k}$.
Proof. According to the construction of $X$ we add $b$ points for each point of $Y=\operatorname{IES}\left(b^{k-1}, k-\right.$ 1), as stated in lines 14-16 of Algorithm 1. Design $Y$ has $b^{k-1}$ points as $H(k-1)$ is satisfied. Thus design $X$ has $b b^{k-1}=b^{k}$ points.
We also verify that for each coordinate, each of its possible values is only present in a single point. Let $x_{1}$ and $x_{2}$ be two different points of design $X$, as noted above. We observe their $k^{\text {th }}$ coordinate $x_{1}^{(k)}$ and $x_{2}^{(k)}$, respectively. If we note

$$
i_{1}=x_{1}^{(k)} \bmod b^{k-1}, \quad i_{2}=x_{2}^{(k)} \bmod b^{k-1}, \quad \text { and } j_{1}=\left\lfloor\frac{x_{1}^{(k)}}{b^{k-1}}\right\rfloor, \quad j_{2}=\left\lfloor\frac{x_{2}^{(k)}}{b^{k-1}}\right\rfloor,
$$

we will observe that $i_{1}$ and $i_{2}$ are the indices of the points of $\operatorname{IES}\left(b^{k-1}, k-1\right)$ used to construct $x_{1}$ and $x_{2}$ (lines 9,12 and 14), and that $j_{1}$ and $j_{2}$ are the values of the loop controlling variable $j$ of the algorithm, and thus the layer numbers of $x_{1}$ and $x_{2}$, respectively (lines 15 and 16). In the example given in Fig. 4.6, $i$ corresponds to the vertical position of the point in both the $4 \times 4$ grids. This is also the position on the boldly typed $2 \times 2$ parts of the $8 \times 8$ grids. In the same example, $j$ corresponds to the vertical or horizontal position of the points in the $2 \times 2$ grid which are inside one square of the boldly typed grid in the last phase. Resuming our example, for point $\mathbf{3}$ in the upper right-hand corner of Fig. 4.6, we have $i=3$ and $j=0$. Let $y_{1}$ and $y_{2}$ be the points of $Y=\operatorname{IES}\left(b^{k-1}, k-1\right)$ used to construct $x_{1}$ and $x_{2}$. For the first $k-1$ coordinates, we see that the $m^{\text {th }}$ coordinate, $y_{1}^{(m)}=\left\lfloor\frac{x_{1}^{(m)}}{b}\right\rfloor$ and $j_{1}=x_{1}^{(m)} \bmod b$ (respectively $y_{2}^{(m)}=\left\lfloor\frac{x_{2}^{(m)}}{b}\right\rfloor$ and $j_{2}=x_{2}^{(m)} \bmod b$ ).
Additionally, we have $j_{1} \neq j_{2}$, or $i_{1} \neq i_{2}$, because we put $x_{1} \neq x_{2}$. Moreover, if $i_{1} \neq i_{2}$, we have, thanks to the induction hypothesis, $y_{1}^{(m)} \neq y_{2}^{(m)}$. Thus either $\left\lfloor\frac{x_{1}^{(m)}}{b}\right\rfloor \neq\left\lfloor\frac{x_{2}^{(m)}}{b}\right\rfloor$ or $x_{1}^{(m)} \bmod b \neq x_{2}^{(m)} \bmod b$, which leads to: $x_{1}^{(m)} \neq x_{2}^{(m)}$.
We still have to prove that the $k^{\text {th }}$ coordinates of $x_{1}$ and $x_{2}$ are different. As above, we note that $j_{1}$ and $i_{1}$ (respectively $j_{2}$ and $i_{2}$ ) are the quotient and the remainder of the Euclidean division of $x_{1}^{(k)}$ (respectively $x_{2}^{(k)}$ ) by $b^{k-1}$.
As $j_{1} \neq j_{2}$ or $i_{1} \neq i_{2}$, we have $x_{1}^{(k)} \neq x_{2}^{(k)}$. Thus $X$ is an LHD of size $b^{k}$.
To complete the induction, we need to show that if $H(k-1)$ holds, then the separation distance of the LHD $X$ is:

$$
\begin{equation*}
d_{\min }=\sqrt{b^{2(k-1)}+k-1} \tag{4.6}
\end{equation*}
$$

Eq. (4.6) is, indeed, Eq. (4.5) with $n$ replaced by $b^{k}$.
In order to prove this equation, we show that the distance between two different points $x_{1}$ and $x_{2}$ is at least $d_{\text {min }}$. We investigate several cases, depending on the relative position of the points in the layers, and treated in three separated lemmas. We can have either two points of the same layer (Lemma 4.3), or two points of adjacent layers (Lemma 4.4), or two points of non-adjacent layers (Lemma 4.5). If the two points are in adjacent layers (Lemma 4.4), we have multiple cases again, where either the two points are constructed starting from the same point of the LHD of dimension $k-1$, or they are not. In the latter case, we have two additional sub-cases depending on the distance between the two points of the LHD of dimension $k-1$ we used to construct our two original points. The above-mentioned cases to be treated, together with the numbers of the auxiliary theorems which covers them, are illustrated in Fig. 4.7. We remind the reader that $j_{1}$ and $j_{2}$ represent the same $j$ as in Algorithm 1, and thus the layer numbers of $x_{1}$ and $x_{2}$ (lines 15 and 16).
We start by treating the case where the points $x_{1}$ and $x_{2}$ are in the same layer:
Lemma 4.3. If $H(k-1)$ holds and $x_{1}$ and $x_{2}$ are in the same layer, then $\delta\left(x_{1}-x_{2}\right)>d_{\min }$.
Proof. In this case, $x_{1}$ and $x_{2}$ are from the same LHD $Y=\operatorname{IES}\left(b^{k-1}, k-1\right)$ of dimension $k-1$, which means that $j_{1}=j_{2}$. Let $y_{1}$ and $y_{2}$ be the points of $Y$ used to construct $x_{1}$ and $x_{2}$ :

$$
\delta\left(x_{1}, x_{2}\right)^{2}=b^{2} \delta\left(y_{1}, y_{2}\right)^{2}+\left(x_{1}^{(k)}-x_{2}^{(k)}\right)^{2} .
$$

Since $x_{1}^{k} \neq x_{2}^{k}$, we have $\left(x_{1}^{k}-x_{2}^{k}\right)^{2} \geq 1$. We then obtain:

$$
\delta\left(x_{1}, x_{2}\right)^{2} \geq b^{2} d_{\min , k-1}^{2}+1 .
$$

As $H(k-1)$ is valid, we have

$$
d_{\min , k-1}^{2}=b^{2(k-2)}+k-2 .
$$



Figure 4.7: Sub-cases treated in Lemmas 4.3, 4.4 and 4.5 Lemma 4.6

Combining the two previous formulæ, we get:

$$
\begin{aligned}
& \delta\left(x_{1}, x_{2}\right)^{2} \geq b^{2(k-1)}+b^{2}(k-2)+1, \\
& \delta\left(x_{1}, x_{2}\right)^{2}>b^{2(k-1)}+k-1=d_{\min }^{2} .
\end{aligned}
$$

We conclude that $H(k)$ holds in this case.
We now treat the case where the points $x_{1}$ and $x_{2}$ are in two adjacent layers:
Lemma 4.4. If $H(k-1)$ holds and $x_{1}$ and $x_{2}$ are in adjacent layers, then $\delta\left(x_{1}, x_{2}\right) \geq d_{\min }$.

Proof. In this case, $x_{1}$ and $x_{2}$ are in two adjacent layers, which means that $\left|j_{1}-j_{2}\right|=1$. Let $i_{1}, i_{2}$ be such that

$$
i_{1}=x_{1}^{(k)} \bmod b^{k-1} \text { and } i_{2}=x_{2}^{(k)} \bmod b^{k-1} .
$$

In this situation, $i_{1}$ and $i_{2}$ are the indices of the points $y_{1}$ and $y_{2}$ of $\operatorname{IES}\left(b^{k-1}, k-1\right)$ used to construct $x_{1}$ and $x_{2}$ (lines 9,12 and 14 of Algorithm 1). Two cases occur: either $i_{1}=i_{2}$ or $i_{1} \neq i_{2}$.

- Case $i_{1}=i_{2}$ :

Each coordinate of $x_{1}$ and $x_{2}$ differs by 1 , except the last one, which differs by $b^{k-1}$ :

$$
\delta\left(x_{1}, x_{2}\right)^{2}=b^{2(k-1)}+k-1=d_{\min }^{2} .
$$

This is the case where the equality holds.

For the second case, $i_{1} \neq i_{2}$, we distinguish two sub-cases: either $y_{1}$ and $y_{2}$ are far enough from each other (more than a certain distance $d_{\max }$ still to be defined) to get the result we want directly, or they are closer than this distance and we will have to use the last coordinate of $x_{1}$ and $x_{2}$ to prove that they are still farther than $d_{\text {min }}$.

- Case $i_{1} \neq i_{2}$ :

For the first $k-1$ coordinates, we have:

$$
b\left(y_{1}-y_{2}\right)=\left(x_{1}-x_{2}\right)_{k-1} \pm \mathbb{1}_{k-1},
$$

where $\mathbb{1}_{k-1}$ is the vector of size $k-1$ with all elements equal to 1 . Using the triangle inequality and noting as $\delta\left(x_{1}, x_{2}\right)_{k-1}$ the distance between $x_{1}$ and $x_{2}$ computed with the $k-1$ first coordinates, we get:

$$
b \delta\left(y_{1}, y_{2}\right)<\delta\left(x_{1}, x_{2}\right)_{k-1}+\sqrt{k-1}
$$

which leads to:

$$
\delta\left(x_{1}, x_{2}\right)_{k-1}>b \delta\left(y_{1}, y_{2}\right)-\sqrt{k-1} .
$$

Let

$$
\begin{equation*}
d_{\max }=\sqrt{b^{2(k-2)}+\frac{k-1}{b^{2}}}+\sqrt{\frac{k-1}{b^{2}}} . \tag{4.7}
\end{equation*}
$$

- If the points are too far apart, $\delta\left(y_{1}, y_{2}\right)>d_{\text {max }}$ :

$$
\delta\left(x_{1}, x_{2}\right)_{k-1}>b d_{\max }-\sqrt{k-1}
$$

The function of $b$ and $k$ describing $d_{\text {max }}$ is given by Eq. (4.7). We insert it in the inequality above, obtaining:

$$
\begin{aligned}
& \delta\left(x_{1}, x_{2}\right)_{k-1}>b\left(\sqrt{b^{2(k-2)}+\frac{k-1}{b^{2}}}+\sqrt{\frac{k-1}{b^{2}}}\right)-\sqrt{k-1}, \\
& \delta\left(x_{1}, x_{2}\right)_{k-1}>\sqrt{b^{2(k-1)}+k-1}+\sqrt{k-1}-\sqrt{k-1} .
\end{aligned}
$$

This allows us to bound $\delta\left(x_{1}, x_{2}\right)$ :

$$
\delta\left(x_{1}, x_{2}\right)>\delta\left(x_{1}, x_{2}\right)_{k-1}>\sqrt{b^{2(k-1)}+k-1}=d_{\min } .
$$

- If the points are too close to each other, $\delta\left(y_{1}, y_{2}\right) \leq d_{\max }$, we have $\mid y_{1}^{(k-1)}$ -$y_{2}^{(k-1)} \mid<d_{\text {max }}$. Consequently:

$$
\left|x_{1}^{(k)}-x_{2}^{(k)}\right|=b^{k-1}-\left|y_{1}^{(k-1)}-y_{2}^{(k-1)}\right|>b^{k-1}-d_{\max } .
$$

For the first $k-1$ coordinates, $\delta\left(x_{1}, x_{2}\right)_{k-1}>b \delta\left(y_{1}, y_{2}\right)-\sqrt{k-1}$. Using $H(k-1)$, we have:

$$
\delta\left(x_{1}, x_{2}\right)_{k-1}>b d_{\min , k-1}-\sqrt{k-1} .
$$

We rewrite the Euclidean distance:

$$
\delta\left(x_{1}, x_{2}\right)^{2}=\delta\left(x_{1}, x_{2}\right)_{k-1}^{2}+\left|x_{1}^{(k)}-x_{2}^{(k)}\right|^{2} .
$$

Putting together the two formulæ above, we write:

$$
\delta\left(x_{1}, x_{2}\right)^{2}>\left(b d_{\min , k-1}-\sqrt{k-1}\right)^{2}+\left(b^{k-1}-d_{\max }\right)^{2} .
$$

We show that the right-hand side of the above equation is greater than $d_{\min }^{2}$ if $b \geq 3$ or ( $b=2$ and $k \geq 6$ ).
Let $A=\left(b d_{\text {min }, k-1}-\sqrt{k-1}\right)^{2}+\left(b^{k-1}-d_{\max }\right)^{2}-d_{\min }^{2}$.
We will show that $A>0$ :

$$
\begin{aligned}
A= & \left(b \sqrt{b^{2(k-2)}+k-2}-\sqrt{k-1}\right)^{2}+ \\
& \left(b^{k-1}-\left(\sqrt{b^{2(k-2)}+\frac{k-1}{b^{2}}}+\sqrt{\frac{k-1}{b^{2}}}\right)\right)^{2}-b^{2(k-1)}-k+1,
\end{aligned}
$$

which gives after developing:

$$
\begin{aligned}
A & =b^{2}\left(b^{2(k-2)}+k-2\right)+k-1-2 \sqrt{(k-1)\left(b^{2(k-2)}+k-2\right)}+b^{2(k-1)} \\
& +b^{2(k-2)}+\frac{k-1}{b^{2}}+\frac{k-1}{b^{2}}+2 \sqrt{\frac{k-1}{b^{2}}\left(b^{2(k-2)}+\frac{k-1}{b^{2}}\right)} \\
& -2 b^{k-1} \sqrt{b^{2(k-2)}+\frac{k-1}{b^{2}}}-2 b^{k-1} \sqrt{\frac{k-1}{b^{2}}}-b^{2(k-1)}-k+1 .
\end{aligned}
$$

After the simplification, the suppression of positive terms and the use of the inequality $\sqrt{x+y}<\sqrt{x}+\sqrt{y}$, we get:

$$
\begin{aligned}
A & >b^{2(k-1)}-2 \sqrt{k-1} b^{k-2}-2(k-1)+b^{2 k-4}-2 b^{2 k-3}-2 \sqrt{k-1} b^{k-2} \\
& -2 \sqrt{k-1} b^{k-2} \\
A & >b^{2 k-4}\left(b^{2}-2 b+1\right)-6 \sqrt{k-1} b^{k-2}-2(k-1),
\end{aligned}
$$

which gives:

$$
A>b^{2 k-4}\left((b-1)^{2}-\frac{6 \sqrt{k-1}}{b^{k-2}}-\frac{2 k-2}{b^{2 k-4}}\right) .
$$

Let $f(b, k)=(b-1)^{2}-\frac{6 \sqrt{k-1}}{b^{k-2}}-\frac{2 k-2}{b^{2 k-4}}$. Substituting $b=3, k=3$ and $b=2, k=6$ in this formula we obtain that $f(3,3)>0$ and $f(2,6)>0$. We will show that $f$ is increasing with respect to $k$ and $b$ for $b \geq 2$ and $k \geq 3$. We will use this property of $f$ to conclude that $f>0$ for $(b, k) \in \llbracket 6,+\infty \llbracket \times \llbracket 2,+\infty \llbracket \cup \llbracket 3,+\infty \llbracket \times \llbracket 3,+\infty \llbracket$, and that we then have $A>0$.
We observe that $f$ is increasing with respect to $b$ as the positive terms are increasing and the negative terms are decreasing (when $b \geq 1$ ). Let $f_{1}(b, k)=-\frac{6 \sqrt{k-1}}{b^{k-2}}$ and $f_{2}(b, k)=-\frac{2 k-2}{b^{2 k-4}}$. We note that

$$
\frac{\partial f}{\partial k}=\frac{\partial f_{1}}{\partial k}+\frac{\partial f_{2}}{\partial k}
$$

* $\frac{\partial f_{1}}{\partial k}(b, k)=\frac{\ln (b) \sqrt{k-1}-\frac{1}{2 \sqrt{k-1}}}{b^{k-2}}>0$ for $b \geq 2$ and $k \geq 3$,
* $\frac{\partial f_{2}}{\partial k}(b, k)=\frac{2(2 k-2) \ln (b)-2}{b^{2 k-4}}>0$ for $b \geq 2$ and $k \geq 3$.

Thus $f$ is increasing with respect to $k$ and $b$. As $A>f(b, k)$ and $f(b, k)>0$ when $b \geq 3$ as well as when $b=2$ and $k \geq 6$, we have $A>0$ in these cases.
Thus

$$
\delta\left(x_{1}, x_{2}\right)^{2}>d_{\min }^{2} .
$$

We checked that the algorithm returns an LHD of dimension $k$ and size $b^{k}$ with a separation distance $d_{\text {min }}$ for the cases $(b, k)=(2,3),(2,4)$ and $(2,5)$.

We finish by examining the case where the points $x_{1}$ and $x_{2}$ are in two different and nonadjacent layers:

Lemma 4.5. If $H(k-1)$ holds and $x_{1}$ and $x_{2}$ are on two different, non-adjacent layers, then $\left|x_{1}-x_{2}\right|>d_{\text {min }}$.

Proof. The proof in this case is trivial as $x_{1}$ and $x_{2}$ are separated by at least one layer of size $b^{k-1}$ and thus are separated by more than $d_{\text {min }}$.

We summarize the three previous lemmas:
Lemma 4.6. If $H(k-1)$ holds, then the separation distance of the LHD $X$ is:

$$
d_{\min }=\sqrt{b^{2(k-1)}+k-1} .
$$

Proof. This proof is immediate as the veracity of Lemmas 4.3, 4.4, and 4.5 ensures that the distance between any pair of points is at least equal to the one given by Eq. (4.6).

These lemmas allow us to state the following theorem:
Theorem 4.5. IES $\left(b^{k}, k\right)$ returns an LHD with separation distance

$$
d_{\min }=\sqrt{n^{\frac{2(k-1)}{k}}+k-1} .
$$

Proof. Proof of Theorem 4.5 Assuming $b \geq 2$, we proved that $H(2)$ holds (Lemma 4.1), and that if $H(k-1)$ holds, then $H(k)$ holds too (Lemmas 4.2 and 4.6). Thus, by induction, $H(k)$ holds for every $k \geq 2$ which concludes the proof.

### 4.3.4 Approximation ratio

We use the upper bounds presented above to calculate approximation ratios for the IES algorithm. As this algorithm is only defined for values of $n$ and $k$ such that $n=b^{k}$, with $b \in \mathbb{N}$, the approximation ratio is only computed for such values of $n$ and $k$.

Using the bound for large-size LHD.
We suppose $n=b^{k}$, with $b \geq 1$ and $k>2$. As we address the quality of IES for large instances we also put $n>\frac{2^{k}}{C(k)}$. Our algorithm returns an LHD of size $n$ with a separation distance $d_{\min }$ given by Eq. (4.5). Let $\rho=\frac{d_{\min }}{d^{*}}$. With the bound of $d^{*}$ from Eq. (4.1) we obtain:

$$
\begin{equation*}
\rho \geq \frac{\sqrt{n^{\frac{2(k-1)}{k}}+k-1}}{\frac{2 n \frac{k-1}{k}}{\sqrt[k]{C(k)}-\frac{2}{\sqrt[k]{n}}}}=\frac{1}{2}\left(\sqrt[k]{C(k)}-\frac{2}{\sqrt[k]{n}}\right) \sqrt{1+\frac{k-1}{n^{\frac{2(k-1)}{k}}}} \longrightarrow \frac{\sqrt[k]{C(k)}}{2} \tag{4.8}
\end{equation*}
$$

We want to find an equivalent of $\sqrt[k]{C(k)}=\sqrt[k]{\frac{\pi^{\frac{1}{2}}}{\Gamma\left(\frac{k}{2}+1\right)}}$. We know that

$$
\Gamma(x)=x^{x-\frac{1}{2}} \mathrm{e}^{-x} \sqrt{2 \pi}\left(1+\mathcal{O}\left(\frac{1}{x}\right)\right),
$$

thus

$$
\sqrt[k]{\Gamma\left(\frac{k}{2}+1\right)}=\left(\frac{k}{2}+1\right)^{\frac{1}{2}+\frac{1}{2 k}} \mathrm{e}^{-\left(\frac{1}{2}+\frac{1}{k}\right)} \sqrt[2 k]{2 \pi} \sqrt[k]{1+\mathcal{O}\left(\frac{1}{\frac{k}{2}+1}\right)}
$$

which gives

$$
\sqrt[k]{\Gamma\left(\frac{k}{2}+1\right)}=\left(\frac{k}{2}+1\right)^{\frac{1}{2}} \mathrm{e}^{-\frac{1}{2}}\left(\frac{k}{2}+1\right)^{\frac{1}{2 k}} \mathrm{e}^{-\frac{1}{k}} \sqrt[2 k]{2 \pi} \sqrt[k]{1+\mathcal{O}\left(\frac{1}{\frac{k}{2}+1}\right)}
$$

We note that

$$
\left(\frac{k}{2}+1\right)^{\frac{1}{2 k}} \mathrm{e}^{-\frac{1}{k}} \sqrt[2 k]{2 \pi} \sqrt[k]{1+\mathcal{O}\left(\frac{1}{\frac{k}{2}+1}\right)} \underset{k \rightarrow \infty}{\longrightarrow} 1
$$

Thus:

$$
\sqrt[k]{\Gamma\left(\frac{k}{2}+1\right)} \sim \sqrt{\frac{k}{2 \mathrm{e}}}
$$

which finally gives

$$
\begin{equation*}
\sqrt[k]{C(k)} \sim \sqrt{\frac{2 \pi \mathrm{e}}{k}} \tag{4.9}
\end{equation*}
$$

This allows us to obtain using Eq. (4.8):

$$
\rho \geq f \sim \sqrt{\frac{\pi \mathrm{e}}{2 k}} .
$$

, where $f$ is the expression described in Eq. (4.8). The approximation (4.9) will also be useful when computing the approximation ratio for LHDs of any size.

Using the bound for LHD of any size.
We suppose $n=b^{k}$, with $b \geq 1$ and $k>2$. The separation distance $d_{\text {min }}$ from Eq. (4.5) together with the bound of $d^{*}$ from Eq. (4.2) yield:

$$
\begin{equation*}
\rho \geq \frac{\sqrt{n^{\frac{2(k-1)}{k}}+k-1}}{\frac{4 n}{\sqrt[k-1]{k}}}=\frac{1}{4} \sqrt[k]{C(k)} \sqrt{1+\frac{k-1}{n^{\frac{2(k-1)}{k}}}}>\frac{\sqrt[k]{C(k)}}{4} \sim \sqrt{\frac{\pi \mathrm{e}}{8 k}} \tag{4.10}
\end{equation*}
$$

## Using van Dam's bound.

The separation distance $d_{\text {min }}$ given by Eq. (4.5) together with van Dam's bound, Eq. (4.3), give us:

$$
\begin{equation*}
\rho \geq \sqrt{\frac{n^{\frac{2(k-1)}{k}}+k-1}{\left\lfloor\frac{n(n+1) k}{6}\right\rfloor}} \geq \sqrt{\frac{6}{k} \frac{n}{n+1} \frac{1}{\sqrt[k]{n^{2}}}+\frac{6(k-1)}{n(n+1) k}} \tag{4.11}
\end{equation*}
$$

### 4.3.5 Comparison of the approximation ratios

The applicability of the three approximation ratios is conditional on the size $n$ and dimension $k$ of the maximin LHD considered. As shown in Fig. 4.8, the first approximation ratio, Eq. (4.8), is the best for high values of $n$, the last one, Eq. (4.11), is the best for low values of $n$. The second one, Eq. (4.10), can be better than the others for medium values of $n$, depending on the dimension $k$.


Figure 4.8: Comparison of the approximation ratios

### 4.4 Generalized algorithms

IES is designed for $n=b^{k}$, where $b$ is a natural number, which limits its practical application. To overcome this restriction we have designed algorithms that find a satisfactory LHD for any $n$ and $k$. We take as a starting point the IES algorithm.

### 4.4.1 Fixed-layer extension

One extension to the IES is to build an LHD using the IES algorithm for $b=\lfloor\sqrt[k]{n}\rfloor$, and continue to add layers until reaching at least $n$ points. The LHD obtained may have more than $n$ points. Some points are to be removed afterwards, to obtain the desired number of points.
We first count the number of layers we need, by dividing $n$ by the size of the layers. We then have $\left\lceil\frac{n}{\left.b^{k-1}\right\rceil \text { layers. We modify the expand phase so that we multiply the coordinates }}\right.$ of each point by the number of layers.
Once we have finished the three IES phases, we may end up with too many points. We therefore remove points from the last layer to have $n$ points. We start by deleting the last constructed point and decrement the coordinates of each point greater than the corresponding coordinates of the previously deleted point. We repeat this two-phase (removal-adjustment) operation until the number of points $n$ is reached. As a result we get an LHD of $n$ points with the same separation distance as the one obtained with the IES algorithm. The algorithm design implies that its approximation ratio may be given. We name this extension IES-FL (Fixed Layer).
The first part of this algorithm, before we start removing points, has the same complexity as the IES algorithm (see Eq. (4.4)). The number of points to be removed is at most equal to the layer size, i.e. $n^{\frac{k-1}{k}}$. To remove a point, we have to check each coordinate of each other point. We thus have to execute $\mathcal{O}(n k)$ operations for each point to be deleted. The part of the algorithm that "wipes out" surplus points costs $\mathcal{O}\left(k n^{1+\frac{k-1}{k}}\right)$ operations. The total complexity of IES-FL is therefore

$$
C_{\mathrm{FL}}(n, k)=\mathcal{O}\left(k^{2} n^{1+\frac{k-1}{k}}\right)
$$

As the IES-FL algorithm preserves the separation distance of the IES algorithm, we can calculate the ratio between the two separation distances in the worst case which happens when the size $n$ is "almost" equal $b^{k}, n=b^{k}-1$.
On the one hand, an LHD of size $n=b^{k}-1$ produced by the IES-FL algorithm has a separation distance which is, according to Eq. (4.5):

$$
d_{\mathrm{IES}}=\sqrt{(b-1)^{k-1}+k-1} .
$$

On the other hand, the IES algorithm builds an LHD of size $n+1$ whose separation distance $d_{\text {IES }}$ is explicitly given by Eq. (4.5). Therefore, if $\rho_{\text {IES }}$ is an approximation ratio for the IES algorithm,

$$
\rho_{\mathrm{IES}-\mathrm{FL}}=\frac{d_{\mathrm{IES}-\mathrm{FL}}}{d_{\mathrm{IES}}} \rho_{\mathrm{IES}}
$$

is an approximation ratio for the IES-FL algorithm. The fact that the IES-FL ratio is lower than the IES ratio is not astonishing:

$$
\begin{equation*}
\frac{d_{\mathrm{IES}-\mathrm{FL}}}{d_{\mathrm{IES}}}=\frac{\sqrt{(b-1)^{2(k-1)}+k-1}}{\sqrt{b^{2(k-1)}+k-1}} \geq \frac{(b-1)^{k-1}}{b^{k-1}} . \tag{4.12}
\end{equation*}
$$

With the approximation ratios from Subsection 4.3.4 (Eqs. (4.8), (4.10), and (4.11)), we give three approximation ratios for this algorithm.

- For large-size LHD $\left(n>\frac{2^{k}}{C(k)}\right)$ :

With $\rho_{\text {IES }}$ given by Eq. (4.1) and with Eq. (4.12) we obtain:

$$
\rho_{\text {IES-FL }} \geq \frac{1}{2} \frac{(b-1)^{k-1}}{b^{k-1}}\left(\sqrt[k]{C(k)}-\frac{2}{\sqrt[k]{n}}\right) \sqrt{1+\frac{k-1}{n^{\frac{2(k-1)}{k}}}}
$$

- Similarly, with $\rho_{\text {IES }}$ for an LHD of any size from Eq. (4.10) we get:

$$
\rho_{\mathrm{IES}-\mathrm{FL}} \geq \frac{(b-1)^{k-1}}{4 b^{k-1}} \sqrt[k]{C(k)} \sqrt{1+\frac{k-1}{n^{\frac{2(k-1)}{k}}}}>\frac{\sqrt[k]{C(k)}}{4}
$$

- Finally, with $\rho_{\text {IES }}$ according to van Dam's bound given by Eq. (4.3), we have:

$$
\rho_{\mathrm{IES}-\mathrm{FL}} \geq \frac{(b-1)^{k-1}}{b^{k-1}} \sqrt{\frac{6}{k} \frac{n}{n+1} \frac{1}{\sqrt[k]{n^{2}}}+\frac{6(k-1)}{n(n+1) k}}
$$

### 4.4.2 Adapted Layers

The IES algorithm may be subject to another modification enabling it to treat instances with any values of $n$ and $k$. In this case, we change the size of the layers, increasing the separation distance. We call this algorithm IES-AL (Adapted Layers) because the idea is to change the size of the layers rather than simply adding more fixed-size layers. To achieve this goal, we take a bigger LHD of dimension $k-1$ as our core layer. Once a certain threshold is reached, we add a new layer instead of increasing the current layer size.
Let $b=\lfloor\sqrt[k]{n}\rfloor$. Either $n \leq b(b+1)^{k-1}$, in which case we use $b$ layers, or $n>b(b+1)^{k-1}$, in which case we use $b+1$ layers.
In the first case, $n \leq b(b+1)^{k-1}$, we have $b$ layers, some of them sized $\left\lceil\frac{n}{b}\right\rceil$ and some of them sized $\left\lceil\frac{n}{b}\right\rceil-1$. We construct the layers using an LHD of dimension $k-1$ and size $\left\lceil\frac{n}{b}\right\rceil$ with the same layer construction procedure as the IES algorithm. For the layers smaller in size, we remove the last constructed point of the layer using the same procedure as for IES-FL.


| 8 | $\mathbf{4}$ |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 7 |  |  |  |  |  |  | 8 |  |  |
| 6 |  |  |  |  |  |  |  |  |  |
|  |  |  |  |  |  | 3 |  |  |  |
| 5 |  |  |  |  |  |  |  |  |  |
| 4 |  |  |  |  |  |  |  |  |  |
| 4 |  |  | 7 |  |  |  |  |  |  |
| 3 |  |  |  |  |  |  |  |  |  |

Figure 4.9: IES-AL in three dimensions for $n=9$. The bolded point becomes only one point in two dimensions, the last layer is incomplete.


Figure 4.10: IES-AL in two dimensions for $n=8$. We remove the last constructed point from the result of IES for $n=9$.

Figure 4.9 shows the construction explained above, for the particular example where $k=3$ and $n=9$. Here, the layer's size is 5 . When we construct the final result, we need to remove one point. The boldly printed point is alone in the final result, as the other one had to be deleted. Note that the other points found their place thanks to the "classical" IES manipulation.
In the second case, $n>b(b+1)^{k-1}$, we have $b$ layers of size $(b+1)^{k-1}$, and we build the last layer using the first $n-(b+1)^{k}$ points of an LHD of dimension $k-1$ and size $(b+1)^{k}$. Once again, we remove the points of the last layer using the same procedure as for IES-FL. For the two-dimensional case, we start with a rotated grid of size $b^{2}$ using the same procedure as for IES and we add points to one line and then to one column until we have $n$ points (see Fig. 4.10).
In order to retain the same approximation ratio as IES-FL, we build two LHDs, using both extensions, and we take the best one, according to the separation distance produced. However, in practice, we only need IES-AL, as it is almost always better (see Section 4.4.3). Moreover, the worst case of the approximation ratio occurs for values of $n$ such as $n=b^{k}-1$. In this case, IES-FL performs badly, as the separation distance will only increase for $n+1$, while the separation distance for the second extension, IES-AL, is much better. It should be obvious that this algorithm possesses the same time complexity as the former.

### 4.4.3 Computational results

We present the results we obtained with the different IES algorithms, as summarized in Table 4.2, and compare them with those obtained with the Simulated Annealing algorithm [44]. We discuss the choice of this algorithm in the following subsection.

| Algorithm | Values of $n$ and $k$ | Time complexity |
| :---: | :---: | :---: |
| IES | $n=b^{k}, b \in \mathbb{N}$ | $\mathcal{O}\left(n k^{2}\right)$ |
| IES-FL | Any $n$ and $k$ | $\mathcal{O}\left(k^{2} n^{1+\frac{k-1}{k}}\right)$ |
| IES-AL |  |  |

Table 4.2: Summary of IES algorithms

## Algorithm used to solve the LHD-CP

Multiple algorithms have been used to solve the maximin LHD problem. Most of these algorithms are metaheuristic algorithms. Simulated Annealing [37], Iterated Local Search [22] and Genetic Algorithms [6] are the most commonly used. It has been shown in [44] that with an appropriate set of parameters, the Simulated Annealing scheme performs better than the other algorithms. We used the SA version proposed in that paper as it allows us to exceed the highscores listed in the literature and the dedicated website (spacefilling.nl). Its numerical complexity on each iteration step is of $\mathcal{O}\left(n^{2} k^{2}\right)$ which makes it well adapted to treat LHDs of large size. For this reason, we compare our results with the results of this algorithm.

## Experimental settings

The heuristic algorithm with which we decided to compare our results is Simulated Annealing (SA) adapted to the maximin LHD problem, with the same parameters as in [44]. All experiments were conducted on an i 74765 T 2.00 GHz CPU. Each experiment involving SA was carried out for 10 minutes on one core, and was repeated 50 times, which was enough to produce very narrow confidence intervals on a 0.05 confidence level. The performance measure chosen is the mean squared separation distance in the LHD obtained.

## Results of IES extensions

The time consumption of both IES-based algorithms is very low, taking at most half a second for the highest values of $n$ and $k$ we used. Thanks to the short execution times we were able to run the algorithm for all values of $n$ within a certain range for a given $k$. Figures 4.11 and 4.12 show the separation distance of the LHDs obtained by the IES-FL and IES-AL algorithms for $k=3$ and $k=5$ for every $n$ from 2 to 9000 .
As expected, the IES-FL separation distance only grows when we reach a value of $n$ where $n=b^{k}$. As for the IES-AL algorithm, we observe that the separation distance also increases step by step, just like the IES-FL algorithm, but these steps are much shorter. This is due to the fact that we use the same core layer for several LHDs consecutive in size. Additionally, the core layer in use may also have the same separation distance. We also see in Fig. 4.12 that, in certain cases, the distance decreases and oscillates slightly. The reason for this phenomenon is that when we use a bigger LHD as a core layer, one of its points will only be used in one layer, to the effect that two points may be brought close together. As we periodically take larger core layers, this behavior may occur several times in a row, creating oscillations.

### 4.4.4 Comparison with Simulated Annealing

Figures 4.13 and 4.14 show the result of the IES-AL algorithm and the SA algorithm for $k=3$ and $k=5$. We observe that SA gives better results for low values of $n$, and worse results for high values of $n$. However, it remains unclear which algorithm is better for intermediate values of $n$, due to the steps and oscillations of the IES-AL results as discussed in Subsection 4.4.3. To offer a better comparison between IES-AL and SA, we give two envelopes, noted


Figure 4.11: The squared separation distance of the LHDs obtained as results of the IES-FL and IES-AL algorithms for $k=3$, in function of their size.


Figure 4.12: The squared separation distance of the LHDs obtained as results of the IES-FL and IES-AL algorithms for $k=5$, in function of their size.
$d_{\text {min }}^{2}$ and $c d_{\text {min }}^{2}$. The first represents an upper bound for the result of IES-AL, obtained using $d_{\text {min,IES }}^{2}=n^{\frac{2(k-1)}{k}}+k-1$. The second represents a lower bound, obtained by comparing the results of the SA algorithm with $d_{\min }^{2}=c_{k} d_{\min , \text { IES }}$, where $c_{k}$ is the worse ratio between the actual results of the IES-AL algorithm and $d_{\text {min,IES }}^{2}$, for a fixed $k$.

Figure 4.15 shows the range where our algorithm beats the Simulated Annealing algorithm, with $n$ on the $y$ axis and $k$ on the $x$ axis. For all points $(n, k)$ in the light gray area, the IES-AL algorithm outperforms SA. For all points in the dark gray area, SA produces better results.

The lower and upper area boundaries were obtained by comparing the results of the SA algorithm with respectively the upper bound $d_{\min }^{2}$ and the lower bound $c d_{\min }^{2}$ we have just described. For the central region, IES-AL may or may not be better than the SA algorithm, depending on the value of $n$. However, since the IES-AL algorithm is fast, it should always be possible to run it alongside the SA algorithm.

We made an attempt to improve the annealing descent by taking an IES-AL solution as an SA starting point. These experiments proved to be unsuccessful. The results were either worse than results obtained with a random starting point (when SA is better) or the same as the IES-AL algorithm (when IES-AL is more efficient). This behavior may be explained by the very regular structure of the LHDs produced by IES. A limited number of iterations will produce a poor solution. A lot of mutations have to be accepted before breaking the regularity, which is necessary to obtain better solutions. This phenomenon compromises the interest of using IES-AL to set a starting point.


Figure 4.13: Comparison between SA and IES-AL for $k=3$. The squared separation distance is given in function of the size of the LHD.


Figure 4.14: Comparison between SA and IES-AL for $k=5$. The squared separation distance is given in function of the size of the LHD.


IES-AL always better than SA IES-AL always worse than SA

Figure 4.15: Comparison between SA and IES-AL

### 4.5 Conclusion

We searched for guarantees of performance for both the pLHD-CP and the LHD-CP. We gave inapproximation results for the former, finding that no approximation algorithm exists for $k \geq 3$ if $\mathrm{P} \neq \mathrm{NP}$, a result which holds for every norm. We also give an upper bound for any approximation ratio in the two-dimensional space for norm $\mathcal{L}_{\infty}$. On the contrary, we designed an approximation algorithm for the LHD-CP and proved its approximation ratio using two new upper bounds we constructed. We compared this algorithm with the best metaheuristic algorithm found in the literature, Simulated Annealing. In the next chapter,
we try to get the best possible numerical results for the construction and completion problems to the detriment of theoretical performance bounds.

## Chapter 5

## Heuristic algorithms

After finding inapproximation results for the pLHD-CP and an approximation algorithm for the LHD-CP, we are interested in methods to produce LHDs or to complete pLHDs, so that they can actually be used for sampling. As the LHD-CP is a subproblem of the pLHD-CP, algorithms for the latter can also be used for the former. However, algorithms specific to the LHD-CP should be more effective. As we defined the pLHD-CP, no algorithms for it exists in the literature.
We start by giving an overview of the numerous algorithms used to construct LHDs. Among these algorithms, we concentrate on the Simulated Annealing metaheuristic, and we follow with improvements we made to Simulated Annealing algorithm (SA) for the the LHD-CP with a new mutation and a new evaluation function, allowing the algorithm to outperform its previous adaptations found in the literature [8]. The last section treats an adaptation of SA to the pLHD-CP [24].
As in practice the most used norm is the Euclidean $\left(\mathcal{L}_{2}\right)$ norm, we only consider this norm in this chapter.

### 5.1 State of the art

In this section, we describe the algorithms used to produce LHDs reported in the literature. We start with exposing two components used in multiple heuristic algorithms, the evaluation function and the mutations, before formulating the algorithms themselves.

### 5.1.1 Algorithm components

A metaheuristic algorithm usually necessitates two components to be implemented for a particular problem: the evaluation function and the mutation. We present the evaluation functions and the mutation used in the literature to treat the LHD-CP.

## Evaluation functions

Most algorithms need to evaluate multiple LHDs to progress. The most straightforward function one can think of is simply the separation distance. However, this function has a drawback. Indeed, two LHDs with the same separation distance have the same evaluation. As the separation distance often keeps the same value if the LHD is slightly modified, an algorithm using this evaluation cannot make a difference between two solutions. An example is illustrated in Fig. 5.1: the two LHD have a separation distance of $\sqrt{2}$, but the distribution of distances between points are the following: $\{\sqrt{2}, \sqrt{2}, \sqrt{2}, 2 \sqrt{2}, 2 \sqrt{2}, 3 \sqrt{2}\}$ for the left LHD and $\{\sqrt{2}, \sqrt{5}, \sqrt{5}, \sqrt{5}, \sqrt{10}, \sqrt{15}\}$ for the right one.
To avoid this inconvenience, two other evaluation functions have been used. The authors of [1] made an analogy by representing points of a design with electrical charges, each exerting


Figure 5.1: Two LHDs with an identical separation distance
a repulsive force on the others. The Audze-Eglais (AE) evaluation function is the potential energy of such a system:

$$
\begin{equation*}
\mathrm{AE}=\sum_{i=1}^{n} \sum_{j=i+1}^{n} \frac{1}{\delta\left(p_{i}, p_{j}\right)^{2}} \tag{5.1}
\end{equation*}
$$

where $d\left(p_{i}, p_{j}\right)$ is the distance between $p_{i}$ and $p_{j}$. While this evaluation function tends to increase the separation distance, a maximin LHD does not necessarily maximize the AE function. Conversely, an LHD maximizing AE is not always a maximin LHD. A more general evaluation function has been proposed in [37]:

$$
\begin{equation*}
\phi_{p}=\left(\sum_{i=1}^{n} \sum_{j=i+1}^{n} \frac{1}{\delta\left(p_{i}, p_{j}\right)^{p}}\right)^{\frac{1}{p}} \tag{5.2}
\end{equation*}
$$

where $p \geq 1$ is a chosen parameter and $d\left(p_{i}, p_{j}\right)$ is the distance between $p_{i}$ and $p_{j}$. Contrary to the separation distance, $\phi_{p}$ takes every distance into account, and thus varies when the LHD is modified. The $p$ factor makes the lowest distances have more weight in the evaluation function. This makes minimizing $\phi_{p}$ equivalent to maximizing the separation distance if $p$ is high enough, while being better at guiding an algorithm.
Note that both evaluation functions can be used for various maximin designs and are not limited to maximin LHDs.

## Mutations

Another important component of multiple algorithms is the mutation process. Most algorithm perform a local search and thus need to modify slightly an LHD to obtain another, similar one. Four mutations have been used for a great number of algorithms. They have been proposed by [37] and [27]. To explain these mutations, we use the notion of critical point:

Definition 5.1 Critical point. A critical point is a point at distance equal to the separation distance to another point.

The mutations mentioned above are as follows:

- $m_{1}$ : Chose randomly a critical point and another point. Exchange a random number of coordinates. The evaluation function is computed once on the resulting LHD.
- $m_{2}$ : Chose randomly a critical point and another point. Exchange a random coordinate. The evaluation function is computed once on the resulting LHD.
- $m_{3}$ : Chose randomly a critical point and another point. Exchange the coordinate for which the resulting solution gives the best evaluation. The evaluation function is computed on each of the $k$ possible resulting LHD.
- $m_{4}$ : Chose randomly two points. Exchange a random number of coordinates. The evaluation function is computed once on the resulting LHD.

Note that $m_{3}$ requires multiple computations of the evaluation function, as every $k$ coordinate change has to be evaluated. Therefore, to compare its performance with the performance of other mutations, the number of iterations of an algorithm should be divided by $k$.
After describing the core elements, we describe the algorithms currently used for constructing LHDs.

### 5.1.2 Heuristic algorithms

Numerous methods have been used to construct LHDs. Metaheuristic algorithms, such as Genetic Algorithms and Iterated Local Search, have been applied to the problem. Dedicated heuristic algorithms have also been designed. Furthermore, reducing the space of solutions has been tried, by considering particular LHDs such as symmetric LHDs only. We end this section with the description of the Simulated Annealing metaheuristic, which has been found to be the best performing algorithm.

## Genetic Algorithms

Genetics algorithms are described in [25] and [21], and have been used to construct Latin Hypercubes in [6] and [35]. Genetic algorithms construct a population of solutions, applies mutations to each solution and crosses them to produce new solutions (i.e. construct a child solution from a certain number of parent solutions), and chooses the best-performing ones to obtain a new population.
Three essential components have to be designed: the mutation, the crossover process, and the evaluation function used to select the population. In [6], each solution is represented as $k$ permutations of size $n$. The mutation used consists in exchanging two values of each permutation. Seeing the solution as a set of points, this mutation is equivalent to exchanging one coordinate of two points for each dimension. The evaluation function used is the AudzeEglais function (Eq. (5.1)).
Two crossover processes have been found efficient.
The first crossover, called cycle crossover, consists in taking two parent solutions, and, for each permutation, applying the following procedure: Take the first number of the permutation of the first parent, and add that number in the first position of the child. Then, add to the child the number in the same position in the second parent, and add it in the position it belongs in the first parent. Repeat this process until the number in the second parent is already present in the child. Then, fill the remaining positions of the child with the same numbers as the second parent. Two child solutions can be produced this way by exchanging the two parents. This procedure is illustrated on Fig. 5.2.
The second crossover, called inversion, consists in taking one parent, selecting at random two positions in each permutation, and inverting the order of elements between these two positions.
While the two processes are efficient, using cycle crossover followed by inversion crossover has been found to be more efficient than one process alone.

## Iterated Local Search

Iterated local search is a metaheuristic first proposed in [7]. It has been applied to the LHD-CP in [22]. The idea behind the algorithm is to perform a local search and apply a mutation until it does not improve the current solution anymore. At this point, a different mutation is applied, introducing a more significant change to the solution, before restarting the local search.
The local search uses a variation of the $m_{2}$ mutation: take a critical point, another point, and exchange one of their coordinates. All possible mutations are performed and the one resulting in the best solution is selected if it beats the initial solution.


| 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :--- | :--- | :--- | :--- | :--- |



Figure 5.2: The cycle crossover process between two solutions $S_{1}$ and $S_{2}$. Two steps are applied to build the child solution. In the first step, we copy 6 from $S_{1}$ in the first position. At this position, $S_{2}$ contains 3 , which is in fourth position in $S_{1}$, so we copy 3 in the fourth position. Likewise, $S_{2}$ contains 5 in fourth position, and 5 is in second position in $S_{1}$, so we copy 5 in the second position of the child. As the second position of $S_{2}$ contains 6 which has already been placed, we stop here. In the second step, we copy in the remaining empty positions of the child the corresponding numbers from $S_{2}$.

Once no improvements are found, the following mutation is applied:
Select randomly two points $p_{i}$ and $p_{j}$, with $i \leq j+2$. Select a dimension randomly. For all points $p_{l}$ such that $i<l \leq j$, replace its coordinate on the selected dimension with the previous coordinate of $p_{l-1}$. Replace the coordinate of $p_{i}$ on the selected dimension by the previous coordinate of point $p_{j}$. In other words, the coordinates of points $p_{l}$ are exchanged in a circular way.
The algorithm stops when an arbitrary chosen number of local searches do not improve the solution.

## Translational Propagation

The idea behind the Translational Propagation algorithm proposed in [53] is to take a small LHD, called a seed, and to build a larger LHD by copying this seed several times.
More precisely, to build an LHD of size $n$ and dimension $k$ with a seed of size $s$ (and the same dimension $k$ ), the algorithm divides the target hypercube in $b$ blocks, which are smaller hypercubes. The number of blocks have the following constraint: it has to be a power of $k$, and has to be greater or equal to $\frac{n}{s}$. The smallest number of blocks respecting these two constraints is selected. Each block is a hypercube of side length $n_{s} \sqrt[k]{b}$. The seed is then transformed in a pLHD of size $n_{s} \sqrt[k]{b}$ by multiplying the coordinate of each point by $\sqrt[k]{b}$. Each block is filled by a copy of the modified seed, which is shifted to respect the Latin constraint. As the resulting LHD may have more than $n$ points, surplus points have to be removed until $n$ points are left. To remove a point, we select the farthest point from the center of the block, remove it, and shift the coordinates of the other points to fill the gap: each point with one coordinate greater than the coordinate of the removed point on the same dimension gets this coordinate decreased by one.

## Symmetric LHDs

Rather than designing a new algorithm to construct LHDs, we can reduce the space of solutions hoping to obtain better solutions. It has been observed that good quality solutions
have certain properties and focusing on LHD with these properties can lead to satisfactory solutions. Symmetrical LHDs and periodical LHDs have been used to this end.
A symmetrical LHD is an LHD such that for each point it contains, it also contains the image of the point with respect to the central symmetry. In other words, if a symmetrical LHD contains point $p=\left(p_{1}, p_{2}, \ldots p_{k}\right)$, it also contains point $p_{s}=\left(n+1-p_{1}, n+1-p_{2}, \ldots, n+1-p_{3}\right)$. They have been studied in [60]. To build them, a local search algorithm has been developed. The mutation used is the following: for each dimension, exchange the coordinates of two points on that dimension and exchange the coordinates of their two symmetric points. The algorithm starts from a random symmetric LHD and stops when the mutations do not improve the separation distance.

## Periodic LHDs

In [51], 2-dimensional LHDs have been studied. They used an exponential-time algorithm to build optimal LHD for norm $\mathcal{L}_{2}$. They observed that the majority of optimal LHDs have periodic patterns. They used this fact to design an algorithm for this specific case, which explores every periodic pattern and return the LHD with the highest separation distance.

## Simulated Annealing

The Simulated Annealing algorithm, introduced in [32], is a metaheuristic algorithm inspired by the physical process of annealing, in which metal is heated, and progressively cooled. During the metallurgical process, metal molecules organize themselves in a configuration reaching the global energy minimum. The basic step of the algorithm applied to a combinatorial problem is the following:

- Take the previous state, modify it, then evaluate it. This evaluation is also called energy.
- If the modification gives a better evaluation, accept it.
- If the evaluation is worse, accept it with a certain probability depending on the temperature and the difference between the previous and the new evaluation.

The acceptance probability is the following :

$$
P(\Delta E)=\exp \left(-\frac{\Delta E}{k T}\right)
$$

where $\Delta E$ is the difference between the two evaluations, $k$ is a constant (usually chosen as $k=1$ ) and $T$ the temperature. The temperature varies through the execution of the algorithm, starting high and approaching zero at the end, which models a cooling process. The probability of accepting a worse solution is thus high at the beginning, and very low at the end. $T$ is usually chosen to be either linear or exponentially decreasing.
This allows the algorithm to explore thoroughly the space of solutions without getting stuck in local minima at the start, and reaching a minimum at the end.
The Simulated Annealing algorithm has been applied to the LHD-CP for the first time by [37], using $\phi_{p}$ (Eq. (5.2)) as an evaluation function and $m_{2}$ as mutation.
Simulated Annealing has been found to be the best performing algorithm by [44], using $m_{3}$ as a mutation.

### 5.1.3 Conclusion

We gave an overview of the techniques used to produce maximin LHDs. We presented the most popular evaluation functions and mutations, and we described the heuristic algorithms: Genetic Algorithms, Iterated Local Search, Translational Propagation, periodic LHDs and

| Points | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $p_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| dimension 1 | 0 | 1 | 2 | 3 | 4 |
| dimension 2 | 1 | 2 | 0 | 4 | 3 |
| dimension 3 | $\mathbf{2}$ | 1 | 4 | $\mathbf{3}$ | 0 |


| Points | $p_{1}$ | $p_{2}$ | $p_{3}$ | $p_{4}$ | $p_{5}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $x$ | 0 | 1 | 2 | 3 | 4 |
| $y$ | 1 | 2 | 0 | 4 | 3 |
| $z$ | $\mathbf{3}$ | 1 | 4 | $\mathbf{2}$ | 0 |

Table 5.1: Illustration of $1 D$-move with an initial (left) and a following (right) solution
symmetric LHDs, ending with the most efficient one: Simulated Annealing. We continue our study with modifications we proposed to make the Simulated Annealing more efficient for constructing and completing LHDs [8] [24].

### 5.2 Simulated Annealing for the LHD-CP

We replaced two key elements in the Simulated Annealing algorithm for the LHD-CP: the mutation and the evaluation function [8]. We took advantage of the fact that a mutation should make the slightest possible modification to a solution. We studied the properties of distances obtained with the evaluation function $\phi_{p}$ in SA solutions. This analysis allowed us to establish a better evaluation function. We describe both new elements.

### 5.2.1 New mutation for the LHD-CP

We designed a new mutation for constructing LHDs. We start by giving the principle of the mutation which tries to preserve the Latin constraint. We evaluate the quality of this mutation to build LHDs taking the traditional evaluation function $\phi_{p}$ (Eq. (5.2)).

## Principle of the mutation

We use $m_{2}$ as a basis to construct a more efficient mutation. Article [50] shows that for the Traveling Salesman Problem, the best mutations for SA are mutations which moves the smallest number of edges. We use this principle to create a mutation that makes the smallest modifications possible to an LHD. To clarify its principle, we define the notion of the neighborhood:

Definition 5.2 Neighbor of a point. For a given instance of the LHD-CP of size $n$ and dimension $k$, a point $p_{1}$ of a solution $D$ is a neighbor of the point $p_{2}$ if and only if there is a dimension $j$ for which coordinates of these two points are the closest possible. In other terms, $\exists j \in[|1 ; k|]$ such that $\left|p_{1}^{(j)}-p_{2}^{(j)}\right|=1$.

The new mutation $1 D$-move consists in taking a critical point and taking one of its neighbors. Then we exchange the coordinates in one of the dimensions concerned by the neighborhood. This allows the mutation to have the least possible effect on the distances inside the initial solution.
We choose an instance with $n=5$ and $k=3$ to illustrate $1 D$-move. Table 5.1 gives the coordinates of the points of a solution $D$. First, we choose a critical point: $d_{\text {min }}$ is determined by points $p_{1}$ and $p_{2}$. We arbitrarily take $p_{1}$ for the example. Points $p_{2}$ (on dimensions 1,2 and 3 ), $p_{3}$ (on dimension 2 ) and $p_{4}$ (on dimension 3 ) are neighbors of $p_{1}$. For the sake of the example, we shall choose $p_{4}$ as a neighbor. Then, we exchange the coordinates of $p_{1}$ and $p_{4}$ on dimension 3 because $p_{1}$ and $p_{4}$ are neighbors through dimension 3 . The new solution is also given in Table 5.1.
After describing the mutation, we prove that it has a smaller effect on a solution than the other mutations already used.

## Effect of the mutation

To prove that $1 D$-move modifies less the LHD than $m_{3}$, we define a distance function $\delta$ between two LHD $D_{1}$ and $D_{2}$ of the same size $n$ and dimension $k$ :

Definition 5.3. Let $F$ be the set of mappings from points of $D_{1}$ to points of $D_{2}$. Then the distance between $D_{1}$ and $D_{2}$ is

$$
\delta\left(D_{1}, D_{2}\right)=\min _{f \in F} \sum_{i=1}^{n} d\left(p_{i}, f\left(p_{i}\right)\right) .
$$

The distance between two LHD is the sum of the distances between their points taken by pair for the mapping minimizing this sum.
Let us consider an LHD $D$ of size $n$ and dimension $k$, and the two mutations $m_{2}$ and $1 D-$ move. We want to prove that the changes due to these two mutations can be of different order of magnitude. Let us note:

$$
m_{2}: D \longrightarrow D^{\prime} \text { and } 1 D \text {-move }: D \longrightarrow D^{\prime \prime} .
$$

We assume the two mutations translate the points $p_{1}$ and $p_{2}$ on a given dimension $j$. The objective is to find a configuration for which $\delta\left(D, D^{\prime}\right) \gg \delta\left(D, D^{\prime \prime}\right)$. We immediately see that $\delta\left(D, D^{\prime \prime}\right)=2$ : two points are translated by one unit on one dimension. This is obtained by the mapping associating each point of $D$ to its corresponding point in $D^{\prime \prime}$. The only points having a non-zero distance are the two points modified by $1 D$-move, which are each at a distance one from their original position in $D$.
Now we note $d_{\min }$ the separation distance of $D$. We suppose that the $j^{\text {th }}$ coordinates of the points displaced by $m_{2}$ differ by $\left\lfloor\frac{d_{\text {min }}}{2}\right\rfloor$. The distance between $D$ and $D^{\prime}$ is then $\delta\left(D, D^{\prime}\right)=2\left\lfloor\frac{d_{\min }}{2}\right\rfloor$. This is again obtained by the mapping associating each point of $D$ to its corresponding point in $D^{\prime \prime}$. Another mapping would result in a greater or equal distance, since the distance between $p_{1}$ and any other point $p$ is at least $d_{\text {min }}$, and thus the distance between $p_{1}^{\prime}$ and $p$ it at least $d_{\text {min }}-\left\lfloor\frac{d_{\text {min }}}{2}\right\rfloor \geq\left\lfloor\frac{d_{\text {min }}}{2}\right\rfloor$. The same reasoning holds for $p_{2}$.
By using the result of the IES algorithm for $D$ and choosing $n=b^{k}$, we obtain that $\delta\left(D, D^{\prime}\right)=$ $2\left\lfloor\frac{\sqrt{n^{\frac{2(k-1)}{k}}+k-1}}{2}\right\rfloor$ and finally $\delta\left(D, D^{\prime}\right)=\mathcal{O}\left(n^{\frac{k-1}{k}}\right)$.
In the case discussed, $\delta\left(D, D^{\prime}\right) \gg \delta\left(D, D^{\prime \prime}\right)$ which signifies that $m_{2}$ can modify the LHD much more than $1 D$-move. This makes the local search performed with the latter smoother.

## Performance Evaluation

We evaluate the performances of $1 D$-move for SA with $\phi_{p}$ as an evaluation function and compare them with those of $m_{2}$ and $m_{3}$. We reproduced the experiments made in [44] keeping the same value of parameter $p(p=10)$ for instances with $k=4$ and $n=25, k=9$ and $n=10, k=8$ and $n=20$ to show its performance (Table 5.2). SA performs a linear thermal descent until temperature $T=0$ is reached. The initial temperature is set thanks to a series of preliminary runs. We computed 100 effective runs and we present here the average within the $95 \%$ confidence interval. 1D-move outperforms not only $m_{2}$ but $m_{3}$ as well.

## Conclusion

We presented a new mutation for the LHD-CP, outperforming the previously used mutations. Our interest is now oriented towards the second essential element of Simulated Annealing, the evaluation function.

| Instance | $m_{2}$ | $m_{3}$ | $1 D$-movation |
| :---: | :---: | :---: | :---: |
| $k=4, n=25$ | $177.59 \pm 0.29$ | $177.67 \pm 0.29$ | $\mathbf{1 8 0 . 5 1} \pm \mathbf{0 . 2 7}$ |
| $k=9, n=10$ | $156.24 \pm 0.10$ | $156.06 \pm 0.08$ | $\mathbf{1 5 6 . 5 4} \pm \mathbf{0 . 0 6}$ |
| $k=8, n=20$ | $431.98 \pm 0.61$ | $433.72 \pm 0.84$ | $\mathbf{4 3 6 . 2 0} \pm \mathbf{0 . 5 6}$ |

Table 5.2: Performance of SA with different mutations

### 5.2.2 New evaluation function targeting Maximin

Presentation of a Maximin effect: narrowing the distribution of distances
We study the properties of distances obtained with the evaluation function $\phi_{p}$ in SA solutions. We represent all the distances between the points of an LHD in histograms and identify properties that will allow us to establish a better evaluation function. We note $M(k, n)$ the random variable representing any square distance in any solution of an instance with dimension $k$ and size $n$. We note its mean $\bar{M}(k, n)$. As shown in [52], the following equality always holds for norm $\mathcal{L}_{2}: \bar{M}(k, n)=\frac{k n(n+1)}{6}$. From now on, we distinguish three cases relative to values taken by $n$ and $k$, each case showing a different behavior of the distribution of distances;

- Case $n \leq k$ In this case (see the histogram in the top of Figure $5.3, k=50, n=40$ ), the distances of potential solutions are concentrated around the mean. It is highly probable that two points taken at random will be neighbors. In our example with $k=50$ and $n=40$ in Figure 5.3 , the statistical range of $M$ relative to $\bar{M}, \frac{d_{\max }-d_{\min }}{\bar{M}}=\frac{340}{13667}=$ $2.5 \%$, in fact, is narrow. The rationale for this behavior is that when the number of points is less than the number of dimensions, it happens, in absence of constraints, that all the points are equidistant. Since the Latin constraint has to be respected, the points cannot be exactly equidistant. The distances, however, do not differ significantly. We talk about unimodal distribution.
- Case $k \leq n \leq 2 k$ In this case (the histogram in the center of Figure $5.3, k=30, n=$ 50 ), distributions are concentrated around two peaks. The first peak is mainly around the average distance (actually, there is a little shift between the peak and the mean because both the peaks preserve $\bar{M}$ ) and the second peak is located around the doubled average distance. Much more distances are concerned by the first peak.
We illustrate this phenomenon with the instance with $k=30$ and $n=50$ in Figure 5.3. We can explain this distribution shape by the fact that it is possible for this many points to be placed in an hyperoctahedron. In such a geometric object, each point is at the same distance from every other point but one, which is farther away. Thus, the distribution of distances shows two values, with the smaller being represented much more frequently. We name it bimodal distribution.

In our example, $\bar{D}(30,50)=12500$. Concerning the highest peak, the statistical range remains small compared with the mean: the ratio is $7.8 \%$, larger than in the first case for the whole distribution. There are only seven distances located in the interval [13183; 24865]

- Case $2 k \leq n$ In this last case (the histogram in the bottom of Figure $5.3, k=10, n=$ 100), distances are distributed more uniformly. There is neither a dense peak nor a sparse interval. We observe a decrease of occurrences with an increase in the value of the distance. It is an amodal distribution.
- Observations and consequences In the unimodal case, the only peak is naturally thin thanks to SA and particularly $\phi_{p}$ action. It would be pointless to try to narrow




Figure 5.3: Histograms of distances for $(k=50, n=40),(k=30, n=50)$ and $(k=10, n=$ 100) solutions

| Inst. | $\sigma$ | $\phi_{10} \& m_{2}$ | $\psi_{10, \sigma} \& m_{2}$ | $\phi_{10} \& 1 D$-move | $\psi_{10, \sigma} \& 1 D$-move |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $k=4, n=25$ | 70 | $177.59 \pm 0.29$ | $177.98 \pm 0.71$ | $180.51 \pm 0.27$ | $181.24 \pm 0.23$ |
| $k=9, n=10$ | 20 | $156.24 \pm 0.10$ | $156.09 \pm 0.06$ | $156.54 \pm 0.06$ | $156.49 \pm 0.10$ |
| $k=8, n=20$ | 65 | $431.98 \pm 0.61$ | $433.58 \pm 0.70$ | $436.20 \pm 0.56$ | $445.28 \pm 0.45$ |

Table 5.3: Performance of SA with different setups for evaluation function and mutation
it more. We note that for the two other cases $(k \leq n)$, narrowing differences between distances lead to improve performance. We illustrate this on the instance with $k=8$ and $n=20$. We represent distance sets of several possible solutions and observe that the best solutions have the most narrow distributions. We compare two solutions in Figure 5.4 with $d_{\min }=421$ and $d_{\min }=446$ which is the best solution found in [44]. Indeed, we note that $d_{\min }=446$ has the narrowest peak. We formulate the hypothesis that this property may be beneficial for SA performance. We introduce below a new evaluation function taking into account this aspect.


Figure 5.4: Distance sets of two $8 / 20$ solutions

## Definition of evaluation function $\psi$

We propose an evaluation function $\psi_{p, \sigma}$ to replace the usual function $\phi_{p}$ given by Eq. (5.2):

$$
\begin{equation*}
\psi_{p, \sigma}=\left(\sum_{i=1}^{\binom{n}{2}} w_{i} d_{i}^{-p}\right)^{\frac{1}{p}}, \text { where } w_{i}=\frac{1}{\sqrt{\sum_{j=1}^{\binom{n}{2}} e^{-\frac{\left|d_{j}-d_{i}\right|^{2}}{\sigma^{2}}}}} . \tag{5.3}
\end{equation*}
$$

The idea is to add weights $w_{i} \geq 1$ for each distance term $d_{i}^{-p}$. These weights determine if the distance is close to other ones. If a distance is far from the others, the weight will be high. Consequently, it forces the distances to be close to each other. However, $\psi_{p, \sigma}$ has two drawbacks: its complexity in $\mathcal{O}\left(n^{4}\right)$ and the need to find a good value for $\sigma$.
There are different ways to reduce this complexity. First, for instance, it is possible to consider only the differences which respect $\left|d_{j}-d_{i}\right|^{2} \leq 5 \sigma^{2}$. In this way, we avoid the calculations of terms that may be considered as negligible $\left(e^{-5} \ll 1\right)$. Instead of summing up $\binom{n}{2}$ distances, we can randomly choose $\mathcal{O}(n)$ distances $d_{j}$.
The next section treats the second drawbacks by explaining the method to fix $\sigma$.

### 5.2.3 Tuning of parameter $\sigma$ and its justification

Let us focus on the parameter $\sigma$ : we would like to avoid tuning it with preliminary experiments for each instance. We will therefore search for a general expression depending on $n$

| $n$ | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 3 | 6 | 7 | 8 | 12 | 13 | 14 | 18 | 19 |
| 4 | 6 | 12 | 14 | 20 | 21 | 26 | 28 | 33 |
| 5 | 11 | 15 | 24 | 27 | 32 | 40 | 43 | 50 |
| 6 | 14 | 22 | 32 | 40 | 47 | 54 | 62 | 68 |
| 7 | 17 | 28 | 40 | 52 | 62 | 72 | 81 | 91 |
| 8 | 21 | 42 | 50 | 66 | 80 | 91 | 103 | 116 |
| 9 | 22 | 42 | 61 | 82 | 95 | 114 | 128 | 144 |
| 10 | 27 | 50 | 82 | 95 | 113 | $\mathbf{1 3 4}$ | 158 | 175 |
| 11 | 30 | 55 | 82 | 111 | $\mathbf{1 3 3}$ | 157 | 184 | 211 |
| 12 | 36 | 63 | 94 | 142 | 158 | $\mathbf{1 8 4}$ | 213 | 243 |
| 13 | 41 | 70 | $\mathbf{1 0 7}$ | 143 | 184 | $\mathbf{2 1 4}$ | 246 | 279 |
| 14 | 42 | 78 | $\mathbf{1 0 9}$ | $\mathbf{1 6 2}$ | 220 | $\mathbf{2 4 7}$ | 282 | 318 |
| 15 | 48 | 89 | $\mathbf{1 3 5}$ | $\mathbf{1 7 9}$ | 228 | $\mathbf{2 8 1}$ | $\mathbf{3 2 3}$ | 363 |
| 16 | 50 | 94 | 154 | $\mathbf{2 0 0}$ | $\mathbf{2 5 4}$ | $\mathbf{3 2 8}$ | 364 | $\mathbf{4 1 2}$ |
| 17 | 56 | 102 | 163 | 221 | 277 | 343 | 413 | 462 |
| 18 | 57 | 114 | $\mathbf{1 7 6}$ | $\mathbf{2 4 9}$ | $\mathbf{3 0 6}$ | $\mathbf{3 7 6}$ | 469 | 515 |
| 19 | 62 | $\mathbf{1 2 3}$ | $\mathbf{1 9 3}$ | $\mathbf{2 6 8}$ | $\mathbf{3 3 6}$ | 408 | 491 | 576 |
| 20 | 66 | $\mathbf{1 3 8}$ | $\mathbf{2 1 0}$ | $\mathbf{2 9 3}$ | $\mathbf{3 7 2}$ | $\mathbf{4 4 8}$ | 528 | 645 |
| 21 | 69 | 149 | 232 | $\mathbf{3 1 5}$ | $\mathbf{4 0 1}$ | 482 | 570 | $\mathbf{6 7 4}$ |
| 22 | 82 | $\mathbf{1 5 4}$ | $\mathbf{2 4 6}$ | 347 | 433 | 525 | 623 | $\mathbf{7 2 1}$ |
| 23 | 82 | $\mathbf{1 6 5}$ | 260 | 364 | $\mathbf{4 6 8}$ | 566 | 667 | 773 |
| 24 | 83 | $\mathbf{1 7 3}$ | $\mathbf{2 7 6}$ | $\mathbf{3 9 1}$ | 506 | 609 | $\mathbf{7 2 0}$ | 837 |
| 25 | 89 | 183 | 294 | 419 | $\mathbf{5 4 1}$ | 657 | 768 | $\mathbf{8 9 7}$ |

Table 5.4: Highscores obtained with "all-purpose" tuning
and $k$. Looking at the definition of $\psi_{p, \sigma}$, this variable is introduced in order to regulate the order of magnitude of the exponential term. We see that $\sigma$ should have approximately the same order of magnitude as the values taken by $\left|d_{j}-d_{i}\right|^{2}$.
This is why we try to give the expression of a linear function of $k$ and $n$ which is similar to typical values $\left|d_{j}-d_{i}\right|^{2}$. To establish it, we study the variance of $M(k, n)$ : the tuning of $\sigma$ is founded on Theorem 5.1.

Theorem 5.1. $M(k, n) \sim \mathcal{N}\left(\frac{k n(n+1)}{6}, g(k, n)\right)$ with $g(k, n) \sim \frac{7 k n^{4}}{180}+\mathcal{O}\left(n^{3}\right)$.
Proof. Thanks to [52], we know that $\mathbb{E}(M(k, n))=\frac{k n(n+1)}{6}$. We note $\left(P_{1}, P_{2}\right)$ the random variable that gives any couple of points for an instance. The random variable $M(k, n)$ is a function of $\left(P_{1}, P_{2}\right)$. For any $1 \leq j \leq k$, we note $Y(j)=\left(P_{1}(j)-P_{2}(j)\right)^{2}$ and get $M(k, n)=\sum_{j=1}^{k} Y(j)$. As $Y(i)$ and $Y(j)$ are independent if $i \neq j$, we note $Y(i)=Y$ to keep the notation simple. If $k$ is high enough, we apply the Central Limit Theorem: $M(k, n) \sim \mathcal{N}\left(\frac{k n(n+1)}{6}, k \operatorname{Var}(Y)\right)$. We focus first on $\mathbb{E}\left(Y^{2}\right)=\mathbb{E}\left(\left(P_{1}(j)-P_{2}(j)\right)^{4}\right):$

$$
\mathbb{E}\left(Y^{2}\right)=\frac{\sum_{x=1}^{n} \sum_{y \neq x}(x-y)^{4}}{\frac{n(n-1)}{2}}=\frac{2\left(n \sum_{z=1}^{n-1} z^{4}-\sum_{z=1}^{n-1} z^{5}\right)}{n(n-1)}=\frac{n^{4}}{15}+\mathcal{O}\left(n^{3}\right) .
$$

We thus deduce $\operatorname{Var}(Y)=\mathbb{E}\left(Y^{2}\right)-\mathbb{E}(Y)^{2}=\frac{n^{4}}{15}-\frac{n^{4}}{36}+\mathcal{O}\left(n^{3}\right) \sim \frac{7 n^{4}}{180}$, and thus $g(k, n)=$ $k \operatorname{Var}(Y) \sim \frac{7 n^{4}}{180}$.

A good way to tune $\sigma^{2}$ is to express it as a linear function of the variance of the distances, i.e. the random variable $M(k, n)$. As we have just showed, this variance follows the function $g(k, n)$ above. We will therefore have the following expression for $\sigma^{2}: c k n^{4}$ where $c$ is a
constant. We just need to determine the value of c . for this, we will proceed experimentally and give a different value for each different case.
In the amodal case $n \geq 2 k$, we assume $\sigma^{2}=c k n^{4}$. According to several experiments series, we identify a good compromise with $c=\frac{1}{300}$.
In the case unimodal case $n \leq k, \psi$ does not bring more interesting results than $\phi$. It is equivalent to assuming $c$ to be very large $(c \rightarrow \infty)$.
Finally, the bimodal case $k \leq n \leq 2 k$ which is an intermediary of the two previous cases, can be tuned with $\sigma=2 c k n^{4}$. This proposition does not obviously represent the best tuning for all possible instances but gives an efficient and simple solution for the tuning of $\sigma$.
It is necessary to mention that the case $k \leq n \leq 2 k$ is the case where tuning is essential: to be as efficient as possible, the value of $\sigma$ has to be carefully selected.

### 5.2.4 Experimental results

Table 5.3 shows the impact of $\psi_{p, \sigma}$ on the SA performance with mutations $m_{2}$ and $1 D$ move. We keep the same experimental setup as in Subsection 5.2.1: SA makes a thermal linear descent, the results presented come out from 100 runs and the average is within the $95 \%$ confidence interval. The evaluation function $\psi_{p, \sigma}$ brings better results than $\phi_{p}$ for the bimodal and amodal cases, in particular when paired with $1 D$-move. In particular, the case where $k=8$ and $n=20$ shows a high increase in quality.
In Table 5.4 we update scores for the same instances as in [44]. The results were produced with $10^{7}$ iterations and $p=5$. Our function $\psi_{p, \sigma}$ is used when $k \leq n, \phi_{p}$ is used elsewhere. We note in bold type improved results and in italics results worse than [44]. For $4 \leq k \leq 8$, the use of $1 D$-move and $\psi_{p, \sigma}$ allows us to exceed a large number of scores but this improvement is less significant for other values. For $k=3$, we suppose that the new tools are not able to outperform previous results because the results are already optimal or very good. For $k=\{9,10\}$, a credible hypothesis is that the value of $\frac{n}{k}$ is so close to 1 that the effect of $\psi_{p, \sigma}$ is weak. Generally, results could be better with a specifically adapted tuning. Here, we established temperature, $p$ and $\sigma$ by making compromises between all the instances. However, in a real-life case, when treating complex systems, we work on a defined instance with $k$ and $n$ fixed. In such circumstances, we naturally advice to customize the tuning of the different parameters by making preliminary experiments on this very instance. We expect that such an approach would produce results outperforming those in Table 5.4.

### 5.2.5 Conclusion

We presented the state of the art of the algorithms used to solve the LHD-CP, focusing at first on the Simulated Annealing metaheuristic and continuing with other heuristics applied to constructing LHDs. We then presented improvements we made to SA for LHD in the form of a new mutation and a new evaluation function, both allowing to overcome the best results obtained in the literature. We go on with the implementation of Simulated Annealing for the pLHD-CP.

### 5.3 SA for completion

As we did not find any algorithm with performance guarantees for the pLHD-CP, and even worse, found that it is inapproximable for most practical cases, we use a heuristic algorithm to treat it. As the best performing heuristic for the LHD-CP is the Simulated Annealing metaheuristic, we applied it to the pLHD-CP. While the evaluation function $\phi_{p}$ can be used without a change, mutations need to be adapted. We adapt and compare two mutations, whose results vary depending on the number of points already chosen in the pLHD, and combine them using a method inspired by bandits strategies.

### 5.3.1 Mutation targeting "relatively empty" hypercubes

The mutations conceived for the construction problem may be reused in the completion context. The single difference is that only the points which have not been fixed in advance may be involved in them. In the remainder we use the term authorized points to refer to these points.
The choice of an appropriate mutation is conditioned by the number of points set a priori. When the design is entirely empty, the completion becomes a construction and $1 D$-move is a natural choice as it is the best mutation to this day, as we have seen in Section 5.2.1.
However, even though $1 D$-move is efficient for the construction problem, it behaves very poorly for the completion. The behavior of this mutation when completing a Maximin LHD needs to be adapted to this case. Otherwise, unauthorized critical points may restrict the mutation freedom and, as a consequence, the algorithm may be stuck in a local minimum. As a matter of fact, in the extreme case, the mutation becomes totally blocked. We will now describe in detail a situation where the use of the $1 D$-move mutation leads to oscillations. This will be illustrated in Fig. 5.5. If the minimal distance occurs once in the design and one of the points involved in it is fixed, one and only point can be chosen by the mutation. In Fig. 5.5 we use the following notation. Points $U, A$, and $C$ stand for unauthorized, authorized, and critical points, respectively. Point $U_{C}$ indicates a fixed point which is involved in the minimal distance which spans between it and $C_{A}$. Point $C_{A}$ is the only authorized and critical point in our example.
Once the mutation has chosen a dimension (we fix our attention on the horizontal axis in Fig. 5.5), the sequence of points of type $U C A U$ on this dimension imposes the choice of the other point to exchange one coordinate. In our example, on the horizontal dimension this sequence is $U_{C} C_{A} A_{1} U_{1}$. Mutation $1 D$-move will exchange the coordinates of $A_{1}$ and $C_{A}$ on this dimension ( $C_{A}$ becomes $C_{A}^{\prime \prime \prime}$ while $A_{1}$ becomes $A_{1}^{\prime \prime \prime}$ ). If $C_{A}^{\prime \prime \prime}$ remains the only critical point and the same dimension is chosen again, the sequence will be of $U A C U$ type, $U_{C} A_{1}^{\prime \prime \prime} C_{A}^{\prime \prime \prime} U_{1}$ in our case, and $C_{A}^{\prime \prime \prime}$ will exchange its coordinate with $A_{1}^{\prime \prime \prime}$ going back to its initial position. If such a sequence exists on each dimension (as this is a case in our example in Fig. 5.5) and every exchange maintains $C_{A}$ (or $C_{A}^{\prime}$, or $C_{A}^{\prime \prime}$, or $C_{A}^{\prime \prime \prime}$ ) as the one and only authorized critical point, the algorithm will be stuck oscillating ( $C_{A} \leftrightarrow C_{A}^{\prime \prime \prime}, C_{A} \leftrightarrow C_{A}^{\prime \prime}$, etc.) or turning around ( $C_{A} \rightarrow C_{A}^{\prime \prime \prime} \rightarrow C_{A}^{\prime \prime} \rightarrow C_{A}^{\prime} \rightarrow C_{A}$ ). In our example, mutation 1D-move cannot exchange one coordinate of the critical point with one coordinate of $A_{3}$ or $A_{4}$ as they are "too far" from $C_{A}$. Consequently, it will never produce a configuration with a point added either on position $C_{A}^{*}$ or position $C_{A}^{* *}$.
Now that we have seen that there are situations where 1D-move leads to oscillations, we will design a new mutation called cmpl1D-move that is based on 1D-move but that avoids such problem. The first major difference with the previous mutations is that it selects an oriented dimension, which means that we take into account a direction when looking for another point to exchange coordinates. Indeed, as seen in the example above, the selection of the neighbor in one dimension, performed by $1 D$-move, may be constrained to only one possibility. The second major difference is that mutation cmpl1D-move does not limit itself to choose points which are neighbors: once the direction has been fixed, it looks for the point with the minimal distance on the dimension and direction selected. Thus, considering the direction in which we look for the authorized point beforehand ensures that, given a critical point and a dimension, cmpl1D-move will have two outcomes (in the two opposite directions, possibly not symmetrical one to another with reference to the critical point on the dimension selected). In the example given in Fig. 5.5, critical point $C_{A}$ can be found in positions $C_{A}^{*}$ or $C_{A}^{* *}$ after the mutation, if the cmpl1D-move selects respectively the horizontal axis leftward (for $C_{A}^{*}$ obtained by the exchange with $A_{3}$ which becomes $A_{3}^{*}$ ), or the vertical axis downward (for $C_{A}^{* *}$ obtained by the exchange with $A_{4}$ which becomes $A_{4}^{* *}$ ). In summary:


Figure 5.5: The points marked with solid black circles form the initial configuration for this example. The smallest distance between lines is equal to one. Point $C_{A}$ is the one and only authorized critical point. It can exchange coordinates with points $A_{1}$ and $A_{2}$ as the coordinates of $C_{A}$ and $A_{1}$ differ by one on the horizontal axis and those of $C_{A}$ and $A_{2}$ differ by one on vertical axis. These coordinates of are represented by dotted lines. Unauthorized points $U_{c}, U_{1}$ and $U_{2}$ prevent from choosing the other coordinates, represented by solid lines. Mutation $1 D$-move would make point $C_{A}$ oscillate between three positions $C_{A}^{\prime}, C_{A}^{\prime \prime}$, and $C_{A}^{\prime \prime \prime}$ as it cannot exchange the coordinates of $C_{A}$ with either $A_{3}$ or $A_{4}$. By contrast, mutation cmpl1D-move can do these exchanges and insert a point on either position $C_{A}^{*}$ or position $C_{A}^{* *}$.

1. Select one critical point $p^{(1)}$, one dimension $j$ and the sign $+/-$ of the coordinate difference at random.
2. Find the authorized $p^{(2)}$ such that the coordinate difference $\left|p_{j}^{(1)}-p_{j}^{(2)}\right|$ is minimal.
3. Exchange the coordinates on the dimension $j$ with respect to the chosen sign which determines the direction.
4. If there is no authorized point on the dimension and direction chosen, perform mutation $m 2$.

As the restriction of the search space, induced by the fixed points, gets stronger when the number of these points increases, the mutation cmpl1D-move would not look for a solution sufficiently far from a current configuration. Its interest is therefore limited to instances in which a relatively small number of points is fixed in advance. At the contrary, $m_{2}$ performs best when a lot of points are fixed. We therefore try to combine both mutations to obtain one mutation adapted to every case.

### 5.3.2 Bandit-driven mutation

At this stage we conclude that there is not a single mutation which could cope with the entire spectrum of incomplete hypercubes, from "almost empty" to "almost filled up". We know, however, that cmpl1D-move works well for the first category of instances while $m 2$ is well suited to explore the search space of the second one. As we do not want to change the mutation depending on the instance, we would like to create a decision-making algorithm for choosing the mutation on-the-fly. In order to do this, we consider that at each iteration of SA, we have at our disposal several mutations and that choosing a mutation is a multi-armed bandit (MAB) problem as described in [2].
The MAB problem can be defined by several random variables $X_{i}$, where $i$ is the index of a gambling machine whose output is given by $X_{i}$. At each step, a machine $j$ is chosen and a reward which is the realization of $X_{j}$ is given. The goal is to maximize the sum of the rewards. In our case, the choice of the mutation would correspond to the choice of the machine and the reward, the evaluation of the new individual, i.e. a configuration in the SA context.
However, in our problem, the choice of a mutation changes the state of the system. We make the hypothesis that this is equivalent to a modification of the random variables behind each machine. With this hypothesis, our problem can be seen as a classical variant of the MAB problem: the non-stationary multi-armed bandit (NSMAB) problem [3].
An algorithm has been proposed in [20] to solve this variant: the sliding-window UCB algorithm. The principle is to choose the next gambling machine based on a trade-off between the exploitation of machines that previously gave good rewards and the exploration of other machines. At each step, a score is computed for each machine and the machine with the highest score is selected. This score is the sum of an exploitation part and an exploration part. The exploitation is based on the average reward of the machine. To handle the nonstationary aspect of the problem, the average is computed only on the last results of the machine. The exploration part will grow logarithmically when the machine is not selected. Our own algorithm will be based on this one with an adaptation to the nature of our problem. In SA, the difference in energy led by mutations will decrease during the algorithm and therefore the rewards will decrease in the corresponding bandit problem. As a result, we will handle the exploration in a different way.
The idea of our algorithm is to compute the average reward for each mutation based on their last results as in the sliding-window UCB algorithm. However, we chose the mutation based
on a probability depending on this average instead of having a deterministic algorithm. This and the fact that the rewards decrease in our problem allow us to get ride of the exploration part. Indeed, less exploited machines will have older rewards in their corresponding stored window. Those rewards, according to the previous remark, will likely be higher than the reward recently given, thus the average of less exploited machines tend to increase over time (and de facto the probability of choosing those machines will increase).
Here is a formal description of our algorithm. Let us note $W_{i}$ the set of size $w$ of the last rewards $x_{i}$ for mutation $i$. At each step, we select the next mutation according to the probability $p_{i}$ computed as specified by:

$$
\begin{equation*}
p_{i}=\frac{\exp \left(\overline{X_{i}}\right)}{\sum_{j} \exp \left(\overline{X_{j}}\right)}, \quad \text { where } \quad \overline{X_{i}}=\frac{1}{w} \sum_{x_{i} \in W_{i}} \exp \left(x_{i}\right) \tag{5.4}
\end{equation*}
$$

In the following, we apply this algorithm to the mutations m2 and cmpl1D-move and name the resulting mutation Bandit Driven Mutation (BDM). We note that it can be applied to any number of mutations.

## BDM:

1. Compute the probability of mutations $m 2$ and $c m p l 1 D$-move according to Eq. 5.4.
2. Randomly select the mutation to be used based on these probabilities.
3. Store the corresponding gain $x_{i}$.
4. Apply the chosen mutation.

### 5.3.3 Numerical experiments

We chose to base our experiments on the problem of dimension 4 and size 75 as was done in [44]. The experiments are performed for the hypercube taken from spacefillingdesigns.nl, with the distance expressed by the Euclidean norm $\mathcal{L}_{2}$. According to the site mentioned, this hypercube has $D_{\min }$ of 867 (we obtained, however, a hypercube with a score of 889 during our experiments).
Unless it is stated otherwise, the number of mutations of the annealing used for the experiments is $10^{5}$. We remark that for mutation $m 3$, experiments are realized with four times less mutations than for the others, because this mutation evaluates the $D_{\min }$ of the configuration once per dimension of the instance, thus we limited the total number of mutations performed in order to fairly compare the different types of mutations. Also, the temperature follows a linear cooling scheme that decreases the temperature every 100 mutations, from an initial acceptance probability of 0.4 down to 0 .
Incomplete hypercube instances are obtained by removing points according to a uniform distribution. The results are obtained by averaging over 200 incomplete instances except for some points in Table 5.6 and Figure 5.6 where a significant difference could not be obtained and therefore the average over 2000 runs was used. The same set of 200 (respectively 2000) instances of hypercubes with fixed points randomly generated with 200 (respectively 2000) different seeds were used as starting hypercubes across all algorithms.
We will first compare the performance of existing mutations with the one we designed for the completion problem: cmpl1D-move (Section 5.3.1) in function of the number of deleted points in the hypercube. The results are presented in Table 5.5.
The results in bold type correspond to the best average for a given number of deleted points. The last line ( 75 deleted points) of this table corresponds to the construction problem.
We note that the mutation $1 D$-move which gives the best results for the construction problem performs very poorly for the completion problem, which was explained in Section 5.3.1. The mutation we proposed: cmpl1D-move is successful as it obtains the best average for 35 to

| Deleted <br> points | mutations |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\mathbf{m 1}$ | $\mathbf{m 2}$ | $\mathbf{m 3}$ | 1D-move | cmpl1D-move |
| 5 | $846 \pm 49$ | $\mathbf{8 6 4} \pm \mathbf{1 4}$ | $858 \pm 32$ | $331 \pm 54$ | $853 \pm 32$ |
| 15 | $810 \pm 55$ | $\mathbf{8 5 4} \pm \mathbf{2 0}$ | $832 \pm 42$ | $173 \pm 30$ | $710 \pm 57$ |
| 25 | $745 \pm 36$ | $769 \pm 28$ | $\mathbf{7 9 1} \pm \mathbf{3 5}$ | $137 \pm 28$ | $732 \pm 32$ |
| 35 | $735 \pm 14$ | $728 \pm 14$ | $752 \pm 13$ | $126 \pm 25$ | $\mathbf{7 6 7} \pm \mathbf{1 5}$ |
| 45 | $735 \pm 11$ | $724 \pm 10$ | $745 \pm 8$ | $134 \pm 24$ | $\mathbf{7 8 0} \pm \mathbf{9}$ |
| 55 | $740 \pm 10$ | $722 \pm 10$ | $747 \pm 8$ | $173 \pm 31$ | $\mathbf{7 9 9} \pm \mathbf{7}$ |
| 65 | $747 \pm 11$ | $724 \pm 10$ | $753 \pm 7$ | $325 \pm 53$ | $\mathbf{8 1 8} \pm \mathbf{6}$ |
| 75 | $751 \pm 12$ | $730 \pm 10$ | $761 \pm 8$ | $\mathbf{8 4 4} \pm \mathbf{5}$ | $\mathbf{8 4 4} \pm \mathbf{6}$ |

Table 5.5: The mean score in function of the number of deleted points, for an instance of size 75 , in four dimensions, with $D_{\text {min }}=867$

75 deleted points. However, it is interesting to observe that this is not the case for a smaller number of deleted points where mutations $m 2$ and $m 3$ produce better scores.

This suggests that the problem behaves very differently depending on the number of deleted points. This observation leads us to propose the mutation $B D M$ that is able to pick up the best mutation depending on the instance.
We will now present in Table 5.6 and Figure 5.6 the results of the comparison of $B D M$ with mutations m2 and cmpl1D-move of which BDM is composed.

| Deleted <br> points | mutations |  |  |
| :---: | :---: | :---: | :---: |
|  | $\mathbf{m 2}$ | cmpl1D-move | BDM |
| 5 | $\mathbf{8 6 4} \pm \mathbf{1 1}$ | $858 \pm 18$ | $863 \pm 12$ |
| 15 | $\mathbf{8 5 3} \pm \mathbf{1 4}$ | $709 \pm 41$ | $830 \pm 25$ |
| 20 | $\mathbf{8 1 9} \pm \mathbf{2 1}$ | $713 \pm 31$ | $811 \pm 24$ |
| 25 | $766 \pm 19$ | $736 \pm 22$ | $\mathbf{7 9 4} \pm \mathbf{2 0}$ |
| 30 | $736 \pm 11$ | $750 \pm 14$ | $\mathbf{7 8 0} \pm \mathbf{1 4}$ |
| 35 | $727 \pm 8$ | $763 \pm 10$ | $\mathbf{7 7 3} \pm \mathbf{9}$ |
| 40 | $725 \pm 7$ | $774 \pm 7$ | $\mathbf{7 7 5} \pm \mathbf{6}$ |
| 45 | $724 \pm 6$ | $\mathbf{7 8 2} \pm \mathbf{6}$ | $779 \pm 5$ |
| 55 | $723 \pm 6$ | $\mathbf{7 9 8} \pm \mathbf{4}$ | $791 \pm 4$ |
| 65 | $726 \pm 6$ | $\mathbf{8 1 8} \pm \mathbf{3}$ | $807 \pm 4$ |
| 75 | $731 \pm 6$ | $\mathbf{8 4 3} \pm \mathbf{3}$ | $830 \pm 3$ |

Table 5.6: Comparison of the mean score of $B D M$ and its components: $m_{2}$ and cmpl1D-move

The size of the sliding window $w$ discussed in Section 5.3.2 is arbitrarily set for our experiments to 100 (for a total of $10^{5}$ mutation steps during an annealing process).

We see that for the extreme cases (a large or a small number of deleted points), BDM obtains scores close to those produced by the best-performing mutation. Our goal of having a mutation that can handle both cases has therefore been achieved.
On top of that, for intermediate values of deleted points, $B D M$ reaches significantly better results than both other mutations. This shows that a dynamic choice of a mutation during a single run based on a bandit formula can not only perform as well as each individual mutation but also combine the advantages of the different mutations to obtain even a better result.


Figure 5.6: Mean $D_{\min }$ with confidence interval for mutations: m2, cmpl1D-move, and $B D M$ in function of the number of deleted points

### 5.4 Conclusion

We presented a state of the art of the methods used to produce maximin LHDs. We improved the most efficient technique, the Simulated Annealing metaheuristic, by designing a new mutation and a new evaluation function, both performing better than their equivalent in the literature. This allowed us to beat several highscores for numerous instances. We applied this metaheuristic to the pLHD-CP, adapting the mutations used for the LHD-CP, and improved them by using a bandit method to choose a mutation.

## Chapter 6

## Conclusion

### 6.1 Summary of contributions

Two goals motivated this study: on the one hand, designing algorithms for constructing LHDs and improving existing ones, and on the other hand, finding the complexity class to which the LHD-CP belongs. The first goal has been met, and significant advances have been made toward the second one.
After giving a state of the art of metamodeling we focused on a sampling method, maximin Latin hypercube designs, which have the required qualities for metamodeling but are difficult to construct. We generalize the problem of constructing maximin LHDs (LHD-CP) by defining a new problem: the maximin completion of partial LHDs (pLHD-CP).
We studied the complexity of the pLHD-CP and proved that it is NP-complete in dimensions $k \geq 3$ for norm $\mathcal{L}_{1}$, a result we extended to all norms. We also proved that it is NP-complete in the two-dimensional space for norm $\mathcal{L}_{1}$, norms $\mathcal{L}_{p}$ with $p \in \mathbb{N}$, and norm $\mathcal{L}_{\infty}$.
We then searched for guarantees of performance for algorithms concerning both problems and found that the pLHD-CP is inapproximable for all norms in dimensions $k \geq 3$. We also gave an upper bound for an approximation ratio in dimension $k=2$ for norm $\mathcal{L}_{\infty}$. We designed IES, an approximation algorithm for the LHD-CP which is, to the best of our knowledge, the first approximation algorithm to solve this problem. We proved its approximation ratio by introducing two new upper bounds for the LHD-CP.
We finished by a study of heuristic algorithms for both problems. We started by describing the state of the art of algorithms used to solve the LHD-CP and we proposed two modifications for the best performing algorithm, the Simulated Annealing algorithm. The first is a new mutation which makes the local search smoother by reducing the effect of the mutation over the examined solutions. The second is an evaluation function that takes advantage of the shape of the distribution of distances we observed in good LHDs. These two modifications allowed us to produce better LHDs than those found in the literature for numerous instances of the LHD-CP.
We also adapted the Simulated Annealing algorithm to the pLHD-CP by modifying the two best-performing mutations for the LHD-CP. We observed that the best performing mutation depends on the instances of the problem and we designed a super-heuristic inspired by bandit methods able to choose the best mutation depending on the situation and even outperforming each individual mutation in some cases.

### 6.2 Directions for further research

The complexity of the LHD-CP remains an open problem.
Proving its supposed NP-completeness by finding a reduction to another problem is challenging considering the small amount of information which defines each instance. The instance
is made up of only the two positive natural numbers which are the LHD size and dimension. Proving that the construction problem is in P (if this is the case) would require two elements. The first would be tight upper bound. While we did find an upper bound of the right order, described in Section 4.3.1, it is not thight. The second element would be an optimal polynomial-time algorithm. While we designed a polynomial-time approximation algorithm, it is not an optimal algorithm.
While the pLHD-CP has been found to be NP-complete in most cases, in two dimensions it has only been proven NP-complete for the usual norms $\mathcal{L}_{\infty}$ and $\mathcal{L}_{p}$, with $p \in \mathbb{N}^{*}$. Furthermore, its approximability is also unknown on the plane. Proving its inapproximability for one norm would lead to proving its inapproximability and NP-completeness for all norms with the same technique we used for dimensions $k \geq 3$.
The approximation algorithm we designed, the Inflate, Expand and Stack algorithm (IES), has the advantage of being very fast. However, we did not successfully use it as a starting point for the heuristic algorithms we studied. Nonetheless, it could be used in this way in algorithms using different mutations and thus a different search space. Finding better upper bounds for the problem would also give a better, more accurate, approximation ratio for IES.
A work of considerable volume has been done in the operations research field to build maximin LHDs and thus numerous heuristic algorithms have been developed to this end. The mutation and evaluation function we designed for the Simulated Annealing algorithm may be used for other heuristic algorithms. Notably, the evaluation function we proposed is not specific to LHDs and can be used for other types of maximin designs.
The pLHD-CP, has been introduced in this thesis and has not been studied out of this scope. It would be interesting to see what other heuristic algorithms could be used to solve it. As we oberved, this problem behaves differently when the number of points already fixed is low or high, different algorithms, mutations or evaluation functions should be used for each individual case.
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## Résumé de la thèse

Un hypercube latin (LHD) est un ensemble de $n$ points en dimension $k$, à coordonnées entières, contenus dans un hypercube de taille $n^{k}$, et tel que les points ne partagent pas de coordonnées sur aucune dimension. Un LHD maximin est un LHD tel que la distance de séparation, c'est-à-dire la distance minimale entre deux points, est maximale. Les LHDs maximin sont particulièrement utilisés pour la construction de métamodèles en raison de leurs bonnes propriétés pour l'échantillonnage. Comme la plus grande partie des travaux concernant les LHD se sont concentrés sur leur construction par des algorithmes heuristiques, nous avons décidé de produire une étude détaillée du problème, et en particulier de sa complexité et de son approximabilité en plus des algorithmes heuristiques permettant de le résoudre en pratique.
Pour conduire cette étude, nous avons généralisé le problème de construction d'un LHD maximin en définissant le problème de compléter un hypercube latin entamé en respectant la contrainte maximin: étant donné un LHD partiel (un LHD auquel il manque des points), lui ajouter des points de manière à obtenir un LHD avec une distance de séparation maximum. Le sous-problème dans lequel le LHD partiel est vide correspond au problème de construction de LHD classique.
Dans le second chapitre, nous étudions les métamodèles et décrivons les différentes techniques utilisées, avec les régressions polynomiales, la méthode des surfaces de réponses, le krigeage et les fonctions de base radiales. Nous décrivons les différentes méthodes d'échantillonage utilisées pour les métamodèles étudiés, les plans factoriels fractionnaires, les réseaux orthogonaux et les hypercubes latins. Cela nous conduit à définir formellement les problèmes de construction d'hypercubes latins maximin et de complétion maximin d'hypercubes latins partiels, en tant que problèmes de décision et d'optimisation.
Dans le troisième chapitre, nous avons étudié la complexité du problème de complétion et avons prouvé qu'il est NP-complet pour toutes les normes en dimension $k \geq 3$, et pour les normes usuelles (i.e. les normes $\mathcal{L}_{p}$, avec $p \in \mathbb{N}$ et la norme $\mathcal{L}_{\infty}$ ) dans le plan, à l'aide de réduction polynomiales à partir des problèmes de complétion de carrés latins ainsi que du problème ( $3, B_{2}$ )-SAT qui est une variante de 3 -SAT. N'ayant pas déterminé la complexité du problème de construction, nous avons cherché des garanties de performances pour les algorithmes résolvant les deux problèmes.
Dans le quatrième chapitre, nous avons prouvé que le problème de complétion n'est approximable pour aucune norme en dimensions $k \geq 3$. Nous avons également prouvé un résultat d'inapproximabilité plus faible pour la norme $\mathcal{L}_{\infty}$ en dimension $k=2$. D'un autre côté, nous avons proposé le premier algorithme d'approximation pour le problème de construction, l'algorithme IES, dont nous avons calculé le rapport d'approximation grâce à deux bornes supérieures que nous avons établies.
En plus de l'aspect théorique de cette étude, nous avons travaillé dans le cinquième chapitre sur les algorithmes heuristiques, et en particulier sur la métaheuristique du recuit simulé. Nous avons proposé une nouvelle mutation pour le problème de construction, en prenant en compte le fait que le recuit simulé est plus performant lorsque la mutation ne change que légèrement la solution. Après avoir remarqué que la distribution des distances dans des bonnes solutions avait une forme particulière, nous avons développé une nouvelle fonction
d'évaluation prennant ce fait en compte.. Ces deux éléments ont permis d'améliorer les résultats rapportés dans la littérature. Nous avons adapté la méta heuristique du recuit simulé au problème de complétion, et nous avons observé que le comportement du problème de complétion change en fonction du nombre de points initialement présent dans le LHD partiel, faisant varier la mutation la plus adaptée au problème. Nous avons pris ce fait en compte et amélioré le recuit simulé en utilisant une méthode de bandit pour choisir la mutation la plus appropriée pendant le déroulement de l'algorithme, dépassant chaque mutation individuelle lorsque le nombre de points présents initialement est intermédiaire.
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## Résumé :

Un hypercube latin (LHD) maximin est un ensemble de points contenus dans un hypercube tel que les points ne partagent de coordonnées sur aucune dimension et tel que la distance minimale entre deux points est maximale. Les LHDs maximin sont particulièrement utilisés pour la construction de métamodèles en raison de leurs bonnes propriétés pour l'échantillonnage. Comme la plus grande partie des travaux concernant les LHD se sont concentrés sur leur construction par des algorithmes heuristiques, nous avons décidé de produire une étude détaillée du problème, et en particulier de sa complexité et de son approximabilité en plus des algorithmes heuristiques permettant de le résoudre en pratique.
Nous avons généralisé le problème de construction d'un LHD maximin en définissant le problème de compléter un LHD entamé en respectant la contrainte maximin. Le sous-problème dans lequel le LHD partiel est vide correspond au problème de construction de LHD classique.
Nous avons étudié la complexité du problème de com-
plétion et avons prouvé qu'il est NP-complet dans de nombreux cas. N'ayant pas déterminé la complexité du sous-problème, nous avons cherché des garanties de performances pour les algorithmes résolvant les deux problèmes.
D'un côté, nous avons prouvé que le problème de complétion n'est approximable pour aucune norme en dimensions $k \geq 3$. Nous avons également prouvé un résultat d'inapproximabilité plus faible pour la norme $\mathcal{L}_{\infty}$ en dimension $k=2$. D'un autre côté, nous avons proposé un algorithme d'approximation pour le problème de construction, et avons calculé le rapport d'approximation grâce à deux bornes supérieures que nous avons établies. En plus de l'aspect théorique de cette étude, nous avons travaillé sur les algorithmes heuristiques, et en particulier sur la méta-heuristique du recuit simulé. Nous avons proposé une nouvelle fonction d'évaluation pour le problème de construction et de nouvelles mutations pour les deux problèmes, permettant d'améliorer les résultats rapportés dans la littérature.
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#### Abstract

A maximin Latin Hypercube Design (LHD) is a set of point in a hypercube which do not share a coordinate on any dimension and such that the minimal distance between two points, is maximal. Maximin LHDs are widely used in metamodeling thanks to their good properties for sampling. As most work concerning LHDs focused on heuristic algorithms to produce them, we decided to make a detailed study of this problem, including its complexity, approximability, and the design of practical heuristic algorithms. We generalized the maximin LHD construction problem by defining the problem of completing a partial LHD while respecting the maximin constraint. The subproblem where the partial LHD is initially empty corresponds to the classical LHD construction problem. We studied the complexity of the completion problem and proved its NP-completeness for many cases. As we


did not determine the complexity of the subproblem, we searched for performance guarantees of algorithms which may be designed for both problems.
On the one hand, we found that the completion problem is inapproximable for all norms in dimensions $k \geq 3$. We also gave a weaker inapproximation result for norm $\mathcal{L}_{\infty}$ in dimension $k=2$. On the other hand, we designed an approximation algorithm for the construction problem which we proved using two new upper bounds we introduced.
Besides the theoretical aspect of this study, we worked on heuristic algorithms adapted for these problems, focusing on the Simulated Annealing metaheuristic. We proposed a new evaluation function for the construction problem and new mutations for both the construction and completion problems, improving the results found in the literature.
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[^0]:    ${ }^{1} \mathrm{APX}$ is the class of all NP optimization problems for which there is a polynomial-time $\varepsilon$-approximation algorithm, for a certain $\varepsilon>0$.

