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Abstract.This chapter provides an overview of this PhD-thesis: the thesis motivation, its objectives and
its structure. Finally, some road map how to read this thesis is added. All these points are prefaced by
explanatory remarks what is the main thesis focus.

0.1 What Is the Thesis About?

This thesis is aimed at the discussing of temporal planning with fuzzy constraints and preferences. Planning
constitutes one of the form of rational behavior and reasoning – in particular. Intuitively, we often refer
planning to a deliberation process that chooses and organizes actions in order to achieve goals that are
desired or required [1, 2, 3]. Actions are executed in a given domain. Making actions often modifies initial
domains. For example, an action ’move’ may change a robot/satellite position.

A natural extension of (classical) planning is temporal planning. Informally speaking, temporal planning
may be viewed as classical planning involved in ’timing’. ’Timing’ can be understood in many ways: as a
duration of action performing or as temporal constraints imposed on the action materialization. Temporal
planning is aimed at different issues (see: [3]). The most typical are the following ones:

• time optimization of action execution,

• types of temporal constraints that may be imposed on action execution,

• representation of temporal constraints,

• construction of plans which respects temporal constraints that are required.

In general, temporal constraints are divided into two classes: the qualitative and quantitative temporal
constraints.

In order to reinforce reality of investigations, temporal planning is often considered together with a new
component called ’preferences’. They introduce some piece of rationality to temporal planning. Preferences
may be imposed on action execution, task performing or on a choice of different components such as:
situations, solutions, etc. Unfortunately, temporal planning sometimes forms an acting under uncertainty.
The notion of ’uncertainty’ may refer to different situations in temporal planning. It may mean that our
preferences were set imprecisely or that temporal constrains – imposed on action performing – is not rigid.
All these situations constitute a subject of temporal planning with fuzzy constrains and preferences.

0.2 Motivation

Nowdays, there exist at least three different approaches to planning in Artificial Intelligence and in close-
related branches of computer science. One of them is a planning paradigm ”planning as satisfiability of
formulas’ - see: [1, 2, 3]. The main alternative approach to planning via graph search was introduced and
broadly developed in [4, 5, 6] and recently supported by some techniques of the graph-plan analysis from
[7, 8, 9]. There is also a couple of typical problems - naturally associated to planning. One of such problem
is an old Hamiltonian optimization problem – commonly known as the Traveling Salesman Problem (TSP)
- solved by M.M. Flood in [10] and developed by Menger in [11] I. Heller in [12]. This problem may be
briefly characterized as follows: Given a list of cities and the distances between each pair of cities, what is
the shortest possible route that visits each city exactly once and returns to the origin city?

An alternative problem – associated to planning (and scheduling) is the so-called Multi-Agent Problem
(MAP). This problem – or even better – a class of similar problems may be represented by the so-called
Nurse Rostering Problem – discussed in [13, 14, 15, 16] and specified as follows: having a set of actions and
agents find a schedule that satisfies all constraints imposed on these actions.

Meanwhile, a taxonomy of temporal constraints (such as these in TSP or MAP) is heterogeneous. In
fact, as mentioned, they are usually divided into two groups: the qualitative and the quantitative ones. The
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quantitative ones are usually rendered in terms of Temporal Constraints Satisfaction Problem and Simple
Temporal Problem – as its specification when numeric constraints are restricted to a single interval – due to
[17, 18, 19, 20].

Unfortunately, these planning problems, planning paradigms and the taxonomy of temporal constraints
are involved in different difficulties and they show some essential shortcomings or lacks. Namely, they may
be specified as follows.

PlanParadigms: 1. Neither methods of the the first paradigm (such as STRIPS), nor of the second one
(such as Davis-Putnam procedure) seem to have enough sufficient expressive power to exploit
them in contexts of temporal planning with different constraints and preferences.

2. At least, an expressive power of these methods is not clear.

3. Finally, these planning paradigms – are rather considered purely methodologically as a reservoir
of planning methods – developed, somehow, independently of concrete planning problems as their
subject ’specification’.

PlanProblems: 1. No temporal extensions of these problem (MAS and TSP) are known and no approach
to a construction of a taxonomy of temporal extensions of MAS and TSP is proposed.

2. In a consequence, no approach to modeling and representation of these extensions are known in
a specialist literature.

3. Finally, majority of research on TSP (partially on MAS, as well) refers to these problems as to
the discrete ones (for example, in a graph-based representation), putting aside a real time aspects
in their solving.

TempConst: 1. The representation of temporal constraints does not overcome a dualism: ’quantitative-
qualitative’ and that there is no ’bridge’ between a conceptualization of quantitative and quali-
tative temporal constrains.

2. In addition, majority of works refer to Allen’s algebra as a sufficient conceptual basis to represent
temporal constraints. Meanwhile, these fuzzy temporal constraints – integrated with preferences
in particular – require a more sophisticated representation (than Allen’s algebra). This new
representation should be sensitive for combined formulas (representing both temporal constraints
and preferences).

3. Finally, approaches to the representation of Allen’s algebra oscillate more around meta-logical
features of Halpern-Shoham logic such as PSPACE-completeness, decidability etc. than around
a question: ’How to make Allen’s interval relations computably useful and operationally ex-
plorable?’.

It seems that overcoming these difficulties and dualism towards a more holistic approach may support a
more successful and general investigations in a temporal planning. This conviction constitutes a motivation
factor of the thesis analysis as well.

0.3 The Problem Formulation

Due to above observations – this PhD-thesis is aimed at solving the following research problems:

1. How to introduce a simple taxonomy of problems in temporal planning and scheduling with fuzzy con-
strains and preferences, which satisfies the following conditions:

• it is (relatively) exhaustive,

• it contains a precise description of basis problems of each,
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2. How to manage and model fuzzy temporal constrains and preferences – due to this taxonomy – in order
to either:

• grasp a computational side of them or,

• extend an expressive power of planning methods and tools or,

• give new formal tools for plan monitoring.

0.4 Objectives of the Thesis

According to these motivation factors – the objectives of the thesis may be summarized as follows:

Goal: The main goal of the thesis is a depth-analysis and exploration up-to date the conceptual tissue of
temporal planning with fuzzy constraints and preferences to:

• propose a new mathematical (formal) foundations for the components of temporal planning with
these constraints and

• elaborate new ways of representation and modeling of these components.

This main goal may be decomposed in the following subgoals (as their conjunction) – chronologically
ordered as below:

Go1 To identify main difficulties and weaknesses of current approaches to temporal planning and to repre-
sentation of temporal constraints and preferences.

Go2 To propose new temporal version of Traveling Salesman Problem and Multi-Agent Problem as a basis
for a subject-specification of temporal planning.

Go3 To give a mathematical foundation for temporal constraints with fuzzy Allen’s relations in a distin-
guished role in terms of algebra and real and abstract analysis.

Go4 To propose a new hybrid approach to fuzzy temporal constraints and preferences on a base of the
convolution-based representation of fuzzy Allen’s interval relations in the context of Temporal Multi-
Agent Problem.

Go5 To incorporate this new approach to propose new fuzzy temporal and preferential extensions of STRIPS
and Davis-Putnam procedure.

Go6 To propose a logic-based approach to fuzzy temporal constraints and preferences in the context of
Traveling Salesman Problem.

Go7 To incorporate this new approach in plan supervising – for the construction of the hybrid plan con-
troller.

Go8 To propose a synthesis of these two approaches: the convolution-based and the logic-based one via
complementation the construction of the plan controller by a convolution representation of the agent’s
move trajectories.

By the way, the computational and programming-wise (in terms of PROLOG-solvers) aspects of Multi-
Agent Schedulo-Planning Problem are undertaken in the thesis.

As mentioned, this PhD-thesis is amied at the representing and modeling of different components of
temporal planning with fuzzy constraints and preferences. It is also focused on in-depth-analysis up-to-date
of teh conceptau tissue of these problems. Therefore, it is focused neither on finding optimal solutions of
the problems from this area, nor on experimental results and analysis from this area.
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0.5 Structure and Content of the Thesis.

Although considerations of the thesis oscillate around an issue of temporal planning with different compo-
nents and around methods of their modeling, contributions of this PhD-work may be clearly divided into
two complementary parts.

1. Part I (of Contributions) is aimed at:

• representing and modeling temporal planning and fuzzy temporal constraints and preferences in
terms of convolution-based models and

• investigating some computational and programming-wise aspects of this convolution-based ap-
proach.

2. Part II (of Contributions) is aimed at:

• representing components of temporal planning – preferences, temporal constraints – in terms of
some Multi-Valued Halpern-Shoham logic,

• modeling them by means of a newly proposed interval-based fibring semantics, and

• putting forward a general method of the hybrid plan controller construction exploiting the pro-
posed approach.

The detailed content of further thesis chapters is the following:

Introduction 1 . This chapter forms a conceptual and (partially) historical introduction to issues of tempo-
ral planning as a unique extension of classical planning. Classical planning is described in different paradigms.
In particular, classical planning as graph-searching (for example, as based on STRIPS) and as satisfiability
(via Davis-Putnam procedure) were discussed. Finally, temporal planning is presented as an extension of
classical planning by temporal aspects of acting.

Introduction 2 . This chapter forms an introduction to temporal and fuzzy temporal constrains and and
their taxonomy. It also describes preferences as a separate component of temporal reasoning and temporal
planning. Fuzzy temporal constraints are divided into two classes: the quantitative and the qualitative
ones. The quantitative temporal constraints are briefly discussed in terms of Constraints Satisfaction Prob-
lem and its specification in the so-called Simple Temporal Problems (STP). The qualitative fuzzy temporal
constraints – the main focus of this chapter – are properly discussed in terms of fuzzy Allen’s relations.
Two different approaches to their representation are presented here: Ohlbach’s integral-based depiction and
DeCock-Schockaer’s depiction in terms of relational calculus and t-norms.

Contributions. Chapter 1. This chapter has an intermediate character between ’Introduction 1’ and
’Introduction 2’ and further parts of the PhD-thesis. Different difficulties of earlier approaches to temporal
planning and fuzzy temporal constraints are detected and briefly discussed. One of the difficulty is a lack of
a subject-specification of temporal planning, which is usually seen in a more methodological way. It forms
a motivating factor to propose an outline of a small taxonomy of a subject-problems for temporal planning.
Two classes of problems are introduced: the problems of the class of Temporal Traveling Salesman Problem
(TTSP) and the problems of Multi-Agent schedule-Planning Problem (MA-SP-P). Both the paradigmatic
problems (TTSP and MA-SP-P) are also defined in detail. Finally, some hints how to represent and model
them are put forward in this chapter.

Contributions. Chapter 2. This chapter introduces a new mathematical approach to fuzzy temporal
constrains and preferences. At first, fuzzy Allen’s relations are represented by norms of the appropriate
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convolutions of the Lebesgue integrable functions – in a polemic reference to Ohlbach’s ideas. Secondly, a
new holistic approach to fuzzy temporal constraints – on a base of the convolution representation of fuzzy
Allen’s relations – is elaborated. This new holistic approach forms a combination of the quantitative and the
qualitative fuzzy temporal constraints. The first ones are the constraints of MA-SP-P. The are encoded in
the appropriate fuzzy intervals. The qualitative ones are just fuzzy Allen’s relations imposed on these fuzzy
intervals.

Next sections of the chapter present the temporal and preferential extensions of STRIPS and of Davis-
Putnam procedure in a theoretic depiction. In addition, some metalogical features of the extensions are also
discussed.

The qualitative temporal constraints are represented by Allen’s relations and they are imposed on the
quantitative ones. This combination allows us to introduce a new definition of fuzzy temporal constrains and
preferences on a base of the last one.

Contributions. Chapter 3 . Investigations of this chapter forms a conceptual continuation of inves-
tigations of chapter 2 and they refer to computational and programming-wise aspects of fuzzy temporal
constraints and thero representation. At first, the convolution-based depiction of fuzzy Allen’s relations is
applied to STRIPS and Davis-Putnam procedure in the appropriate temporal and preferential extension.
Secondly, the PROLOG-solvers for chosen cases of the Multi-Agent Schedule-Planning Problem are pre-
sented. Analyses of this chaper are carried out in the subject context of Multi-Agent Schedule-Planning
Problem.

Contributions. Chapter 4. This chapter addresses an alternative, algebraic-logical approach to represen-
tation of temporal constrains and preferences. These components are rendered in terms of a new Multi-Valued
(Preferential) Halpern-Shoham logic. A ’fuzziness’ is introduced here by preferences. This formal system
is further interpreted in some interval-based fibred semantics. It allows us to consider combined formulas
representing both preferences and actions – temporally constrained. Investigations of this chapter oscillates
around Traveling Salesman Problem and its modeling.

Contributions. Chapter 5. This chapter describes a general method of the hybrid plan controller con-
struction and it extends a purely theoretic investigations of chapter 4 towards an application area. The
controller construction runs as follows.

1. At first, the robot motion environment is specified in Linear Temporal Logic (LTL) extended by
Halpern-Shoham Logic (HS).

2. This LTL+HS-description is encoded by the appropriate Büchi automaton and it represents a required,
planned situation.

3. Next, the second Büchi automaton is constructed for a real situation of the robot task performing.

These two automata form a construction basis for their product automata. Its representation in terms of
PROLOG plays a role of a desired plan controller.

Contributions. Chapter 6. This chapter describes an attempt of a synthesis of earlier approaches to
fuzzy temporal constraints and preferences. It is discussed here how the analysis-based and the logic-based
representations might complement each other in the plan controller construction. For example, trajectories
of agent moves in a logic-based description may be interpreted as the appropriate functions in Sobolev spaces.

Contributions. Chapter 7. This chapter contains concluding remarks and announces a promising direc-
tion of a future research.
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Appendixes. The thesis contains also 8 Appendixes. Appendixes 1-7 contain more advanced results from
a thematic scope of the thesis, such as metalogical features of fuzzy logic systems for Allen’s relations.
Appendix 8 contains a couple of mathematical definitions used in the proper body of the thesis.

0.6 How to Read the Thesis?

Contributions of the thesis – as it has been signalized – do not have any simply linear structure, but
rather a bi-linear. It follows from the fact that the proposed taxonomy of temporal planning problems
may be viewed as containing two classes of problems. The first class contains problems of Multi-Agent
Schedule-Planning Problem-type. (M-AS-P). The second one – problems of Temporal Traveling Salesman
Problem-type (TTSP). Problems of the first class show to be better graspable in analytic terms of the
convolution-based approach. Problems of the TTSP-type – show to be suitable to be represented more
logically, in terms of Preferential Halpern-Shoham logic.

In consequence, we have the following two lines of reasoning in the thesis.

A The first line leads from the chapter ’Detecting difficulties’ by chapter 1 (presenting a convolution-
based approach to fuzzy temporal constraints) up to chapter 2 (presenting computational aspects of
the convolution-based approach in temporal planning).

B The second one leads from the same chapter ’Detecting difficulties’ by chapter 3 (describing fuzzy
temporal constraints and preferences in terms of Preferential Halpern-Shoham logic) up to chapter 4
(describing a general method of the plan controller construction as an implementation of chapter 3).

These two reasoning lines are visually presented in Figure 2.
For that reason, chapter 3 should not be considered as a continuation or extension of investigations of chapter
1 (or chapter 2). In fact, it presents an alternative and complementary approach to approaches presented in
chapters 1 and 2.

0.7 A Short Justification of the Thesis Approaches

Two-dimensionality of the thesis analysis has just explained. It remains to justify a mathematical thesis
approach and considering of temporal planning in mixed contexts.

Justification for mathematical approach, but against ’mathematism’. An idea to exploit math-
ematical tools and methods in the thesis approach stems from the author’s belief that problems of AI –
problems of planning in particular – should be operationally and computably graspable and expected results
should be precisely measurable. This postulate seems to be feasible in a framework of any mathematical ap-
proach. The same mathematical approach may deliver a formal and precise conceptualization in a framework
of a logical representation (of actions, temporal constrains or preferences). Finally, a better understanding
of logical and mathematical foundations of temporal planning may be useful for AI-appliers – as it allows us
to better understand what we do in a broad area of temporal planning.

Nevertheless, this work does not constitute any manifesto of ’mathematism’. In fact, purely mathemati-
cal approaches – based on a mathematical idealization – are often insufficient in temporal planning or they
have reached limits of applications. In addition, a purely mathematical description seems to sometimes
deliver too ’static’ framework to describe the whole dynamism of temporal planning, its problems and their
specification. Some examples for this fact may be found in this work as well.

Justification of considering temporal planning in mixed contexts. There are (at least) two reasons
against considering temporal planning as a separate activity in AI.
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Figure 2: A road map of the thesis. Numbers 1 - 6 presents a chronology of thesis chapters.

1. At first, temporal planning (classical planning as well) may be much better emphasized and elucidated
in mixed contexts – together with scheduling and plan monitoring.

2. Secondly, temporal planning seems to be especially suitable to be combined with many forms of tem-
poral reasoning such as scheduling or plan supervising.

3. Finally, temporal planning itself forms a slightly theoretic concept and it just requires some form of
complementation in order to become a more realistic acting.

For that reasons, a conceptual framework was not only determined by the single question ’Which action
to choose?’, but also by questions: ’How to associate a given set of actions to a schedule?’, ’How to supervise
performing of a given plan?’ or ’How to represent fuzzy temporal contexts imposed on a given set of actions?’.
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0.8 Plan and Planning

Classical Planning [3], as considered in Artificial Intelligence (AI) and Knowledge Representation (KR),
forms a broad research domain located at the intersection of such areas as: Temporal Reasoning, State-
Space Search, Graph-Search and Heuristic Search. It may be briefly specified by a title of the Lifschitz’s
work [2] as reasoning about actions and plans.1 In fact, (classical) planning2 consists in finding a finite
sequence of actions that transform an initial state into a final one, called a goal state. Each action has a
predefined set of conditions which must be satisfied in order to execute it. These conditions are commonly
called action preconditions. Each action causes some effects of its execution.

From a purely methodological point of view, classical planning forms a heterogeneous research domain –
as it exploits a variety of (sometimes) mutually incompatible approaches and methods. The main method-
ological paradigms of classical planning are: the so-called Satisfiability-based approach3, planning as search
(in particular: in graphs) and planning via Markov Decision Processes (MDD). The satisfiability-based
paradigm is based on a logical specification of planning domain and goals and is closely related to planning
as satisfiability. From operational point of view, it may be supported by (heuristic) graph-search meth-
ods. In contrast, the Markov’s process-based planning oscillates around such concepts as: utility functions,
probability and optimization problems4.

Temporal planning constitutes some further extension of classical planning, where temporal aspects of
objects, events and actions are also considered. Informally speaking, temporal planning can be considered
as activity close to classical planning, but time concerning issues, such as execution times and temporal
constraints, are also taken into account.

A somewhat rough conceptual map of the planning domain sub-areas – as considered by contemporary
AI – is presented in Fig. 0.8.

The term ’timing’ in temporal planning may be rendered in many ways: as a duration of action perform-
ing, as a temporal ’distance’ between intervals associated to actions or – as temporal constraints imposed
on the action performing. Nevertheless, temporal aspects of planning usually refer to the fact that actions
are assigned some duration (as a time of their execution).

Independently of these (sometimes sophisticated) differences, a general conceptual planning framework
is determined by the following components (see, for example, [3]):

A actions,

B planning domains,

C plans,

D planning problems,

E initial states and goal states.

1This perspective of planning was presented in papers such as [21, 22, 23]. (Classical) planning as satisfiability was defined
in[24], as a graph analysis in Blum’s works: [4, 5, 6]. Classical planning in a more automated-based approach was widely
discussed in some extensions in two monographs of Ghallab-Nau-Traverso in [3] and Harisson in [25].

2Sometimes – as in [3] – classical planning is considered as a slight generalization of the so-called set-theoretic planning.
The difference between them can be grasped in the perspective of languages for their representation. In set-theoretic planning
a finite set of propositions (atoms) of a propositional calculus can play the role of a planning language. In classical planning,
we admit a language of a predicate calculus as a planning language – often restricted to a finite set of formulas.

3In [3], this approach is rather called ’Model-Checking approach’. Meanwhile, the model-checking problem can be defined
as follows: given a model of a system, check whether this model meets a given specification. Model-checking was invented and
described in the 80’s by E. Clark and A. Emerson in [26, 27, 28] and introduced to planning research in [29, 30].

4In planning via Markov Decision Processes, a planning domain is modeled as a transition system, where probabilities are
assigned to state transitions, goals are represented by the so-called utility functions and planning is considered as an optimization
problem – see: [3], pp. 379-386. Whereas Markov decision processes are known since 19th century between mathematicians,
they were incorporated by researchers in AI in the 90th in works of A. Cassanda and T. Dean: [31, 32, 33].

20



 

 

 

 

 

 

 

 

 

 

 

   search 

       

Model-checking-based 

  

   Markow processes-based 

Spatial 

planning 

Spatial visualisation of a conceptual environement of 

temporal planning 

 

Figure 4: Visual presentation of a ’conceptual map’ for temporal planning

These components are often defined in the appropriate planning language – both a propositional one or a
predicate one, as well as the modal ones. It allows us to represent initial and final states as propositions of
a given planning language. A detailed description of the planning components will be provided below.

0.8.1 Planning Domains, Plans, Actions and Planning Problems

The core concept of planning (in both classical and temporal approach) is the notion of action. Actions –
as atomic components of plans are somehow associated to planning domains and planning goals. Planning
domains are defined by a set of states S, set of actions A and by possible observations that refer to the
domain components. Some of the states can be distinguished as initial states of the domain. In order to move
between states, a transition function is defined. Detailed definitions of these concepts are as presented below.

Actions and planning domains

Assume that a non-empty set A (of entities called later ’actions’) is given. In classical planning each action
a ∈ A forms a triple:

a = (name(a), precond(a), effects(a)) (1)
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where name(a) is an action name, precond(a) – the set of action preconditions and effects(a) – a set of action
effects5. Preconditions are such conditions which must be satisfied to perform a. They could be determined
as such ones by the effect of another actions prior to the execution of a. Effects are all changes (new states)
in the action performing environment, all results of the action execution, see: [34]6.

In temporal planning, each action a has its own duration, which may be unlimited or bounded. The
action duration may be represented by initial and final points of its duration or by the whole time interval
(open or closed) – associated to a.

Example 1 Assume a trivial planning situation of a robot r in a one-block world (B). Assume that r takes
the block B from a room Pj to the corridor Corr. This action specification may be rendered as follows (in
some propositional fragment of a descriptive language; for intuition, mnemotechnical notation PO denotes
the fact that object O has location P ).

locations: (room Pj , corridor Corr)
action: (robot r takes a block B from Pj to the corridor Corr)
take(r,B, Pj ,Corr)

preconditions: non-empty(Pi), empty(Corr):
PBj ,¬CorrB7

effects: empty(Pi), non-empty(Corr):
¬PBi , CorrB .

Assume that some non-empty domain S of states (the so-called state-space; in fact S ⊆ 2L constitutes a set
of definitions of states in some language L ([3], pp.20-21) is given and let s ∈ S be some arbitrary state. We
say that an action a is applicable to the state s if and only if precond(a) ⊆ s (see: [3], p. 20)).

Definition 1 (Domain of planning) ([3], p. 31). Let L be a first-order language that has finitely many
predicates and symbols8.

A nondeterministic planning domain is a tuple D = 〈S,A, γ〉, such that:

1. S ⊆ 2B(L) is a set of states, where B(L) is the set of ground atoms of L;

2. A is the set of actions, or a set of triples a = (precond(a), effects−(a), effect+(a)), where sets effect−(a)
and effect+(a) are called negative and positive effects of a (resp.),

3. γ(s, a) = (s − effects−(a)) ∪ effects+(a) if a ∈ A is applicable to s ∈ S, otherwise γ is undefined; in
fact, γ describes the state transformation after a being applied to s,

4. S is closed under γ, that is γ(s, a) ∈ S for each action a applicable to s 9.

5If a planning language is given, elements of both sets are rendered by literals of this language.
6In [34], names are omitted for a cost of two temporal factors: the action start and the action end. This approach – useful

in approaches integrating planning with scheduling or a plan monitoring, seems to be inappropriate for a use of defining of
actions because of a lack of a distinction between temporal planning and a classical planning.

7Since Corr is a location, ¬CorrB should be understood as a notation of the fact that B is not located in the Corr.
8In this role some other languages such as Linear Temporal Language – introduced by A. Pnuelli in [35] or languages of a

modal, an attributive or a descriptive logic, see:[3]. Nevertheless, the mutual relationships between first-order logic and modal
logic (and LTL, as well) is complicated. See: the first-order definability criteria of van Benthem.

9D. Gabbay in [2] considers a slightly different definition of a planning domain. Instead of γ (defined as above) he considers
a transition function 4 : S ×A 7→ 2S , which associates to each state s ∈ S and to each a ∈ A a set 4(s, a) ⊆ S of next states.
Note that this approach forms some generalization of the presented approach as it introduces more nondeterminism (instead of
a concrete state – a set set 4(s, a) is known only.
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A domain is finite, if both sets S and A are finite. This definition should be further refined if the planning
language L is known up to details. In such a case, we usually consider states s ∈ S as a subset of propositions
p1, p2 . . . ∈ L and S ⊆ 2L.

Due to a long-term convention widely accepted in the domain of AI planning [3] – a classical planning
is associated to the first order language. Nevertheless, some other languages – even the propositional ones
– such as: a language of Linear Temporal Logic (LTL)10 or a language of Descriptive Logic or Planning
Domain Description Language (PDDL) and its extensions (PDDL+) 11 can play a role of planning languages.
The problem of mutual relationships between these languages and a language of first-order logic forms an
intriguing meta-logical issue, but it still is under investigation and the discussion seems far from being closed
12.

Example 2 Consider a crane in the block world as depicted in Fig.2. A planning domain contains 3 states
s0, s1, s2 – built up from propositions of a given language L; the details may be as follows13:

L = {A-on-platform, B-on-platform, C-on-platform, A-on-B, C-on-A}
S = {s0, s1, s2}, where:

• s0 = {A-on-platform, B-on-platform, C-on-platform},

• s1 = {B-on-platform, C-on-platform, A-on-B},

• s2 = {B-on-platform, A-on-B, C-on-A}.

We admit actions of the following type:

• take(x, platform) – take an object x from the platform, for x ∈ {A,B,C}.

• put(x,y) – put x on y.

Due to this – a set of all admissible actions is as follows:

A = {take(A, platform) take(B,platform), take(C, platform), put(A,B), put(A,C),
put(B,A), put(B,C), put(C,A), put(C,B)}.

In practice, the following restricted set of actions is required to reach the final situation (state s2) – as
depicted in Fig.2. A1 = {take(A,platform), put(A,B), take(C,platform), put(C,A)}.

Plans and planning problems

A plan is a (finite) set of actions to be performed on a planning domain in some contexts in order to reach the
required goal state. Generally, different conventions are used for a task of defining a plan. Some approaches
to defining plans are based on a concept of observability with planning domains of the form D = 〈S,A, γ〉.
In such a framework a plan is formally defined as follows:

10LTL was introduced to computer science by A. Pnuelli in [35].
11PDDL was introduced in [36] and developed by M. Fox’s school in [37, 38, 39, 40].
12Some criteria of the first-order definability of a modal logic-based language – that also applies to LTL as a temporal-modal

system – were formulated by R. Goldblatt in [41]. This author gave some example of first-order undefinable formulas of a
modal logic. The relationships between first-order logic and systems of description logic are more clear – as many of them are
defined as decidable fragment of the first-order logic (FOL) – see: [42]. Finally, a very important and sophisticated criterion
of the first-order definability was formulated in a pioneering paper [43] of P. Lindstrøm from 1969. It was shown there that
each language capable of expressing finiteness has an expressive power stronger than first-order logic. This fact should not be,
however, mistaken with a fact that a first order logic can implicitly say about finite and infinite sets of objects, actions etc.
The simplified proof of Lindstrøm Theorem may be found in Appendix 7.

13It has been said that states of planning domain are built up via identification of them with propositions of a given planning
language. For simplicity of a depiction, a transition function presentation will be omitted.
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Figure 5: A crane in a block world

Definition 2 Plan. ([3], p. 21) Assume that a planning domain D = 〈S,A, γ〉 is given. A plan is any
sequence of actions from A:

π = 〈a1, a2 . . . , ak〉 ,where k ≥ 0. (2)

Definition 3 Length of plan.([3], p. 21) The length of the plan is |π| = k, the number of actions.

Example 3 Assume once again a planning situation for a crane in the block world as depicted in Figure 5.
Its task is to construct a tower ’C-A-B’ – as depicted in Figure 5. The plan for performing is given by the
following sequence:

π = 〈take(A, platform), put(A,B), take(C, platform), put(C,A)〉. (3)

Obviously, the length of plan π equals 4.

If we enrich a planning domain by an initial planning state s0 and by a planning goal g, we are already
able to render a classical planning problem.

Definition 4 (Planning problem.) A classical planning problem forms a triple P = 〈D, s0, g〉, where:

• D = 〈S,A, γ〉 is a planning domain, defined as earlier,

• s0 ∈ S is the initial state,

• g ∈ S is to be the final planning state.

If one exchanges a planning domain D for a set of planning operators, then one can define a planning
statement as a tuple 〈A, so, g〉. Since actions (planning operators) should be referred to planning goals, we
need a notion of a relevance of an action a to a goal g in order to express such a reference. Informally
speaking, a is relevant to g if a can produce a state which satisfies g (due to [3], p. 31). More formally:

Definition 5 An action a is relevant to a goal g if:14

14See: [3], p. 31)
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• it makes at least one of g’s propositions true:
g ∩ effects+(a) 6= ∅ (positive effects of a do not conflict with g).

• it does not make any g’s proposition false:
g ∩ effects−(a) = ∅

One can also express this relevance by means of an inverse operator γ−1 as follows:

Definition 6 If a is relevant to g, then:

γ−1(g, a) = (g − effects(a)) ∪ precond(a)15 . (4)

Goal state g:  

OnTable(C) ∧ On(B,C) ∧ OnTop(B)  

Relevant actions:   

PutOn(B,C)  

Take(A, B),…, Take(D, B)  

 

New goal state   𝛾-1(g, a) : 

OnTable(C)∧ On(B,C) ∧ On(A) 
 

 

Figure 6: Goal g, applicable actions and a new goal obtained via inverse γ−1(g, a) for blocks A,B,C.

Example 4 Consider a situation of the same robot in the block world, where blocks A,B,C form a tower
A-B-C – as depicted in Figure 6. The simple robot task is to take the block A from the tower top. The goal
g, new goal γ−1(g, a) and a possible set of relevant actions are depicted in Figure 6.

Since effect+
(
PutOn(B,C)

)
= On(B,C), so PutOn(B,C) is relevant to g = OnTable(C) ∧On(B,C) ∧

OnTop(B) as: (
OnTable(C) ∧On(B,C) ∧OnTop(B)

)
∩On(B,C) 6= ∅. (5)

Simultaneously,

γ−1(g, take(A,B)) = (g − effects
(

take(A,B)
)

) ∪ precond
(

take(A,B)
)

= (6)

=
(
OnTable(C) ∧On(B,C) ∧OnTop(B)−OnTop(B)

)
∪
(
OnTop(A) ∧On(A,B)

)
. (7)

=
(
OnTable(C) ∧On(B,C) ∧OnTop(A) ∧On(A,B)

)
(8)

– as depicted in Figure 6.

15This definition in terms of the invese operator γ−1 may be, somehow, troublesome because of an ambiguity of its results.
In fact, γ−1 may give two different states. Unambiguity holds only if γ is a bijection. Unfortunately, this difficulty was not
discussed in [3]. Fortunately, it does not play any important role in the current analysis.
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0.9 Planning as Searching in Graphs

Independently of the set-theoretic representation – planning may be considered as a graph-search procedure.
Each graph is comprehended as an algebraic structure 〈V,E〉, where V 6= ∅ is a set of states called nodes and
E ⊆ V ×V is a binary relation between nodes. The elements of E are called edges or arcs. In planning, nodes
represent states and edges – actions (operations) between them. Generally speaking, the planning graph-
based approach constitutes a powerful model and tool for planning and scheduling in numerical domains.
The main difference between this approach and the set-theoretic classical planning is that here the focus is
on (physical) states and state-transitions. A consistent set of such transitions forms a path in an appropriate
graph.

Independently of a fact that this planning paradigm forms a promising and illustrative (but not easy)
approach to planning, we put aside its detailed description for a cost of a presentation of older planning
methods of forward search and backward search. It follows from two reasons.

1 At first, these two methods – although naturally associated to this planning paradigm – are relatively
independent of it because of their universal character.

2 Secondly, no special graph-based planning methods will be exploited in contributions – although the
concept of graph itself will be exploited in representation of Temporal Traveling Salesman Problem.

0.9.1 Planning as Forward Search

One of the simplest and historically primary planning methodology in the search-based paradigm is the
forward search, introduced in [44]. The idea of the forward-search is deceptively simple. Namely, for a given
planning problem (D, s0, g) a plan π is constructed iteratively as follows. For s0 (different from g) we obtain
an empty plan.

1 If a state s is identical to g, then we return some (non-empty) plan π.

2 Otherwise we consider a set called applicable of actions that their preconditions are true in a (currently
considered) state s.

A If this set is empty, the plan cannot be found in this path.

B Otherwise, we can nondeterministically choose an action a from applicable and add this action to
the end of the earlier plan π. In this way we obtain a new plan π.a.

In algorithmic form, these operations may be rendered as follows:
applicable← {a| a is a ground instance of an operator in A,

and precond(a) is satisfied in s}
if non− applicable then return failure

choose nondeterministically any action a ∈ applicable
s← γ(s, a)
π ← π.a

Simultaneously, after reaching the new state γ(a, s), the whole procedure is repeated. We stop it if such
a state sk that γ(sk, ak) = g is achieved. In this moment, we take the sequence πfin = 〈a1, a2, . . . , ak〉 as
a required plan. These ideas are presented in a compact form in the following Forward-search algorithm
(see: [3], p. 70).
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Forward-search(A, s, goals)
s← s0

π ← the empty plan
loop
if s satisfies g then return π
applicable← {a| a is a ground instance of an operator in A precond(a)⊆ s0}

and precond(a) is satisfied in s}
if non− applicable then return failure

choose nondeterministically any action a ∈ applicable
s← γ(s, a)
π ← π.a

The main difficulty with this forward-search algorithm is a problem how to improve efficiency reducing the
search space (even for a cost of losing of the algorithm completeness). The STRIPS-method (abbreviation
from: Stanford Research Institute Problem Solver) was chronologically one of the first attempt to overcome
this difficulty 16.

Although STRIPS is not necessary associated to the forward-search (it may be based on a backward-
search, as well), it is convenient to describe it in the context of the forward-search in a version based on
it. However, one needs to underline that STRIPS should be seen as a technique or a rule applied to the
state descriptions to produce new state descriptions. It informs how states changes in planning and which
preconditions must be satisfied to execute actions (see: [44], pp. 277-280, 298-99.).

STRIPS as based on forward search procedure (as the so-called F-rule) works according to the following
rules (see:[44, 3])– beginning from the initial state s0 to a goal g.

1. This algorithm works if a set of states is not empty,

2. Then we choose a state s ∈states.

• If g ⊆ s, then we take π(s) (a plan in a state s) as a desired plan.

• Otherwise, we take a set E(s) of actions applicable to s.

(a) if E(s) is empty – we remove s from states,

(b) if does not – we choose an action a ∈ E(s) and exchange s for s
′

by removing effects of a
from s. Then a current plan π(s

′
) = π(s).a (The action a is added at the end.)

(c) The same procedure is repeated for a set E(s
′
), etc. until g will be achieved.

16STRIPS reduces the size of search space with respect to the classical forward-search algorithm as it refers added actions
to the planning goal.
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Elements of this procedure may be represented in the STRIPS-algorithm as follows.

STRIPS-algorithm(A, s0, g)
begin
state= {s0}
π(s0) = 〈〉

E(s0) = {a| a is a ground instance of an operator in A and precond(a)⊆ s0}
while true do
if states = ∅ then return failure end if
choose a state s ∈ state

if g ⊆ s then return π(s) end if
if E(s) = ∅ then

remove s from states
else

choose and remove an action a ∈ E(s)
s
′ ← s/ Effect−(a)∪Effect+(a)

ifs
′ 6∈ states then
π(s

′
) = π(s).a

E(s
′
) = {a|a is a ground instance of an operation ∈ A and precond(a)⊆ s′}

end if
end if

end

The following example illustrates how this method works in a simple situation of acting in the block world.

Example 5 Consider a simple situation of acting in the block world with two states: the initial one s0 and
a goal state g defined as depicted in Figure 717.

  Plan =                         s0 =                                               = g 

  〈Pickup(A), Stack(A,B)〉  

 

 

Preconditions: 
 

Clear(A) 

OnTable(A) 

HandEmpty 

Applicable: 
 

PICKUP(A) 

PUTDOWN(B) 

PICKUP(C) 

Preconditions: 
 

Holds(A) 

Clear(B) 

Applicable: 
 

STACK(A,B) 

PUTDOWN(C) 

PUTDOWN(x) 

OnTable(A) 

On(B,C) 

OnTable(C) 

OnTable(D) 

Clear(A) 

Clear(B) 

Clear(D) 

HandEmpty 

OnTable(C) 

On(B,C) 

On(A,B) 

Clear(A) 

HandEmpty 

Figure 7: STRIPS-method for a simple situation of acting in a block world. Detected preconditions are
only applicable to actions: PICKUP(A) and STACK(A, B), so – due to STRIPS-algorithm – these actions
determine the required plan.

Unfortunately, the forward-search algorithm may be insufficient to achieve a desired plan and to rich
a goal. In fact, it may require a complementation by a back-tracking if it is clear that a chosen path

17This example forms a slight modification of example found under: www.cs.bham.ac.uk/rwd./Planning/slides-3.pdf
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does not lead to a required goal. Thus, planning sometimes forms a combination of forward-search with
backward-search.

0.9.2 Planning as Backward Search

An alternative search-based planning method is a backward search — see: [3]. The main difficulties between
forward search and backward search may be put forward as follows.

Forward search:

• we start from the initial state s0,

• we always move from a state s to the new state γ(s, a).

Backward search:

• we start from the goal g,

• we move from a set of states S to a new set of states γ−1(S, a).

An idea of backward search is the following one: we start at the goal and apply inverses of the planning
operators to determine subgoals. We stop this procedure if a set of subgoals – satisfied by the initial state
– is produced. This constitutes a ’core’ of the following Backward search algorithm (see:[3], p. 73.).

Backward-search(A, so, g)
begin

π ← the empty plan
loop
if so satisfies g then return π
relevant ← {a|a is an action from A that is relevant for g}

if relevant = ∅ then return failure

choose nondeterministically an action a ∈ relevant
π ← a.π
g ← γ−1(g, a) .

end

Backward Search: Explanatory Note. In order to better grasp how this algorithm works, assume that
a set A of planning operators (actions)18, an initial state s0 and a goal g are given.

One starts with the empty plan. Then, in the next steps, a required plan is searched in the following
way.

1 If so satisfies the goal g than we take so and return as a new plan π.

2 Otherwise, we consider a set called ’relevant’ of actions that are relevant to the goal g.

A If no action is relevant to g, then the algorithm returns failure as it is impossible to generate a
plan leading to achieving the goal.

B Otherwise, one nondeterministically chooses an action a (from a new set of them – called ’relevant’)
and exchanges π for a.π, i.e a is added(from the beginning) to the initial plan π. Simultaneously,
we define a new subgoal by the inverse planning operator γ−1(g, a) to choose next actions that
satisfies such a subgoal.
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Goal state g:  

OnTable(C) ∧ On(B,C) ∧ OnTop(B)  

Relevant actions:   

PutOn(B,C)  

Take(A, B),…, Take(D, B)  

 

New goal state   𝛾-1(g, a) : 

OnTable(C)∧ On(B,C) ∧ On(A) 
 

 

Figure 8: Goal g, applicable actions and a new goal obtained via inverse γ−1(g, a) for blocks A, B, C.

This procedure is repeated up to the initial state. Definition 6 and Example 4 (explaining how the inverse
operator γ−1(g, a) works) allow us to illustrate the backward-search algorithm as well.

As it has already been signalized – forward-search and backward-search methods (with STRIPS as a
distinguished one) are widely exploit in the graph-based planning. This procedure – similar to iterative
deepening – is based on two types of activity:

• exploring a new (graph) search area from the initial one, and

• backtracking from a level Pi for some i19 including all goal propositions.

The backward search with respect to graph forms some unique specification of the general backward
search method and it works as follows. We begin with a level Pi which includes the required goal g, i.e
g ∈ Pi, looking for a sequence π of actions – leading to g – which are mutually independent (non-mutex).
During this backtrack, we define new subgoals of g: g1, g2, gk, for some k, which allow us to find earlier
actions leading to them. If finally level 0 is successfully reached, the corresponding sequence Π of actions
forms a desired solution plan.

Since graph-planning-based approach only plays a role of a support in further considerations, a description
of more sophisticated methods of this paradigm with examples has been moved to Appendix.

0.10 Planning as Satisfiability

An alternative approach to planning representation relies on satisfiability of formulas expressing different
planning components. In fact, it has been mentioned that each planning domain is associated to a planning
language. Although logical formalisms, such as McCarty’s Situations Calculus (see: [45]) , designed for
dynamical domains with actions, fluents and situations were elaborated in 60’s, the satisfiability-based
approach to planning was explicitly formulated relatively late in 1992 in [24]. An importance and a role of
planning languages in planning is reflected by the following two facts:

18For simplicity, we identify actions with planning operations. Authors of [3] identify actions with ground instances of
planning operations.

19Each of Pi is a part of a considered graph G admissible at the iterative step i.
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Fact1 states si ∈ S in a planning domain may be naturally viewed as propositions of a planning language
L and S ⊆ 2L ,

Fact2 planning conditions, action preconditions, etc. may be identified with the appropriate formulas
representing them in a given planning language L.

This linguistic depiction of planning introduces a new methodological quality and it allows us to built a
bridge between planning and computational logic and to incorporate some logical procedures and operations
on logical formulas for planning procedures.

One of such procedures are: the so-called Unit-propagation and Davis-Putnam Procedure – based on unit-
propagation – introduced in a purely logical contexts already in 1960 year in [46] by H. Putnam (1926-2016)
and M. Davis (1928-), thus many years before an explicit defining of planning as satisfiability of formulas.
Both procedures will be described now in details.

0.10.1 Unit-propagation and Davis-Putnam Procedure

Davis-Putnam makes use of the so-called unit-propagation – as it has just been mentioned. The main role
of this smart subprocedure relies on simplifying the formulas given in a Conjunctive Normal Form (CNF).
This procedure may be specified as follows.

Unit-propagation. Assume that a formula Φ of a planning language L is given in a CNF, that is Φ =
C1∧C2∧ . . . Ck for some k (each Ci ∈ Φ is called a clause). On the input of the Unit-Propagation we have
Φ and some empty model µ. In output we get a simplified formula Φ and a newly extended model µ. This
model is just extended for a cost of the simplified Φ. Namely:

1 a unit clause {l} is chosen in Φ (if there exists) ,

2 all clauses Ci ∈ Φ, where l occurs, are thrown away ,

3 ¬l, where ¬l occurs, thrown away from clauses Ci ,

4 the rejected unit clause is added to µ-model.

Thus, we exchange a formula Φ by Φ−C (for a unit clause {l}) and by Φ−C∪{C−{¬l}} for {¬l}. Observe,
that we reject, in the first case, the whole clause C from Φ. In the second one, we preserve it rejecting a unit
clause {¬l} only. This procedure is depicted in a compact form by the following Unit-Propagate algorithm.

Unit-propagate(Φ, µ)
begin

while there is a unit clause {l} in Φ do
µ← µ ∪ {l}
for every clause C ∈ Φ

if l ∈ C then Φ← Φ− {C}
else if ¬l ∈ C then Φ← Φ− C ∪ {C − {¬l}}

end

In such a framework, Davis-Putnam procedure may be specified as based on unit-propagation, which is
applied to all cases (formulas) excluding two aberrations: when ∅ ∈ Φ and φ = ∅.

If unit-propagation is applied to Φ, then algorithm orders to select a variable P such that P or its negation
¬P occurs in Φ and to reject it from Φ. Finally, the algorithm orders to continue the same procedure for the
simplified formula, say Φ1, and for its corresponding (newly extended) models µ ∪ {P} or µ ∪ {¬P} (resp.)
In terms of algorithm:

select a variable P such that P or ¬P occurs in Φ
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Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

Due to [3] – the whole Davis-Putnam procedure may be algorithmically depicted as follows.

Davis-Putnam(Φ, µ)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

end

Unit-propagate(Φ, µ)
begin

while there is a unit clause {l} in Φ do
µ← µ ∪ {l}
for every clause C ∈ Φ

if l ∈ C then Φ← {Φ− {C}}
else if ¬l ∈ C then Φ← {Φ− C} ∪ {C − {¬l}}

end

Example 6 ([3] pp. 153-154) Consider a formula Φ = D∧ (¬D∨A∨¬B)∧ (¬D∨¬A∨B)∧ (¬D∨¬A∨B)
in CNF. Construct a model for this formula via Davis-Putnam procedure.

Solution: The solution via this method is illustrated in Figure 9. The initial unit propagation allows us
to simplify the initial Φ to Φ1 by rejecting (all occurrences of) D, taking now µ = {D}. Suppose that the
variable selection rule indicates A. Then P-D calls unit propagation, which eliminates A. As a result, a
simplified formula Φ = ¬B ∧B is obtained with a new model µ extended by A, i.e. µ = {A,D} now. Nev-
ertheless, the formula Φ generates a contradiction, so no model can exists in this case. The Davis-Putnam
procedure backtracks with a new choice ¬A. The unit-propagation simplifies Φ once again to ¬B and the
final model µ = {D,¬A,¬B} is achieved.

Example 7 Consider a very basic planning situation described by a formula describing a possible situation of
an agent’s activity. The reservoir of the agent actions is the following : Move(P ) (the agent can move from
a point P), Put(A) (the agent can put a block A somewhere), Load(B) (the agent can load B somewhere).
Find a possible consistent plan of agent’s activity.

Solution: The solution via the same method is illustrated in Figure 10.

0.11 Planning with Temporal Operators

In the earlier chapter, planning domains, planning problems and planning statements were specified. In this
chapter, a temporal extension of these definitions will be proposed. Namely, we introduce notions of:

• temporal planning domain,

• temporal planning problem and,
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D ∧ (¬ D ∨ A ∨ ¬ B) ∧ (¬D ∨ ¬A ∨ B)  

∧ (¬D ∨¬ A ∨ B) 

 

     

 Unit propagation 

(A ∨ ¬ B) ∧ (¬ A ∨ ¬ B) ∧ (¬ A ∨ B)     𝜇 = {D} 

 

 

𝜇 ={D, A}       𝜇 ={D, ¬A} 

  ¬ B and B    ¬ B 

B  ¬ B   Unit Propag.       

 

 

False   False   True   

       𝜇={D,¬A, ¬B} 

Figure 9: Davis-Putnam procedure for Example 66

Move(P) ∧ (¬ Move(P) ∨  ¬Put(A)∨  Load(B))     𝜇 = 𝜙 

∧ (¬Move(P) ∨ Put(A) ∨ ¬Load(B))  ∧ Load(B) 

 

 

 Unit propagation 

    (Put(A) ∧ ¬Load(B)) ∧ Load(B)   

𝜇 = {Move(P)} 

¬Put(A)    Put(A)   

    

¬ Load(B) ∧ Load(B) Load(B) 

           

               

Unit propagation 

False       False   True 

 

𝜇={Move(P),Put(A), Load(B)} 

Figure 10: Davis-Putnam procedure for Example 7
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• temporal planning statement.

Generally speaking, all of these notions are defined similarly as in a classical planning case. The only
difference consists in a fact that (almost) each component of temporal planning domains and problem is
internally equipped by some temporal constraints. Putting aside a formal definition of them (to be presented
in details in the next part), we understand them as all possible constraints or restrictions involved in a time.
They can take a form of time intervals, temporal relations or a point-wise restriction imposed on an action
execution.

Some differences between classical planning and temporal planning may be easily observed with respect
to the planning domain definition. It has been said that a planning domain D can be defined in a classical
planning case as a tuple:

D = 〈S,A,Γ〉 (9)

where S forms a set of states, A is a set of actions and Γ is a set of transition functions between states
from S. In temporal planning we simply enrich all of these components by some temporal elements. More
precisely, we exchange:

a) a set of states S for a temporal database F = 〈F,C〉, where F constrains states with associated temporal
intervals and C is a finite set of temporal and object constraints20,

b) a set of actions A for a set O of temporal planning operators. Each operation o ∈ O can be seen as an
action a ∈ A with associated temporal or object constraints imposed on execution of a,

c) a set of transitions Γ for a set X of domain axioms defining a ’behavior’ of actions, conditions of the plan
consistency, restrictions imposed on objects, etc. 21

This leads to the following definition.

Definition 7 (Temporal planning domain. [3], p.320) A temporal planning domain is a tuple D =
〈F , O,X〉, where:

a) F = 〈F,C〉 is a temporal database and F – a set of states with associated temporal intervals, C is a finite
set of consistent temporal and object constraints,

b) O = {o | o = (name(o),precond(o), effects(o), const(o))22} is a set of temporal planning operators,

c) X is a set of domain axioms.

Additionally, two other components of classical planning should be also generalized: an initial state s0 and
a planning goal g. Namely, we also exchange:

d) an initial state so for a set – initial scenario Φo ⊆ F that represents the initial scenario with some object-
and temporal constrains imposed on initial states and actions,

e) a planning goal for the final scenario Φg = (Fg, Cg), where Fg contains goals23 and Cg is a set of object-
and temporal constrains imposed on them.

This leads to the following short definitions of the temporal planning problem and the temporal planning
statement.

20C is required to be consistent in CSP-sense, that is there exist values for variables that meet all the constraints from C.
21Therefore, one can see a temporal planning domain more as semantics models, in which a connection between states and

objects and a language for their description is given. A classical planning domains are rather structures that ’exist’ outside a
language.

22const(o) denotes object or temporal constraints imposed on an operation o.
23We admit more than one goal of the temporal planning problem.
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Definition 8 (Temporal planning problem.) A temporal planning problem is a tuple P = 〈D,Φ0,Φg〉,
where D,Φ0,Φg are specified as above.

Definition 9 (Temporal planning statement.[3], p.320) A temporal planning statement is given by the
tuple P = 〈O,X ,Φ0,Φg〉, where D,Φ0,Φg.

Example 8 Consider two actions performed by a robot R: move a block A from a room R1 that should
be performed in a time interval [t1, t2] and an action take a block A from R1 to R2 in a time interval
[20, 50] (of time units). These activities can be encoded by the so-called ’temporally qualified expressions’
describing a temporal database as follows: move(A, R1)@[t1, t2] and take(A, R1, R2)@[20,50].

Example 9 The following formulas of a predicate calculus form a possible exemplification of domain axioms:

• An object r cannot be in two distinct places l at the same time:
at(r, l)@[ts, te), at(r

′
, l
′
)@[t

′

s, t
′

e)→ (r 6= r
′
) ∨ (l 6= l

′
) ∨ (te ≤ t

′

s) ∨ (t
′

e ≤ ts) ,

• (consistency condition) There is no such a time interval, where both actions aiand¬ai are performed:
¬∃i, j ∈ I(

⋃
i,j∈I(aij@[ti, tj ] ∧ (¬aij@[ti, tj ]).

Example 10 Consider a crane Crane in the 3-block worlds (the block are marked: A, B, C), performing
a task of their dislocation. In some initial interval [t1, t2] all blocks are put on a platform Platform and a
Crane is free. The initial scenario Φ0 of a temporal planning problem can be specified as follows.

Φ0 = {at(platform, A)@[t1, t2], at(platform, B)@[t1, t2], at(platform, C)@[t1, t2], free(Crane)@[t1, t2]}

0.12 Planning Languages.

Different planning languages are used for a representation of planning problems and their specification. These
languages have at least two common denominators: they are rather propositional, but strongly specified in
order to describe different types of objects and activities. Therefore, almost all planning languages should
be labeled as descriptive languages 24.

In the framework of this work considerations, we restrict a taxonomy of these languages to25:

1. Linear Temporal Logic (LTL),

2. Planning Domain Description Language (PDDL) and

3. Halpern-Shoham Logic (HS).

LTL and PDDL will be discussed in this chapter. HS will be described in the next chapter in the context of
Allen’s algebra of interval relations – as a formalism suitable to describe this algebra in logical terms.

0.12.1 Linear Temporal Logic (LTL)

.
Linear Temporal Logic was invented by Amir Pnueli in [35] in 1977 for the formal programming ver-

ifications. LTL may be briefly specified as a modal temporal system referring to time as having a linear
nature. LTL may be naturally extended to the so-called Computational Tree Logic – as a branching-time logic
with a future which is not determined. The syntax and semantics of LTL may be specified in detail as follows.

24From another programming perspective, almost all planning languages are declarative languages (PROLOG, ASP).
25For example, we avoid syntactic details of Action Description Language as we do not intend to make use it later.
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Syntax. A bi-modal LTL-language is obtained from standard propositional language (with the Boolean
constant >) by adding temporal-modal operators such as: always in a past (H), always in a future (G),
eventually in the past (P), eventually in the future (F), next and until (U) and since (S) – co-definable with
”until”. The set FOR of LTL-formulas is given as follows:

φ := φ|¬φ |φ ∨ ψ |φUψ |φSψ |Hφ|Pφ |Fφ |Next(φ) (10)

Some of the above operators of temporal-modal types are together co-definable as follows: Fφ = >U ,
Pφ = >Sφ and classically: Fφ = ¬Gφ and Pφ = ¬Hφ.

Interpretation. LTL is usually interpreted in the point-wise time-flow frames F∇ = 〈T,<〉 and dependently
on a set of states S. Thus, the satisfaction relation is defined for pairs (t, s), where t represents a time point
and s – a state. Nevertheless – it is sometimes defined for pairs (t, f), where a function f : T 7→ S associates
t ∈ T to some state s ∈ S. In detail:

1. (t, f) |= Gφ ⇐⇒ (∀t′ > t)t
′ |= φ, (t, f) |= Hφ ⇐⇒ (∀t < t

′
)t
′ |= φ.

2. (t, f) |= Fφ ⇐⇒ (∃t′ > t)t
′ |= φ, (t, f) |= Pφ ⇐⇒ (∃t < t

′
)t
′ |= φ.

3. (t1, f) |= φSψ ⇐⇒ there is t2 < t1 such that t2, f |= ψ and t, f |= φ for all t ∈ (t1, t2)

4. (t1, f) |= φUψ ⇐⇒ there is t2 > t1 such that t2, f |= ψ and t, f |= φ for all t ∈ (t1, t2)

5. (tk, f) |= Next(φ) ⇐⇒ (tk+1, f) |= φ, k ∈ N .

0.12.2 PDDL and PDDL+

Planning Domain Description Language (PDDL) – invented by McDermott in [36] and developed by Fox’s
school in [37, 38, 39] – was hailed as being a benchmark language for representation of classical and tempo-
ral planning. One can even observe a kind of a cult around it and its extensions – collectively denoted as
PDDL+. We give now a short chronology of different versions of PDDL+ beginning with the initial one –
commonly known as PDDL1.2.

PDDL1.2 (1998). It based on a distinction between domain description and the related planning descrip-
tion. The domain description usually consists of a domain-name definition, definition of requirements, a
definition of object-type hierarchy and predicates. PDDL1.2 also admits components connected with actions
such as: action parameters, preconditions, effects and action goals. These action components ensure a cor-
relation with a specification of actions in STRIPS-method.

PDDL2.1 (2002). This version extends PDDL.1.2 towards the numerically measured fluents such as: time,
distances, weight, energy, etc.. PDDL2.1 is also sensitive for a phenomenon of continuity, for example,
with respect to continuous actions. They are considered in a perspective of different metrics associated to
PDDL2.1. All these facts enable of considering this version as a temporally extended PDDL1.2.

PDDL2.2 (2004). This version forms a (slight) further temporal extension of PDDL2.1. by some timed
literals in order to model exogenous events that occur independently from the plan execution. It also forms
a germ of the preferential version of PDDL since it allows to consider mutual relations between events, facts
and states (e.g. richeability). In addition, one can impose some features on these relations such as: transi-
tivity, reflexivity, etc. in PDDL2.2. These mutual relations are introduced to PDDL2.2 by derived predicated.

PDDL3.0 (2006). This version may be viewed as a full preferential extension of PDDL2.1 – as this extension
allows us to represent preferences imposed on actions and plan execution. Preferences are considered here as
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soft constraints, which must not necessary be satisfied. This version allows us to deal with hard-constraints
(which should be true for each state of a plan execution), as well.

Independently of a still increasing number of PDDL-extensions, it seems that both PDDL and PDDL+
are burdened by some difficulties.

1. At first, its seems that there is no clear criterion of distinguishing the well-formed PDDL-expressions
from the non well-formed expressions.

2. Secondly, there is no clear criterion of distinction between PDDL (PDDL+) and its metasystems. In
fact, there is no such a meta-system at our disposal.

3. The next, PDDL (PDDL+) seems to be a half-formal language only – since it is essentially based on
natural language expressions. In consequence, PDDL (PDDL+) may share the same antynomies of
natural languages.

4. In addition, semantics for PDDL (PDDL+) is very restrictive – as it seems to only refer to the intended
models. In this way, this semantics ignores a possible effect of (an existence of) unintended models.

5. Finally, neither PDDL, nor PDDL+ is associated to a solver or planner – by contrast to some formal
languages as PROLOG or ASP.

All these facts make this language only partially attractive from the perspective of current considerations.
Hence, it will not be exploited very broadly.

0.13 State of the Art and History of Research in this Area

Early works on planning (especially on automated planning) were essentially influenced by works on au-
tomated theorem proving, so planning was reflected in them as a theorem proving problem – due to the
Green’s work [47] from 1969. In this work an axiomatic description of initial states, goals and planning op-
erators were introduced. In the same year, J. McCarty discussed a problem of changeable and unchangeable
planning components in terms of the so-called frame problem in [45], what allowed to observe that classical
planning problem provides a simple solution of the frame problem.

Majority of further research on planning referred to planning methodology such as: Nilsson’s works
[44, 48] – describing a STRIPS-method, partially still in terms of theorem proving. STRIPS was also discussed
in [2]. The next planning method – the Davis-Putnam procedure was primary invented by H. Putnam and
M. Davis in 1960 in [46] as a purely logical procedure for satisfiability checking for propositional calculus.
In 1962, Logemann and Loveland improved in [49] the propositional satisfiability step of the DavisPutnam
procedure such that is only requires a linearly input-dependent amount of memory in the worst case. This
improved procedure still remains a basis for many SAT-solvers, was recently discussed in [50] and in a seminal
book o Harrison [25].

The graph-plan paradigm of planning is relatively new and its was initiated by A. Blum, M. Furst and
W. Langford in a series of their works: [4, 5, 6]. Simultaneously, some CSP-techniques for the graph-plan
analysis were discussed in [7, 8, 9]. Currently, CSP-techniques are used in much more specified contexts of
planning, for example, in mission planning for Unmanned Air Vehicles (UAV), as in [51, 52, 53, 54].

A need of a planning domain description formed a main motivation factor to introduce the Planning
Domain Description Language (commonly known as PDDL). PDDL –introduced in [36] – was intensively
developed by Fox and Long’s school and it currently has several extensions (denoted together by PDDL+)
suitable for describing temporal planning domains – introduced in [37, 38, 39, 40]. Although PDDL as a
flexible descriptive language is suitable to be extended and it is commonly considered as a standard language,
it cannot constitute a real concurrence for such programming languages as PROLOG or ASP – equipped
with effective planning solvers. Moreover, both PDDL and PDDL+ seem to share some difficulties of a
natural language such as a lack of a distinction between a language and its meta-language, etc.
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The presentation of action in this chapter – adopted from [3] is partially based on a formalism for
action representation – called the Action Description Language – introduced and developed by Pednault
in [21, 22, 23] and naturally interpreted in systems with transitions. This last semantics type will be
incorporated in further chapter of the thesis.
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0.14 Temporal Constraints – a Brief Introduction

Last chapter emphasizes a difference between classical planning and temporal planning by means of a notion
of temporal planning operators – typical only for temporal planning. It emerges that a difference between
these two types of planning is even better graspable in the perspective of the so-called temporal constrains,
i.e. constraints (restrictions) of a temporal nature – imposed on planning actions, events or objects. Gen-
erally and informally speaking, temporal constraints may be referred to the following temporal planning
components [34, 3]:

Comp1 action duration,

Comp2 time of action performing,

Comp3 temporal relations between actions or events26.

In the perspective – determined by a notion of temporal constraints – a difference between classical and
temporal planning may be viewed as follows. Classical planning refers to time (at most) implicitly, for
example by a sequencing of time-points27, but not explicitly, without a reference to an action duration and
without temporal relations between actions and events28.

Since the meaning and a role of temporal constraints is intuitively understandable and their presentation
seems to be the most suggestive in terms of their taxonomy, their exact definitions will be proposed later in
terms of the so-called Simple Temporal Problem (STP) and its extensions.

At this moment, we only announce that temporal constraints are usually divided into two classes – see,
for example, [3]:

• the qualitative temporal constraints and

• the quantitative ones.

This traditional distinction will be adopted in this chapter as the main taxonomy criterion for temporal
constrains.

0.15 Qualitative Temporal Constraints

The nature of qualitative constraints relies on a fact that they ’measure’ a temporal quantity between
entities of different sorts such as: points, objects, intervals, etc. and – in pure form – they are not capable of
measuring any quantitative relations between them. The main criterion of a taxonomy of qualitative temporal
constraints is a nature of entities that they refer to. Since temporal constraints can be just represented
(or even identified) with appropriate temporal relations between these entities, they are suitable to be
represented by some algebraic calculus. Classically, the following two base-types of calculi for quantitative
temporal constraints are distinguished:

PA point algebra and

IA interval algebra of Allen’s temporal relations.

26Of course, this short taxonomy does not have any exhaustive character, it only plays an illustrative role.
27This sequencing of time points usually refers to an order of actions or states.
28Authors of [3] (pp.285-86) explain a difference between classical and temporal planning by a statement that classical

planning only answer the questions: what changes or what conditions are required to make planning procedures inconsistent
or reasonable, temporal planning takes also into account the question: when something can or cannot occur. This statement,
seems to form a kind of a conceptual idealization in the light of the above observation.
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0.15.1 Point Algebra

The point algebra (PA) – also called point calculus [55] – is based on reasoning about relations between time
points – usually interpreted as rational numbers and denoted by t1, t2, . . . etc. These points form a relation
algebra provided that we introduce 3 basic (and pairwise disjoint) relations between time points (<,>,=),
all possible unions of them (≤,≥,=) and > as the universal relation and the empty relation ⊥ )29.

PA as an algebra is closed under union of relations (∪), intersection (∩), inverse (−1) and composition
(•). Assuming that R1, R2 are some basic relations between time points, one can define these new relations
as follows:

R1 ∪R2 = {〈t1, t2〉 : 〈t1, t2〉 ∈ R1 ∨ 〈t1, t2〉 ∈ R2} (11)

R1 ∩R2 = {〈t1, t2〉 : 〈t1, t2〉 ∈ R1 ∧ 〈t1, t2〉 ∈ R2} (12)

R−1 = {〈t1, t2〉 : 〈t2, t1〉 ∈ R} (13)

Finally we define the composition of relations R1 and R2 in PA as follows:

R1 •R2 = {〈t1, t3〉|∃t2 : 〈t1, t2〉 ∈ R1, 〈t2, t3〉 ∈ R2} (14)

The composition table for PA is deceptively simple and looks as follows:

• < = >

< < < P
= < = >
> P > >

Example 11 Consider a trivial planning situation as depicted in Figure 11. Actions taking a block B

and loading a block A are simultaneous (t1 = t2) and action putting a block B is performed later
than taking a block B (since t2 < t3). Obviously, action loading a block A is earlier performed than
putting a block B. Indeed, the composition table for PA allows us to deduce:

(t1, t3) = [t1 = t2] • [t2 < t3],hence [t1 < t3] . (15)

Thus, action loading a block A is earlier than putting a block B.

Although relations of Point Algebra corresponds well with a common sense-based reasoning (in fact, we
often think about temporal processes in terms of single time points), Point Algebra is inappropriate from a
theoretic point of view. Allen’s Interval Algebra founds much broader area of application.

0.15.2 Allen’s Interval Algebra

This calculus – invented by J. Allen in [57] in 1983 – constitutes a natural generalization of Point Algebra
for a case of intervals which play a role of atoms in this calculus. A construction of this calculus stems
from the observation that two (convex) temporal intervals i and j can be qualitatively related (each to each
other) in only thirteen possible ways, so the Allen’s interval algebra is also called A-13. 30 Six of these
basis-relations have their inverses and one relation (’equivalent to’) forms its own inverse, what justifies the
number of them. Assuming that two temporal intervals A and B are given, all of Allen’s relations between
intervals may be visualized as depicted in Figure 12.

These 13 basic relations are equipped by two algebraic operations:

29The current presentation is based on a work of A. Gerevini [56].
30It is not important whether they are open or closed. A description of a concrete type of topology supposed in this calculus

was omitted by J. Allen in his work, but he essentially based on topology induced from R. The same approach was implicitly
adopted in majority of reconstructions and presentations.
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Taking a block B     <     Putting a block B  

t2              t3    

        

    =   

t1   Loading a block A 

Figure 11: Planning situation with 3 point-actions

Figure 12: 13 basis Allen relations between intervals.
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=

Figure 13: Composition of any two basic relations of Allen-type. The picture may be found under:
http://www.ics.uci.edu/alspaugh/cls/shr/allen.

1 an unary inversion of a relation (denoted as R−1 for a relation R) and

2 a binary composition of two relations (denoted as R1 •R2 for some R1 and R2).

For |I| being a universe of all 13 basic Allen’s relations, Allen’s interval algebra A−13 is a structure 〈A,−1 , •〉,
where −1, •〉 are algebraic operations on |I| – as above.

It appears that A-13 constitutes an enormous and (generally) elusive algebraic object with a number
of 8192 possible composed relations. Out of the 8192 relations in the interval algebra, only 27 appear as
compositions of basic relations, and each of those comprises either 1, 3, 5, 9 (concur) or all 13 (full) basic
relations! Therefore, only some subcases of A-13 are tractable – due to [58].

The composition of any two basic relations are presented in table below.

Example 12 Consider an except of the Traveling Salesman Schedule and a list of 3 cities in France visited by
Salesman. An order of the Salesman’s visits is as follows: Salesman visits Bordeaux before visiting Marseille
and a visiting Marseille meets a visit in Paris. In order to deduce a temporal relation between Paris and
Bordeaux, it is enough to compute before• meet = before – due to the table above.

0.15.3 Halpern-Shoham Logic

Allen’s algebra of interval relations may be naturally represented in terms of a modal logic with operators
interpreted by 13 basic Allen’s relations. Such a modal system for Allen’s algebra is to be known as Halpern-
Shoham Logic (HS). This logical representation of Allen’s relations forms a non-direct representation of
quantitative temporal constraints, what justifies its description in this paragraph. Halpern-Shoham Logic –
introduced in [59] – constitutes a concurrent approach to temporal reasoning w. r. t. the Computational
Tree Logic (CTL) or the Linear Temporal Logic LTL – the more traditional and point-wise approaches.

More, precisely, HS modally represent the following temporal relations: after” (or meets”), (later”),
begins” (or start”), during”, end”(or f inish”),overlap”, equivalent” and their inverses, they rendered in HS
by corresponding modal operators: 〈A〉 for after”, 〈B〉 for begins”, 〈D〉 for during”, etc. The full syntax of
HS-entities φ is given by a grammar:

φ := p |¬φ |φ ∧ φ|〈R〉φ|〈R̄〉φ , (16)

where p is a propositional variable and 〈R̄〉 denotes a modal operator for the inverse relation with respect
to R ∈ {A,B,D,E,O,L}.
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Paris 

Bordeaux

x 

Marsaille 

Salesman visiting 

French cities in the 

following order: 

 

1. Paris 

 

2. Bordeaux 

 

3. Marsaille 

 

 

Figure 14: A Salesman Traveling between French cities

Semantics. Generally, HS-semantics of HS is based on models with a domain (universe) containing intervals.
Relations in these models are Allen’s temporal relations.31 More precisely – denoting by M a set of all
discrete intervals32 – the HS-model is defined as n-tuple M = 〈M,R, V 〉, where R ∈ {A,B,D,E,O,L} and
V : P(Prop) 7→M is a valuation for propositional letters of L(HS). If φ ∈ L(HS) andM is such a model33,
and I is an interval in the M-domain, then the satisfaction for the HS operators looks as follows:

M, I |= 〈R〉φ iff there is such an interval I′ that I R I’ andM, I ′ |= φ . (17)

In order to illustrate how HS-logic can be exploited for a use of planning situations with temporal
constraints let us consider some except of the Traveling Salesman Schedule.

Example 13 Consider the same extract of a travel history of the Salesman’s Traveling from example 12
(Figure 14). If an atomic formula visitBorSal denotes a (fact of) visiting Bordeaux by Salesman34, the above
equality before• meet = before from last example may be rendered by the following HS-formula:

〈B〉〈M〉visitBorSal ↔ 〈B〉visitBorSal . (18)

0.15.4 State of the Art

Allen’s interval relations were initially introduced and described by J. Allen in 1983 in [57]. A problem of
tractable subclasses of Allen’s Interval Algebra was described in details in [58]. In [60] the 4-consistency
algorithm for the full IA algebra was proposed. Slightly paradoxically, point algebra (PA) was introduced
later in [55] in 1986, recently discussed from the algorithmic perspective in [56]. In [61] path consistency
problems for PA were discussed and solved with respect to some subset of PA. The renaissance of research on

31They play a role similar to accessibility relation in Kripke frame-based models.
32Obviously, M ⊆ P(N), for N .
33Of course, this model forms a kind of a Kripke frame-based model
34This fact may be also expressed by the appropriate 2-argument predicate. We reject this solution for a use of a simplicity

of a presentation in terms of the HS-logic language.
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Allen’s algebra IA and its representations was strictly connected with a birth of Halpern-Shoham Logic (HS)
– introduced in 1991 by J. Halpern and Y. Shoham in [59] – as suitable for a modal representation of IA.
This system and its subsystems were recently intensively explored from the perspective of their meta-logical
features. Decidability and undecidability of some HS-fragments interpretable over discrete linear order were
investigated in [62], over finite linear orders – in [63], over natural numbers – in [64]. Taxonomy of these
results was elaborated and presented in the form of a road map of HS-subsystem in [65, 66]. Finally, some
epistemic extension of HS was recently proposed by Lomuscio in [67].

0.16 Quantitative Temporal Constraints, or Temporal Constrains
Satisfaction Problem and its specifications

Considerations of Section 2 elucidated emphasize qualitative nature of temporal constraints. In this chapter
a quantitative and computable nature of temporal constraints will be emphasized in terms of the so-called
Temporal Constrains Satisfaction Problem and its specifications (TCSP).

TCSP constitutes a temporal extension of the so-called Constraints Satisfaction Problem (CSP), which
forms a general problem-solving paradigm – broadly applicable in planning and scheduling, pattern recog-
nition or consistency checking35. TCSP could be briefly specified as follows. Taking a set of variables and
a set of constraints on their admissible values36 a problem is to find a value for each variable such that all
variables meet these constraints ([3], p. 167.).

0.16.1 Temporal Constrains Satisfaction Problem – a Detailed Specification

We specify now TCSP in a more formal way. According to [20, 19] – TCSP refers to variables X1, X2 . . . Xn

– each with a continuous domain and representing time points. Each constraints in TCSP is represented
by a set of intervals: {I1, I2 . . . , In} ={[a1, b1], [a2, b2], . . . , [an, bn]}. Due to [20, 68] – two following types of
TCSP-constrains are traditionally distinguished:

A unary temporal constraints, Ti,

B binary temporal constraints Ti,j .

The unary (quantitative) temporal constraint, Ti restricts a single time variable Xi and has a form:

a1 ≤ Xi ≤ b1 ∨ . . . ∨ an ≤ Xi ≤ bn. (19)

The binary (quantitative) temporal constraint, Ti,j restricts pairs of time variables Xi, Xj and has a form:

a1

(
≤ Xj −Xi

)
≤ b1 ∨ . . . ∨ an ≤

(
Xj −Xi

)
≤ bn. (20)

In such a framework some elementary set-theoretic operations on TCSP’s may be naturally introduced.
(For simplicity, we consider a simple interval [a, b] instead of their set 37.)

Definition 10 (Operations on TCSP’s.) Let I and J be intervals corresponding to (time variables)
Xj −Xi for some indexes i, j. Then:

• the union of I and J , I
⋃
J admits all values that are allowed by either one of them: I

⋃
J = {t : t ∈

I ∨ t ∈ J},
35This area forms a primary and natural application area of CSP and of a variety of its extensions.
36That means: ’imposed on values that variables can take’.
37Majority of authors considers a broad set of temporal intervals in definitions of TCSP’s-operations, see: [20, 19].
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• the intersection of I and J , I ∩ J , admits only these values that are allowed by both of I and J : I ∩ J =
{t : t ∈ I ∧ t ∈ J},

• the composition of I = [a, b] and J = [c, d], I ⊗ J = {[a+ c, b+ d], where + is a normal additive operation
between real numbers}.

Consistency. TCSP problem was introduced as a formalized conceptualization of usual temporal planning
situations in order to check a consistency of choices of action sequences. In such considerations, quantitative
temporal constrains (of TCSP) are often represented by the appropriate networks or the so-called distance
graphs G = 〈X,E〉. Their relationship is simple: A TCSP-network 〈X,C〉 can be transformed into a
distance-graph G = 〈X,E〉 as follows. Each constraint aij ≤ Xj − Xi ≤ bij of TCSP-network defines a
two-labeled arc in G: from Xj to Xi and from Xi to Xj .

In this way, there exist two alternative methods to measure TCSP-consistency: in terms of TCSP-
networks or in terms of TCSP-distance graphs. In order to illustrate them let us assume that cij , cij and ckj
denote some values of (quantitative) temporal constraints and d(i, j) is a minimal distance between vertices
i, j in a distance graph G. In such a framework – according to [69, 70] – these criteria may be expressed as
follows:

A In terms of TCSP-distance graphs: a network is inconsistent if there is a negative cycle, i.e a vertex such
that d(i, i) < 0,

B In terms of TCSP-networks: a network is inconsistent if cij ∩ [cik ⊗ ckj ] 6= ∅.

The role of last criterion is reflected by the fact that it forms a ’core’ of the following well-known consistency
path algorithm for TCSP38 :

PC(X, C)

for each k : 1 ≤ k ≤ n do
for each pair i, j: 1 ≤ i < j ≤ n, i 6= k, j 6= k do

cij ← cij ∩ [cik ⊗ ckj ]
cij = ∅ then exit (inconsistent)

end

The following algorithm illustrates how to exploit the PC-algorithm39.

Example 14 Consider a historic situation of the Titanic sinking on 12th April of 1912 year with 5 key
time-points of this scenario: A – a time point of a Titanic collision with an Ice Berg, B – a time point, when
Titanic begins to sink, C – a time point when the Titanic hull is completely sunk, D – a time point when
Carpathia begins to move towards a Titanic position and E – a time point of achieving the Titanic position
by Carpathia. Temporal constraints imposed on distances between A, B, C, D are presented on a Figure 15.
The question is the following: does Carpathia have a chance to reach the Titanic position if it is known that
Titanic will completely sink between 5-6 h from its collision with the Ice Berg?

38The path-consistency algorithm was introduced in a pioneering Allen’s paper [57].
39Nevertheless – in generality – a consistency problem for TCSP belongs to a class of NP-hard problems. That means that

it is hard in a class of NP-problems. To make the matter worse, a reduction of the considered intervals does not change the
complexity radically. Namely, it holds the following theorem(The proof of this theorem follows from a reduction of this problem
to 3-coloring problem.).

Theorem 1 (Dechter, 1991, [20])

A Deciding consistency for TCSP is NP-hard ,

B Deciding consistency for TCSP with no more than two intervals per edge is NP-hard.
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   The Titanic hull is completely sunk  

     C             

 B  [1,2]          [1,2] 

Titanic   begins to sink      D Carpathia moves to Titanic   

               

        [1,2]             

 A       [6,7]       [4,5] 

The Titanic collision  

with an Ice berg        E Carpathia in the Titanic position    

Constraints: 1 ≤ B – A ≤ 2,  1 ≤ C – B ≤ 2, 1≤ D – C ≤ 2, 4≤ E – D ≤ 5  

                          

Figure 15: Temporal constraint network for the Titanic catastrophe

Solution 1 It is known that 5 ≤ (T − A) ≤ 6, where T is a time point of a complete sinking of Titanic.
Thus, the above question could be reformulated to a question whether a composition interval [A,B]⊗ [B,C]⊗
[C,D] ⊗ [D,E] is contained in the time interval [0, 5] or [0,6]. (The red and green lines represent the
considered time intervals. A blue line represent a time interval between points A and E that should be
computed.) [A,B]⊗ [B,C]⊗ [C,D]⊗ [D,E] = [1, 2]⊗ [1, 2]⊗ [1, 2]⊗ [4, 5] = [1 + 1 + 1, 2 + 2 + 2 + 5] = [7, 11]
– according to TCSP’-operation ⊗, given in Definition 10. Hence

[A,E] ∩ ([A,B]⊗ [B,C]⊗ [C,D]⊗ [D,E]) = [5, 6] ∩ [7, 11] = ∅ , (21)

thus the presented PC-network is inconsistent and Carpathia will not reach the Titanic’s position before its
sinking.

These facts justify relatively high intractability of temporal problems in terms of TCSP. Fortunately, this
situation becomes operationally comfortable if we move from a general framework of TCSP to its special
subproblem, called Simple Temporal Problem. We define it in the next paragraph.

0.16.2 Simple Temporal Problem

Simple Temporal Problem is such a simple subproblem of TCSP that all constraints are specified by a single
interval 40. More formally, the Simple Temporal Problems(STPs) is the kind of the Constraints Satisfaction
Problem, where a constraint between time-points Xi and Xj is represented in the constraint graph as an
edge Xi → Xj , labeled by a single interval [a, b] that represents the constraint:

a ≤ (Xj −Xi) ≤ b. (22)

40The conceptual basis of this chapter presentation makes use the following works [20, 17, 18, 19].
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Alternatively, this constraint may be represented by a pair of inequalities:

(Xj −Xi) ≤ b, (Xj −Xi) ≤ −a. (23)

Solving an STP means to find an assignment of values to variables such that all temporal constraints are
satisfied – according to [19]. It appears that STPs can be solved in polynomial time, whereas the complexity
of a general TCSP belongs to a class of NP-problems.

Generally, STP is sometimes associated to the so-called distance edge-weighted graph G = 〈V,E〉 where
V is a set of vertices and E – a set of edges between them. Each edge i→ j (between vertices i, j) is labeled
by a weight a, representing the linear constrain (Xj −Xi) ≤ a. If there is more than one path between i and
j, one can consider an intersection of all these paths in order to obtain a new constraint: (Xj − Xi) ≤ d,
where d is the shortest path from i to j (see:[20], p.68).

Since further extensions of STP are not used in the proper body of the thesis, their description will be
omitted. Thus, let us interrupt this presentation in this point. (More advanced considerations may be found
in Appendix.) Instead of it, let us focus our attention on the notion of preference.

0.16.3 Preferences

Preferences – a general specification.

Preferences deserve a special attention. In fact, they introduce some portion of rationality to temporal
reasoning as they reflect our wishes or intentions with respects to different objects or activities (for example:
with respect to a choice of actions in planning etc.)41. This notion of preference allows us to better grasp a
dynamic nature of decisions, games or planning and it can refer to various sorts of entities, such as: worlds,
propositions or actions [74].

Preference is sometimes identified42 with a binary comparative relation ”at least as good as”, denoted by
�43. Thus, the following four properties are usually considered to be part of the meaning of such a concept
of a (weak) preference:

Axiom1 A ≺ B → ¬(B ≺ A) asymmetry of preference,

Axiom2 A ≺ B ∧B ≺ C → A ≺ C transitivity of preferences,

Axiom3 A � A reflexivity,

Unfortunately, there is a little common consensus among logicians about relational semantic representation of
preferential features. For example, transitivity forms such a controversial property and many examples – such
as Sorites Paradox – have been offered to show that it should not hold in general44. By contrast, Davidson
underlines some arguments for a normative appropriateness of preference transitivity and he suggests that
transitivity is constitutive for the meaning of preference45. A variety of semantic contexts, that preferences
can be involved in, can be elucidated by the following 3 situations of preferred choices.

41A notion of preferences plays a central role in a variety of multi-contextual research branch, including a moral philosophy,
psychology, decision and game theory, logic and AI. The philosophical and psychological provenance of the earlier research
on preferences and their nature can be detected in works of Armstrong in 30th and 40th such as [71, 72]. Preferences in the
contexts of economic analysis was discussed also relatively early by F. Ramsey in 1928 in [73].

42Although they form a significant component of many reasoning types in AI, there is no one consensus between AI-researcher
with respect to a unified method of their representation and defining.

43This relation is usually called weak preference in a contrast to a strong preference, denoted by ≺.
44The Sorites Paradox employs a series of objects that are so arranged that we cannot distinguish between two adjacent

members of the series, whereas we can distinguish between members at greater distance ([71, 72].). Consider 1000 cups of coffee,
numbered C0, C1, C2. . . up to, for example, C99. Cup C0 contains no sugar, cup C1 one grain of sugar, cup C2 two grains etc.
Since one cannot taste the difference between C99 and C98, they can be considered as equally good (of equal value), C99 ∼ C98.
For the same reason, we have C98 ∼ C97, etc. up to C1 ∼ C0, but clearly C0 > C99.

45Constructing an analogy to length measurement, Davidson in [75]( p.73) asks: If length is not transitive, what does it mean
to use a number to measure length at all?”
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Example 15 (Point-wise preference.) We can prefer to go to the cinema at 12:00 with a preference 3
10 and

tomorrow at 17:00 a preference 7
10 . And only in our birthday we are strongly motivated with a preference =

1 to go to the cinema for each seans.

Example 16 (Interval comparative preference.) We can prefer to go to the cinema today afternoon more
than tomorrow evening.

Example 17 (Interval non-comparative preference.) We strongly prefer to go to the cinema than something
other.

Each of these situations (with point-wise preferences) should be modeled in a different way. The first situation
(point-wise preferences) rather presupposes a point-wise semantics, the second and the third situation – the
interval-based semantics. Whereas a presented point-wise modeling of preferences has a long tradition
and is reflected in a subject literature, the interval-based modeling still waits for a broader investigation.
Thus, the presented interval-based approach describes ideas of the author of the thesis from [76] – based
on a formalism from [77, 78] and [79]. There will be Fuzzy Modal Preferential Logic (FMPL), based on a
Quantitative Possibillistic Fuzzy Logic from [79, 77].

Preferences - in a more detailed depiction.

A majority of point-wise approaches such as [80, 81, 82] stems from the observation that preferences may
be rendered by the appropriate modal formulas of a dynamic or epistemic logic. Thus, preferences are often
rendered in a modal preferential language, usually based on a grammar:

p |¬φ|φ ∧ ψ|〈Pref〉iφ |[Pref]iφ
46. (24)

Modalities: 〈Pref〉iφ , [Pref]iφ may be read: φ is (weakly) preferable and φ is (strongly) preferable (respec-
tively)47.

Despite some gap between the formal sense of these operators and a common usage of preferences in
a natural discourse, this modal description of preferences has some important advantage: it naturally and
(almost) immediately justifies an appropriateness a pointwise Kripke frame-based semantics for preferences.
Intuitively, the syntactic description means that some states t (considered by an agent i as good as the
initial state u) have a property φ (satisfy φ). For a ’box’- type operator a word ’some’ means ’for all’, for a
’diamond’-type operator it means ’for at least one’. (see: Fig.8).

The point-wise semantics. Obviously, this translation into semantics requires a kind of accessibility
relation between states u and t. This relation – dependently on the preferred convention – is just a preference
relation and it can be a kind of order48. It naturally leads to a defining of Kripke models for preferences as
a tuple of the form:

M = 〈U,�i, V 〉. (25)

where U is a non-empty set of states (possible worlds) �i is the appropriate binary preference relation and
V is a usual valuation. We read: s �i t as ’t is at least as good as s’ or ’t is preferred as s’. This pointwise
Kripke semantics preserves a comparative nature of preferences – independently of a fact that preferences
are rendered by unary modal operators in preferential languages.

46Sometimes, some additional operators such as Kiφ (an agent i knows that φ) are considered.
47Alternatively, one may state that [Pref]iφ says that all worlds – which the agent considers as least as good as the current

one – satisfy φ and similarly for 〈Pref〉iφ. We only exchange: all for at least one.
48They can form partial orders as in [83], total orders or linear orders as in [80, 81].
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Figure 16: A poinwise Kripke-based semantics for preferences. In a world t (R-accessible from u) is satisfied
all (φ), what is possible in u.

Preferences versus (temporal) constraints?

The above considerations through the light on mutual relations between preferences and constraints. Putting
aside a historical of their different conceptual provenance (preferences stem for the area of decision theory,
economy and psychology, meanwhile constraints – from logic and AI) – one could detect some further and
fundamental differences between these entities:

Diff.1 (temporal) constraints should be satisfied in order to ensure a consistency of plans, systems etc., but
preferences should not,

Diff.2 (temporal) constraints are divided into two disjoint groups: the quantitative and the qualitative
ones. Meanwhile, preferences refer to some quantities and degrees (expressed by adverbs: much, weak,
strongly, etc.), which can be naturally measured in a quantitative way (for example by associating
some values α ∈ [0, 1] to them)49.

Nevertheless, both types of AI-entities show some similarity. They can be equally imposed on the same
types of components of temporal reasoning, i.e. for actions, events, objects, plans, schedules, decisions etc.
Moreover, temporal constraints also form a gradual hierarchy – as they may be divided into weak and strong
constraints. By such a distinction, only a satisfaction of strong constraints is necessary from the point of
view of a preserving of consistence of systems, plans, schedules, etc. This makes weak constraints more
similar to preferences50. Some additional similarities and differences will be discussed in next chapter of the
thesis.

0.17 Two Depictions of Fuzzy Temporal Constraints of Allen’s
Sort

In this section, two different depictions of fuzzy temporal constraints of Allen’s sort will be described. The
first one stems from research of De Cock-Shockert’s school. This approach adopts the appropriate portion
of a calculus of fuzzy relations and it is theoretically well-founded. Inventors of this approach propose an
idea of fuzzification of Allen’s relations between fuzzy intervals. They begin with a single non-fuzzy relation

49It does not mean that such a solution is absolutely impossible in a case of temporal constraints, but it seems to be much
less natural and it seems to redefine a primary meaning of temporal constraints.

50Authors of [84] give venture to their radicalism in this area thinking that soft temporal constraints can be measured by
preference functions associated to semi-rings. Thus, they are willing to (at least partially) identify these categories.
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’before’ in order to introduce its fuzzified versions: ’approximately at the same time as before’ and ’long
before’. These initial fuzzy relations make form a basis for further fuzzification.

An alternative approach to fuzzification of Allen’s relations has been recently proposed by H-J. Ohlbach
in terms of integrals and convolutions. Hence, this approach may be viewed as a more ’analytic’ one. The
integral component is introduced here – due to [85, 86] – thanks the Integral Mean Theorem. This theorem
allows us to define fuzzy Allen’s relations as the averaged and normalized values of functions representing
Allen’s relations between fuzzy intervals. The complete taxonomy of fuzzy Allen’s relations was introduced
by Ohlbach in the conceptual framework of his approach.

The presentation of these two depictions will be prefaced by a terminological framework used by inventors
of these approaches.

0.17.1 Terminological Framework

Allen’s relations once again

As earlier described in subsections 1.2, 1.3 and 1.4 of ’Introduction’, time points and time intervals form ele-
mentary conceptual atoms of temporal reasoning with temporal constrains. These ’atoms’ may be combined
together The easiest case is determined by a situation when a single time point remains in some relation
with respect to a (normal)51 interval in R or52 with respect to a crisp interval in R2.

These point-interval relations can be further naturally extended to the interval-interval relations. In
this way we obtain the Allen’s interval-interval relations – introduced in [57] as the relations between two
intervals without metric – as depicted on Fig. 1

Figure 17: 13 basis Allen relations between intervals.

Consider a case of R2. The simplest possible situations is determined by crisp intervals. Obviously,
the situation gets much more complicated if we take into account fuzzy intervals instead of crisp temporal
intervals. A need to consider such intervals is justified by a plurality of imprecise practical contexts denoted
by such phrases as ”almost in the night’, ’last year’, ’around midnight’, etc. In order to extrapolate earlier
considerations for a case of fuzzy intervals, two new formal definitions of fuzzy sets and Lebesgue integrals
will be introduced in the next paragraph.

51That means: compact and continuous).
52We consider R more generally – rather than a topological space than a metric one. Note that each metrics defines a topology,

but not in the inverse direction. This approach follows from a fact that we intend to see Allen’s relations as qualitative temporal
constrains.
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Fuzzy intervals and basic operations on them

Normal, compact intervals – considered in Allen’s interval algebra – may be naturally defied by their start-
and end points. By contrast, fuzzy intervals – as objects in R2 – cannot be defined in this simple way.
The commonly used convention to define them relies on defining the appropriate function which somehow
determines these intervals. As usual, this characteristic function is to defined as Riemann’s integrable.

Definition 11 (Fuzzy interval). Assume that f : R 7→ [0.1] is a Riemann’s integrable function on R53.
Then the fuzzy interval i (corresponding to a function f i(x)) is defined as follows:

i(x) = {(x, y) ∈ R× [0, 1] : y ≤ f i(x)(x)}. (26)

It means that each fuzzy interval is a 2-dimensional ’object’. The simplest ones consist of a core C(i)
and a support S(i). The core is the part of the interval i where fuzzy values are equal to 1 and the support
– where values are greather than 0 – as depicted in Figure 18. The first x -coordinate is a line parallel to
y-axis, where y-values moves to a constants value 1 and the last x -coordinate – is a line, when an established
value 1 moves to values from a set [0, 1]. Obviously, both coordinates single out the core of each fuzzy

interval. They are usually denoted by ifK and ilK . The size of |i| =
∫ b
a
f i(x)(x)dx, for f i(x)(x) defined on

[a, b]. Unfortunately, most of typical set-theoretic Boolean operations cannot be defined for fuzzy intervals

       core(kernel) 

 

 

 

 

0                  

             x 

   

 support            

i 
fK   

         i
lK 

Figure 18: Core, support and x -coordinates of a fuzzy interval

in the same way as for ordinary intervals. Instead of it, there is a lot of axiomatically characterized unary
and binary transformations – called t-norms – that enable to introduce these operations. Each t-norm T
is an increasing mapping from [0, 1]2 → [0, 1] satisfying the following conditions: T (1, a) = a, T (a, b) =
T (b, a), T (T ((a, b), c) = T (a, T (b, c)). Finally, the condition T (a, c) ≤ T (a, b) + T (b, d) is also required.

Operations of an intersection and a union of two fuzzy intervals are classically defined in terms of t-norms
as follows:

(i ∩ j)(x) =def min{i(x), j(x)} (27)

(i ∪ j)(x) =def max{i(x), j(x)}, (28)

53It is a well-known fact of mathematical calculus that there exist some Riemann’s integrable functions that are not continuous.
This relatively weak condition allows us to preserve a skeleton of a fuzzy interval and it is introduced for a use of further analysis.
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but a class of admissible norms is wider and it contains (for example) the so-called Hamacher family norms54.
One of the most useful operations on fuzzy intervals is a cut-relation, which allows us to consider only a
chosen part of (usually infinite) intervals between a chosen point x1 and x2. Formally:

cutx1,x2
(i)(x) =def 0 if x < x1 or x ≥ x2 or i(x)− otherwise. (29)

This situation may be generalized exchanging Riemann integrability for Lebesgue integrability. It allows
us to admit a situation that a function – determining a fuzzy interval – can have some points of discontinuity.
This solution seems to be a reasonable one in the light of our schedule-planning problems55.

Riemann integrals and Lebesgue integrals. We assume that concepts of a measure and of Riemann’s
integral are known (see: Appendix). The main difference between Riemann’s integrals and Lebesgue integrals
consists in a different way of approximation of considered functions. Namely, taking a function f : [a, b] 7→ R,

we can approximate a Riemann’s integral
∫ b
a
f(x)dx by vertical polygonal posts – as depicted on Figure 19

– by sums
∑
i f(xi)4(xi − xi−1) for i 7→ ∞. The same function may be approximated by horizontal posts

representing µ{x : f(x) > t} and – arithmetically – by sums
∑
i akµ{x : f(x) > t} for some real56 ak and a

given measure µ. The Lebesgue integrals is just based on this way of approximation. Its formal definition is
as follows.

    =  f(xi)𝛥(xi-xi-1) 

 

                  x 

        xi-1     xi 

 

      =  𝜇{ x: f(x) > t } 
 

 

 

 

 

t 

Figure 19: Difference between Riemann and Lebesgue integrals.

Definition 12 (Lebesgue integrals.) Assume that a function f : R 7→ R+ is Riemann integrable in its
domain. Let also assume that a denumerable additive measure µ is given, i.e. for all pairwise disjoints sets
A1, A2 . . . ∈ A such that

⋃∞
i=1Ai ∈ A it holds: µ(

⋃∞
i=1Ai) = Σ∞i=1µ(Ai). Let also define f∗(t) = µ{x|f(x) >

t} for some t ∈ R+. The Lebesgue integral of f is then defined as:∫
fdµ =

∫ ∞
0

f∗dt , (30)

where the right integral forms an ordinary improper Riemann integral.

Definition 13 Each real function f for which the integral (1) exists is to be called Lebesgue integrable

or integrable in Lebesgue sense.

54Since we will essentially use the standard definitions, we omit these alternative definitions for brevity of the presentation.
55Further profits of this generalization will be emphasized later in further considerations
56This way of defining seems to, somehow, justify why discontinuity points are admissible as they are do not violate the

structure of horizontal posts; their existence makes no important difference.
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Lebesgue integrability may be exploited in specification of characteristic functions for fuzzy intervals. This
allows us to generalized the earlier definition of them. The new definition is as follows.

Definition 14 (Fuzzy interval). Assume that f : R 7→ [0.1] is a Lebesgue’s integrable function (so not
neccessary continuous) on R57. Then the fuzzy interval i (corresponding to a function f i(x)) is defined as
follows:

i(x) = {(x, y) ∈ R× [0, 1] : y ≤ f i(x)(x)}. (31)

0.17.2 De Cock-Schockaert’s School Approach to Fuzzified Allen’s Relations

The approach of De-Cock-Schockaert’s school deserves to be called: ’an algebraic’ one. In fact, this approach
– developed in such papers as: [87, 88, 89] make use of an algebraic apparatus elaborated in the framework
of relational calculus and in the algebraic semantics of t-norm-based fuzzy logic. As earlier mentioned, the
class of t-norms allows to define operations on fuzzy relations.

Namely, if R,S are fuzzy relations (i.e. R is a fuzzy set in U × V and S – a fuzzy set in V ×W ) and T
is a t-norm, then one can define supT -composition (see:[90], pp. 298-99):

R • S(u,w) = sup
v∈V
T (R(u, v), S(v, w)). (32)

Introducing also a new function by the condition:

I(a, b) = sup{λ|λ ∈ [0, 1] and T (a, λ) ≤ b}, (33)

one can introduce the so-called: subproduct R CI S(u,w) and superproduct R BI S(u,w) defined (resp.) as
follows:

RCI S(u,w) = inf
v∈V
T (R(u, v), S(v, w)). (34)

RBI S(u,w) = inf
v∈V
T (S(u,w), R(w, v)). (35)

This definitions are suitable to be extended to the more sophisticated definitions such as:

ACI (RBI B) = inf
u∈U
I(A(u), inf

v∈V
I(B(v), R(u, v)). (36)

Fuzzified Allen’s relations. This basic algebraic framework forms a convenient bridgehead for inventors of
this approach to the fuzzification of Allen’s temporal relations. Obviously, Allen’s relations may be fuzzified
in a different way. For example, one could begin with some motivating examples of fuzzy Allen’s relations
such as: a occurs long after b’ or ’a occurs after or approximately at the same time as b’ and ’a occurs just
after b’. For a given pair of points (u, v) De Cock, Schockaert decided to take the similar fuzzified relations:
’v is long before u ’ and ’v before or approximately at the same time’– denoted by L≤(u, v) and L�(u, v)
(resp.) – as as basis for further fuzzification.

Observe now that L≤(u, v) renders the extent to which u is much smaller than v. Similarly, L�(u, v),
expresses the extent to which u is smaller or approximately equal to v (see:[90], p. 302, [88], p. 111.).
Assume now that A,B are fuzzy interval and v ∈ A and u ∈ B. Which fuzzified Allen’s relations may be
rendered by ACI L≤BIB? The case of L≤(u, v) suggests that this relation defines fuzzified ’before’-relation.
This conjecture may be justified as follows.

In fact, note that:
ACI (L≤ BI B) = inf

u∈U
I(A(u), inf

v∈V
I(B(v), L≤(u, v)). (37)

57It is a well-known fact of mathematical calculus that there exists some Riemann’s integrable functions that are not contin-
uous. This relatively weak condition allows us to preserve a skeleton of a fuzzy interval and it is introduced for a use of further
analysis.
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Interpret this equality. At first, we should take inf from all v ∈ B, such that A is long before them (the
internal parentheses). Secondly, we look at the external infu∈U from I-values. The definition (48) of I
demands to take sup from these u ∈ A to be smaller than infv∈V I(B(v), L≤(u, v). Hence, we take the end
part of A. Finally, the whole relations expresses the degree to which the end of A is much smaller than the
beginning of B. It allows us to write:

before(A,B) = ACI L
≤ BI B. (38)

Consider now two relations: ACI L�BI B and B •I L� •I A. The first one expresses the degree to which the
end of A is smaller than or approximately equal to the beginning of B. Similarly – the second one expresses
the degree to which the end of B is smaller than or approximately equal to the beginning of A. (See: [90],
p. 302).

It is not difficult to see that if we take a minimum from both relations, i.e. min{ACIL�BIB,B•IL�•IA},
we are able to formally define ’meet’-relation between them. Thus,

meets(A,B) = min{ACI L� BI B,B •I L� •I A}. (39)

Similar reasoning can be applied to the other qualitative Allen’s relations, what leads to their following
definitions, for as parameter β ∈ [0,+∞]58(see: [88], pp. 111-12).

Name Notation Definition

before b(A,B) AC L≤β BB

overlaps o(A,B) min{A • (L�β BI B), B • L≤β •A, (AC L
≤
β ) •B)}

during d(A,B) min{B • (L≤β BA), (AC L≤β ) •B}
meets m(A,B) min{AC L�β )BB,B • L�β •A}
starts s(A,B) min{(A • L�β )BB, (B • L�β )BA, (AC L≤β ) •B)}
finishes f(A,B) min{(A • L�β )BB, (B C L�β ) •A, (B • L≤β )BA)}
equals e(A,B) min{A•(L�β )BB), (B•L�β )BA, AC(L�β )•B), BC(L�β )•A)}

Obviously, functions L≤ and L� should be precisely defined – in particular – for computational reasons. It
may be done in the following fashion. Since L≤(α,β)(a, b) should represent the fact that a is long before b (in

terms of parameters α, β, for a ∈ R and b ∈ R+), one can assume that L≤(α,β)(a, b) occurs with a degree 1,

if a distance between a and b is greater than α + β. If this distance is even smaller than α, we can assume
that this relations does not occur (it takes a degree 0). Between these two cases, we take a gradual degree of

occurrence given by b−a−α
β . It is reflected by the following definition of L≤(α,β)(a, b) (see: [91], pp. 518-19):

L≤(α,β)(a, b)=


1, if b− a > α+ β ,

0, if b− a ≤ α ,
b−a−α
β , otherwise

In contrast, L�(α,β)(a, b) measures how near of b is a in terms of parameters of α and β. Namely, it should take

1, if a distance between b− a is possibly minimal. Formally, if b− a ≤ α. L�(α,β)(a, b) it does not occur if a

distance is large, i.e. if b−a ≥ α+β. Otherwise, we take a gradual degree. It leads to the following definition.

L�(α,β)(a, b)=


1, if b− a ≤ α ,
0, if b− a ≥ α+ β ,
b−a+α+β

β , otherwise

58This parameter defines how the phrase: ’much smaller than’ should be interpreted. (See:[90], p. 110
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Figure 20: A visual presentation of relations L≤(α,β)(., b) and L�(α,β)(., b).

It appears that both relations are co-definable in the following sense:

L�(α,β)(a, b) = 1− L≤(α,β)(a, b). (40)

In addition, they show some computationally useful properties such as59:

L�(α1,β1) • L
�
(α2,β2) = L≤α1+α2+min β1,β2,max(β1,β2). (41)

L�(α1,β1) • L
�
(α2,β2) = L�(α1+α2+min{β1,β2},max{β1,β2}). (42)

Unfortunately, not all of them are intuitive. Fortunately, each of them is detailed proved by inventors of this
approach, what essentially supports a mathematical foundation of this approach.

Example 18 . Consider two numbers: 20 and 25 and parameters α = 1 and β = 8. In order to decide,
how is a degree of occurrence of 20 long before 25, let us consider L≤(2,8)(20, 25). Since 25− 20 = 5 ≤ 7, thus

L≤(2,8)(20, 25) = 0 according to the definition of L≤(α,β)(a, b). Similarly, we can check that L�(1,8)(25, 20) =
20−25+1+8

8 = 1
2 . It exactly means that 25 cannot be considered as a number that occurs long before. Meanwhile,

25 may be considered to be before or at approximately the same time as 20 with a degree 1
2 .

Since an objective of this presentation was to put forward a basis of a conceptual apparatus of the De
Cock-Schockaert’s position, we can interrupt it in this point.

0.17.3 Fuzzy Allen’s Relations in Ohlbach’s Integral-based Depiction

Let us move to the alternative approach to fuzzy Allen’s relations in Ohlbach’s depiction. It was elaborated
in such works as: [85, 86]. Ohlbach begins with the simplest case of Allen’s relations of the type: ’point-
interval’. The next, he generalized them to Allen’s relations for two fuzzy intervals. Finally, his efforts is
oriented to a fuzzification of these relations. Although we preserve this conceptual chronology, we propose
a slight modification of Ohlbach’s proposal. Namely, we slightly extend Ohlbach’s justification for the
convolution representation of fuzzy Allen’s relation.

Allen’s relations of the type: points-fuzzy intervals

Assume that some point p, a fuzzy interval j and one of 13 Allen’s relations, say R, are given. Observe that
one can put the point-interval relation, Rpj(x), which asserts that p is located in a position defined by R
with respect to the interval j, etc.

59We omit an argument (a, b)
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Example 19 Taking a point p and an interval j, the relation Bp(j) will asserts that p lies ’before’ the
interval j and Dp(j) asserts that p is ’during’ j.

Let us preface further considerations by some useful observation that each point-interval relation (of Allen’s
sort) determines its corresponding function.

Colollary 1 ([85, 86])60A fuzzy point-interval relation R(t, i) is a function that maps a time point t and
the interval i to a fuzzy value. Conversely, if i is a fuzzy interval and R

′
is a function, then R defined as

follows:
R(t, i) =def R

′
(i)(t) (43)

is the corresponding fuzzy point-interval relation.

Allen’s relations for two fuzzy intervals

Observe now that each such a point-interval Allen’s relation may be extended to its corresponding interval-
interval relation over a new fuzzy interval – as depicted in Fig. 22. For example, taking a time point t, an
interval (not necessary a fuzzy one) j and a point-interval R(t, j) we can put

R(i,j) = i(t)R(t, j). (44)

It allows us to write: R(i, j)(t) = f i(x)(t)R(j)(t), where f i(x)(t) is a function characterizing an interval i.

Example 20 In this way one can specify after(i,j) = i(t)after(t, j), before(i,j) = i(t)before(t, j) and all
interval-interval Allen’s relations.

1                  t - x
 

                Ii     

       p(x) 

 

 

 

0                   x 

Figure 21: A point ’p’ before a fuzzy interval. A visualization of a point-interval ’before’ relation. (Interval
j is considered here as dependent on the argument t− x – according to the arrow direction on the diagram.
The sense of this depiction will be explained in detail in chapter 2 of ’Contrubutions’).

Fuzzy Allen’s Relations for Fuzzy Intervals

In order to define fuzzy Allen’s relations – due to Ohlbach’s ideas – let us return to Allen’s point-interval
relations and consider, say ’before’-relation Bp(j)(x), for a fuzzy interval j and i such that p ∈ i. Due to –
[86], this relation may be rendered in terms of the so-called extend function E+ and the complementation
operator N(E+). This function ’behaves’ as the functions depicted in Fig. 20 for L≤-relation. Namely,
N(E+) decreases in the right neighborhood of a given point (b-α in Fig.20a) and it increases for arguments
being far from it. Let us try to think about Bp(j)(x) determined by N(E+) in terms of probability theory

60This corollary was introduced as a definition by Ohlbach in [85].
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             p(x) 

      

 

 

0                   x 

Figure 22: A point ’p’ is blown up to the new fuzzy interval i(x).

now.

Allen’s point-interval relations in terms of probability theory. Therefore, assume that a probability
space Ω of elementary events with a probability measure P : Ω→ [0, 1] are given. For a given fuzzy interval i
we define points of its R-support (See: Figure 18) as elements of Ω. Define also a random variable X : Ω→ R
such that X(ω) = X(p) = x ∈ R. In other words, we associate each point p of i-support to a single variable
x of a real line. It enables to view N(E+) as a distribution function for i. In fact, N(E+) in Fig. 20 a)
’represents’ a probability the event: −∞ ≤ X = x < b−α. Formally, N(E+)(x) = P (−∞ ≤ X = x < b−α)).

Observe also that such a N(E+) is a continuous function and N(E+) <∞. Thus, there exists a function
fX to be called probability density – co-definable with N(E+) as follows:

N(E+)(x) =

∫ x

−∞
fX(x)dx. (45)

Summing up, the (fuzzy) point-interval relation Bp(j) in terms of N(E+) may be interpreted as a distribution
for the second fuzzy interval i, that contains p’s points. It remains to decide, what might represent the fuzzy
interva-interval relation B(i, j).

H-J. Ohlbach postulates to consider a unique expected value for X for in this role, although he did not
render this postulate explicitely. In a general case, having a function φ : R→ R, the expected value E(φ(X))
is defined as:

E(φ(X)) =

∫ ∞
−∞

φ(x)d(F (x)), whereF (x) is adistribution. (46)

Fuzzy Allen’s relations of the interval-interval type. It remains to specify this expected value of (38)
in our case, or taking N(E+)(x) = F (x) (as a distribution) in (38). Therefore,

E(φ(X)) =

∫ ∞
−∞

φ(x)d(N(E+)(x)). (47)

Because of (37), we have∫ ∞
−∞

φ(x)dN(E+)(x) =

∫ ∞
−∞

φ(x)d(

∫ x

−∞
fX(x)dx) =

∫ ∞
−∞

φ(x)fX(x)dx, (48)

thus

E(φ(X)) =

∫ ∞
−∞

φ(x)fX(x)dx. (49)
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If put φ(x) = i(x) as a function characterizing the interval i, we can obtain the required form in our case:

E(i(x)) =

∫ ∞
−∞

i(x)B̂p(x)dx, (50)

where B̂p(x) denotes the fuzzy point-interval relation ’before’ as a density function.

Example 21 . If assume that

F (x) = N(E+)=


0, for x ≤ a,
x−a
b−a , for a < x ≤ b,
1, forx > b,

then f(x)=


0, for x < a,

1
b−a , for a ≤ x ≤ b,
1, for x > b,

and B(i, j) = Ejbefore(i(x)) = 1
b−a

∫ ∞
−∞

i(x)dx.

In order to define fuzzy Allen’s relations, let us begin with the point-interval relations Rp(j). Even in a
case of fuzzy intervals, Rp(j) may ’behave’ in two ways. These possibilities are depicted in Fig. 23 a), b)
and c) for ’beforep(t)’-relation. In fact, Rp(j) may be represented by a pure step function (a point c)) or by
its fuzzified version – point a) and b).

Taxonomy of Fuzzy Allen’s Relations in Ohlbach’s depiction

We have just emphasized how fuzzy Allen’s relations may be rendered in terms of integrals. In addition, a
general form of them was elaborated for ’before’-relation. In this moment, a complete taxonomy of fuzzy
Allen’s relations in Ohlbach’s depiction will be introduced – due to [85, 86].

Aberrative cases. However, its presentation requires some explanatory remarks. Note that the integral
form (42) for ’before’-relation in terms of the expectation was elaborated for a fuzzy interval i with a left-
infinite support (−∞, a]. It was implicitly assumed that j has a compact support in a compact interval
[a, b] ⊂ R. Nevertheless, j may be aberrative. In fact, it may be empty or to have a right-infinite support
[a,∞). If j is empty, then one cannot state that i is ’before’ j, so the relation must yield 0 as its value
in this case. If j has a right-infinite support [a,∞) the integral (42) may be infinite. For that reason, an
intersection |i

⋂
j| is considered instead of the whole i and j and N(E+) as restricted to it.

For brevity of presentation, the following convention is adopted. The fact that a fuzzy interval i has a
right-infinite will be briefly announced by: ′i is [a,∞)-type’ and it will be written: i = [a,∞). Similarly, we
will talk about intervals of (−∞, a]-type.

Normalization. Obviously, all the integrals above, in particular (37) and (42), are finite. In particular,
(37) holds, if and only if the integral on the right side of (37) is finite. It is warranted by the fact that N(E+)
is assumed to be finite. Whereas finiteness of the integrals constitutes a sufficient condition from a purely
mathematical point of view, it is unsatisfactory to consider (42) and similar conditions as the adequate
representations for fuzzy Allen’s relations. In fact, we expect that these integrals will take fuzzy values from
[0, 1], so they should be normalized.

Different methods of normalization is known and used. For ’before’-relation, the factors |i| and |i|ba
defined as follows:

|i| =
∫ ∞
−∞

i(x)dx, |i|ba =

∫ b

a

i(x)dx. (51)

To justify a choice of them, note that if we even move i to the area, where B̂(j)(x) = 1, then we get∫ ∞
−∞

i(x)B̂(j)dx =

∫ ∞
−∞

i(x)1dx = |i| and still before(i, j) = 1 (see: [85], p. 26.)
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By contrast, meet(i, j), start, finishes require the normalization factors of the type N(i, j), so as depen-
dent on both i and j. Ohlbach argues in [85], p. 26) for a choice of the following two factors of this type, as
they admit also 1 as a possible value:

N(i, j) = max
a

∫ ∞
−∞

i(x− a)j(x)dx, N(i, j) = min(|i|, |j|). (52)

Taxonomy. We begin it with before(i,j)-relation. In order to underline a fuzzy character of each relation,
they are equipped by the index ’Fuzzy’.

1. BeforeFuzzy (see: [85, 86]): Assume that the point-interval relation ’before’ B(j) is given. We can
consider the following cases (dependently on finiteness of infiniteness of supports of fuzzy intervals to be
considered):

• If i is [a,∞)-type or i = ∅ or j = ∅, than one cannot state that i is ’before something’, thus fuzzy before(i,j)
must yield 0.

• If i is (−∞, a]-type or the intersection of i and j is empty, then i always remains ’before’ j, what justifies
the value 1. (Figure 23 c)

• When i is (−∞, a]-type, but j is bounded or of [a,∞)-type, then – because

∫ ∞
−∞

iB̂(j)dx would be infinite

– we take an intersection i ∩min j instead of the whole infinite i. (Figure 23 b)

• Otherwise, we begin from Bp(j) to extend it over i , as described in (42) above (see: Figure 23 a).

It allows to define:

before(i,j)Fuzzy=



0 i = ∅ or i = [a,∞) or j = ∅,
1 i = (−∞, a] or i ∩min j = ∅,∫ ∞
−∞

(i ∩min jB̂(j)dx/|i ∩min j| i = (−∞, a], j is bounded or j = [a,∞),∫ ∞
−∞

iB̂(j)dx/|i| otherwise.

 

 

1          1             1 

 

 

 

 

 

0        x   0         x   0        x 

Figure 23: Fuzzy ’before’-relation of the interval-interval type dependently on ’size’ of intervals. This relation
may be represented by the dark lines.

2. MeetFuzzy (see: [85, 86]): Assume that some functions Fin(i) and St(j) that cut, somehow, final points
of i -interval and start-points of j -interval (resp.) are given. Note:
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• If i or j are empty, they cannot meet, so the relation yields 0.

• Similarly – if i is [a,∞)-type and j is (−∞, a) and conversely, for the same fixed a,

• Otherwise, one can define this relation as a statement that the ’end’ part Fin(i) of the interval i touches
the initial part St(i) of the interval j. The factor N(Fin(i), S(j)) normalizes this integral to be smaller
than 1.

It leads to the following depiction.

meet(i,j)Fuzzy =


0 if i = ∅ or j = ∅ or i = [a,∞) and j = (−∞, a),

or j = [a,∞) and i = (−∞, a)∫ ∞
−∞

Fin(i)St(j)dx

N(Fin(i), St(j))
otherwise.

3. DuringFuzzy (see: [85, 86]): Assume that the point-interval ’during’-relation D(j) is given. Let us
observe that

• If i is empty we put 1 as the relation holds for all possible points (i is always during j ),

• If i is infinite andj is empty, this relation does not hold at all – as above, so we put 0,

• If i is infinite, we should ’cut’ this interval in the appropriate points: min of the first x -coordinates of i
and j and max of the last x -coordinates of (kernel) of i and j.

• Otherwise, this relation ”collects” all points of an i -interval such that each p of them satisfies a point-
interval during(p, j)-relation D(j), what may be rendered by the used integral.

In a consequence, we obtain the following definition of ’during’-relation. (D̂(j) denotes a density-based

representation of D(j) – by analogy to B̂(j) and B(j).)

during(i,j)Fuzzy =



1 if i = ∅,
0 ifj = ∅ or i is infinite,∫ ∞
−∞

i
′
(x)D̂(j)dx/|i

′
| if i is infinite,∫ ∞

−∞
i
′
(x)D̂(j)dx/|i

′
| otherwise.

where i
′

= cutmin(ifK ,jfK),max(ilK ,jlK)i(x) (see: Figure 18, section 4.)

4. EqualsFuzzy (see: [85, 86]): This relation holds iff an interval i is a subset of j and vice versa, hence:

equals(i, j)Fuzzy = during(i, j)Fuzzyduring(j, i)Fuzzy. (53)

5. StartFuzzy (see: [85, 86]): Assume that the interval-interval during-relation D(i,j) and two functions
St1(i) and St2(j), which cut start-sections of intervals i and j are given. Let us note that:

• If one of the interval is empty or one of them has a form (−∞, a], this relation does not hold, so we write
0.

• If one of them has a form (−∞, a], this relation does not hold as above, so we write 0.

• If both of them are infinite and of the form (−∞, a], than this relation can be represented by relation
D(i,j) alone as the ’shorter’ interval, say i, starts the ’longer’ one, say j, so it also holds during(i,j).
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• Otherwise, we will have two starting sections St1(i) and St2(j) of both intervals, thus start(i,j)Fuzzy =∫ ∞
−∞

St1(i)St2(i)dx

N(St1(i)St2(j)
D(j, i) 61.

Hence we get:

starts(i,j)Fuzzy =



0 if i = ∅ ∨ j = ∅ ∨ i = (−∞, a]

∨j = (−∞, a],

D(i, j) if both i, j are (−∞, a],∫ ∞
−∞

St1(i)St2(j)dx

N(St1(i), St2(j))
D(i, j) otherwise.

5. FinishFuzzy (see [85, 86]): Let us begin with the following observations.

1. The reasoning in this relation case is similar like wrt the ’start’-relation.

2. The only difference consists in a considering final parts (Fin1(i), F in2(j)) of both intervals i and j.
For the same reason we should also exchange the intervals of (−∞, a] for [a,∞).

It leads to the following definition.

finishes(i,j)Fuzzy =


0 ifi = ∅ ∨ j = ∅ or i ∨ j = [a,∞),

D(i, j) if both i, j are [a,∞)− type,∫ ∞
−∞

Fin1(i)Fin2(j)dx

N(St1(i), F in2(j))
D(i, j) otherwise.

Since ideas of defining the ’overlap’ are similar and, somehow, definable in terms of ’during’-relation – but
a slightly more sophisticated formally – we omit its presentation. It may be found in [85, 86].

0.17.4 State of the Art and History of Research in this Area

Simple Temporal Problem was introduced by R. Dechter in [20] as a time-polynomially tractable restriction of
the framework of Temporal Constraint Satisfaction Problems (TCSP). Due to – [20] – The Simple Temporal
Problems(STPs) is a kind of the Constraints Satisfaction Problem, where a constraint between time-points
Xi and Xj is represented in the constraint graph as an edge Xj → Xi, labeled by a single interval [aij , bij ]
that represents the constraint aij ≤ Xj −Xi ≤ bij . Meanwhile, a TCSP-consistency criterion in terms of a
graph negative cyclic was proposed and broadly discussed in [69, 92, 70]. Some alternative approaches to
represent temporal knowledge was proposed in terms of linear inequalities of Malik and Binford in [93] and
Valdes-Perez [68] or in terms of Dean and McDermott’s time map in [1].

In order to address the lack of expressiveness in standard STPs, some extended version of STP – the
so-called Simple Temporal Problem with Preferences (STPP) was proposed by L. Khatib in [17]. A lack of
flexibility in execution of standard STPs was a motivation factor to introduce the so-called Simple Temporal
Problem under Uncertainty (STPU) in [18]. In order to capture both the possible situations of acting with
preferences and under uncertainty, a new STP-specification in a form of the Simple Temporal Problem with
Preferences under Uncertainty (STPPU) was proposed in [19].

Chronologically, the first (rather philosophically motivated) approach to the logical representation of
preferences was proposed by von Wright in [82] by means of an interval logic with a kind of a chop-star
operator. The slightly younger approach to their logical modeling was expressed in terms of probability
theory by Jeffrey in [94]. Independently of a lack of a consensus between researchers concerning the modeling

61Note that in a crisp case this relation may be given by a product {x = a}× D(j), where x = a is a line containing the initial
points of both crisps intervals and D(j) is some point-interval relation during D(j).
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of preferences, one can indicate some typical trends in this area. Namely, preferences are often considered
in a point-wise manner in game-theoretic terms like in [80, 81] and represented by a total or linear order
relation or, in a weaker sense, as a reflexive and transitive relation as in [83].
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1.1 Temporal Planning with Fuzzy Constraints and Prefereces:
Analysis of Selected Problems

The last section ’Introduction’ presented a broad spectrum of different approaches to temporal reasoning
with constraints and preferences. In particular, a machinery of classical planning and its temporal extension
was discussed in section 1. The perspective of two different planning paradigms:

PA1 planning as graph searching, and

PA2 planning as satisfiability.

was considered. In second part of ’Introduction’, a special focus was paid to the notion of temporal con-
straints in in a context of Simple Temporal Problem and its admissible extensions such as: Simple Temporal
Planning under Uncertainty and Simple Temporal Planning under Uncertainty and Preferences. In addition,
the concept of preferences as such were analyzed in detail. This part was complemented by a description of
two approaches to fuzzy Allen’s relations in a more algebraic depiction of De Cock-Schockaert’s school and
a more analytic, integral depiction of H-J. Ohlbach.

It appears that temporal planning with fuzzy constraints and preferences is involved in some (both
inherent and ’external) difficulties. Technically speaking, a conjunction of the following shortcomings is
observed:

D1 The area of research on both temporal planning and temporal constraints is properly not
subject-specified.

D2 There exists an unwanted dualism: quantitative-qualitative w. r. t. the temporal con-
straints,

D3 Schockaert’s approach is algebraically well-founded, but technically inconvenient and par-
tially contra-intuitive as based on a calculus of combined infima and suprema, minima and
maxima. In contrast, Ohlbach’s depiction is intuitive and based on a stronger ’analytic’
machinery, but it still requires a stronger mathematical grounding.

D4 Finally, a knowledge about a real ’area of use’ of planning methods, such as: STRIPS or
Davis-Putnam procedure, is restricted and unclear.

Let us briefly discuss each of the difficulties. Since teh difficulty D1 forms a special focus area of this
chapter, we avoid it now for a cost of a brief describing of D2, D3 and D4.

D2 and D3, or the unwanted dualism: ’quantitative-qualitative’ and shortcomings of DeCock-
Schockaert’s approach

Let us recall that temporal constraints are usually divided into two subclasses:

• qualitative constraints and,

• quantitative ones.

The first subclass covers (at least): Point Algebra [56] and Allen’s algebra of intervals [57, 59]. The subclass
of quantitative temporal constraints covers Temporal Constraint Problem (TCP) [20] and its specifications
in terms of Simple Temporal Problem (STP) and its extensions STPU, STPPU [20, 17, 18, 19]. The main
discrepancies between these two types of constraints may be briefly listed as depicted here.
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Qualitative temporal constraints Quantitative temporal constraints

Allen’s Algebra + Point Algebra TCP and its specifications: STP, STPU,
STPPU

Intervals without arithmetic specification. Intervals with arithmetically specified start and
end-points.

Example: I1, I2, . . . Example: [a1, b1], [1, 3], . . .
Operations on intervals give intervals (without
arithmetic specification).

Operations on intervals give intervals with arith-
metically specified start- and end-points

Example: I before•before J = I before J Example: [1, 3]
⋂

[2, 4] = [2, 3].
Results of operations on temporal constraints
may be ambiguous.

Results of operations are unambiguous, but
techniques of quantitative reasoning are not eas-
ily adaptable.

Example: finish • overlap may give overlap,
start, but equally during as a result.

Example: [1, 3]finish • overlap[2, 3] gives
[1, 3]overlap[2, 3] as the only admissible answer.
However, compositions of Allen’s relations do
not coincide well with the STP-based concep-
tualization.

A remedy for this dualism might be a proposal of De Cock-Schockaert’s school – as a combination of both
types of temporal constraints is considered. However, this approach is partially computable inconvenient and
contra-intuitive as based on a sophisticated combination of infima, suprema, minima and maxima. The next,
norms of max and min form a very unique type of admissible norms, so their use immediately restricts a field
of reasoning. In addition, it is not clear how this proposal works in the conceptual framework determined
by STP’s, STPU’s and STPPU’s.

A new remedy in terms of Ohlbach’s integral-based, theoretically and practically supported, will be
proposed in chapter 1 of ’Contribution’.

D4, or a restricted knowledge about a real ’area of use’ of planning methods

Although a portion of knowledge about limits of utility of (classical) planning methods may be found in
different places (for example, see: [48], pp. 299-300 for STRIPS), our knowledge about fuzzy temporal and
preferential extensions of them is restricted. Let us briefly discuss this issue with respect to the STRIPS-
algorithm. One one hand, one could argue that a lack of references to temporal constraints does not
constitute any internal shortcoming of STRIPS-algorithm. On the other hand, this lack might be seen as a
real difficulty in the perspective of the question: ’How this method is useful in temporal reasoning?’.

In fact, it is not clear how deep the STRIPS-algorithm is suitable to be temporally extended1. Each
attempt of an answer to that question meets some ambiguity. In order to indicate it, let us return to the
following fragment of STRIPS-algorithm, which describes a choice of actions from a given set A of them (As
earlier, s0 is a distinguished initial state of a given planning domain S, g ∈ S is a goal and π denotes a plan):

Fragment of STRIPS:

s ← s0

π ← the empty plan
if s satisfies g then return π

applicable ← {a|a is a ground instance of an operator in A and
precond(a) is satisfied in s}.

1That means: ’extended to a version that contains a new component with temporal constraints’.
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Assume now that C denotes a set of temporal constraints imposed on A. The ambiguity consists now in a
possibility to extend STRIPS-algorithm by temporal constraints from C (at least) in the following ways:

Method1 : only one action a from A should be chosen in order to check whether a satisfies constraints
from C,

Method2 : a pair of actions, say (a1, a2), should chosen in order to comparatively check which action
(possible both) respects constraints from C,

Method3 : n-tuples of actions from A should chosen in order to comparatively check which action (possible
all) respects constraints from C.

To make the matter worse, each method might be naturally associated to the following open questions:

1. Should these actions be chosen deterministically or non-deterministically?

2. If we admit a hierarchy of actions satisfying constraints from C, how to reconcile/combine this hierarchy
with hierarchy of actions determined by preferences?

A fuzzy temporal and preferential extension sof STRIPS will be proposed in Chapter 2 of ’Contribution’ as a
unique remedy for this difficulty, just signalized. The similar proposal will be put forward for Davis-Putnam
procedure.

D1, or a lack of a subject-specification of temporal planning

Let us, slightly non-chronologically, return to the first of the difficulties, D1. It consists in a lack of a
subject-specification of temporal planning domains; in a lack of the appropriate problems. This difficulty
is also reflected in a discrepancy between a representation of planning paradigms and a representation of
temporal constraints.

Whereas the approaches to representation of temporal constraints are rendered in terms of some temporal
problems to be solved (such as: STP, STPU or STPPU), temporal and classical planning are usually intro-
duced in a more methodological way. Indeed, all planning paradigms (planning as graph-search, planning as
satisfiability, etc.) should be more seen as different methodologies equipped with some unique tools (such as
STRIPS-algorithm, Davis-Putnam procedure, etc.) than a class of domain-specified planning problems.

This discrepancy must be overcome and introduces a need of a subject-specification of temporal planning.
This subject-specification is also worth exploring for (at least) three reasons:

Reason1 : Temporal constraints and preferences (especially) are essentially dependent on the situation
contexts and usually cannot be considered in abstracto, but they should be rather relativised to the
appropriate contexts2 and to practical problems to solve,

Reason2 : Planning requires the same reference to practical situations, contexts and problems,

Reason3 : Finally, majority of potential planning problems may be divided into the appropriate classes of
problems.

A taxonomy for the subject-specification of temporal planning will be elaborated in the current chapter. We
preface its presentation by introducing criteria that must be satisfied by such a taxonomy.

2Author of this work is aware of the whole pragmatic sense of this notion, which cannot be, however, defined in details as
it can be considered in a common sense for a use of this analysis.
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Towards an exhaustive taxonomy of temporal reasoning problems.

It is clear that the appropriate subject-specification (taxonomy) of temporal planning problems should
respect (at least) the following criteria.

Criterion 1 : This taxonomy should be possibly exhaustive. Exhaustiveness of such a taxonomy means
that the distinguished classes of temporal planning problems exhaust (or almost exhaust) the whole
spectrum of planning problems.

Criterion 2 : It should be possibly realistic. This criterion suggests to consider planning such as it is
usually considered in realistic problems as, for example, together integrated with scheduling.

Criterion 3 : This taxonomy should cover mutually complementary and disjoint classes of temporal prob-
lems.

Taking into account these guidelines, the following two paradigmatic and complementary classes of problems
will be proposed in the framework of the introduced taxonomy:

Class1 Temporally extended Traveling Salesman Problem,

Class2 Multi-Agent Schedule-Planning Problem.

A complementarity of these problems is illustrated by the following juxtaposition.

Temporal Traveling Salesman Problem Multi-Agent Schedule-Planning Problem

temporal planning planning + scheduling
a single agent (salesman) case multi-agent case
temporal constraints (rather) in a quantitative
form

temporal constraints (rather) in a quantitative
form

Nevertheless, both paradigmatic problems will be conceived in such a way to reconcile the quantitative and
the qualitative approach to modeling temporal constraints. These problems will be described in detail in
next chapter.

Motivation for introducing this taxonomy.

At the end of this section, let us preface the question of a role of this taxonomy, just introduced. In fact,
it seems that its exhaustiveness – reflected by mutual complementary of these class of problems – does
not constitute any sufficient argument to introduce them. In addition, both Traveling Salesman Problem
(TSP) and Nurse Job Scheduling Problem (NJSP) – as a conceptual basis problem for Multi-Agent Schedule-
Planning Problem are well-known optimization and scheduling problems. To make the matter worse, these
problems and their subproblems may be formulated in different variants and solved in different ways.

Although an existence of such a variety of different variants of TSP and NJSP might be, somehow,
problematic for researchers aimed at finding some new smarter, quicker or more universal solutions of these
problems, this fact does not constitute any real difficulty for further analyses. In fact, a role of these problems
(more precisely: their temporal and preferential extensions) is different in a conceptual framework of the
thesis and may be specified as follows:

Role1 They constitute a basis for their further temporal and preferential extensions.

Role2 They constitute a (potentially enormous) reservoir of temporal constraints and preferences – modeled
and represented in different forms.
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Role3 They allow us to elucidate computational and programming-wise aspects of modeling these entities
of temporal planning.

Role4 They, finally, deliver some situation contexts for exemplification of problems discussed in ’Contribu-
tions’.

It seems that this multi-dimensional role justifies the proposed taxonomy as based on these two problems.

1.2 The Temporal Travelling Salesman Problem

In this section a basic, generic temporal planning problem to be referred to as The Temporal Traveling Sales-
man Problem (or TTSP, for short) will be introduced and described in detail. The TTSP is an extension
of the standard Traveling Salesman Problem (TSP) – a classical optimization problem3 – over time compo-
nent. It is in fact composed as a specific mixture of travel planning and task performing subject to temporal
constraints. The formal definition of TTSP and its solution will be prefaced by some informal definition of
this problem 4.

1.2.1 Informal Defining of TTSP

The Traveling Salesman is an agent, capable of traveling (e.g. from town to town) and performing tasks
(e.g. deliver goods). In the basic statement there is exactly one such agent and many delivery points located
at different nodes of a graph. Each delivery task is assumed to have some temporal extent – i.e. has some
assigned length in time. For example, to unload a truck takes a certain interval of time. Moreover, there is
given a network of nodes (locations, towns) represented by a graph. Each vertex is assigned a delivery task
to be accomplished at the node. Each such task (e.g. a course) is identified by a unique name, and a start
time and an end time. Both the start time and the end time are referring to the calendar/clock time and
are rigid. For example, they can refer to the working hours of a delivery point. In order to accomplish a
task, the agent must:

* arrive at the node at or after the start time, and

* stay at the node for a period necessary to complete the delivery task,

* leave it before or at the end time.

In a generalized version, there may be other requirements, both of hard and soft nature (e.g. Allen’s relations,
Fuzzy Temporal Relations).

Further, any travel from a node to another, directly connected node takes some amount of time. In the
basic formulation, this is just an interval (a floating one). This means that the travel can be started at
any time (e.g. the agent uses its own car). Now, a semi-informal depiction of the The Temporal Traveling

3Traveling Salesman Problem has a long chronology. It is commonly assumed that it was primary formulated c.a. 1800 year
by the British mathematician W.R. Hamilton in terms of Hamiltonian cycles. Anyhow, in a mathematical depiction TSP was
formulated in 1932 by K. Menger in [11] and developed by I. Heller in [12] and solved by M.M. Flood in [10] and in many other
places. Today TSP is alternatively defined in terms of Hamiltonian cycles – due to ideas of this mathematician as follows: Given
a list of cities and the distances between each pair of cities, what is the shortest possible route that visits each city exactly once
and returns to the origin city?.

4Traveling Salesman Problem (TSP) – is known to be a paradigmatic example of NP-complete problem of the optimization
theory (in its basis formulation). It was shown by C. Papadimitriou in [95] that even if a distances between cities in a basis
formulation of TSP are determined by euclidean metrics, the TSP remains NP-complete. In addition, even though this problem
is computationally difficult, a large number of heuristics and exact methods to solve it are known. They allows us to solve
this problem completely and to approximate its solution in a reasonable way even though this problem is formulated for such
enormous numbers of cities as millions.
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Salesman Problem is as follows:

Consider an agent – called later the Salesman – which moves over a given graph G such
the following conditions are satisfied.

1. The agent starts from some predefined initial node.

2. He has to travel through all specified nodes, finishing at some arbitrary node (this
may be the initial node, as in the classical version, or any other arbitrarily defined
one).

3. At any node, the agent must accomplish the delivery task assigned to that node.

4. He must act according to the temporal constraints - the task must be accomplished
within the operation interval.

The solution of the problem is given by a sequence of nodes to be visited such that:

* the sequence start with the predefined initial node,

* it covers all the required nodes (tasks),

* it ends at the required node (e.g. the same as the start node),

* at each node the temporal constraints are satisfied (Node Temporal Constraints),

* there is enough time to travel between any successive nodes (Travel Temporal Constraints).

Usually, it is assumed that the solution of TSP must be optimal (time or costs should be possibly
minimal). It follows from the fact that TSP originally forms an optimization problem, as earlier mentioned.
For the same reason, the solution of TTSP as a temporal extension of TSP should be also optimal in the
same sense if consider TTSP as an optimization problem. However, we avoid this restriction as we are not
interested in the optimization aspects of TTSP, but in a modeling and formal representation of this problem.

are not interested in such a depiction as we

1.2.2 Formal Definition of TTSP.

In order to formally define the TTSP one needs the following components:

* a graph representing the delivery points (nodes) and links among them,

* definition of temporal constraints at each node (Node Temporal Constraints or Task Temporal Con-
straints),

* definition of global constraints w.r.t. the travel,

* definition of global temporal constraints or performance index (e.g. the total time to cover or delivery
requirements).

The definition of TTSP is presented below.

72



Definition 15 The Temporal Traveling Salesman Problem (TTSP) is defined as
n-tuple

TTSP = (G, γ, s, e, δ) (1.1)

where:

• G is the graph representing the problem, G = (V,E), V is the set of vertices and E is
the set of edges,

• γ is the function assigning time to edges, γ : E → ∆, where ∆ is the set of admissible
(floating) intervals of time (for intuition, any edge is assigned an interval of time
necessary to go along it),

• s and e are the functions defining start and end of operation of any node v ∈ V (e.g.
s(v), e(v)), or the agent a at the node (e.g. s(a, v), e(a, v)),

• δ is such a mapping defining admissible or necessary time for operation at any node
v ∈ V that: δ : v 7→ ∆t ⊂ [s(v), e(v)]

The last condition for δ expresses the fact that a task is performed in v in some internal time ∆t within the
interval [s(v), e(v)] associated to v.

Example 22 Consider a salesman K and delivering packages between between n cities (with temporally
measured distances between them) – denoted by C1, C2, . . . , Cn and γ(Ci → Cj) respectively, for i, j ∈
1, 2 . . . , n. To all cities C1, C2 . . . , Cn a temporal restriction for K’s operation in each of them is associated
and given by intervals I1, I2, . . . , I2 (resp.). In addition, to each city Ci (for i as above) the start and end
points si, ei for K’s operation are associated.

Assume, as usual, that K is visiting all cities (from a given list) in such a way to find the shortest possible
route that visits each city exactly once and leads to the origin city. Assume that K begins with a city C1

and a temporal distance between C1 and C2 amounts 3 hours and temporal distances between each pair of
other cities is bounded by M hours. Assume in addition that a package, say A, must be delivered in C2

in some temporal interval I2. It is known that K will perform the required task in C2 in the time interval
(1 : 00, 2 : 00) ⊂ I2 = 5h or between (3 : 00, 4 : 00) ⊂ I2 = 5h.

Due to above definition – TTSP for K (symbolically TTSPK) may be formally given as follows:

TTSPK = (GK , γK , sK , eK , δK), (1.2)

where:

• GK =
(
C1, C2, . . . , Cn, {Ci → Cj} : i 6= j, i, j ∈ {1, 2 . . . , n}

)
,

• γK(C1 → C2) = 3h, γK(Ci → Cj) ≤M, i 6= j, i, j ∈ {1, 2 . . . , n},

• δK(C2) = I2 = 5h,

• (1 : 00, 2 : 00) ⊂ I2 ∨ (3 : 00, 4 : 00) ⊂ I2, (sKi , e
K
i ) ⊂ Ii, i ∈ {1, 2 . . . , n}.

Example 23 Consider a professor X involved in some temporally restricted activities in German cities.
Taking into account his weekly activity timetable, we can distinguish the following activities:

1. One day Prof. X carries out 3 lectures at LMU in Munich between 8:00 and 13:15.

2. The next day he participates in the scientific conference (between 10:00 and 15:00) at the Humbold’s
University of Berlin with a 30-min talk (14:15 - 14:45).
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Figure 1.1: The visualization of the TTSP for Visiting Professor in terms of the proposed conceptualization.

3. During the third day of his activity, he meets his colleague in Bremen, delivering him a conference
proceeding from Berlin and he visits his office at the university taking 2 books away from his room,

4. In the 4th day, he has a scientific appointment at 12:00 in order to manage to take a night train to
Munich.

This activity is also involved in some preferences with respect to the choice of the appropriate communication
way between cities – as depicted on in Fig.1.1.

Assume that D denotes a day D,D+1 – a one day later, D+2 – two day later. Adopt also the convention
that: X:00D denotes X:00h on D-day, etc. Thus, TTSP may be formally given as follows:

TTSPProf = (GProf , γProf , sProf , eProf , δProf ), (1.3)

where:

• GProf =
(
V Prof = Munich,Berlin,Bremen,Bonn, E = {Munich→ Berlin,Berlin→ Bremen,Bremen→

Bonn,Bonn→ Munich}
)

,
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• γProf (Munich→ Berlin), γProf (Berlin→ Bremen), γProf (Bremen→ Bonn), γProf (Bonn→ Munich),

• δProf (Munich) = (8 : 15D, 13 : 00D), δProf (Berlin) = (14 : 15(D+1), 14 : 45(D+1)), δProf (Bremen) =
(14 : 15(D + 2), 14 : 45(D + 2)),
δProf (Bonn) = (12 : 00(D + 3), 12 : 00 + ε)(D + 3)),

• (sProf (Munich), eProf (Munich)) = (8 : 00, 13 : 15),
(sProf (Berlin), eProf (Berlin)) = (10 : 00, 15 : 00),
(sProf (Bremen), eProf (Bremen)) = (00 : 00, 24 : 00),
(sProf (Bonn), eProf (Bonn)) = (00 : 00, 18 : 00 + ε).

In order to solve the given TTSP’s one has to find the appropriate routes over the graph satisfying all
the constraints (operational, temporal). Such a rout defines an admissible solution.

Definition 16 (Solution of TTSP) Given a TTSP

TP = (G, γ, s, e, δ)

defined as by def.15, its solution is defined as a sequence of nodes Q = (q1, q2, . . . , qn) such
that:

each qi ∈ V , qi 6= qj for i 6= j, and any v ∈ V appears in Q,

the following Node Temporal Constraints are satisfied:

s(a, qi) ≥ s(qi)

(the agent can start delivery task at node qi only after beginning of the operation of
that node),

e(a, qi) ≤ e(qi)

(the agent must end the delivery task at node qi at or before the end of operation time
of that node),

where the agent operation time are defined recursively, as follows:

• the starting time is defined as the start of operation time of node q1:

s(a, q1) = s(q1)

• the end of agent operation time at node qi is the sum of its start time and the necessary
operation time:

e(a, qi) = s(a, qi) + δ(a, qi)

• the start of agent operation time at node qi for i > 1 takes into account the end
operation time at the former node and the travel time:

s(a, qi) = e(a, qi−1) + γ(e(qi−1, qi))

Obviously, the following condition must be satisfied to enable an admissible solution:

s(a, qi) + δ(a, qi) ≤ e(qi)

i.e. the agent must be able to complete the task at any node before the closing time for that node. In
case of looking for optimal solution, an admissible solution assuring minimal total operation time should be
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searched for.

1.3 Multi-Agent Schedule-Planning Problem

In recent chapter, the Traveling Salesman Problem was introduced as a paradigmatic problem for the whole
class of a one-agent planning problem. This problem was introduced not only informally, but also formally.
This chapter will be devoted to the class of Multi-Agent Schedule-Planning Problem (MASPP). At first, this
class will be described in a more general way. Secondly, it will be introduced in a (promisingly) applicable
way. This way of MASPP presentation seems to better correspond to a nature of this problem and it is
partially determined by earlier literature-based depictions of it.

The problem of this class can be briefly specified as problems with:

* an inventing the action sequence in order to perform a goal (a planning component),

* association actions to agents that could be performed by them due to their skills (a scheduling component).

In the next step, this class will be specified in details by considering its paradigmatic exemplification – the
Multi-Agent Schedule-Planning Problem in order to indicate a couple of temporal constraints – typical for
problems of this class.

1.3.1 A Multi-Agent Schedule-Planning Problem – a More Practical Depiction

The proposed Multi-Agent Schedule-Planning Problem may be seen as a (relatively far) generalization of
problems – earlier considered in the specialist literature such as: the so-called Nurse Job Scheduling Prob-
lem (NJSP)5. These works consider this problem as optimization problem of scheduling without planning
components and preferences.

It appears that NJSP – in formulations known in a subject literature – formed a stimulating problem for
operational research, which also supported a broad development of constraints logic programming method-
ology – especially exploring by Nottingham’s school. All these fact are, somehow, reflected in such works as:
[13, 14, 15, 16]. NJSP was depicted from different perspectives and different constraints were associated to
situations described by NJSP. In a consequence, this problem as it should be rather seen a basis reservoir
of possible more specified formulations. Unfortunately, no of earlier depictions seems to be completely sat-
isfying in the light of current analyses leading to elaborating of new model and and ways of representation
of NJSP and TSP. For example, Ernst’s approach in [15] is mathematically general, but refer to simplified
situations. By contrast, Lepegue’s approach from [97] is pretty detailed, but a formalization of possible
temporal constraints for NJSP seems to be too excessive and it is not intuitive.

Taking into account these known formulations of NJSP – we elaborate a new compromise depiction of

A the Multi-Agent Schedulo-Planning Problem,

B the Preferential Multi-Agent Schedule-Planning Problem.

Our formulation will be an effect of a compromise between diversity of possible aspects of the problem
and a simplicity in a presentation of them.

5This problem is to be also known as Nurse Rostering Problem – see for example: [13, 16, 96]
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Multi-Agent Schedule-Planning Problem (M-AS-PP). Consider a factory with
n-agents working in a rhythm of the day-night shifts: D–the day shift and N–the
night shift. Generally – each day at least one person must work at the day shift and
at least one – at the night one. Each agent has ”working shifts” and ”free shifts”.
These general rules of scheduling is constraints in the following way.

HC1 The charm of the shift organization should be fair: each agent must to have
equally: 2 day-shifts and 2 night-shifts.

HC2 Each agent can be associated to at most one shift,

HC3 Some shifts are prohibited for agents,

HC4 Length of the shifts sequences associated to each agent is restricted,

HC5 Quantity of the shifts in a scheduling period is restricted,

HC6 Quantity of the shifts per a day is restricted.

The M-AS-PP consists in a construction of a scheduling diagram, which respects all
these constraintsa..

aIn [97] some other hard constraints are considered – such as: ’The assignment of compulsory
administrative tasks must be respected’ or ’Employees must finish a task before starting another
one’. They will be omitted as they seem to be a kind of meta-rules for a scheduling process in
author’s opinion.

As one can easily see, a couple of the so-called hard constraints in the above depiction of M-AS-PP was
indicated, HC1-HC6.

Generally, Hard constraints are specified as these constraints that should be violated in a scheduling task.
They ensure a feasibility of the scheduling task. The soft constraints may not be satisfied, but a degree of
their satisfaction is a measure how good is a scheduling plan. To make requirements with respect to the
hard constraints more liberal, we use the so-called relaxation, i.e. a weakening of the strong constraints. We
often use this solution, when satisfaction of all hard constraints leads to an inconsistency.

A further relaxaction of requirements or expectations allows us to consider the next category of pref-
erences. The main nature of preferences as relations was discussed in ’Intoduction 2’. In this section, we
are interested in another sense of this concept. The preferences are wishes or expectations of an agent, for
example, with respect to the action execution ora their sequencing.

Both the soft constraints and preferences are admitted in the Preferential Multi-Agent Schedule-Planning
Problem (PM-AS-PP). Generally, all hard constraints of Multi-Agent Schedule-Planning Problem are pre-
served in this new problem. In fact, it forms a kind of an extension of teh initial M-AS-PP towards soft
constraints and preferences. They are also defined in the same context as HC’s.
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Preferential Multi-Agent Schedule-Planning Problem (PM-AS-PP) Consider
a factory with n-agents working in a rhythm of the day-night shifts: D–the day shift
and N–the night shift. Generally – each day at least one person must work at the
day shift and at least one – at the night one. Each agent has ”working shifts” and
”free shifts”. These general rules of scheduling is constraints in the following way.

HC1 The charm of the shift organization should be fair: each agent must to have
equally: 2 day-shifts and 2 night-shifts.

HC2 Each agent can be associated to at most one shift,

HC3 Some shifts are prohibited for agents,

HC4 Length of the shifts sequences associated to each agent is restricted,

HC5 Quantity of the shifts in a scheduling period is restricted,

HC6 Quantity of the shifts per a day is restricted.

Assuming also an agent nk ∈ N and the chosen (real) parameters m,M and α Dif-
ferent soft constraints and preferences of a general form are also considered in the
scheduling procedure.

SC7 A preferential quantity of shifts in a scheduling period is established,

SC8 A preferential scheduling charm’s covering by shifts in a scheduling period is
established,

SC9 A preferential lenght of the shifts sequence associated to an agent is fixed,

Pref1 A number of actions (preferred by an agent nk) to be associated to its schedule
is greater than m and smaller than M ,

Pref2 An agent nk prefers to perform an action a with a degree αa.

The M-AS-PP consists in a construction of a scheduling diagram, which respects all
these constraints.

aThe parameters may be chosen arbitrarily, but they are fixed in the whole M-AS-PP problem.
In some particular cases, the choice of them may be restricted according to the appropriate criteria
or other restrictions.

It easy to observe that SC’s and preferences have a common denominator: something is preferred.
However, SC’s express a global preference of the whole problem, but preferences render particular preferences
of a single agent. Because of this distinction, we are willing to consider the global external preferences ’more
seriously’ as soft constraints.

1.3.2 General Formulation of a Multi-Agent Schedule-Planning Problem

Let us consider a generic temporal multi-agent task scheduling problem. Roughly speaking, a set of agents,
each of them possessing specific skills, is to be assigned some temporal tasks to be completed. Each agent can
accept only tasks consistent with its skills. Execution of tasks should be performed according to predefined
partial order relation. Further auxiliary constraints (e.g. Allen’s type constraints for execution periods of
certain actions) or extensions (e.g. parallel execution of actions by a single agent) are possible. Below, a
generic, simple formalization of this problem is put forward.
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Consider a set A = {A1, A2, . . . An} of n agents. Each agent can possess one or more skills. Let
S = {S1, S2, . . . Sk} denote the set of predefined skills. Assume σ is the function defining a two-valued
measure for all the skills of any agent; so σ is defined as:

σ : (A, 2S) 7→ {0, 1}.

For practical reasons, it is convenient to represent this function in a tabular (matrix) form as follows:

S1 S2 . . . Sk

A1 σ1,1 σ1,2 . . . σ1,k

A2 σ2,1 σ2,2 . . . σ2,k

...
...

...
. . .

...
An σn,1 σn,2 . . . σn,k

where σi,j =

{
1, if Sj ∈ σ(Ai) (the i−th agent possess the j−th skill)

0, otherwise.

Similarly, consider a set T = {T1, T2, . . . , Tm} of tasks to be executed. Each tasks, in order to be
executable by an agent, requires some specific skills. Assume θ is the function defining all the skills required
to execute a specific task; so θ is defined as:

θ : (T, 2S) 7→ {0, 1}.

Again, for practical reasons it is convenient to represent this function in a tabular (matrix) form as
follows:

S1 S2 . . . Sk

T1 θ1,1 θ1,2 . . . θ1,k

T2 θ2,1 θ2,2 . . . θ2,k

...
...

...
. . .

...
Tm θm,1 θm,2 . . . θm,k

where θi,j =

{
1, if Sj ∈ θ(Ti) (the i−th task requires the j−th skill)

0, otherwise.

For simplicity, it is assumed that a single task can be executed by a single agent, one task at a time.
Task Tj can be executed by agent Ai if and only if the agent possesses all the required skills. Formally,
skills associated to tasks (obtained by the projection on 2S in a domain of θ) should be contained in skills
(obtained by the projection on 2S in a domain of σ) associated to agents from A. Symbolically:

π2S

(
dom{θ(Tl, Sj)}

)
⊆ π2S

(
dom{σ(Ai, Sj)}

)
,

and the execution can start whenever the agent is free; this holds for all i ∈ {1, 2, . . . n}, j ∈ {1, 2, . . . k} and
l ∈ {1, 2 . . . ,m}.

Now, roughly speaking, the problem consists in efficient assignment of all the tasks to given agents, so
that the tasks can be executed, all the constraints are satisfied, and the total execution time will perhaps be
minimal. More precisely, the assignment problem is defined as follows.

1.3.3 Types of Temporal Constraints of PM-AS-PP

As mantioned, temporal constraints in both M-AS-PP and and PM-AS-PP might be divided into two groups:
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• Hard constraints and

• Soft constraints.

Hard constraints are specified as these constraints that should be violated in a scheduling task. They ensure a
feasibility of the scheduling task. The soft constraints may not be satisfied, but a degree of their satisfaction
is a measure how good is a scheduling plan. To make requirements with respect to the hard constraints
more liberal, we use the so-called relaxation, i.e. a weakening of the strong constraints. We often use this
solution, when satisfaction of all hard constraints leads to an inconsistency.

For a mathematical representation of temporal constraints imposed on PNJSP we introduce the following
set of parameters. Instead of agent skills we will consider agent roles (contracts)6:

• N = {n1, n2 . . . , nk} as set of agents (agents),

• R = {r1, r2, . . . , rk} as a set of roles (contracts)

• D = {d1, d2, . . . , dk} as a set of days in a week,

• Z = {z1, z2} as a set of admissible shifts during days from D,

• A = {a1, a2, . . . , ak} as a set of actions.

It enables representing now M-ASP-P by its formal instances in the form of the triple

(N,D,Z,A,HC), (1.4)

where N,D,Z are given as above and HC denotes a set of hard constraints imposed on actions from A and
their performing. Similarly, PM-ASP-P may be given by the n-tuple of the form:

(N,D,Z,A,HC, SC, P ), (1.5)

where where N,D,Z and HC are given as above and SC and P denote a set of soft constraints and preferences
(resp.) Introducing SC to the n-tuple 1.7 follows from the adopted hierarchy of constraints. The hard
constraints cannot be violated, the soft ones may be violated, but they should be satisfied before preferences.

This notation allows us to elaborate the following representation of hard and soft constraints. Since their
list is not exhaustive7, it might be relatively naturally extended.

HC 1: The charm of the shift organization should be fair: each agent must to have equally
2–day shifts and 2–night shifts

Assume that Zday denotes a set of day-shifts and Znight denotes a set of night-shifts. Then this strong
constraint may be shortly mathematically rendered as follows:∑

z∈Zday

Xn,d,z = 2 ∧
∑

z∈Znight

Xn,d,z = 2. (1.6)

HC 2: Each agent can be associated to at most one shift
This strong constraint can be shortly mathematically expressed as follows:∑

z∈Z
Xn,d,z = 1. (1.7)

6All of these constraints are typical for scheduling problems of this type to be known as (usually) NP-hard – see: [13].
7This fact plays no important role as the main objective of this juxtaposition consists in the quantitative representation

alone, which will be later combined with qualitative temporal constraints (of Allen’s sort) for a use of further investigations.
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HC 3: Some shifts are prohibited for an agent n
This strong constraint renders the following prohibition: some shifts are prohibited for an agent n

and a relaxation usually cannot be referred to it. If Zn denotes a set of shifts prohibited for a agent
n ∈ {N1, N2 . . . , Nk}, then this constraint can be mathematically depicted as follows:∑

z∈Zn

Xn,d,z = 0. (1.8)

HC4: Length of the shifts sequence associated to an agent
It is a strong constraint that defines a restriction for the sequence of shifts associated to a agent. If we

denote by a minimal and a maximal number of shifts associated to a agent n by mmin
z and by mmax

z (resp.),
then this constraint can be rendered as follows:

m ≤
mz+d∑
d

Xn,d,z ≤M . (1.9)

HC 5: Quantity of shifts in a scheduling period
It defines the minimal and the maximal quantity of shifts during a given scheduling period (day, months,

etc. – associated to a single agent.) If we denote – the minimal and the maximal quantity of shifts that
can be obtained by agents in a given scheduling period by s and by S (resp.), then this constraint can be
rendered mathematically as follows:

s ≤
∑

Xd∈D
n,d,z ≤ S , (1.10)

where Xn,d,z is defined as above.
HC6: The Quantity of the shifts per day is restricted

It defines the minimal and the maximal quantity of temporal shifts during a day – associated to a single
agent. If we denote the minimal and the maximal number of agents in a role r – which should obtain a shift
z during a day d – by r and by R(resp.), then this constraint may be mathematically rendered as follows:

r ≤
n∈N∑

Xn,d,z ≤ R , (1.11)

where Xn,d,z is defined as the following characteristic function8:

Xn,d,z =

{
1 if an agent n works a shift z in a day d,

0 otherwise.

SC 7: Preferential quantity of shifts in a scheduling period
This constraint forms an effect of a relaxation of the constraint HC5 referring to the quantity of shifts in

a scheduling period. In the framework of this constraint, some preferential value Rbest, defining a preferred
number of agents in a role r that should be associated to a shift z during a day d. It is easy to observe that
a materialization of this preference should be mathematically expressed by the fact that the real value of∑
nXn,d,z is always smaller than an arbitrary chosen ε > 0. Formally:

|
∑
n∈N

Xn,d,z −Rbest| = 0 . (1.12)

SC 8: Preferential scheduling charm’s covering by shifts during a working day
This constraint forms an effect of a relaxation of the constraint HC6 referring to the daily covering of

the scheduling charm’s by shifts. In the framework of this constraint, some preferential value Sbest defines a

8This binary representation can be also exchanged by a classical one: Xn,d = z as presented in [13].
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preferred number of shift, that should be associated to an agent n during a day d. It is easy to observe that
this preference will be materialized, when the value

∑
d∈Dh Xn,d,z is possibly close to the preferred Sbest

one. If |d| denotes a lenght of a working day and
∑
d∈Dh Xn,d,z (normally equal to a natural number) is

normalized by a normalization factor, SC8 may be rendered by means of ε-neighborhood of a desired value
as follows.

∀ε > 0 ∀x, y
(
|x− y| < |d| ⇒ |

∑
z∈Z

Xn,d,z(x)− Sbest| < ε
)

9 . (1.13)

SC 9: Preferential length of the shifts sequence associated to an agent during a day
This soft constraint forms a result of a relaxation of the constraint HC4 concerning the length of the

shift sequence associated to an agent n. Assumed that the preferred value mbest is given and a day d is
fixed. Since both the sum

∑
z∈Z Xn,d and mbest (without a normalization) must be natural numbers, this

preference will be materialized if these values are equal. Formally:

|
∑
z∈Z

Xn,d −mbest| = 0 . (1.14)

Finally, we can also introduce some exemplary preferences10 imposed on actions.

Preference 1: Number of actions associated to an agent (generally) should be no greater than
l and no smaller than k

∀n(k ≤
∑
a∈A

Xn,d,z ≤ l) . (1.15)

Preference 2: Number of actions associated to each agent during a day cannot be greater than
M and smaller than K

∀n∀d(K ≤
∑
a∈A

Xn,d,z ≤M) . (1.16)

Preference 3: An agent nk prefers to perform an action a with a degree > α in a scheduling
period.

α ≤
∑
d∈Dh

∑
z∈Z

Xnk,a,z,d . (1.17)

Obviously, the list of constraints is not exhaustive and it may be naturally enlarged. However, we interrupt
their presentation in this point to solve the problem of the appropriate representation of the problems that
were indicated.

1.4 Multi-Agent Schedule-Planning Problem versus Temporal Trav-
eling Salesman Problem – Their Modeling and Representa-
tions

We have just introduced a subject-specification of temporal planning area. In fact, we distinguished two
classes of problems:

• problems of the type of Temporal Traveling Salesman Problem (TTSP) and

• problems of the type of Multi-Agent Schedule-Planning Problem(MA-S-PP).

9Note that Xn,d,z(x) may be slightly reformulated to be a function of an argument of x.
10These preferences will be called internal preferences as they form preferences of an operating agent, inside of the system.

We will distinguish them from global preferences that will be introduced in chapter 1 of ’Contributions’.
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Both TTSP and MA-SP-P play a role of the paradigmatic problems in their classes. Both problems will be
formally represented and modeled in ’Contributions’ (MA-SP-P constitutes a subject-basis for analyses in
Chapter 1 and Chapter 2. TTSP is used in this role in Chapter 3 and Chapter 4.)

It seems to be clear that these two problems – as a matter of their different nature – should be differently
represented and modeled. To give some hints how to do this, let us return to Definition 19 of TTSP. Two
types of functions were singled out in it:

• γ as the function assigning time to edges, γ : E → ∆, where ∆ is the set of admissible (floating) intervals
of time,

• δ as a unique mapping defining time necessary for operation at any node v ∈ V .

Meanwhile, MA-SP-P is defined in terms of a finite set A of agents, their skills or ability to work and
associated actions. The ability is measured by the appropriate values with normalized values.

Summarizing these differences one can state that:

1 M-AS-PP requires some computable portion of knowledge about skills or ability of agent to work. In
addition, some flexibility and continuity of working cycles and shifts play a crucial role.

2 In TTSP – representable rather by graphs than summary diagrams – temporal agent operations at nodes
are combined with (temporally restricted) agent moves along graph edges. In addition, a combination
of temporal and spatial components itself plays even more significant role than arithmetically depicted
temporal restrictions imposed on agent activity.

Technically speaking, the difference may be rendered as follows. The appropriate representation of M-AS-PP
should be based – at first – on intervals of the form (d, z)na (representing time in terms of a day d and a shift
z for an agent n performing an action a). Secondly – this representation should base on normalized sums of
a general form

∑
Xd,z,a,n. They represent an ability of n with respect to a in an arithmetic way in terms of

the function X(d, z).
In contrast, the appropriate representation of TTSP should be rather rendered in terms of mixed modal

formulas, such as the exemplary one:

[K prefersC1
]〈Later〉DeliverACk

11. (1.18)

The detected differences seem to suggest a direction of modeling and representation of both problems.
We intend to show that:

1 M-AS-PP is adequately representable in the computational ’analytic’ framework of the
convolution-based approach,

2 TTSP is adequately representable in the logical framework, in terms of some Preferential
Halpern-Shoham logic.

At the end of this chapter, we put forward a brief road map informing about problems, associated to
difficulties D1, D2, D3, D4, with the methods of their overcoming.

11In this formula the outer operator [K prefers]φ plays a role of a box-type operator for representation of preference of K and
φ = 〈 Later 〉ψ plays a role of (an additionally specified) 〈L〉-operator of HS logic. Finally, ψ = DeliverAC2

is already a unique
atomic formula. We return to formulas of this type in chapter 3 of ’Contribution’ devoted to Preferential Halpern-Shoham
Logic.
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Type of
Difficulty

Chap-
ters/section

Problem Overcoming methods

D1 (subject-
specification
of temporal
planning)

Chapter 1,2
(for M-A-S-
PP)

To formally represent and
model fuzzy temporal con-
straints and preferences with
M-A-S-P-P as a subject-basis

Combining fuzzy temporal
constraints for M-A-S-P-P
with Ohlbach’s fuzzy Allen’s
relations

D1 (subject-
specification
of temporal
planning)

chapter 3,4
(for TTSP)

To formally represent and
model fuzzy temporal con-
straints and preferences with
TTSP as a subject-basis

Combining Multi-valued
Logic for Preferences and
Halpern-Shoham Logic inter-
pretable in fibred semantics

D2 (du-
alism:
qualitative-
quantitative)

(Chapter1,2) To formally represent and
model fuzzy temporal con-
straints and preferences with
M-A-S-P-P as a subject-basis

Combining fuzzy temporal
constraints for M-A-S-P-P
with Ohlbach’s fuzzy Allen’s
relations

D2 (du-
alism:
qualitative-
quantitative)

(Chapter 5) To reconcile the analysis-
based approach with the log-
ical one in temporal planning

Construction of the hybrid
plan controller. The logi-
cal approach delivers a de-
scription of the robot motion
and plan; the robot trajecto-
ries represented by integrable
functions.

D3 (Dif-
ficulty of
Ohlbach’s
approach)

Chapter 1 To find a deeper theoretic
grounding for Ohlbach’s pro-
posal

Introducing a portion of real
analysis-based mathematical
theory for fuzzy Allen’s re-
lations representable by con-
volutions in L2(R) -space
of Lebesgue integrable func-
tions.

D4 (unclear
knowledge
about a real
utility of
planning
methods)

(Chapter
1/section2)

To propose the fuzzy tem-
poral and preferential ex-
tensions of STRIPS and of
Davis-Putnam procedure

Adaptation of the
convolution-based repre-
sentation of fuzzy Allen’s
relations to the original
methods
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Chapter 2

Temporal Planning with Fuzzy
Temporal Constraints and
Preferences. The Real Analysis-Based
Depiction
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Abstract. This chapter1 is devoted to mathematical foundations for the convolution-based depiction of fuzzy
Allen’s interval relations. This convolution-based depiction is later used to define qualitative-quantitative
fuzzy temporal constraints and preferences in a new way. Next, it is shown how these new definitions may
be adopted to such planning procedures as STRIPS and Davis-Putnam procedure and how these procedures
may be temporally and preferentially extended.

2.1 Introductory Remarks

It is perhaps surprising that a majority of approaches to the representation of fuzzy temporal constraints and
preferences does not exploit more advanced mathematical machinery – offered by real analysis, functional
analysis or control theory. The pioneering papers of H-J. Ohlbach [86, 85] seem to be ground-breaking, since
they make available many computational results and techniques of real analysis and measure theory with
respect to these issues. In fact, fuzzy Allen’s relations in terms of convolutions, as ’Introduction’ presents,
immediately obtain a couple of new operational (analytical and algebraical) features. Thanks to this solution,
their definitional elusiveness becomes smaller.

2.1.1 Motivation of Current Analyses

A majority of works – as earlier mentioned – such as: [18, 19, 75, 3, 20, 80, 81, 82] avoids the following two
problems:

P1 how to elucidate and describe computational side of these entinites and

P2 how to reconcile the qualitative and quantitative nature of them.

It seems that a proposal of H-J. Ohlbach from [86, 85] constitutes a promising ’bridgehead’ to overcome these
difficulties. Unfortunatelly, this interesting proposal of H-J. Ohlbach suffers from the following (fortunately:
rather not-severe problems and lacks):

Lack1 At first, it still waits for a detailed mathematical grounding.

Lack2 Secondly, this proposal in itself is not suitable to be reconciled with temporal constraints different
from Allen’s relations. As an aftermath – the Ohlbach’s integrals are not adaptable to temporal
constrains describing our Multi-Agent Problem.

Lack3 Next, Ohlbach’s constructions are partially conditional. For example, his integrals must be finite,
etc.

Lack4 Finally, one could argue that integrals are not completely capable of reflecting the proper nature of all
fuzzy Allen’s relations. For example, fuzzy Allen’s relations may be seen as obtained by a combinations
of two functions (of different arguments) characterizing different fuzzy intervals. Meanwhile, a usual
integral is built up from integrands of the same argument.

All these facts and difficulties of Ohlbach’s approach and a pressing need to counter them determine the
main motivation factor of current considerations. These lacks motivate us to put forward a slightly more
advanced proposal to represent fuzzy Allen’s relations in terms of convolutions as norms of them. It opens
new possibilities to carry out a deep-analysis of the concept of fuzzy Allen’s relations as immersed in a unique
Banach space of Lebesgue integrable functions. It also constitutes a convenient bridgehead to elaborate a
real analysis-based theory of fuzzy Allen’s relation. This theory may be easily complemented by a purely
algebraic contribution.

1The current depiction of the issues of this chapter was improved after remarks and comments of anonymous reviewers of
the conferences: IJCAI2017 and KR2016. In addition, some issues of this chapter, such as approximation in terms of Hardy-
Littlewood Theorem and the Convolution Theorem are included in the paper ’Fuzzy Temporal Reasoning–a Perspective of the
Logical and Computational Complementation’, submitted to: WIRE Data Mining and Knowledge Discovery.
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Objectives and novelty of investigations.

This chapter has the following three objectives.

Obj1 The first purpose is to propose a new convolution-based representation of fuzzy Allen’s relations and
to elaborate an algebraic and a real analysis-based foundation for this representation.

Obj2 The second purpose is to exploit a new approach for defining (general) fuzzy temporal constraints
and (global) preferences on a base of the convolution-based representation of fuzzy Allen’s relations –
introduced in [86, 85].

Obj3 Finally, the third purpose is to adopt this new conceptual apparatus to extend two planning methods:
STRIPS-algorithm and Davis-Putnam procedure.

For these reasons, we intentionally put aside our two leading problems of temporal planning in order to
develop our conceptualization framework to investigate these two problems once again in a new way.
A novelty of the current approach – in a comparison to the original Ohlbach’s contributions – consists in
the following facts:

Nov1 An alternative convolution-based approach to fuzzy Allen’s relations, inspired by Ohlbach’s integral-
based approach, is proposed.

Nov2 A new general type of temporal constraints will be proposed (on a base of some synthesis of the
quantitative ones with Allen’s relations).

Nov3 Ohlbach’s convolution-based approach is extended for a case of new general fuzzy temporal constraints
and preferences and based on a new broader foundation of Lebesgue integrable functions.

Nov4 finally, a complete fuzzy logic system for Ohlbach’s convolutions is introduced and explored (in
Appendix).

2.2 Mathematical Foundation of the Convolution-based Approach
to Fuzzy Allen’s Relations

2.2.1 Motivation of the Convolution-based Approach

In Section 4.2 of ’Introduction’ Ohlbach’s interval approach to representation of fuzzy Allen’s relations was
described in detail. It emerged that this approach may be rendered in terms of probability theory and it is
multi-stages. Recall briefly the stages of his construction. It begins with:

• Fuzzy Allen’s relations of the point- interval type. They assert that a point, say p, remains in R-relation
to a fuzzy interval j. Symbolically: Rp(j), where R is a chosen Allen’s relation.

• Fuzzy Allen’s relations of the fuzzy interval- fuzzy interval type, if blow points p’s to a new fuzzy interval,
say i. Since each Rp(j) may be interpreted as a distribution function, it also has a density-based
representation. They are interpreted as expected values of the general form:

R(i, j)Fuzzy =

∫ ∞
−∞

i(x)R̂p(j)(x)dx, (2.1)

where R̂p(j)(x) forms a density-based representation of Rp(j)(x). The right side of (2.1) is also
normalizable to ensure that it will takes values from [0, 1].
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To cut the long story short, Ohlbach proposes to see fuzzy Allen’s relations as normalized integrals of a
single variable. Meanwhile, one has an impression that this interpretation is not sufficient. It follows from
the following reasons:

A Fuzzy Allen’s relations are viewed here as fuzzy values of integrals, what seems to be an excessive
simplification.

B This approach ’escapes’ towards reasonings based on probability theory and statistics instead of
real-analysis and algebra-based reasonings.

C It seems to not (completely) properly emphasize a sense of some definitions of fuzzy Allen’s
relations.

In order to elucidate C, let us return to this fragment of meetFuzzy(i, j)-definition, given in Section 4.3:

meet(i, j)Fuzzy =

∫ ∞
−∞

Fin(i)St(j)dx

N(Fin(i), St(j))
(2.2)

As earlier explained, this definition is based on two functions: Fin(i) and St(j) that ’cut’ the initial part
of i and the final part of j (resp.). Obviously, both intervals should be integrated together. It could be
materialized as follows. One one hand, one can take a function, say Fin(i) ’running’ towards the interval
j. On the other hand, one can take a similar function St(j) ’running’ in the inverse direction – towards the
interval i. It means that St(j) should be rather consider as a function of a new argument, say t, and Fin(i)
as Fin(i)(x− t)2. Meanwhile, (2.2) interprets both Fin(i) and St(j) functions of the same argument x ∈ R.

It remains what is a nature of such a combination of Fin(i) and St(j). The natural candidate to represent
such a ’combination’ of mutually independent functions is a mathematical convolution of functions. In order
to confirm this conjecture, one needs to enlarge a terminological background of the discussion.

2.2.2 Terminological Framework of the Discussion

The notion of convolution, that we need, requires a new conceptual framework. Its determined by a class
of Lebesgue integrable functions on R, denoted by L(R). This class forms a unique example of the so-called
Banach spaces.

In order to describe both types of spaces, assume that X is a given vector (linear) space3. Each vector
space is defined over a scalar field, say K. This fact is denoted by X(K). The usual scalar fields are: the
field R of real numbers C, or over the field C of complex numbers. We write then: X(R) and X(C) (resp.)
to render the fact that X is defined over R or C.

Assume also that X(R) is given. Let us introduce now a new function ‖•‖ : X(R) 7→ [0,∞) that respects
the following conditions:

1 ‖x‖ = 0 ⇐⇒ x = 0.

2 ‖αx‖ = |α|‖x‖, for α ∈ R.

3 ‖x+ y‖ ≤ ‖x‖+ ‖y‖.

This function is to be called a norm and the whole space (X(R), | • |) forms a normed space.

Example. Different types of the normed spaces are used in functional analysis and its mathematical
applications. The simplest examples are:

2The argument x − t ensures that i and j meet together. Thus, Fin(i) should be seen as a function of an argument x in
t-translation.

3See: Appendix.

88



(R, | • |) with ‖x‖ = |x|, for each x ∈ R.

Another kind of examples one often sees in mathematics are presented in the table below.
A Banach space is such a normed vector space X, which is complete with respect to that norm, that is

to say, each Cauchy sequence {xn} in X converges to an element x in X.
This last condition may be written as:

lim
n→∞

xn = x, (2.3)

or – alternatively – as follows:
‖xn − x‖X → 0. (2.4)

Type of spaces Notation Elements of the
space

Norms

The space of real or com-
pact numbers

R, C Real or compact
numbers

‖x‖ = |x|

The euclidean space of
real or compact numbers

Rn, Cn Sequences
of the form:
(x1, x2, . . . , xn)

‖x‖ =
(∑∞

1 |x|2
) 1

2

The space of infinite se-
quences

l∞ Infinite sequences
(x1, x2, . . .)

‖x‖ = supi |x|

The space of continuous
functions on R

C(R) Functions f, g, h . . .–
continuous on R

‖x‖ = supx∈R |f(x)|

The space of Lebesgue in-
tegrable functions on R ’in
square’

L2(R) Functions f, g, h, . . .
- Lebesgue integrable
on R

‖f‖ =
(∫
|f |2dx

) 1
2

The space of Lebesgue in-
tegrable functions on R ’in
p’

Lp(R) Functions f, g, h, . . .
- Lebesgue integrable
on R

‖f‖ =
(∫
|f |pdx

) 1
p

,

1 < p <∞

This consideration allows us to define convolutions for Lebesgue integrable functions.

Definition 17 (Convolution.) Let us assume that functions f and g are Lebesgue integrable in R, i.e they
belong to (L1(R, ‖ • ‖). Then the convolution of f and g – denoted by f ∗ g – is usually defined as follows:

(f ∗ g)(x) =

∫ ∞
−∞

f(x− t)g(t)dt , (2.5)

where the right side is an improper (Riemann) integral.

Independently of algebraic features (for details – see: [98], pp. 159-161), convolutions show some compu-
tationally useful property. This property is expressible in terms of the Fourier transform F of a function
f ∈ L(R), defined for all x ∈ R as follows:

F(x) = (2π)−
1
2

∫
R
f(t)e−ixtdt. (2.6)

The so-called (Borel’s) Convolution Theorem asserts that the Fourier transform of a convolution of two
functions is equal to a multiplication of Fourier transforms or each of these functions 4. This theorem (in a

4The operational utility of this theorem also consists in some ’economy’ of numerical computation if implement such compu-
tation for Allen’s relation on computer. In fact, the standard convolution algorithm has quadratic complexity. The Convolution
Theorem reduces it from O(n2) to O(n logn).
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version for L(R)) may be rendered as follows.

Convolution Theorem. If f, g ∈ L(R) and F is a Fourier transform, then

F(f ∗ g) = F(f)F(g). (2.7)

The important formal machinery is also delivered by Fubini’s Theorem. This theorem asserts that a
double integration is equal (under some conditions) to a single integration on the appropriate product space.
This fact will be exploited in further considerations.

The double integration is defined with respect to the so-called product measure. If two measurable spaces
(X,σ1, µ1), (Y, σ2, µ2) are given, then a product measure µ1 × µ2 is defined to be such a measure on the
measurable product space (where X × Y, σ1 ⊗ σ2) (σ1 ⊗ σ2 is ρ-algebra on the Cartesian product X × Y )
that the following holds:

µ1 × µ2(A×B) = µ1(A)µ2(B),

where A ∈ σ1, B ∈ σ2.

Theorem 2 (Fubini)([99], p. 386) Suppose that X and Y are ρ1- and ρ2-measure space (resp.) with
measures µ and v (resp.) and suppose that the product space X × Y , f(x, y) is µ× v-measurable on X × Y
and at least one of the three integrals ∫

X×Y
|f(x, y)|dµ× v(x, y) <∞ (2.8)

∫
Y

∫
X

|f(x, y)|dµ(x)dv(y) <∞ (2.9)∫
X

∫
Y

|f(x, y)|dv(y)dµ(x) <∞ (2.10)

is finite. Then:

A the function x→ f(x, y) is in L1(X, ρ1, µ) (Lebesgue integrable in this space), for almost all y ∈ Y ,

B the function y → f(x, y) is in L1(X, ρ2, v), for almost all x ∈ X,

C the function y →
∫
X
f(x, y)dµ(x) is in L1(Y, ρ2, v),

D the function x→
∫
Y
f(x, y)dv(x) is in L1(Y, ρ1, µ)

and the following holds:∫
X

(

∫
Y

f(x, y)dy)dx =

∫
Y

(

∫
X

f(x, y)dx)dy =

∫
X×Y

f(x, y)d(x, y). (2.11)

2.2.3 Mathematical Foundation in Terms of Real and Abstract Analysis

Let us return to the initial problem of the convolution-based representation of fuzzy Allen’s relations. It
has already been said that convolutions are suitable to represent mathematically a ’combination’ of two
independent functions of different variables. Physics adds a new interpretation of a role of convolution.
It represents two independent signals running in inverse directions. Obviously, both functions Fin(j)(t)
and St(i)(x − t) from meetFuzzy-definition behave in the same way. Finally, there is another argument for
the convolution-based representation of fuzzy Allen’s relations. Namely, it is a known fact of real analysis
that convolutions take finite values. It means that their use would make a mathematical discussion on
fuzzy Allen’s relations less conditional than the earlier one in terms of Ohlbach’s integral approach. In
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fact, a success of Ohlbach’s approach is possible, provided that the appropriate integrals are finite. In the
convolution-based approach this problem disappears thanks to this elementary property of convolutions.

In this convention, fuzzy Allen’s relations should be rather rendered as follows:

meet(i, j)
Fuzzy

(x) =

∫ ∞
−∞

Fin(i)(x− t)St(j)(t)dt
N(Fin(i)(x− t), St(j)(t))

(2.12)

(Note that meet(i, j)
Fuzzy

is a function of x-argument as we integrate with respect to the second argument
t.) In the similar way, one could modify other definitions of fuzzy Allen’s relations. For example5:

before(i, j)
Fuzzy

=

∫ ∞
−∞

i(x− t)B̂(j)(t)dt/|i|, during(i, j)
Fuzzy

=

∫ ∞
−∞

i
′
(x− t)D̂(j)(t)dt/|i

′
|, (2.13)

where i
′

is defined from i as explained in Section 4.3.

Fuzzy Allen’s relations as norms of convolutions. It seems that an idea to represent fuzzy Allen’s
relations in terms of convolution is just the appropriate one. As illustrated, convolutions better ’encode’ an
idea of a combination of two functions, as in 2.10. In addition, convolutions are computationally convenient,
as they are finite. Of course, they might be also normalized by a normalization factor to ensure that they
take values from [0, 1].

Nevertheless, it seems that convolutions still are not ideal in this role. In order to illustrate it, let us
consider the following paradoxical dichotomy.

A On one hand, assume that we have two different fuzzy Allen’s relations, say RFuzzy1 (i, j) and RFuzzy2 given
by two normalized convolutions C1 and C2 (resp.). Assume that they take the same values α ∈ [0, 1]
in some area. (They diagrams are identical, at least in some area).

B On the other hand, assume that we have a single fuzzy Allen’s relation, say RFuzzy(i, j), depicted by a
normalized convolution C. Anyhow, C may be multiplied by a scalar α ∈ R. This new convolution αC
would take another values than C alone, although it essentially represent the same initial RFuzzy(i, j).

Obviously, we are rather willing to consider C and αC as mutually linked (they represent RFuzzy(i, j) and
αRFuzz(i, j)6). Simultaneously, we rather want to see C1 and C2 as the mutually independent, even though
their diagrams are (at least partially) identical. In fact, they represent different fuzzy Allen’s relations

RFuzzy1 (i, j) and RFuzzy2 (i, j).
Therefore, as already suggested, convolutions do not constitute the appropriate representation of fuzzy

Allen’s relations. Fortunately, it appears that norms from convolutions may avoid the difficulties. To confirm
this hypothesis, assume that RFuzzy(i, j) is represented now by two norms, say ‖‖1 and ‖‖2. Formally, we
postulate

RFuzzy(i, j) = ‖C‖1, RFuzzy(i, j) = ‖C‖2. (2.14)

Let us state that ‖C‖1 and ‖C‖2 may be viewed as mutually equal provided that there are such real constants
a, b <∞ that:

a‖C‖1 ≤ ‖C‖2 ≤ b‖C‖17. (2.15)

Note that in our case this condition is satisfied. In fact, it is enough to put a = b = α (see: point B above).
In fact, (2.13) renders the following fact: ’even if two norm-values are associated to a given fuzzy Allen’s

5For brevity of the presentation we avoid conditions for intervals i and j)
6Note that this scalar multiplication is not defined in the initial Allen’s algebra. It is, somehow, thinkable in the convolution-

based representation of fuzzy Allen’s relations. However, we are not interested in a sense of such an operation from a non-
mathematical point of view.

7This property is a known property of norms.
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relation, they remain mutually equivalent. In the whole current analysis, a sense of the statement: ’two
norms are mutually equal’ is just given by (2.13).8

This mutual equivalence of norms just delivers an argument to represent fuzzy Allen’s relations by norms
of convolutions.

Formally, if R(i, j) denotes a convolution ’basis’ of RFuzzy(i, j), then RFuzzy(i, j) can be written:

Rfuzzy(i, j) = ‖R(i, j)‖L(R1). (2.16)

Example 24 . Assume that Allen’s relation ’before’ in a convolutive representation B(i, j) = f i ? Bp(j) is
given, for some functions f i and Bp(j). Then fuzzy ’before’ Bfuzzy:

Bfuzzy(i, j) = ‖B(i, j)‖L(R1). (2.17)

But B(i, j) is a convolution, so B(i, j)(x) =

∫ ∞
−∞

f i(x − t)Bp(j)(t)dt. Assuming that B(i, j)(x) ∈ L(R)9

with the norm ‖f‖ =

∫
|f(x)|du, for each f ∈

(
L(R1), ‖ ‖

)
, we have

Bfuzzy(i, j) = ‖
∫ ∞
−∞

f i(x− t)Bp(j)(t)dt‖L(R1) =

∫
|
∫ ∞
−∞

f i(x− t)Bp(j)(t)dt|dµ. (2.18)

Remark 1 Note that the ’external’ Lebesgue integral in (2.16) may be also exchanged for the appropriate
Riemann integral. However, we omit this step.

Summing up, our initial proposal with respect to the method of representation of fuzzy Allen’s relations
may be rendered briefly as depicted in the table.

Type of relations: Representation: Examples:

Allen’s relations of
the type: ’interval-
interval’

expected values
If i(x) and Rp(j)(t) are given and defined
as usual, then E(i(x)) = R(i, j)Fuzzy(x) =∫ ∞
−∞

i(x) ̂Rp(j)(x)dx, ( ̂Rp(j)(x) – a density func-

tion for Rp(j)(t))

Fuzzy Allen’s rela-
tions of the ’interval-
interval’ type

L(R)-norms of con-
volutions

Rfuzzy(i, j) = ‖R(i, j)(x)‖L(R) =

∫
(

∫ ∞
−∞

f i(x −

t)Rp(j)(t)dt)dµ

However, it still arises a pressing need to check whether Ohlbach’s convolutions (representing Allen’s

relations, such as R(i, j) in the table above) still belong to
(
L(R1), ‖ ‖

)
. The following lemma positively

answers to this question.

Lemma 1 Suppose that f i and Rp(j) are respectively: a function characterizing a fuzzy interval i and a
point-interval relation for a fuzzy interval j. Assume also that they are both Lebesgue integrable. Thus∫
f i(x)(x− t)R(j)(t)dµ is also Lebesgue integrable and ‖f i ∗R(j)‖ ≤ ‖f i‖‖R(j)‖.

8In essence, the mutual equivalence of norms often means that they generate the same metrics and topologies. We will not
make use of this interpretation as we are not interested in metric aspects of L(R)-spaces. Indeed, the fact that two norms may
be linked as given in (2.13) plays a more important role.

9This fact will be proved later.
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Proof: Suppose that (x, t) 7→ f i(x)(x− t)Rp(t) is assumed to be µ(x)× v(t)-measurable on R2. In order to
show that f i(x) ∗Rp(j) ∈ L1(R1) it is enough to make use of Fubini’s theorem.

For that reason, one needs to verify that the hypothesis of Fubini’s theorem is satisfied. In order to make
it, consider the double integral:∫

R
|
∫
R
|f i(x)(x− t)Rp(j)(t)|dxdt =

∫
R
|Rp(j)(t)| •

∫
R
|f i(x)(x− t)|dxdt = (2.19)

=

∫
R
|Rp(j)(t)| • ‖f i(x)‖dt = ‖f i(x)‖ • ‖Rp(j)‖ <∞. (2.20)

Therefore, the hypothesis of Fubini’s theorem is satisfied, so f i ∗ Rp(j) ∈ L1(R) from the thesis of Fubini’s
theorem. In addition, we obtain thanks to this theorem:

‖f i(x) ∗Rp(j)‖L1(R) =

∫
|
∫
|f i(x)(x− t)Rp(j)(t)dv(t)|dµ(x) (2.21)

≤
∫
|f i(x)(x− t)Rp(j)(t)|dv(t)dµ(x) =

∫
|f i(x)(x− t)Rp(j)(t)|dµ(x)dv(t) (2.22)

= ‖f i(x)‖L1(R)‖Rp(j)(t)‖L1(R) <∞. (2.23)

The equality (2.22) holds thanks Fubini’s theorem, but (2.23) follows from the fact that both f i and Rp(j)
are Lebesgue integrable, so their integral norms in L1(R) are finite. �

Up to know we exploited a possibility to normalize some convolutions. Now we state and prove that each
convolution as a construction basis for a fuzzy Allen’s relation is normalizable. This fact is reflected by the
following theorem.

Theorem 3 Convolution-basis of fuzzy Allen’s relations are normalizable.

Proof: It has already been show that

∫ ∞
−∞

f i(x)R(t, j)dt < ∞. Obviously, both f i(x) and R(t, j) be-

long to L1(R) from definition. Thus also

∫ ∞
−∞

f i(x)R(t, j)dt ∈ L1(R) – thanks to Fubini’s theorem and∫ ∞
−∞

f i(x)R(t, j)dt <∞ (see above). It means that there is an upper bound for it, say M. It is enough now

to put a factor N to ensure that 0 ≤ M
N ≤ 1. �

It also appears that fuzzy Allen’s relations are representable by uniformly continuous functions.

Theorem 4 Let 1 ≤ p < ∞, fi, R(j) ∈ Lp(R), ‖R(j)‖ ≤ M , for some M where if is a characteristic
function for a fuzzy interval i and R(j) is a functional representation of a point-interval relation (of Allen
type) with respect to a fuzzy interval j. Assume also that fi is uniformly continuous on R. Then fi ? R(j)
is uniformly continuous on R, too.

Proof: Since fi depends on x − t and R(j) dependent on t, let us establish x − t = z. It easy to see now
that there is a ρ > 0 such that z1, z2 ∈ R and ‖z1 − z2‖ < ρ implies ‖fi(z1) − fi(z2)‖ < ε. However, fi is
assumed to be uniformly continuous in R, i.e. there is a ρ > 0 such that for all z1, z2 ∈ R, |z1 − z2| < ρ
implies ‖fi(z1 − f(z2)‖ < ε.

Then ‖z1 − z2‖ < ρ also implies

‖if ? R(j)(z1)− fi ? R(j)(z2)‖

=
(∫

(|if (z1)− fi(z2)| • |R(j)(t)|)pdt
) 1
p

= ‖(fi(z1)− fi(z2)) •R(j)‖p ≤ ‖fi(z1)− fi(z2‖ • ‖R(j)‖p < ε1,
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where ε1 = Mε. Obviously, ε1 → 0. The last inequality follows from the fact that ‖R(j)‖p ≤ M and from
Schwartz’s inequality ‖xy‖ ≤ ‖x‖‖y‖, for each x, y ∈ Lp(R), 1 < p <∞. �

The next theorem illustrates a computational power of the convolution-based approach. In fact, it forms
a unique version of Borel’s Convolution Theorem for convolutions used for defining fuzzy Allen’s relations.
It will be briefly called: ’Convolution Theorem for fuzzy Allen’s relations’.

Theorem 5 (Convolution Theorem for fuzzy Allen’s relations). Let i, j be fuzzy intervals. Let also
f i, R(t, j) ∈ L1[−∞,∞] be a function characterizing a fuzzy interval i and a point-interval Allen relation
(resp.). Then their convolution h = f i ∗R has the following property.

h(x) =

∫ ∞
−∞
|f i(x)(x− t) ∗R(j)(t)|dt =

∫ ∞
−∞
|f i(x)(x− t)|dx

∫ ∞
−∞
|R(j)(t)|dt. (2.24)

Simply,
F(f i ∗R(j)) = F(f i)F(R(j)). (2.25)

Proof: Assume that f i, R ∈ L1(R1) – as in the formulation of this theorem – are given. In order to compute
their convolution

h(x) =

∫ ∞
−∞
|f i(x)(x− t) ∗R(j)(t)|dt (2.26)

we exploit Fourier transforms of f i and R, i.e. F(f) and F(g) (respectively) – defined as follows:

F(f i) =

∫
R
f i(x)(x− t)e−2πixvdx and (2.27)

F(R) =

∫
R
R(j)(t)e−2πixvdt. (2.28)

Therefore, for all y ∈ R, Fourier transform F (f ∗ g) is as follows.

F(f i ∗R(j)) = F(h)(x) = F(

∫ ∞
−∞
|f i(x)(x− t)R(j)(t)|dt) = (2.29)∫ ∞

−∞

∫ ∞
−∞
|f i(x)(x− t)R(j)(t)|dte−2πixydx =

∫ ∞
−∞

R(j)(t)

∫ ∞
−∞

f i(x)(x− t)e−2πixydxdt. (2.30)

By substitution x− t = u, or x = t+ u (and dx = du) we obtain∫ ∞
−∞

R(j)(t)

∫ ∞
−∞

f i(x)(x− t)e−2πixydxdt =

∫ ∞
−∞

R(j)(t)
(∫ ∞
−∞

f i(x)(x− t)e−2πi(t+u)ydu
)

dt. (2.31)

Applying Fubini theorem in order to interchange the order of limitation we can write:∫ ∞
−∞

R(j)(t)
(∫ ∞
−∞

f i(x)(x− t)e−2πi(t+u)ydu
)

dt = (2.32)

=

∫ ∞
−∞

R(j)(t)e−2πitydt

∫ ∞
−∞

f i(x)(x− t)e−2πiuydx = F(f i)F(R(j)). (2.33)

Therefore,

F(f i ∗R(j)) = F(f i)F(R(j)). (2.34)
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It exactly means that

h(x) =

∫ ∞
−∞
|f i(x)(x− t) ∗R(j)(t)|dt =

∫ ∞
−∞
|f i(x)(x− t)|dx

∫ ∞
−∞
|R(j)(t)|dt = (2.21.).

Finally, let us undertake the question of majorization of fuzzy Allen’s relations. It seems that an attempt
of majorization might be carried out in terms of the approximations based on Hardy-Littlewood Maximal
Theorem. This key idea of an approximation in terms of this theorem is as follows. At first, we take a locally
integrable function, say f , and return for it another function, say f∗. This new function, at each point x
of its domain gives the maximum average value, which f can have on balls centered at that point. More
formally10:

f∗(x) = sup
r>0

{ 1

|B(x, r)|

∫ u

x

fdµ : u ∈ [x,∞)
}
. (2.35)

It may be also defined:

f∗∗(x) = sup
r>0

{ 1

|B(x, r)|

∫ x

u

fdµ : u ∈ (−∞, x]
}
. (2.36)

If f∗ is defined as above for such a non-negative, Lebesgue measurable function on R that
∫
E
fdµ on each

compact set E(see: [99], pp. 422, 426 ), then Hardy-Littlewood Maximal Theorem asserts, for example, the
following approximation ([99] p. 424):∫

E

f∗dµ ≤ 1

k
µ(E) +

1

1− k

∫
f(x) log+ f(x)dx11. (2.37)

It appears that this theorem may be also formulated and proved(under some conditions) for fuzzy Allen’s
relations in their convolution-based depiction.

Theorem 6 Hardy-Littlewood Minimal Theorem for fuzzy Allen’s relations. Let f iR(j) be an
arbitrary convolution function, such that

∫
E
ifR(j)dµ <∞ for each compact E of R representing an Allen’s

relation for given fuzzy intervals i, j. Then for each k such that 0 < k < 1 and for each convolution function,
we have ∫

E

(
ifR(j)

)∗
dµ ≤ 1

k
µ(E) +

1

1− k

∫
ifR(j) log+ ifR(j)dx, (2.38)

max{
∫
E

(
ifR(j)

)∗
dµ,

∫
E

(
ifR(j)

)∗∗
dµ} ≤ 1

k
µ(E) +

1

2− k

∫
ifR(j) log+ ifR(j)dx, (2.39)

where (ifR(j)
)∗

and (ifR(j)
)∗∗

are defined due to 2.31 and 2.31.

Outline of the proof. Note that the right side of the inequality 2.34 ’approximates’, somehow, fuzzy
Allen’s relations from the left side of (2.34), so the thesis of the theorem asserts a majorization of it by the
sum on the right side of the inequality 2.36. To prove this, it is enough to verify that f iR(j) respects the
assumptions of Hardy-Littlewood Minimal Theorem to make use of the thesis of this theorem. (A detailed
proof of the original version of Hardy-Littlewood Theorem may be found in [99], pp. 426-28.)

By assumptions, it holds:
∫
E
ifR(j)dµ <∞ for each compact E of R. In addition, f iR(j) is a convolution,

so it is non-negative and it is Lebesgue integrable (see: Lemma 1). It remains to show that f iR(j) is also
Lebesgue measurable, i.e. (∀a ∈ R){x ∈ R : a ≤ f iR(j)(x) < ∞} is a measurable set. Meanwhile f iR(j) is

10The similar definition may be found in: [99], pp. 422, 424
11log+ t = max{logt, 0}, for 0 < t∞.
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Lebesgue integrable in R, and Lebesgue integral may be rendered – due to [99] (p. 164) – by the following
operator L:

L(f iR(j)) = sup
{ ∞∑
k=1

inf{f i(x)R(j)(x) : x ∈ Ak}µ(Ak) : (2.40)

eachAi is measurable for 1 < i < k and

∞⋃
k=1

Ak = R
}
, (2.41)

where µ is a given Lebesgue measure. Thus, f iR(j) may be viewed as a functions defined on a finite family of
measurable sets Ak covering the whole R. It means that it is Lebesgue measurable. Thus f iR(j) satisfies all
assumptions of the theorem. In this moment, the thesis follows from Hardy-Littlewood Minimal Theorem.
�

2.2.4 Algebraic Aspects of the Convolution-based Fuzzy Allen’s Relations

Mathematical foundation of fuzzy Allen’s relations in the convolution approach have just been expressed in
terms of real and abstract analysis. Some naturality of such a solution is clear in the light of the fact that
convolutions and Fourier transforms belong to the ’core’ of real analysis. Nevertheless, Allen’s algebra – as
depicted in [57] forms a purely algebraic object. Therefore, a kind of an algebraic complementation of earlier
results may be required.

Fuzzified Allen’s Algebra versus Convolution Algebra? In the light of earlier results, one could
venture to define a fuzzified version of Allen’s Interval Algebra. Allen’s Algebra is based on 13 basis relations
between intervals with the composition and the inverse operation as admissible operations on these relations.
Fuzzified Allen’s Algebra (FAA) relies on an idea to represent fuzzy Allen’s relations by norms of convolutions.
The convolutions play a role of the ’surrogates’ and they form convolutively-modified Ohlbach’s fuzzy Allen’s
relations. Formally, FAA is defined as follows.

Definition 18 Assume that i, j are (arbitrary) fuzzy intervals and f i, gi ∈ L(R1) are functions character-
izing these intervals. Let also ‖ • ‖ be a norm in L(R1). Fuzzified Allen’s Algebra (FAA) is defined as
a tuple of the form:

FAA = 〈A,+A, •A〉, (2.42)

where:
A = {‖C‖ : C = f i ∗ gj , for f i, gj ∈ L(R1)} (2.43)

and +, • are operations defined as follows:

(‖ ‖1 +A ‖ ‖2)(C) = ‖C‖1 +A ‖C‖2, ‖α •A C‖ = |α| •A ‖C‖. (2.44)

It arises a natural question of algebraic features of FAA. Many of then may be inferred from the fact that
FAA as defined in (2.37)-(2.39) forms a vector space. The following theorem asserts this fact.

Theorem 7 FAA = 〈A,+A, •A〉 with +A, •A defined by 2.41 forms a vector space. In particular, there
exist the neutral and the inverse elements of both +A and •A.

Proof: To show the thesis of theorem, it is enough to find the appropriate interpretation I : A → R, which
’interprets’ operations on A for operations in R. In fact, the homomorphism H : A → R such that, for any
C1, C2 ∈ L(R):

H
(
‖C1‖+A ‖C2‖

)
= H(‖C1|) +R H(‖C1|), (2.45)
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H
(
|α| •A ‖C‖

)
= |α| •R H(‖C‖) (2.46)

is already a required homomorphism. Obviously, there exist the neutral and the inverse elements of both
operations as homomorphic images of the corresponding neutral and inverse elements in R. In particular,

H(0) = 0A, H(1) = 1A. �

Let us alternatively introduce a similar algebraic structure, somehow, related to Allen’s algebra.

Definition 19 Define the set

|A| = {Ci : Cifi ∗ gi, for f i(x), gi ∈ L(R1)}, (2.47)

where each Ci forms a basis for a fuzzy Allen’s relation Rfuzzy (i.e. the standard L(R)-norm of Ci represents
such a fuzzy Allen’s relation Rfuzzy). Then the structure:

A = 〈|A|, ∗〉, (2.48)

, where ∗ is a convolution operator, is to be called Convolution Allen’s Algebra (CAA). If A is given,
the set |A| forms a universe of CAA.

It appears that CAA does not form so algebraically ’nice’ structure as it contains no multiplicative unit in
the sense of ∗-operation. This proof adopts1 the proof reasoning for Banach algebras defined on L1(R) from
[99], pp. 76, 399.

Theorem 8 The Convolution Allen’s Algebra A = 〈|A|, ∗〉 with ∗-operations has no multiplicative unit in
the sense of ∗-operator, i.e. there is no function e ∈ |A| such that e ∗ f = f ∗ e = f , for each f ∈ |A|.

Proof: Assume that A has a multiplicative unit u, i.e, u ∈ A and u ∗ f = f almost everywhere (i.e. we
admit that does it not hold for sets of a Lebesgue measure 0) for f ∈ A. The ’core’ of the proof is to obtain
a contradiction. We will try to show that:

A On one hand, there exists such a real number δ > 0 such that
∫ 2δ

−2δ
|u(t)|dt < 1.

B On the other hand, 1 ≤
∫ 2δ

−2δ
|u(t)|dt.

Prove the first fact A. For that reason, assume that u ∈ L1(R, σ, µ). The fact A will be shown if we show
that for every ε > 0 there exist such a ρ > 0 that for all sets E ∈ σ satisfying µ(E) < 0, we have:∫

E

|u|dµ < ε. (2.49)

Establish a function sequence φn(t) = |u(t)|, for |u(t)| ≤ n and φn(t) = n, otherwise. Obviously, φn(t), as a
nondecreasing sequence of σ-measurable functions, converges to |u|, i.e. limn→∞ φn = |u|. By Bepo-Levi’s
Theorem we get:

lim
n→∞

∫
E

φndµ =

∫
E

lim
n→∞

φndµ =

∫
E

|u|dµ. (2.50)

It allows us to select such n that, for E that µ(E) < ρ, the following hold:∫
E

φndµ ≤
∫
E

n = nµ(E) <
1

2
ε and

∫
E

(|u| − φn)dµ <
1

2
ε, (2.51)

if put ρ = ε
2n .Thus,∫

E

|u|dµ =

∫
E

(|u| − φn)dµ+

∫
E

φndµ <

∫
E

(|u| − φn)dµ+
1

2
ε < ε. (2.52)
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Indeed, there really exists such a real number δ > 0 such that

∫ 2δ

−2δ

|u(t)|dt < 1.

Move to the proof of B. Let be f = ξ[−δ,δ] now. Then f ∈ L(R1) and for almost all x ∈ R we have

f(x) = u ∗ f(x) =

∫
R1

u(x− y)f(y)dy (2.53)

=

∫ δ

−δ
u(x− y)dy =

∫ x+δ

x−δ
u(t)dt. (2.54)

Since a measure µ([−δ, δ]) > 0, there must exist such an x ∈ [−δ, δ] that

1 = f(x) =

∫ x+δ

x−δ
u(t)dt. (2.55)

On the other hand, [x− δ, x+ δ] ⊂ [−2δ, 2δ], it implies that

1 = |
∫ x+δ

x−δ
u(t)dt| ≤

∫ x+δ

x−δ
|u(t)|dt ≤

∫ 2δ

−2δ

|u(t)|dt < 1. (2.56)

It generates the expected contradiction what proves the theorem. �
Theorem 7 and Theorem 8 elucidate some interesting facts about FAA and CAA. Namely, FAA – as a

more algebraic structure – remains more complete in a unique sense, i.e. having neutral and inverse elements
in the sense of the operations defined in it. By contrast, CAA as an algebraized fragment of L(R)-space does
not share the same ’nice’ property. In fact, there is no multiplicative(convolution) unit for each function
from the the CAA-univese.

2.3 Modeling of Fuzzy Temporal Constraints and Preferences

In Section 2.2, fuzzy Allen’s relations in a new conceptual framework were introduced and discussed. In the
current section, fuzzy Allen’s relations are used to construct a more cumulative approach to Fuzzy Tem-
poral Constraints. More precisely, fuzzy Allen’s relations will be combined with the quantitative temporal
constraints imposed on Multi Agent Problem – as defined in Chapter 1. This combination is intended to
constitute a basis for a new approach to modeling of preferences.

Recently, fuzzy Allen’s relations were recently proposed with no reference to a subject-specification of
temporal planning with different constraints. By contrast, fuzzy temporal constraints and preferences,
defined in this subsection, will be discussed in the context of Multi Agent Problem from Chapter 1.

2.3.1 Fuzzy Temporal Constraints in a New Representation

The idea to propose a new representation for fuzzy temporal constraints stems from the following reasoning
and observation. Assume that MAP12 with the associated: set of agents N and of actions A. Consider now
a pair (d, z), where d represents a temporal compact interval in R (day) and z, such that z ⊂ d, represents
an subinterval of it (shift). (A point x ∈ (d, z) ⇐⇒ x ∈ z ⊂ d). Intentionally, a pair (d, z) represents
a working shift z of a day d in MAP. More precisely, (d, z)an denotes a shift z of a day d of a given agent
n ∈ N with respect to a given action a ∈ A. Since, as earlier mentioned, a normalized (cost, effectiveness,
etc.) function F may be associated to each such a pair (d, z)an, we can also consider the extended pairs of
the form:

12For simplicity, we will use an abbreviation MAP for a denotation of the Multi-Agent Schedule-Planning Problem in this
chapter and in chapter 3, when it does not lead to any confusion.
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(
(d, z)na , F ((d, z)na)

)
. (2.57)

F -functions are usually rendered by normalized sums of {0, 1}-valued characteristic functions X(i)n,ad,z , where
each X(i) specifies a separate aspect of n-activity (effectiveness, ability, motivation, etc.). As result, we are
in position to consider the extended pairs of the following form:(

(d, z)na ,
∑
i

X(i)n,ad,z

)
. (2.58)

Whereas a pair (d, z))na may be seen as an interval in R (x-axis), the normalized
∑
iX(i)n,ad,z takes values

from [0,1] (y-axis), so the whole pair (2,49) is in R2. Each of (2.49) may be represented by a vertical polygon
as
∑
iX(i)n,ad,z is constant in (d, z). All of such pairs (2.49) (vertical polygons) form the ’core’ of a fuzzy

interval – as depicted in Fig.2.2. This fact approximate the fact fuzzy temporal constraints may be encoded
by fuzzy intervals. In fact, we need two fuzzy intervals instead of a single one (It will be explained in detail
below.)

Meanwhile, the exact chronology of defining fuzzy temporal constraints consists of the following steps:

Step1: Encoding quantitative temporal constraints of MAP by pairs ((d, z), F (d, z)) of two fuzzy temporal
intervals:

• the first fuzzy interval, say I1, will represent the real situation (of planning and scheduling in Multi-
Agent Problem),

• the second one, say I2, will represent the required planned situation.

Step2: Indicating the common region of these fuzzy intervals representing (hard) temporal constraints
imposed on Multi-Agent Problem.

Step3: Defining a mutual relation between these fuzzy intervals in terms of a fuzzy Allen’s relation (as a
new qualitative temporal constraints on them).

Step4: Identifying the new fuzzy temporal constraints with the normalized convolutions representing the
fuzzy Allen’s relation between the two intervals.

Briefly, these ideas may be visualized as depicted on a diagram – Figure 2.1.

Steps 1 and 2, or Fuzzy Temporal Constraints for Multi-Agent Problem

In order to show how quantitative temporal constraints may be encoded by fuzzy intervals in detail, return
to the earlier observation that quantitative temporal constraints of MAP may be represented by pairs:(

(d, z)na ,
∑
iX(i)n,d,z,a

)
, for d ∈ D = {d1, d2 . . . , dk}, z ∈ Z = {z1, z2 . . . , zl}, n ∈ N, a ∈ A) – where:

• the pair (d, z)na represents a shift z of a day d indexed by an action a and an agent (nurse) n associated
to (d, z)13 and

•
∑
X(i)n,d,z,a represents a quantitative temporal constraint imposed on (d, z)na , which may be normalized
such that 0 ≤

∑
iX(i)n,d,z,a ≤ 1, as described in chapter 1 of ’Contribution’.

It was also mentioned that each such a pair is represented by a vertical polygon in the ’core’ of a fuzzy inter-
val. It remains to define the initial and the final parts of this interval. The next, a characterizing functions for
such a fuzzy interval must be given. In the light of Definition 18 (section 4.1 of ’Introduction’) such a function

13As earlier we assume that (di, zj) 6= (dk, zl) are disjoint for i 6= k and j 6= l.
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  Temp. constraints  +   fuzzy Allen relations  

 (encoded by fuzzy sets)  

 

 

 

Fuzzy temporal constraints 

 (represented by convolutions)   

Figure 2.1: The main idea of defining fuzzy temporal constraints and preferences.

must be Lebesgue integrable (so not necessary continuous). However, a diagram of this function cannot be
completely arbitrary. In fact, it should approximate a trapezoidal form of fuzzy intervals. It means that this
function should linearly increase in the initial parts of a fuzzy interval and linearly decreases in the final part.

Fuzzy intervals and their characteristic functions. The construction of this function may run as
follows. Initially, consider a support-function φ : R → S, for S = {(d, z)na : d ∈ D, z ∈ Z} and such that
φ(x) = (d, z)na . Informally, φ associates each real point to a day d and a shift z of d, for a given agent n and
action a.

Secondly, let us define now the set C = {c =
∑k
i=1X(i)n,a(d,z) :

∑m
i=1X(i)n,a

(d,z)

N ∈ [0, 1]} ∪ {ax+ b : a, b ∈ R}
containing constant functions c’s as normalized sums

∑k
i=1X(i)a,n(d,z) and linear functions.

The next, let us define a new function F : S → C, for S and C as above, defined by the clause:

F ((d, z)an) =


A(x) if x ∈ (d1, z1)an
−B(x) if x ∈ (dk, zl)

a
n

c = 1
N

∑m
i=1X(i)n,d,z,a otherwise.

(2.59)

The sense of this function may be explained in the following way. We take a pair (d, z) and associate to
(d, z)na a function of x-argument dependently on the situation. If x belongs to the initial interval (d1, z1)an,
we take A(x), for A > 0, so Ax is linearly increasing. If x belongs to the final interval (dk, zl)

a
n, we take

−B(x), for B > 0, so the function is linearly decreasing in this interval. For each other interval, we take a
constant function c being a normalized sum of {0, 1}-valued characteristic functions X(d,z), for a given agent
n and action a – as defined in Chapter 1.

Example 25 . Assume that a pair (d, z) = (monday, night), for a given agent n and some action a = ’to
be on duty,’ is given. Assume that a characteristic function X(1)n,a(d,z) = 1 defines a physical presence of n in

the work place and X(2)n,a(d,z) = 0 defines a real ability to perform a. By a normalization factor, say N = 5,

we get the sum c = 1
5

∑2
i=1X(i)n,a(d,z) = 1

5 (1 + 0) = 1
5 .

Finally, one can define a new function f : R→ C defined as the composition: f = F ◦ φ.
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f(x) =


A(x) if x ∈ (d1, z1)an
−B(x) if x ∈ (dk, zl)

a
n

c = 1
N

∑m
i=1X(i)n,d,z,a otherwise.

(2.60)

Exploiting this terminological framework, let us introduce the set

S∗ =
{(

(d, z)na , F (d, z)na

)
: 0 ≤

∣∣∣(F (d, z)na)
∣∣∣ ≤ 1

}
, (2.61)

where
∣∣∣F ((d, z)na)

∣∣∣ denotes a value of F ((d, z)na), for the established a, n. It is not difficult to note that S∗
algebraically defines a fuzzy interval in the sense given by Definition 18. The following corollary confirms
this hypothesis.

Colollary 2 The set S∗ =
{(

(d, z)na , F ((d, z)na)
)

: 0 ≤
∣∣∣F ((d, z)na)

∣∣∣ ≤ 1
}

– with F ((d, z)na) defined in (2.50)

– algebraically defines a fuzzy interval (in a sense given by Definition 18) with a finite support.

Proof: In order to show that S defines a fuzzy set with a finite support– in the light of Definition 18 – one
needs to prove the following facts:

1. the function F ((d, z)na) is Lebesgue integrable,

2. 0 ≤
∣∣∣F (d, z)na)

∣∣∣ ≤ 1 and

3.
∑1≤i≤k

1≤j≤l

∣∣∣(di, zj)∣∣∣ <∞ (sum of lengths of all intervals (di, zj) must be finite.)

The property (1) follows from a definition of F ((d, z)na). In fact, this function may be rendered either as∑m
i=1X(i)n,d,z,a or as the appropriate linear functions. In the first case, it is Lebesgue integrable as a sum

of Lebesgue integrable characteristic functions. In the second case, this function is Lebesgue integrable as a
continuous function and Riemann integrable. The property (2) immediately follows from a definition of S∗.
Finally, (3) follows from the fact that |(di, zj)| is always bounded (for example, by M = max{|(di, zj)|, for

1 ≤ i ≤ k and 1 ≤ j ≤ l} and a number of these intervals is finite (= i). Hence,
∑1≤i≤k

1≤j≤l

∣∣∣(di, zj)∣∣∣ < ∞. It

finishes the proof. �
The geometric form of S∗ is similar to the fuzzy interval as visualized in Figure 2.2.
In this way, a fuzzy interval, say i(x) was introduced. It encodes a piece of information about fuzzy

temporal constraints that must be satisfied to perform actions from A by agents from N . A role of the
second interval is to encode a piece of information about fuzzy temporal constraints that really were satisfied
by performing of actions from A by agents from N .

Obviously, the second fuzzy interval may be achieved in a similar way. In fact, a new support function
φ : R → S may be introduced as a basis for a new function F : (d, z) ∈ S → g ∈ C, where g is either a
normalized sum or a linear function, defined as earlier. Finally, the appropriate function f : R → C as the
composition F ◦φ can be defined. In order to distinguished functions: φ, f and F for i from the corresponding
functions for j, we could denote both families of functions as follows: φi, f i and F i and φj , f j and F j (resp.).
Observe that F j and F i are identical for a (non-empty) common region of both intervals i, j. Let us denote
the restriction of both F i and F j to their common region by F4. Formally:

F4 = F i|i∩j = F j |i∩j . (2.62)

This common restriction F4 enables of defining a special type of fuzzy temporal constraints – the
hard (quantitative) temporal constrains (HTC). Recall that such constraints must be necessary satisfied
to perform the required actions or to achieve a desired goal by agents. It means that HTC are not only
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0   (d1, z1)     …..     (di, zj)    (dk, zl) 

Figure 2.2: Intervals (di, zj) and function f((di, zj) (dark line on a picture) determining a fuzzy interval.
In fact, this picture illustrates a more general situation, when

∑m
i=1X(i)d,z,n,a is not necessary a constant

function and f is not necessary continuous.

required or planned to be satisfy, but they must be really satisfied. In a geometric interpretation: they belong
to the common region of both intervals i and j, as just defined above. In a formal algebraic treatment, they
may be defined as follows.

Definition 20 Hard (Quantitative) Temporal Constrains are determined by the following set

HTC =
{
p =

(
(d, z)na , F

4((d, z)na)
)

: p ∈ i(x) ∩ j(x)
}

(2.63)

for fuzzy intervals i(x) and j(x) – obtained as above and algebraically described by (2.52).

If HTC was an empty set, it would mean that no hard temporal constraint is satisfied (in a given situation
of MAP). An exemplary visual representation of HTC is presented in Fig. 2.3.

It finally remains a question of a fuzzy nature of HTC – so important for the current analysis. One
could venture to state that HTC introduce a piece of fuzziness. In fact, temporal constraints on MAP are
normalized and they built trapezoidal fuzzy intervals i and j. Nevertheless, it constitutes a kind of implicit
fuzziness. The next subsection is aimed at introducing a piece of explicit fuzziness via fuzzy Allen’s relations
– as defined in Section 2.2.

Steps 3 and 4, or Fuzzy Allen’s relations imposed on HTC

Observe that both fuzzy intervals i and j were built up from temporal constraints on MAP in a mutually
independent way. Only their common region was indicated to define HTC in the final step of that procedure.
Now, let us assume that we want to describe a mutual relation between intervals i and j in terms of a
fuzzy Allen’s relations. Since both intervals must have a common region, it introduces a unique ’relevancy
hierarchy’ between them: ’meet’-relation is admissible, but ’during’ or ’overlap’ is more appropriate because
their convolutions ’promote’ the common regions of both intervals more than the ’meet’-convolution.

Independently of the chosen fuzzy Allen’s relation, they are considered here as given in the convolution-
based representation, as proposed in Section 2.2. Consider the same MAP with a given set of actions A and
agents N . Assume also that the following entities are given:

1 fuzzy intervals i and j determined by the functions: f i, F i and f j , F j (resp.) with Hard Temporal
Constraints on MAP determined by the set

HTC =
{
p =

(
(d, z)na , F

4((d, z)na)
)

: p ∈ i(x) ∩ j(x)
}
,
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2 and fuzzy Allen’s relation ’meet’ in a convolution-based depiction that represents a mutual relation
between i and j (see: Fig. 2.3).

Since ’meet’-relation is here a fuzzy Allen’s relation, it geometrically covers not only the common region of
both intervals (HTC), but also a region in a neighborhood of it. This situation is depicted in Fig. 2.3. The
’acceptable’ region is broader than the common blue triangle 4 = i ∩ j and it is determined by the broken
convolution-line (the pink area in Fig. 2.3). To describe this acceptable region formally, it is convenient to
make use of Ohlbach’s approach and to describe fuzzy ’meet’-relation in terms of the functions: Fin(i) and
St(j). Recall that Fin(i) cuts a final part of i and St(j) cuts the initial one of j. In terms of Fin(i) and
St(j), we could describe the acceptable pink region as bounded by diagrams of these functions and x-axis
(see: Figure 2.3). Since this region contains not only the common triangle 4 = i ∩ j, we should use F i (for
points of i) and F j (for points of j) instead of F4. It allows us to define Fuzzy Temporal Constraints based
on ’meet’-relation as follows.

Definition 21 Assume that the Allen’s ’meet’ relation is given in its convolution-based depiction. Then
Fuzzy temporal constraints based on ’meet’-relation is determined by the following set

FTC =
{(

(d, z)na , F
i(d, z)na)

)
∈ i(x) and F i(d, z)(x) ≤ Fin(i)(d, z)(x)

}
(2.64)⋃{(

(d, z)na , F
j(d, z)na)

)
∈ j(x) and F j(d, z)(x) ≤ St(j)(d, z)(x)

}
. (2.65)

for fuzzy intervals i and j.

 

 

             

1    i(x)                

               j(t - x)        

       

 

 

 

 

 

 

 

 

0                  x 
                        

         

      

Figure 2.3: Fuzzy temporal constraints (FTC) determined by the convolution for Allen’s ’meet’-relation over
a common (blue) region HTC.

Example 26 . Consider an agent N performing regularly a single action writing each day and each shift.
Assuming that a rhythm of its job and temporal constraints imposed on its action give two fuzzy intervals
i and j such that their meet-relation is determined by linear functions St(i)(x) = −x and Fin(j)(x) = 3x.
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Then the FTC are given as follows:

FTC =
{(

(d, z)Nwriting, F
i((d, z)Nwriting)

)
∈ i(x) and (2.66)(

(d, z)Nwriting, F
j((d, z)Nwriting)

)
∈ j(x) and (2.67)

F i(d, z)Nwriting(x) ≤ −x and F j(d, z)Nwriting(x) ≤ 3x
}

(2.68)

Dependently on the used Allen’s relation – we will exploit a name of fuzzy temporal constraint based on
’meet’-relation, fuzzy temporal constraint based on during-relation or of fuzzy temporal constraint based on
during-relation.

2.3.2 Preferences in a New Representation.

The same reasoning may be exploited to propose a new representation for preferences. The term ’preferences’

will be interpreted now as a preferred area, as a set of pairs ((d, z)na , F (d, z)na

)
, where (d, z)na , F (d, z)na are

defined above.
In order to approximate this new representation, consider namely that fuzzy (hard) temporal constraints

(HTC) have already been defined relatively to ’during’-relation – as depicted on Figure 2.4. Consider also
that a line k – not necessary parallel to x -axis – is given. Obviously, this line cuts some uniformly pink
region – as represented on the same Figure 2.4. The common part of this pink region and fuzzy intervals

i(x) and j(x) consists of all points of these pairs
(

(d, z)na , F (d, z)na

)
which ’lie’ above the line k.

If we consider all points of both intervals lying above the line k as the preferred ones14, then all such

points of pairs
(

(d, z)na , F (d, z)na

)
of the pink region can be interpreted as representing a global preference

of Multi-Agent Problem. Since these preferences have a more global nature in a comparison to the ’local’
agent preferences, they may be called ’the global preferences’ (of MAP). Taking, for simplicity, the pairs

(x, f(x)) ∈ R2 instead of
(

(d, z)na , F (d, z)na

)
if only x ∈ (d, z)na , we can obtain the following definition of

global preferences15.

Definition 22 The Global Preference is determined by the set P = {(x, f(x)) ∈ R2 : Pref(x) ≤ f(x) ≤
C(x) and Pref(x) ∈ [0, 1] is an arbitrary continuous function – called the preferential and C(x) is a
normalized convolution.

At the end of the current analysis, we venture to propose the following definition of a schedule-plan in
terms of the proposed approach.

Definition 23 The Schedule-Plan (for Multi-Agent Problem) is each finite sequence of pairs – parametrized
by agents from N and actions A – of the form: {(d, z)a1ni , (d, z)

a1
ni , . . . , (d, z)

afin
ni } for ni ∈ N for i ∈ I and

a ∈ A, which satisfy hard quantitative temporal (HTC) constraints imposed on this problem.
The schedule-plan is optimal if it satisfies both HTC and Global Preferences of Multi-Agent Problem,

i.e. if all F -values for parametrized arguments (d, z)
aj
ni ≥ Pref(x), where Pref is a given preferential line.

Example 27 Consider a 2-day schedule H of agent N’s job:

H = {(Mon,morning), (Mon, afternoon), (Tue,morning), (Tue, afternoon)}
14We are not interested now in a criterion of this preference.
15Obviously – as signalized – we still think about preferences in a sense of a set of preferred points here. We do not

understand them as relations or as pragmatic intentions of a human, of an agent, etc. It seems that computational tools are
not any appropriate tools to grasp these two non-’measurable’ sides of preferences.

104



 

 

 Values of Xn, d,z            i(x) -  temporal constraints –pairs ((n,d,z,) Xn,d,z) 

1             j(x) – a real schedule  performing –pairs  

    i(x)             ((n,d,z), Xn,d,z) 

  

    M           j(x)      

                - fuzzy relation  during(i, j)  

 

 

 

 

 

 

m                          shifts, days 

 

0                   

             

      (n,d,z)1       (n,d,z)2 

Figure 2.4: The blue common triangle represents HTC. FTC are represented by a fuzzy region ’around’
the triangle – determined by the broken line. Finally, preferences are represented by a common region of
both intervals and the pink region cut by the preferential linear function y (the dark line). The interval i(x)
encodes (the constraints of) the planned situation. The normalized values of F-functions are found on the
vertical axis.The interval j(x) encodes the real situation.

associated to the sequence of planned actions Pl = {opening, writing, monitoring, closing}.
Assume also that F -function is now an effectiveness function of N ’s work alway taking (after the appropriate
normalization) values > 0, 5, but the preferred values of them should be greater than 0,7.

Consider now two sets of pairs of days and shifts with values of an effectiveness function associated to
them:

H1 =
{(

(Mon,morning)open
N , (Mon, afternoon)write

N , (Tu,morning)monitor
N , (Tu, afternoon)close

N

)
:

F ((Mon,morning)) = 0, 71, F (Mon, afternoon) > 0, 8,

F (Tu,morning)) = 0, 72, F (Tu, afternoon) = 0, 77
}

and

H2 =
{(

(Mon,morning)open
N , (Mon, afternoon)write

N , (Tu,morning)monitor
N , (Tu, afternoon)close

N

)
:

F ((Mon,morning)) = 0, 51, F (Mon, afternoon) > 0, 8,

F (Tu,morning)) = 0, 62, F (Tu, afternoon) = 0, 77
}

Due to Definition 26 – both H1 and H2 can be considered as the admitted schedule-plans. However, only
H1 respects all the temporal constraints and preferences ( all values of function f are greater than 0,7), so it
may be considered as an optimal schedule-plan.
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2.4 Fuzzy Temporal Constraints and Preferences in STRIPS and
Davis-Putnam Procedure

The conceptual apparatus, elaborated in 2.2 and 2.3, will be exploit in temporal planning now. We intend
to refer this apparatus to temporal planning: as determined by STRIPS-method and as based on Davis-
Putnam procedure16. The appropriate temporal-preferential extensions of both methods is proposed in this
section. At first, some temporal-preferential extension of STRIPS-method is introduced in 2.4.2, called later:
TP-STRIPS. The analog temporal-preferential extension of Davis-Putnam procedure is proposed in 2.4.3.

2.4.1 Fuzzy Temporal Constraints and Preferences in STRIPS

STRIPS – a brief repetition. As mentioned in Part I of Introductions (pp. 7-9), STRIPS method was
conceived by N. Nilsson as a unique forward search procedure. Beginning from the initial state s0 to achieve
a goal g it works as follows.

1. This algorithm works if a set of states is not empty,

2. Then we choose a state s ∈states.

• If g ⊆ s, then we take π(s) as a desired plan17.

• Otherwise, we take a set E(s) of actions applicable to s.

(a) if E(s) is empty – we remove s from states,

(b) if does not – we choose an action a ∈ E(s) and exchange s for s
′

by removing effects of a
from s. Then a current plan π(s

′
) = π(s).a (The action a is added at the end.)

(c) The same procedure is repeated for a set E(s
′
), etc. until g will be achieved.

Elements of this procedure may be represented in the STRIPS-algorithm as follows (Effect− and Effect+

denote negative and positive effects of actions a. For a detailed definition – see: [3]).

STRIPS-algorithm(A, s0, g)
begin
states= {s0}
π(s0) = 〈〉

E(s0) = {a| a is a ground instance of an operator in A and precond(a)⊆ s0}
while true do
if states = ∅ then return failure end if
choose a state s ∈ state

if g ⊆ s then return π(s) end if
if E(s) = ∅ then

remove s from states
else

choose and remove an action a ∈ E(s)
s
′ ← s/ Effect−(a)∪Effect+(a)

ifs
′ 6∈ states then
π(s

′
) = π(s).a

E(s
′
) = {a|a is a ground instance of an operation ∈ A and precond(a)⊆ s′}

end if
end if

end

16The discussed issues may be also found in [100, 101] and were presented during the ICAISC2017 in Zakopane in June 2017.
17We can see π as a functions from a set of states S and E(S) — as set of actions applicable to S.
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2.4.2 Towards Temporal-Preferential STRIPS

The ”core” of STRIPS consists in the construction of a plan by successive adding new (nondeterministically
chosen) actions from a given set of admissible actions. The main choice criterion of them is their relevance to
a task goal. The same idea should be preserved in the new STRIPS-extension denoted later as: ’TP-STRIPS’
(Temporal-Preferential STRIPS ).

It arises a natural question how to extend the STRIPS-algorithm by considering new temporal and
preferential components. It seems that there is no determinant with respect to the way of extending of
STRIPS. For example, one could make it ’step by step’, choosing a single action only in each step. By
contrast – in a maximalistic version – one could choose the whole subsets of actions respecting temporal
constraints in a single step before moving to the preferential part of the algorithm.

In the extension that will be proposed now, a compromise solution is chosen. In fact, pairs of actions are
chosen in the ’temporal’ step of the extension. This manouvre seems to correspond well to a comparative
nature of preferences, when an entity (an object, an action, a value, etc.) is chosen for a cost of another one.
Finally, we decide for the following chronology of the extending steps.

Ext-step1: After a nondeterministic choosing an action a ∈ A, we also nondeterministically chose other
action a1 from A− {a} relevant to a given goal g,

Ext-step2: If a set of temporal constraints C imposed on A and also actions a and a1 are given, we check
which actions from this pair respect temporal constraints from C (By the way, a new subset AC ⊆ A
of actions respecting constraints from C is constructed),

Ext-step3: If both the chosen actions a and a1 respect temporal constraints from C, we compute F (d, z)an
and F (d, z)a1n (for a fixed agent n) and compare preferences associated to each of them with values of
the preferential function Pref(x).

More precisely, the procedure is the following now: Taking two actions, say {a1, a} for a given pair (d, z)
and the agent set N , F (d, z)a1N and F (d, z)aN are computed.

• if ∀x ∈ (d, z)
(
F (d, z)a1N > Pref(x) > F (d, z)aN

)
, then we take a1 and we take π.a1 as a current

plan.

• if ∀x ∈ (d, z)
(
F (d, z)aN >Pref(x)> F (d, z)a1N

)
, then take a and we take π.a as a current plan.

The steps of STRIPS-extending illustrate the difference between the inputs of STRIPS and TP-STRIPS.
Recall also that the STRIPS input contains:

• a set of actions A,

• an initial state s and

• a goal g.

The TP-STRIPS input should also contain:

• a fixed pair (d,z), where d denotes a fixed day and z is a fixed shift,

• a set of temporal constraints C and

• the preferential Pref(x): (d, z) 7→ [0, 1] and

• function F (d, z)an – defined as earlier.
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It enables of introducing TP-STRIPS as presented in the table.

TP-STRIPS (A, N , C, Pref(x), s, goals, (d,z), F (d, z)AN )
begin

π ← the empty plan
loop
if s satisfies g then return π
A ← {a| a is a ground instance of an opertor in O,

and a is relevant for g}
if A = ∅ then return failure

choose nondeterministically an action a ∈ A
choose nondeterministically an action a1 ∈ A− {a}
check whether a and a1 respect temporal constraints from C

if a respects C and a1 does not, then take a
s← γ(s, a)
π ← π.a.
A ← AC = {a}.

if a1 respects C and a does not then take a1

s← γ(s, a1)
π ← π.a1

A ← AC = {a1}.
otherwise take {a, a1}

s← γ(s, a1)
π ← π.a1 ∨ π ← π.a2

A ← AC = {a1, a}.
ifAC = {a1, a}, then compare F (d, z)a1N and F (d, z)aN with Pref(x)

if ∀x ∈ (d, z)
(
F (d, z)a1N >Pref(x)> F (d, z)aN

)
then take a1

s← γ(s, a1)
π ← π.a1.

if ∀x ∈ (d, z)
(
F (d, z)aN >Pref(x)> F (d, z)a1N

)
then take a

s← γ(s, a)
π ← π.a.

if ∀x ∈ (d, z)
(
F (d, z)a1N > F (d, z)aN > Pref(x)

)
then take a1

s← γ(s, a1)
π ← π.a1.

if ∀x ∈ (d, z)
(
F (d, z)aN > F (d, z)a1N > Pref(x)

)
then take a

s← γ(s, a)
π ← π.a.

otherwise take ∅
end

TP-STRIPS in use will be described in Chapter 3. Meanwhile, it is not difficult to observe that TP-
STRIPS is more restrictive than its original version. In fact, not only it is checked whether actions from
A are relevant to g (as in STRIPS), but also – which of them satisfy constraints from C and the imposed
preferences.

Unfortunately, it may have some unexpected consequences. Namely, no plan may respect all the con-
straints considered in TP-STRIPS. (For example, no actions is preferable in the sense, described above.)
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Fortunately, TP-STRIPS is a decidable procedure. It may be comprehended as follows this context: it always
requires a finite number of steps only – even if no plan exists according to TP-STRIPS requirements. In
addition, its output polynomially depends on the input size. The following lemma renders the meta-logical
features of this procedure.

Lemma 2 Assume that a set of action A with card(A) = n and a set of temporal constraints C imposed on
actions from A with card(C) = m are given. Then TP-STRIPS is decidable and its output size polynomially
depends on the input size.

Proof: Let A and C are such as described in the lemma above, i.e let card(A) = n and card(C) = m. Our
output is NChoice – a number of possible choices of actions from A in the whole TP-STRIPS procedure. Since
in both the ’temporal’ and the ’preferential’ step of TP-STRIPS we always choose 2 actions from n-elemental
set A of them, we can do it in

(
n
2

)
ways. Each of such pairs of actions, say (ai, aj), for 1 ≤ i, j ≤ n should

be now checked m-times to check which constraints from C are satisfied by it. Thus, we need m
(
n
2

)
moves

in the temporal step of TP-STRIPS. For each such a choice in the temporal step, we can choose 2 actions
from maximally n-elemental set A in the ’preferential’ step18 Thus, the number of possible choices in these

two steps NChoice is constrained by m
(
n
2

)(
n
2

)
= m

(
n
2

)2
. Since

m

(
n

2

)(
n

2

)
= m

(
n

2

)2

= m
( n!

2!(n− 2)!

)2

=
m

2

(
(n− 1)n

)2

=
m

2
n2(n− 1)2, (2.69)

thus NChoice ≤ O(n4), what justifies its polynomial dependence on the input size. �

It is noteworthy that the same property of under exponential complexity of TP-STRIPS is preserved by
a more general situation, when temporal constraints are imposed not only on single actions, but also on pairs
of actions, on their triples, ..., on k -tuples of actions from A. This feature is formulated by the following
lemma.

Lemma 3 Assume that TP-STRIPS is modified such that one consider single actions, their pairs, 3-tuples
up to n− 1-tuples from A in its ’temporal’ step – according to different types of temporal constrains from a
finite set C imposed on single actions, pairs of actions, etc.). Then number of possible moves in ’temporal’
step of TP-STRIPS is under exponentially dependent on the input size.

Proof: Assume, as earlier, that card(A) = n and card(C) = m. Suppose that C1 denotes constraints
from C imposed on single actions, C2 – denotes constraints imposed on pairs of actions, C3 – imposed on
3-tuples,. . . , Cn−1 – on n−1-tuples. Finally, assume that card(C1) = m1, card(C2) = m2, . . . , card(Cn−1) =
mn−1.

Then, obviously,
∑n
k=0mk−1 = m and we must successively choose 2 actions, the next – 3 actions,

. . . , n− 1 actions from n-elemental A. (Note that we can choose the same actions in new steps). Thus, all

possible choices in the temporal step NTemp
choice (our output):

NTemp
choice = m1

(
n

1

)
+m2

(
n

2

)
+m3

(
n

3

)
+m4

(
n

4

)
+ ...+mn−1

(
n

n− 1

)
≤ m

n∑
k=0

(
n

k

)
. (2.70)

Because of the known equality:
n∑
k=0

(
n

k

)
= 2n (2.71)

18This possibility holds if all actions remain ’good’ as respecting temporal constrains from C.
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we can get:

NTemp
choice = m1

(
n

1

)
+m2

(
n

2

)
+m3

(
n

3

)
+m4

(
n

4

)
+ ...+mn−1

(
n

n− 1

)
< m2n. (2.72)

Hence, NTemp
choice < O(exp(n)), what already shows the thesis. �

2.4.3 Fuzzy Temporal Constraints and Preferences in Davis-Putnam Procedure

The same idea of adopting the conceptual apparatus, elaborated in 2.2 and 2.3, will be materialized with
respect to Davis-Putnam Procedure. The proper analysis is proceed by a brief repetition of the main ideas
of this procedure.
Davis-Putnam procedure – a brief repetition. The original Davis-Putnam procedure (see: 3.1 of
’Introduction’ pp. 11-13), forms a two-valued-based proof procedure for propositional languages. It may be
very briefly given by the algorithm:

Davis-Putnam procedure (Φ in CNF)
Input: A set of clauses Φ
Output: A Truth Value

More detailed:
Davis-Putnam(Φ, µ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

end

The crucial role of two-valued logic as a ’basis’ of this procedure also manifests itself by the fact that formulas
are valid if and only if their negation are unsatisfiable.

Towards ’temporal’ Davis-Putnam procedure. It arises a natural question of a generalization of this
procedure by admitting more than two truth values. Suppose – for simplicity – that new fuzzy values are
admitted in branches in, say k -level, for k ≤ n of Davis-Putnam procedure tree (preferable at the final step).
Obviously, this new P-D procedure should radically deviate from the original one in cases of conjunctions
P ∧ ¬P (of literals). Since a fuzzy value of P ∧ ¬P is generally different from 0 and is determined by some
t-norm, it allows us to specify the new Davis-Putnam procedure as follows.

Consider a n-level tree Davis-Putnam procedure for some formulas Φ (of a first-order propositional
language) given in CNF.

A Until a formula P ∧¬P 19 occurs in k -level for k ≤ n , Davis-Putnam procedure with unit propagation
works without changes,

B When a formula P ∧ ¬P occurs (if any), P-D works as follows:

• fuzzy values are associeted to P and ¬P , i.e v(P ), v(¬P ),

• v(P ∧ ¬P ) as a given t-norm(v(P ), v(¬P )) is computed.

19P is an atomic variable or a term of a given language built up from atomic variables.
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If now v(P ∧¬P ) = 0, any model exists, so µ = ∅. If v(P ∧¬P ) = t-norm(v(P ), v(¬P )) 6= 0, we get a model
µ with a degree v(P ∧ ¬P ).

It allows us to propose the following ’temporal’ extension of Davis-Putnam procedure in ( Lukasiewicz
logic with min-norm).

Davis-Putnam(Φ, µ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = min(v(P ), v(¬P )).

if v = 0, then failure and µ = ∅
if v 6= 0, then return model µ with a degree v.

end

A similar ’temporal’ extension of Davis-Putnam procedure may be proposed in Product Fuzzy Logic with a
product norm as follows.

Davis-Putnam(Φ, µ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = v(P ) • v(¬P )).

if v = 0, then failure and µ = ∅
if v 6= 0, then return model µ with a degree v.

end

As earlier, it arises a natural question of a complexity of this procedure. Unfortunately, a solving of this
problem in the whole generality seems to be problematic. Nevertheless, one can approximate this solution
if only immerse this TP-Davis-Putnam procedure in the context of Four-Valued Fuzzy Language. This
language was described in detail in [102, 103]. It may be obtained as described.

Namely, assume L4 is a propositional language with connectives ∨,∧,¬. Assume that to each proposition
of L4 one can associate a one of the four values: true, false, unknown and contradiction. If A is a formula of
L4, its derivability from a set

∑
of propositions, called ’Knowledge Base’ will be denoted as

∑
|=4 A. We

can enlarge L4 to Lfuzzy4 by introducing fuzzy propositions of the form [A ≥ n], for n ∈ [0, 1] (for example:
[A ≥ 0, 7]). It mean that a fuzzy value of a proposition A ≥ n.

Whenever we refer to formulas of Lfuzzy4 , we can also say about
∑

-derivability (as derivability with a
fuzzy degree α ∈ [0, 1] for

∑
-formulas)). Denote it by

∑
|≈4 [A ≥ n]. As usual, denote also by CNF a

Conjunctive Normal Form for Lfuzzy4 -formulas. Then it holds the following theorem.

Theorem 9 (Straccia) [103].
∑
|≈4 [A ≥ n] is coNP-complete as

∑
|=4 A is. Given

∑
and [A ≥ n] in

CNF (i.e. both [A ≥ n] and all formulas in
∑

are formulas in CNF), then a checking
∑
|≈4 [A ≥ n] can be

done in O(|
∑
||A|), i.e. it depends on the cardinality of |

∑
| multiplied by |A|.
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It allows us to formulate the following theorem describing a complexity problem of TP-Davis-Putnam
procedure.

Theorem 10 Assume that TP-Davis-Putnam procedure – as based on Product norm – refers to formulas
of Lfuzzy4 (given as above) a set of Knowledge Base

∑
and fuzzy propositions [A ≥ n] with

∑
-derivability∑

|≈4 [A ≥ n] for them. Given
∑

and [A ≥ n] in CNF (i.e. both [A ≥ n] and all formulas in
∑

are
formulas in CNF), checking derivability for TP-Davis-Putnam procedure can be done in O(|

∑
||A|).

Proof: Note that checking derivability for TP-Davis-Putnam procedure may be identified with:

1. checking
∑
|≈4 [A ≥ n] for a finite set of such fuzzy formulas [A ≥ n] ∈ Lfuzzy4 or

2. checking
∑
|≈4 [A∧B ≥ nm] for a finite set of formulas [A ≥ n], [B ≥ m] ∈ Lfuzzy4 (since we consider

fuzzy values v(A ∧B) = v(A) • v(B) in TP-Davis-Putnam procedure).

In fact, TP-Davis-Putnam procedure always contains a finite set of such formulas (in practice – a very small
set). Assume the first case. In this case the thesis immediately follows from the theorem above, which asserts

that
∑
|≈4 [A ≥ n] for each such a formula [A ≥ n] in Lfuzzy4 can be done in O(|

∑
||A|).

It is easy to see that the second case with formulas [A ∧ B ≥ nm] forms a unique subcase of the earlier
one. The case of Davis-Putnam procedure based on  Lukasiewicz norm is similar to consider. We should only
exchange mn for min{m,n}. �.
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2.5 Concluding Remarks

As it has been just shown some new operational approach to modeling of fuzzy temporal constrains and
preferences can be proposed on a base of earlier ideas of H-J. Ohlbach form [86, 85] in terms of such basis
notions of real analysis and measure theory Lebesgue integrals and convolutions.

It is true that – independently of a transparently graspable computational power of the convolution-based
approach – has not yet exploited and fully elucidated in examples of this section. In fact, this issue requires
a more detailed attention and it deserves a broader analysis. All these computational and programing-wise
aspects of the proposed approach will be a subject of the next paragraph.

Meanwhile, the meta-logical aspects of these considerations (a construction of a complete fuzzy logic
system for fuzzy Allen’s relations) will be presented in details in Appendix on a base of author’s works
[104, 105, 76].
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Chapter 3

Computable and programming-wise
aspects of temporal planning with
fuzzy constraints and preferences
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This chapter provides a particular discussion of computational and programming-wise aspects of temporal
planning with fuzzy temporal constraints and preferences. The subject context is determined by Temporal
Multi-Agent Problem (TM-AP), earlier introduced. At first, it will be shown how the convolution-based
fuzzy Allen’s relations may support temporally extended STRIPS (TP-STRIPS) and Davis-Putnam proce-
dure. Secondly, some paradigmatic subproblem of (TM-AP) – in terms of Simple Temporal Problem under
Uncertainty – will be introduced and a class of its solutions will be specified thanks the convolution-based
representation of fuzzy Allen’s relations. Finally, programming-wise aspects of TM-AP will be discussed in
terms of PROLOG-solvers for chosen efficient subcases of this problem.

3.1 Introduction

Last chapter of this part of the thesis was aimed at proposing a new convolution-based conceptualization
of fuzzy temporal constraints and preferences. It emerges that this conceptual apparatus may support such
planning methods as: STRIPS and Davis-Putnam procedure.

3.1.1 Motivation of the Chapter

Nevertheless, a presentation of this conceptual from chapter 1 forms a purely theoretic construct and requires
further complementation. It was also presented without a broader illustration of the computational power
and utility of the introduced tools. As the matter of fact, this theoretic approach suffers from the following
lacks – from the more practical point of view:

Lack1: It is now clear how (and whether at all) the convolution-based Allen’s relations can allow to specify
solutions of Multi-Agent Problem and its subproblems.

Lack2: It is not clear how the definitions of fuzzy temporal constrains and global preferences cooperate
with temporally extended STRIPS in a more practical contexts.

Lack3: Finally, which practical solutions of the scheduling aspects of Multi-Agent Problem may be achieved
by the PROLOG-solvers?

All these open questions motivate the analysis of current chapter.

3.1.2 Objective and Novelty of this Chapter

According to these lacks, just identified, objectives of this chapter are the following:

Obj1: To show that convolution-based depiction of Allen’s relations allows to radically enlarge a class of
admissible solution of (some subproblems of) Multi-Agent Problem.

Obj2: To illustrate how new definitions of fuzzy temporal constrains and preferences support such planning
procedures as STRIPS and Davis-Putnam procedure.

Obj3: To give exemplary schedules for some efficient subcases of Multi-Agent Problem in terms of PROLOG-
solvers.

Since we exploit definitions of fuzzy temporal constraints and preferences from chapter 1, we should refer
to both qualitative and quantitative temporal constraints. The first category is represented here by chosen
fuzzy Allen’s relations. Quantitative temporal constrains will encode fuzzy temporal constrains – as points
of fuzzy intervals with finite supports, i.e. as built up from such pairs (xi, f(xi)) that there exist such a
and b that a ≤ xi ≤ b. Since the second condition introduces a context of Simple Temporal Problem under
Uncertainty, we can assume that we will consider Multi-Agent Problem here in terms of STPU and fuzzy
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Allen’s relations1.

Novelty of this chapter consists in:

Nov1 adopting convolutions – as representing Allen’s relations – to solving STPU,

Nov2 adopting convolutive representation of Allen’s relations to STRIPS and Davis-Putnam procedure in
order to temporally extend them,

Nov3 exploiting PROLOG-solvers to Multi-Agent Problem in its fuzzy and temporal extension.

3.2 Computational Aspects of Temporal Planning with Fuzzy Tem-
poral Constrains and Preferences

3.2.1 The Extended STRIPS in Use

TP-STRIPS, as described in Section 2.4, was introduced in a purely theoretic way. Return now to TP-
STRIPS once again to illustrate how this extension works in the more practical contexts. In fact, we are
interested in the ’preferential’ part of TP-STRIPS. Repeat that this part was introduced in terms of the

preferential function Pref(x) and F -function defined for pairs (d, z) for a given action a ∈ A and a set
of agents N .

However, a slight reformulation of this TP-STRIPS in terms of f -function instead of F (see: Section
2.3, pp. 75-76.) seems to be even more convenient for computational reasons. In fact, f forms a function
of x-argument, but F is a function of pairs (d, z). For that reason, let us recall the appropriate part of
TP-STRIPS beginning with ’Compute of Preferential’ in f -reformulation.

Compute the Preferential (3.1)

TP-STRIPS (A, N , C, Pref(x), s, goals, (d,z), f(d, z)AN )
begin

...................
compute the Preferential (Pref(x)-function)
compare f(x)a1N and f(x)aN with Pref(x)

if ∀x ∈ (d, z)
(
f(x)a1N >Pref(x)> f(x)aN

)
then take a1

s← γ(s, a1)
π ← π.a1.

if ∀x ∈ (d, z)
(
f(x)aN >Pref(x)> f(x)a1N

)
then take a

s← γ(s, a)
π ← π.a.

if ∀x ∈ (d, z)
(
f(x)a1N > f(x)aN > Pref(x)

)
then take a1

s← γ(s, a1)
π ← π.a1.

if ∀x ∈ (d, z)
(
f(x)aN > f(x)a1N > Pref(x)

)
then take a

s← γ(s, a)
π ← π.a.

otherwise take ∅
end

1This slight modification does not change a nature of consideration – in a comparison with chapter 1 – but enables a more
flexible computations.
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In order to illustrate how it works in detail let us consider the following sub-problem of Multi-Agent Problem.

SUB-PROBLEM of MAP. Assume that (in some planning component of MAP) the following plans by
means of STRIPS was found for some agents.

π1 = 〈a2, a7, a3, a4, a5, a1〉, π2 = 〈a2, a7, a3, a4, a6, a1〉. (3.2)

Assume that also the following facts are known:

• temporal constrains imposed on actions a5 and a6 are as presented on the picture and

• temporal constraints imposed on a6 takes values ( 3
2 , 4

1
2 ) a constant value 0,1 for a5 and over a time

intervals (1,2).

• preferences imposed on actions are determined by a linear function.

• fuzzy temporal constraints imposed on the set of actions: a1 . . . , a7 are approximated by the convolution2:

C(x) = g(x− t) ∗ h(t) =

∫
ex−t sin tdt3. (3.3)

Compute the preferential line and decide which plan π1 or π2 is the appropriate one.

           action a6 

 

1 

 

 

     

 

x 

 

0      𝝅/4 k             shift       3𝝅/4k    

a5  

Figure 3.1: Actions a5 and a6 with temporal constrains imposed on them (the blue region) and fuzzy
temporal constrains determined by the convolution (black broken line).

SOLUTION. To solve the problem:

A one needs compute the line determining preferences, say Pref(x), using convolution C(x),

B one needs to check which action a5 or a6 satisfies the preferences, i.e. whether φ(x)a5 > Pref(x) or
ψ(x)a6 > Pref(x).

In order to simplify the solution, assume that a5 and a6 are representable as follows:

a5 =
{(
x, φ(x)

)
: 0 ≤ x ≤ 3π

4
and φ(x) ≤ 1

}
, (3.4)

2We can assume that h(x) represents meet(i, j)(x) Allen relation. Anyhow, this identification is redundant from the point
of view of the current analysis.

3Obviously, this functions is exemplary, but it is relatively convenient for computations as (ex)
′

= ex.
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a6 =
{(
x, ψ(x)

)
: 0 ≤ x ≤ 3π

4
and ψ(x) ≤ 1

}
(3.5)

for some (Lebesgue integrable) functions φ and ψ defined over [0, 3π
4 ].

Computing the preferential line using convolution C(x).. It remains to consider the temporal con-
strains approximated by the given convolution.

C(x) = g(x− t) ∗ h(t) =

∫
ex−t sin tdt. (3.6)

Let us also define Pref(x) = ϕ(C)(x). This function ϕ(C)(x) will be considered as the ’preferential line’.
Due to earlier guidelines it remains to check whether:

∀x ∈ [0,
3π

4
]
(
φ(x) ≤ Pref(x) or Pref(x) ≤ φ(x)

)
and (3.7)

∀x ∈ [0,
3π

4
]
(
ψ(x) ≤ Pref(x) or Pref(x) ≤ ψ(x)

)
. (3.8)

Therefore – due to Convolution Theorem – we obtain:

F (C(x)) =

∫
ex−t dz

∫
sin tdt, (3.9)

where F denotes Fourier’s transform of C(x). Since∫
ex−t dz

∫
sin tdt = ex cos t, (3.10)

thus F ∗ (h)(x) – as F (h)(x) considered in integration limits a, b ∈ [0, 3π
4 ] is as follows:

F ∗ (h)(x) = ex[cos t]ab = ex(cos a− cos b) = (3.11)

= −2 sin
a+ b

2
sin

a− b
2

ex. (3.12)

Putting A = −2 sin a+b
2 sin a−b

2 , we obtain:

F ∗ (C)(x) = Aex, so C(x) =
d

dx
F ∗ (C)(x) = Aex. (3.13)

Thus, we can already treat C(x) as an explicit function of x-argument.
Assume now two points P0 = (x0, C(x0)) and P1 = (x1, C(x1)) belonging to the diagram of C(x). Because

P0 = (x0, ϕ(A, g(x0))) and P1 = (x1, ϕ(A, h(x1))) a line passing through these points satisfies the following
equation.

ϕ(C)(x) =
ϕ(C)(x1)− ϕ(C)(x0)

x1 − x0
(x− x0) + ϕ(C)(x0) (3.14)

Hence Pref(x) := ϕ
(

(C)(x), A
)

is as follows in our case:

ϕ((C(x), A) =
A
(
ex1 − ex0

)
x1 − x0

(x− x0) + ex0 . (3.15)

For x0 = 0 and x1 = 3π
4 :

ϕ(C(x), A) =
4A
(
e

3π
4 − e0

)
π

x+ e
3π
4 =

4A
(
e

3π
4 − 1

)
π

x+ e
3π
4 , (3.16)
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for A = −2 sin a+b
2 sin a−b

2 ex. It is easy to check that :

e
3π
4 ≤ ϕ(f(x), A) ≤ 2(e

3π
4 − 1), for x ∈ [0,

3π

4
]. (3.17)

After dividing by the normalization factor, say N = 104, we get:

e
3π
4

10
≤ ϕ(f(x), A)

10
≤ 2(e

3π
4 − 1)

10
. (3.18)

Recall that φ(x)a5 = 1
10 for all x ∈ [0, 3π

4 ], so

φ(x)a5 ≤
ϕ(C(x), A)

10
. (3.19)

Simultaneously, 2(e
π
4 −1)
10 ≤ e

5 ≤ φ(x)a6 , thus

ϕ(C(x), A)

10
≤ φ(x)a6 . (3.20)

Therefore, we accept the action a6 and reject a5 and π = {a1, a2, a3, a6, a7} as the required plan.

Towards a generalization

Obviously, not always the situation is so ideal as the presented above. In fact, it is possible that either both
of the following conditions

1. If ∀x ∈ (d, z)(f(d, z)a1N > P (x) > f(d, z)aN ) and

2. If ∀x ∈ (d, z)(f(d, z)aN >P(x)> f(d, z)a1N )

or (at least) one of them do not completely hold. In other words, we think about a situation when fuzzy
values of an action, say, a not for all x ∈ (d, z) are greater (smaller) than values of computed Pref-function.
It also arises another question: what to in a case when both fuzzy values of two actions, say, a1 and a2 not
for all x ∈ (d, z) are greater/smaller than values of Pref-function. How to decide which action is better?

In such a situation, one can venture to associate a Lebesgue measure µ to these appropriate parts of linear
diagrams of actions a1 and a2. Assume that Pref cut from an interval representing a1 some subinterval, say
I1 and a similar subinterval I2 from the interval representing a2. If µ(I1) > µ(I2), then action a1 is better
than a2. Otherwise – action a2 better respects preferential requirements.

3.2.2 Extended Putnam-David Procedure in Use

One of ideas of last chapter was an introducing a new fuzzy TP-Davis-Putnam procedure. It forms a
temporal-preferential extension of the original P-D procedure. TP-Davis-Putnam procedure was proposed
in two variants – dependently of t-norms used to compute fuzzy values of formulas of the form P ∧ ¬P . In
this chapter we intend to exemplify this new (fuzzy) TP-Davis-Putnam procedure.

In oder to make it, return to the following planning example solved via Davis-Putnam procedure from
section 3.1. of chapter 1 of ’Introduction’.

Example 28 Consider a very basic planning situation described by a formula describing a possible situation
of an agent’s activity. The reservoir of the agent actions is the following : Move(P ) (the agent can move from
a point P), Put(A) (the agent can put a block A somewhere), Load(B) (the agent can load B somewhere).
Find a possible consistent plan of agent’s activity.
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Move(P) ∧ (¬ Move(P) ∨  ¬Put(A)∨  Load(B))     𝜇 = 𝜙 

∧ (¬Move(P) ∨ Put(A) ∨ ¬Load(B))  ∧ Load(B) 

 

 

 Unit propagation 

    (Put(A) ∧ ¬Load(B)) ∧ Load(B)   

𝜇 = {Move(P)} 

¬Put(A)    Put(A)   

    

¬ Load(B) ∧ Load(B) Load(B) 

           

               

Unit propagation 

False       False   True 

 

𝜇={Move(P),Put(A), Load(B)} 

Figure 3.2: Davis-Putnam procedure for a basic planning case

SOLUTION: The solution via Davis-Putnam is illustrated in Figure 3.2.
Assume now that we also have – from some other sources – a knowledge about temporal constrains

imposed on actions Load(B) and ¬ Load(B)5. For simplicity assume that these temporal constraints – in
terms of normalized values of the appropriate function6 – are as depicted in Figure 3.4. Let us assume that
the unit-propagate has already put forward the formula

Φ = Load(B) ∧ ¬Load(B). (3.21)

However, two fuzzy values (0.8 for Load(B)) and 0.2 for ¬ Load(B) was already associated to these atomic
action formulas. As earlier mentioned, Load(B)∧¬ Load(B) should not imply any contradiction in a fuzzy
case as this conjunction must not necessary take 0. In order to check it, assume that we decide to consider
this conjunction in  Lukasiewicz logic. Recall that TP-Davis-Putnam algorithm in this fuzzy logic type is as
follows.

4We should guarranty that we obtain values from [0, 1] after the normalization.
5The action ¬ Load(B) should be interpreted as some action different from Load(B).
6Intentionally, we think about function f – defined as earlier.
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1 

0,8 

 

     

0,2 

x 

 
0                            

¬Load(B) 

Load (B) 

Figure 3.3: Actions Load(B) and ¬ Load(B) with associated values 0.8 and 0.2 (resp.)

Davis-Putnam(Φ, µ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = min(v(P ), v(¬P )).

if v = 0, then failure and µ = ∅
if v 6= 0, then return model µ with a degree v.

end

According to it, a fuzzy value v(Load(B)∧¬ Load(B)) = min{0.8, 0.2} = 0.2 in  Lukasiewicz fuzzy logic.
In this situation (of conjunction interpreted by  Lukasiewicz t-norm) the solution via modified Davis-Putnam
procedure is given as visualized in Figure 3.4. In results, we obtain the following models7:

1. an ’old’ model µ1 = 〈Move(P ), Put(A), Load(B)〉– with a true degree 0.8,

2. a new model µ2 = 〈Move(P ), Put(A), Load(B) ∧ ¬Load(B)〉 with a true degree 0.2.

A similar ’temporal’ extension of Davis-Putnam procedure may be proposed in Product logic case as follows.

7As it was signalized in ’Introduction’ models µ of Davis-Putnam procedure play a role o plans.
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Move(P) ∧ (¬ Move(P) ∨  ¬Put(A)∨  Load(B))     𝜇 = 𝜙 

∧ (¬Move(P) ∨ Put(A) ∨ ¬Load(B))  ∧ Load(B) 

 

 

 Unit propagation 

    (Put(A) ∧ ¬Load(B)) ∧ Load(B)   

𝜇 = {Move(P)} 

¬Put(A)    Put(A)   

    

¬ Load(B) ∧ Load(B) Load(B) 

 (0.2)  (0.8)          

               

Unit propagation 

 True in a degree v =   True in a degree v = 0.8 

v = min{0.8, 0.2} = 0.2 

 

Figure 3.4: Davis-Putnam procedure in a fuzzy case. In this case we do not reject Load(B)∧¬ Load(B),
which gives us a model µ with a true degree v = 0.2.

Davis-Putnam(Φ, µ, v)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compute v(P ∧ ¬P ) = v(P ) • v(¬P )).

if v = 0, then failure and µ = ∅
if v 6= 0, then return model µ with a degree v.

end

Due to this algorithm – the same v(Load(B)∧¬ Load(B)) = 0.8 • 0.2 = 0.16 in Product Logic8.

Further preferential extension of Davis-Putnam procedure. Assume now that our knowledge
about performing actions Load(B) and ¬ Load(B) is slightly more extended. Namely, assume that the pref-
erential line – computed as in earlier STRIPS-algorithm case – is given and it only admits points over its
diagram as the admissible ones. Thus, only action Load(B) is admissible, ¬ Load(B) should be rejected. In a

8Note that the so-called strong conjunction Load(B)⊗¬ Load(B) really gives v = max{0, 0, 8 + 0.2− 1} = 0.
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1 

0,8 

 

     

0,2 

x 

 
0                            

¬Load(B) 

Load (B) 

Figure 3.5: Actions Load(B) and ¬ Load(B) with associated values 0.8 and 0.2 (resp.) and the preferential
line, which orders to reject ¬ Load(B).

consequence, the solution of the initial example should lead to the final situation as depicted here: In results,

        …..  …… ……  

(Put(A) ∧ ¬Load(B)) ∧ Load(B)   

𝜇 = {Move(P)} 

¬Put(A)        Put(A)       

¬ Load(B) ∧ Load(B)      Load(B) 

           

  Unit propagation 

True(0.2)   True(0.8)      True (0.8) 

(Rejected) (Accepted) 

Figure 3.6: Fragment of solution of the initial example with fuzzy temporal constraints and preferences. The
red line leads to the rejected solution. The green ones – to the accepted ones.

we obtain two times the following model as a solution: an ’old’ model µ1 = 〈Move(P ), Put(A), Load(B)〉–
with a true degree 0.8.

Let us summarize the reasoning leading to this solution. Let us observe that:

1. until a formula P ∧¬P occurs, Davis-Putnam procedure with unit propagation works without changes,

2. when a formula P ∧ ¬P occurs, we work as follows:

• we associate fuzzy values to P and ¬P , or v(P ), v(¬P ),

• we compute the preferential functionPref,
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• we compare v(P ), v(¬P ) with |Pref(x)| – values of the preferential function Pref (in a given
interval)9.

– If v(P ) < ∀x|Pref(x)| < v(¬P ), then take v(¬P ) and return model µ with ¬P and degree
v(¬P ),

– If v(¬P ) < ∀x|Pref(x)| < v(P ), then take v(P ) and return model µ with P and degree v(P ),

– If v(¬P ) < ∀x|Pref(x)| and v(P ) < ∀x|Pref(x)|, then return model µ = ∅.

It allows us to propose the following temporal-preferential extension of the Davis-Putnam procedure.

Davis-Putnam(Φ, µ, v, Pref)
begin

if ∅ ∈ Φ then return
if Φ = ∅ then exit with µ
otherwise Unit-propagate

select a variable P such that P or ¬P occurs in Φ
Davis-Putnam (Φ− {P}, µ ∪ {¬P})
Davis-Putnam (Φ− {¬P}, µ ∪ {P})

if P ∧ ¬P associate v(P ) and v(¬P )
compare v(P ) and v(¬P ) with |Pref|.

if v(P ) < ∀x|Pref(x)| < v(¬P ), then return µ with ¬P and degree v(¬P ),
if v(¬P ) < ∀x|Pref(x)| < v(P ), then return µ with P and degree v(P ),
if v(¬P ) < ∀x|Pref(x)| and v(P ) < ∀x|Pref(x)|, then return µ = ∅.

end

It is not difficult to observe that no computing of a fuzzy value for a conjunction v(P ∧¬P ) intervene in this
procedure – neither in a sense of  Lukasiewicz Logic, nor the Product Logic. I makes this procedure more
independent of a logical foundation of analysis. It is also easy to note that the ’preferential’ components of
this extended Davis-Putnam procedure intervene so deeply in it that they exchange some steps of the purely
temporal extension of this procedure. It constitutes some difference in a comparison with a purely theoretic
component of the convolution-based approach to representing fuzzy temporal constrains and preferences. In
fact, we defined preferences as ’overdefined’ on fuzzy temporal constrains. Even computational aspects of
their modeling in a context of STRIPS-algorithm allow us to preserve this chronology: at first – temporal
constraints, preferences – the next. Meanwhile, computational analysis of Davis-Putnam procedure destroys
this chronology as it has already been shown.

3.3 Programming-wise Aspects of Multi-Agent Schedule-Planning
Problem

In chapter 2 of the thesis a new convolution-based formalism and models for temporal constraints description
were proposed and developed. From another perspective – a skeleton of our considerations was based on 2
key engineering problems: the Traveling Salesman Problem and the Multi-Agent Schedule-Planning Problem.

In this section, we intend to face the Multi-Agent Schedule-Planning Problem10 in order to illustrate how
to solve some of its workable subcases with a support of PROLOG-solvers. In order to illustrate a general
method of a construction of these solvers, let us assume that a non-empty set N = {X,Y . . .} of agents and
a non-empty set D = {1, 2, 3, 4, 5} of working days (for simplicity we omit shifts during a day) are given.

9Let us observe that this step is justified as both v(P ), v(¬P ) and | Pref(x)| are objects of the same type. They are some
values from a set [0,1].

10As earlier mentioned, we will use the abbreviation: MAP for this problem in this section, too.
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In such a framework, the PROLOG-solver task is to give a schedule respecting the temporal constrains
imposed on agent task performing and agent activity. The obtained solutions will be returned in a form of
lists of the form:

X = [X1, X2, X3, . . . , Xk], Y = [Y 1, Y 2, Y 3, . . . , Y l], (3.22)

where X(i), Y (j) are characteristic functions representing activity of agents X and Y during i -day and j -day
(resp.) for k, l ∈ {1, 2 . . . , 7}.

We can consider two types of situations:

• crisp-type situations, when X(i) and Y (j) take only two values: 0 or 1 for i, j ∈ {1, 2, . . . , 7} or

• fuzzy11-type situations, when X(i) and Y (j) take more than two values for i, j ∈ {1, 2, . . . , 7}, for
example: 0,1,2,3,4. We adopt natural numbers because of restrictions of PROLOG-syntax, which is
not capable of representing values from [0, 1]. Nevertheless, we intend to think about these values as
about normalized values. Namely, we will interpret 1 – taken from a sequence 1, 2 . . . , k – as 1

k , 2 as
2
k , k as k

k = 1, etc.

An analysis of fuzzy-type cases will be prefaced by the analysis of crisp-type cases.

A) Crisp cases. We will consider 3 subcases of M-AS-PP dependently on a degree of complication. In
all these cases 1 – returned in solution-lists – represents a state when an agent ni occurs in a work in a
distinguished shift and day and 0 – otherwise.

As the first one, a case of 2 agents working 5 days in a week (with a week restriction for each of them
equal to 4) will be considered. It will be shortly denoted as MaP(2, 5, 4). We assume that a maximal sum
of working days of each of them does not exceed 5.

Case 1 – MAP(2, 5, 4) Define at first the PROLOG-plan in this case by the following clauses (The sense
of lines of the PROLOG-code is explained on the right side):

plan(X,Y):=

X = [X1,X2,X3,X4,X5], /*list of days of agent X*/

Y = [Y1,Y2,Y3,Y4,Y5], /*list of days of agent Y*/

X ins 0..1, /*Fuzzy degrees of disposition of X */

Y ins 0..1, /*Fuzzy degrees of disposition of Y*/

sum(X, #<, 4), /*Restriction on X-activity during a week*/

sum(Y, #<, 4), /*Restriction on Y-activity during a week*/

X1 # / Y1,# (X1 #/ Y1), /*Logical conditions on activity of agents each day*/

X2 # / Y2,# (X2 #/ Y2),

X3 # / Y3,# (X3 #/ Y3),

X4 # / Y4,# (X4 #/ Y4),

X5 # / Y5,# (X5 #/ Y5),

label([X1,X2,X3,X4,X5,Y1,Y2,Y3,Y4,Y5]).

As a result, the following list of solutions is obtained:

X = [0, 0, 1, 0, 1], Y = [1, 1, 0, 1, 0] ;

X = [0, 0, 1, 1, 0], Y = [1, 1, 0, 0, 1] ;

X = [0, 0, 1, 1, 1], Y = [1, 1, 0, 0, 0] ;

X = [0, 1, 0, 1, 0], Y=[1, 0, 1, 0, 1];

X = [0, 1, 0, 1, 1], Y = [1, 0, 1, 0, 0];

11More precisely: multi-valued situations.
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X = [0, 1, 1, 0, 0], Y = [1, 0, 0, 1, 1];;

X = [0, 1, 1, 0, 1] Y = [1, 0, 0, 1, 0];

X = [0, 1, 1, 1, 0], Y = [1, 0, 0, 0, 1] ;;

X = [1, 0, 0, 0, 1], Y = [0, 1, 1, 1, 0] ;;

X = [1, 0, 0, 1, 0], Y = [0, 1, 1, 0, 1] ;;

X = [1, 0, 0, 1, 1], ;;;;

X = [1, 0, 1, 0, 0], Y = [0, 1, 0, 1, 1] ;;

X = [1, 0, 1, 0, 1], X = [1, 0, 1, 1, 0], Y = [0, 1, 0, 0, 1] ;

X = [1, 1, 0, 0, 0], Y = [0, 0, 1, 1, 1] ;;

X = [1, 1, 0, 0, 1], Y = [0, 0, 1, 1, 0] ;;

X = [1, 1, 0, 1, 0], Y = [0, 0, 1, 0, 1] ;;

Case 2 – MAP(2, 6, 4) Define once again our PROLOG-plan for this case by the clauses:

plan(X,Y):=

X = [X1,X2,X3,X4,X5,X6],

Y=[Y1,Y2,Y3,Y4,Y5, Y6],

X ins 0..1,

Y ins 0..1,

sum(X, <, 5),

sum(Y, <, 5),

X1 # / Y1, # (X1 #/ Y1),

X2 # / Y2, # (X2 #/ Y2),

X3 # / Y3, # (X3 #/ Y3),

X4 # / Y4, # (X4 #/ Y4),

X5 # / Y5, # (X5 #/ Y5),

X6 # / Y6, # (X6 #/ Y6),

label([X1,X2,X3,X4,X5, X6, Y1, Y2, Y3, Y4, Y5, Y6]).

In result, we obtain the following list of admitted solutions:

X = [0, 0, 0, 1, 1, 1], Y = [1, 1, 1, 0, 0, 0] ;

X = [0, 0, 1, 0, 1, 1], Y = [1, 1, 0, 1, 0, 0] ;

X = [0, 0, 1, 1, 0, 1], Y = [1, 1, 0, 0, 1, 0] ;

X = [0, 0, 1, 1, 1, 0], Y = [1, 1, 0, 0, 0, 1] ;

X = [0, 1, 0, 0, 1, 1], Y = [1, 0, 1, 1, 0, 0] ;

X = [0, 1, 0, 1, 0, 1], Y = [1, 0, 1, 0, 1, 0] ;

X = [0, 1, 0, 1, 1, 0], Y = [1, 0, 1, 0, 0, 1] ;

X = [0, 1, 1, 0, 0, 1], Y = [1, 0, 0, 1, 1, 0] ;

X = [0, 1, 1, 0, 1, 0], Y = [1, 0, 0, 1, 0, 1] ;

X = [0, 1, 1, 1, 0, 0], Y = [1, 0, 0, 0, 1, 1] ;

X = [1, 0, 0, 0, 1, 1], Y = [0, 1, 1, 1, 0, 0] ;

X = [1, 0, 0, 1, 0, 1], Y = [0, 1, 1, 0, 1, 0] ;

X = [1, 0, 0, 1, 1, 0], Y = [0, 1, 1, 0, 0, 1] ;

X = [1, 0, 1, 0, 0, 1], Y = [0, 1, 0, 1, 1, 0] ;

X = [1, 0, 1, 0, 1, 0], Y = [0, 1, 0, 1, 0, 1] ;

X = [1, 0, 1, 1, 0, 0], Y = [0, 1, 0, 0, 1, 1] ;

X = [1, 1, 0, 0, 0, 1], Y = [0, 0, 1, 1, 1, 0] ;

X = [1, 1, 0, 0, 1, 0], Y = [0, 0, 1, 1, 0, 1] ;
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X = [1, 1, 0, 1, 0, 0], Y = [0, 0, 1, 0, 1, 1] ;

X = [1, 1, 1, 0, 0, 0], Y = [0, 0, 0, 1, 1, 1].

Case 3 - MAP(2, 7, 5) (2 agents are working in a 7-day week rhythm with a restriction of maximal 5
working days for each of agents.) We define the PROLOG-plan in this case by the following clauses:

plan(X,Y):=

X = [X1,X2,X3,X4,X5,X6,X7],

Y=[Y1,Y2,Y3,Y4,Y5, Y6,Y7],

X ins 0..1,

Y ins 0..1,

sum(X, <, 5),

sum(Y, <, 5),

X1 # / Y1,# (X1 #/ Y1),

X2 # / Y2,# (X2 #/ Y2),

X3 # / Y3,# (X3 #/ Y3),

X4 # / Y4,# (X4 #/ Y4),

X5 # / Y5,# (X5 #/ Y5),

X6 # / Y6,# (X6 #/ Y6),

X7 # / Y7,# (X7 #/ Y7),

label([X1,X2,X3,X4,X5,X6,X7,Y1,Y2,Y3,Y4,Y5,Y6,Y7]).

These requirements generate a very large list of admissible solutions – over 50 pairs of lists. For example,
the following pairs belong to a class of admissible solutions.

X = [0, 0, 0, 0, 1, 1, 1], Y = [1, 1, 1, 1, 0, 0, 0] ;

X = [0, 0, 0, 1, 0, 1, 1], Y = [1, 1, 1, 0, 1, 0, 0] ;

X = [0, 0, 0, 1, 1, 0, 1], Y = [1, 1, 1, 0, 0, 1, 0] ;

X = [0, 0, 0, 1, 1, 1, 0], Y = [1, 1, 1, 0, 0, 0, 1] ;

X = [0, 0, 0, 1, 1, 1, 1], Y = [1, 1, 1, 0, 0, 0, 0] ;

X = [0, 0, 1, 0, 0, 1, 1], Y = [1, 1, 0, 1, 1, 0, 0] ;

X = [0, 0, 1, 0, 1, 0, 1], Y = [1, 1, 0, 1, 0, 1, 0] ;

X = [0, 0, 1, 0, 1, 1, 0], Y = [1, 1, 0, 1, 0, 0, 1] ;

.
B) Fuzzy cases. In all these examples, PROLOG-solutions were rendered in the form of the appropriate
lists of 0’s and 1’s. In the current cases we extend a list of admissible values modifying their initial sense.
At first, assume the following values:

• 0 – for a representation of the fact that an agent A is absent (on a shift),

• 1 – for a representation of a physical absence of the agent A, but a real disposition to be present.

• 2 – for a representation of a physical presence of A, which is only in a partial disposition to work.

• 3 – for a representation of a full disposition of A to work12.

Let us begin with an exemplary case of two agents: A1 and A2 working 5 days in a week and having four
degrees of disposition denoted by 0,1,2 and 3 as above. We denote this problem as MAP(2, 5, 4)Fuzz.

12As mentioned, we rather prefer to think about these values as normalized to [0,1] – as 1
3
, 2
3

etc. instead of 1, 2, or 3. We
make use values 0, 1, 2, 3 because of restrictions imposed on PROLOG-syntax.
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MAP(2,5,4)Fuzz. This situation may be reflected in the following PROLOG-program (As earlier, the sense
of lines of the PROLOG-code is explained on the right side of the programm):

plan2(A1,A2) :- A1 = [A1D1,A1D2,A1D3,A1D4,A1D5], /* list of days of agent A1*/

A2 = [A2D1,A2D2,A2D3,A2D4,A2D5], /* list of days of agant A2 */

A1 ins 0..3, /* Fuzzy degrees of disposition of A1 */

A2 ins 0..3, /* Fuzzy degrees of disposition of A2 */

sum(A1, #<, 12), /* Restriction on A1-activity during a week */

sum(A2, #<, 9), /* Restriction on A2-activity during a week */

sum([A1D1, A2D1], #<, 4), (A1D1 #> 1) # / (A2D1 #> 2), /* Restriction on D1 */

sum([A1D2, A2D2], #<, 4), (A1D2 #> 2) # / (A2D2 #> 2), /* Restriction on D2 */

sum([A1D3, A2D3], #<, 4), (A1D3 #> 2) # / (A2D3 #> 2), /* Restriction on D3 */

sum([A1D4, A2D4], #<, 4), (A1D4 #> 2) # / (A2D4 #> 2), /* Restriction on D4 */

sum([A1D5, A2D5], #<, 4), (A1D5 #> 2) # / (A2D5 #> 2), /* Restriction on D5 */

sum([A1D1, A1D2, A1D3], #<, 6), /* Restrictions on the next 3 days*/

sum([A1D2, A1D3, A1D4], #<, 7),

sum([A1D3, A1D4, A1D5], #<, 6),

sum([A2D1, A2D2, A2D3], #<, 7),

sum([A2D2, A2D3, A2D4], #<, 5),

sum([A2D3, A2D4, A2D5], #<, 7),

label([A1D1,A1D2,A1D3,A1D4,A1D5, A2D1,A2D2,A2D3,A2D4,A2D5]).

This PROLOG-solver returns us the following solution-lists:

A1 = [2,3,0,3,0]

A2 = [0,0,3,0,3] and

A1 = [2,3,0,3,0]

A2 = [1,0,3,0,3].

MAP(2,5,5)Fuzz. Let us slightly modify temporal conditions imposed on work conditions of agents A1 and
A2 as follows:

• instead of 0,1,2,3 we consider five values: 0,1,2,3,4 as admissible fuzzy disposition degrees of A1 and
A2,

• restriction on A2-activity during a week is relaxed – instead of sum(A2, #<, 9) we adopt a condition
sum(A2, #<, 10).

In a consequence, we obtain the following program:

plan2(A1,A2) :- A1 = [A1D1,A1D2,A1D3,A1D4,A1D5], /* list of days of agent A1*/

A2 = [A2D1,A2D2,A2D3,A2D4,A2D5], /* list of days of agent A2 */

A1 ins 0..4, /* Fuzzy degrees of disposition of A1 */

A2 ins 0..4, /* Fuzzy degrees of disposition of A2 */

sum(A1, #<, 12), /* Restriction on A1-activity during a week */

sum(A2, #<, 10), /* Restriction on A2-activity during a week */

sum([A1D1, A2D1], #<, 4), (A1D1 #> 1) # / (A2D1 #> 2), /* Restriction on D1 */

sum([A1D2, A2D2], #<, 4), (A1D2 #> 2) # / (A2D2 #> 2), /* Restriction on D2 */

sum([A1D3, A2D3], #<, 4), (A1D3 #> 2) # / (A2D3 #> 2), /* Restriction on D3 */

sum([A1D4, A2D4], #<, 4), (A1D4 #> 2) # / (A2D4 #> 2), /* Restriction on D4 */

sum([A1D5, A2D5], #<, 4), (A1D5 #> 2) # / (A2D5 #> 2), /* Restriction on D5 */
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sum([A1D1, A1D2, A1D3], #<, 6), /* Restrictions on the next 3 days*/

sum([A1D2, A1D3, A1D4], #<, 7),

sum([A1D3, A1D4, A1D5], #<, 6),

sum([A2D1, A2D2, A2D3], #<, 7),

sum([A2D2, A2D3, A2D4], #<, 5),

sum([A2D3, A2D4, A2D5], #<, 7),

label([A1D1,A1D2,A1D3,A1D4,A1D5, A2D1,A2D2,A2D3,A2D4,A2D5]).

This PROLOG-solver returns us the following (slightly longer) list of solutions:

A1 = [0, 3, 0, 3, 0],

A2 = [3, 0, 3, 0, 3] ;

A1 = [2, 3, 0, 3, 0],

A2 = [0, 0, 3, 0, 3] ;

A1 = [2, 3, 0, 3, 0],

A2 = [1, 0, 3, 0, 3].

It emerges that if we admit a new value 5 and exchange 4 for 5 in each place of the program for MAP(2,5,5)
– but without any further modification – the PROLOG-solver returns 16 new solutions. It appears that the
relaxation of these conditions: sum(A1, #<, 10) for sum(A1, #<, 13) and sum(A2, #<, 10) for sum(A2,

#<, 13) – preserves the same number of solutions (16).
Further relaxations of temporal constrains usually changes combinatorial explosion of the algorithm

relatively quickly. For example, if exchange also a requirement sum([A1D1, A1D2, A1D3], #<, 6) for
sum([A1D1, A1D2, A1D3], #<, 13) we get more than 60 solutions. As a nature of things, we omit their
exact presentation.

3.4 Concluding remarks

The computational and programming-wise aspects of fuzziness in the context of Multi-Agent Schedule-
Planning Problem have just been discussed. It emerges that the convolution-based representation of fuzzy
Allen’s relations may support the planning procedure, for example, with respect to a choice of the preferred
actions. This representation ’interacts’ with planning procedures based on both STRIPS and Davis-Putnam
procedure. It may be explained by a very general character of these two procedures as capable of interacting
with different supporting tools, methods and forms of representation of fuzzy temporal constraints.

Finally, the PROLOG solver gives a couple of exemplary schedules of MAP dependently of temporal
constraints imposed on the initial MAP-situations.
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This chapter1 is aimed at presenting an alternative logics-based approach to representation and modeling
fuzzy temporal constraints and preferences. These entities will be represented now in terms of Preferen-
tial Halpern-Shoham logic and modeled (semantically interpreted) by the so-called fibred semantics. We
also exchange a subject context of the analysis from Multi-Agent Schedule-Planning Problem for Temporal
Traveling Salesman Problem.

4.1 Introduction

In the last chapter a new convolution-based approach to the representation of temporal constraints and pref-
erences was put forward. Furthermore, preferences were defined analytically and their definition required a
definition of temporal constrains as a basis definition. Simultaneously, a conceptual inspiration for such an
attempt was the Multi-Agent Schedule-Planning Problem. Nevertheless – as earlier observed – Temporal
Traveling Salesman Problem (TTSP) is not suitable to be represented in the same way. In fact, it rather
require a logical representation. It follows from that fact that a combination of temporal and spatial com-
ponents plays more significant role in this problem than arithmetic temporal restrictions imposed on agent
activity. It is also implied by the fact that preferences should be rather understood in TTSP as relations
between objects (chosen cities) – more than as sets of preferred values (as earlier in MAP). In a result, they
require a kind of relational semantics.

4.1.1 Motivation of this Chapter

Temporal constraints of Allen’s sort are logically expressible in terms of Halpern-Shoham logic – invented by
Shoham and Halpern in [59]. This temporal-modal system - broadly developed from metalogical point of view
in such works as: [64, 66, 65, 108, 63, 109, 110] – constitutes the only one formalism capable of representing
temporal constraints (Allen’s relations in particular) up today. In addition, other logical approaches to
temporal constraints representation exploit Halpern-Shoham logic as their basis [67]2. For that reason, this
logical system forms a comfortable foundation of the current approach. Unfortunately, this formalism is
involved in the following difficulties to overcome.

D1 Halpern-Shoham logic (in generality) is too excessive from the application point of view.

D2 We have a restricted knowledge about operational side of Halpern-Shoham logic (HS) – some knowledge
about HS restricted to operators AĀBB̄ might be found in [109].

D3 HS itself – even in the extended epistemic version from [67] – rather refers to regular and operationally
ideal comfortable situation of the agent’s behavior, so it is suitable to be interpreted by an excessively
ideal process semantics of Honda-Fagin – as in: [112, 113].

Meanwhile, preferences –as uninterpretable in this ”ideal” and operationally convenient way – should be
interpreted in a slightly modified Honda-Fagin’s interval-based semantics. These difficulties motivate us to
restrict HS and modify the agent’s process semantics.

However – modeling TTSP – we need to represent and interpret combined entities such as: fuzzy temporal
constraints and preferences. It requires the appropriate combined semantics. On the one hand, it should not
impose any additional and excessive conditions in syntax of the proposed system (such as product semantics
does). On the second one, it should be capable of interpreting combined, mixed formulas. For that reason,
the so-called fibring(fibred) semantics –invented by D. Gabbay and A. Kurucz in [114, 115]– seems to be the

1Considerations from this chapter were contained in [106] and presented during World Computational Congress in the
framework of the conference ’Fuzzy Sets and Systems’ (FUZZ-IEEE) organized on 24-31th July 2016 in Vancouver. Some of
results were earlier published in [107] and presented during the conference INISTA in Madrid in September 2015.

2One needs to underline that an idea to combine epistemic operators with timporal logic system is relatively rare. In [67],
an epistemic Halpern-Shoham logic was elaborated. In [111], a logic for knowledge, correctness and time was proposed.
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appropriate one. Nevertheless, fibred semantics in this original depiction has the following difficulty from
our point of view:

D4 It forms a kind of a point-wise semantics, but we need the interval-based semantics.

This difficulty motivates us to adopt Gabbay’s and Kurucz’s idea to propose the interval-based semantics.
The problem how to logically represent fuzziness of temporal constraints seemingly is clear: one need to

exploit a fuzzy logic system. Unfortunately, fuzzy logic systems – such as in [79] – suffer from the following
difficulties from our point of view. Namely,

D5 Fuzzy logic systems are usually interpreted in algebraic semantics, but HS - in the relational one.

D6 Many tools – typical for modal logic – such as: satisfiability conditions, Kripke-based frames, etc. have
not elaborated in a case of fuzzy logic systems yet.

D7 Fuzzy logic – partially as HS itself – is not suitable to represent fuzzy intervals as geometric objects in
R2.

These 3 difficulties motivate us to built a compromise between fuzzy and modal logic and to adopt some
solutions for modal logic systems. In results, we introduce a kind of a multi-valency instead of fuzziness.
Since fuzziness is not directly applicable to temporal constrains (fuzzy logic is not directly adaptable to HS),
we introduce fuzziness by preferences. This ’transfer’ of fuzziness from fuzzy intervals for preferences allows
us to consider one-dimensional discrete intervals (logically representable and interpretable) instead of fuzzy
intervals as R2-objects.

4.1.2 Objectives and Novelty of this Chapter.

In line with the above motivation factors, this chapter has the following objectives:

Obj1 To state a multi-valued extension of the HS logic (PHS) suitable for representation of temporal
constraints and preference,

Obj2 To describe how to extract subsystems from PHS for a use of temporal reasoning,

Obj3 To propose the interval-based fibring semantics for interpretation of combined formulas of PHS,

Obj4 To adopt this type of semantics for modeling some aspects of the Preferential Traveling Salesman
Problem.

Furthermore, some subsystem of PHS – suitable for a representation of preferences and actions with delay –
will be abstracted and called later by PHLL. According to this list of chapter objectives its novelty consists
in:

N1 proposing a new multi-valued extension of Halpern-Shoham logic (PHS) for representation of Allen’s
relations and preferences,

N2 specifying a method of abstraction of some subsystems of PHS,

N3 generalizing the Gabbay’s point-wise fibring semantics to the interval fibring semantics.

N4 approximate a method of exploiting of this interval fibring semantics for modeling problems of the class
of Traveling Salesman Problem.
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4.1.3 The Problem Definition.

As it has been already said – current investigations will refer to the Preferential Traveling Salesman Problem
as a subject of a semantic modeling in terms of the proposed interval fibring semantics. For that reason, let
us consider the following simplified aspect of Traveling Salesman Problem.

Example 29 Consider a salesman K and a list of n cities (with temporally measured distances between
them). Assume, as usual, that K is visiting all cities (from a given list) in such a way to find the shortest
possible route that visits each city exactly once and leads to the origin city. Assume also that K is in a city
C1 in some temporal interval I1 and must deliver some packages from C1 to other cities. Assume that K
decided to begin with a city C2 (its strong preference) and a temporal distance between C1 and C2 amounts
3 hours and a package, say A, must be delivered in C2 in some temporal interval I2. Thus, a situation of K
can be rendered by the following expression with a combined modal prefix3

[K strongly prefersC1
]〈Later in 3hours〉DeliverAC2

. (4.1)

The outer operator [K(strongly)prefers]φ plays a role of a box-type operator for representation of preference
of K and φ = 〈 Later in 3 hours 〉ψ plays a role of (an additionally specified) 〈L〉-operator of HS logic.
Finally, ψ = DeliverAC2

is already a unique atomic formula.
In this perspective, this chapter objective is to give an outline of a semantic interpretation of the Sales-

man’s situation (expressed by the above formula) in terms of fibred semantics4.

 

 C2 

C1 

 C3 

Ck 

Cj 

Figure 4.1: Illustration of the Traveling Salesman Problem in the considered case.

4.2 Preliminaries

In the framework of a terminological background of the analysis we adopt some definitions from [67], modi-
fying some conditions for the so-called labeling function. We adopt the so-called homogeneity principle from
[109] w. r. t. this function – as we intend to be equipped in a knowledge about the whole structure of
intervals in semantics of MVPL for preferences instead of a knowledge about their endpoints only.

An interval-based semantics. We begin our interval-based semantics presentation with a definition of a
tree-like order. We say that 〈S,≤〉 is a tree-like order iff:

3More precisely, a sentence: ”K strongly prefers to begin with city C2 and the temporal distance between C1 and C2 is 3
hours and package A must be delivered in C2” – is implied by the considered formula.

4Note that this task is different from a solving of this variant of TSP-problem in a sense of combinatorial optimization.

133



 

       s0 = (l0
0
, l1

0
,l2

0
, ….., lm

0
) 

               t 

s1 = (l0
1
, l1

1
, l2

1
….., lm

1
)         

                t                                       t 

s2 =(l0
2
, l1

2
 ,…., lm

2
)            s3 =(l0

3
, l1

3
 ,…., lm

3
) 

 

         t           t 

 

s4 =(l0
4
, l1

4
 ,…., lm

4
)        s5 =(l0

5
, l1

5
 ,…., lm

5
) 

 

………..        ……………… 
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Figure 4.2: An example of IBIS-system

• it is strongly discrete, i.e. there are only finitely many points between any two points and the the order
contains the least element ,

• for any a, b, c ∈ S, if a ≤ c and b ≤ c, then either a ≤ b or b ≤ a.

We also consider a finite set A = {1, . . . ,m} of agents such that each agent i is endowed with a set of global
states Li, i ∈ A and set of local actions which produce a transition relation t. In such a framework we adopt
the following definitions.

Definition 24 Let Lan be a propositional language with a set of propositional variables Prop. An Interval-
Based Interpreted System (IBIS) is a tuple (S, s0, t,Lab) such that

• S ⊆ L1 × . . . Lm is a set of tuples of global states reachable from the initial global state s0 via t ,

• t ⊆ S2 is a transition relation between states such that 〈S, t〉 forms a tree-like order with s0 as its least
element ,

• Lab: S 7→ 2Prop is a labeling function, which for I = s1, s2, . . . , sk is defined as follows: Lab(I) = φ ∈
Prop, for i ≤ k provided that the following homogeneity principle is true: φ ∈ Lab(I) if and only if
φ ∈ Lab(s1), φ ∈ Lab(s2), . . . , φ ∈ Lab(sk).

The homogeneity principle ensures that the same formula φ labels the whole interval I and each internal
point of it.

Definition 25 An interval is a finite path in IBIS, or a sequence I = s1ss . . . sk such that sitsi+1 for
1 ≤ i ≤ k − 1, and a transition t. A restriction of an interval I (with a length l) to a sequence of its first
k-states (for k ≤ l) will be denoted by I|k and called a k-prefix of I.

Note that this homogeneity principle ensures that a proposition letter p holds over an interval I if it holds
over all its subintervals – due to ideas from [109].
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Figure 4.3: Unr is the unraveling of F

Definition 26 An IBIS-system is an unraveling of the generalized Kripke frame.

We also assume that each global state s from S of IBIS consists of local states. For a global state s =
(l1, l2 . . . , lm) the local state li ∈ Li in a global state s will be denoted by li(s), for i ∈ A.

Example 30 Consider some IBIS-system with an agent 1, which is endowed with a global state L =
{lA, lB , lC} with three local states and with a 2-elemental set of actions {a1, a2}. As an example of the
transition one can consider: t = {〈lAa1lA〉, 〈lAa2lB〉, 〈lBa2lC〉}.

     

             L 
 

 

 

   lA        lB        lC 
 

     a1        a2 

 

 

 

 

Figure 4.4: An illustration of IBIS from Example 27

The mutual relationship between an IBIS -ontology and epistemology of agents can be explained as
follows. Intervals states I and I

′
with a length k and l (resp.) are indistinguishable by an agent (formally:

I ∼i I
′
) if and only if k = l and li(sj) = li(s

′

j), for all j ≤ k, sj ∈ I, s
′

j ∈ I
′
, i.e. the corresponding local

states sj and s
′

j are identical. This property will be called – due to [112, 113] – the behavioral equivalence
and it plays a role of a meta-assumption w.r. t. MVPL, introduced later.

4.3 Multi-Valued Preferential Logic (MVPL)

It has been already said in paragraph 2.6 of chapter 1b that we adopt the Davidson’s convention to interpret
preferences as transitive, reflexive and anti-symmetric relations. In this way, we adopt a ”weaker” convention
of the interpretation of preferences – as in [83]. For that reason, preferences will be syntacticly expressed by
modal logic S4 – as just interpretable by partial orders5.

5In essence, models based on Kripke frames with partial orders as its accessibility relations do not exhaust the whole class
of possible S4-models. For example, S4 is complete w. r. t. any dense-in-itself metric space – see:[116]. Thus, we do not get
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4.3.1 Multi-Valued Preferential Logic (MVPL) – Syntax

It has been said that preferences are intended to be interpreted in an interval-based semantics as partial
orders in MVPL and in a fuzzy manner. This postulate will be reflected in two types of operators: of a
�-type [Pref]αi φ read: “an agent i (strongly) prefers φ with a degree α belonging to a finite set G ⊂ [0, 1],
and 〈Pref〉αi φ “an agent i weakly prefers φ with a degree α” as a ♦-operator.

Language of MVPL. The language of MVPL, L(MV PL), is given by a grammar:

φ := p | ¬φ |φ ∧ ψ | [Pref]αi φ | 〈Pref〉αi φ ,

where i ∈ A, α ∈ G and G is a finite subset of [0, 1]. The following definitions and axioms are adopted in
the MVPL-syntax.
Def.: [Pref]αi φ ⇐⇒ ¬〈Pref〉αi ¬φ for each α ∈ G.

Axioms: The axioms of MVPL are:

axioms of Boolean propositional calculus

axiom K [Pref]αi (φ→ χ)→ ([Pref]αi φ→ [Pref]αi χ)

axiom 4 [Pref]αi φ→ [Pref]αi [Pref]αi φ

axiom T [Pref]αi φ→ φ

As inference rules we adopt Modus Ponens, substitution and a necessitation rule for the [Pref]αi -operator:
φ→ψ

[Pref]αi φ→[Pref]αi ψ
for each α ∈ G ⊂ [0, 1], G is finite.

For a use of further analysis we will consider α as restricted to a finite G ⊂ [0, 1] (even if it is not
mentioned) – due to [117, 79] and to our arrangements – in order to ensure a context of a multi-valued logic.
All these arrangements leads to the following definition of MVPL.

Definition 27 MVPL is defined as the smallest theory in L(MVPL), which contains all axioms (above
listed) and closed on the above inference rules.

4.3.2 Interval-based Semantics for MVPL.

The introduced MVPL with preferential operators will be interpreted now in an interval-based semantics. A
”core” of this semantics construction is to introduce the appropriate accessibility relation between intervals,
denoted later by -i and to specify it by α in the next construction stage.

Accessibility relation -i. For this reason, assume that intervals I = s1s2 . . . sk and I
′

= s
′

1s
′

2 . . . s
′

l are
given for some k, l and establish also an agent i ∈ A. Let us define a new accessibility relation -i⊆ P(S×S)
between I and I

′
as follows: I -i I

′ ⇐⇒ k ≤ l and li(sj) = li(s
′

j) for all j < k, i.e. an agent i cannot

distinguish between the corresponding states of I and I
′

up to j, between j-prefixes of both intervals. In
other words, I -i I

′ ⇐⇒ I|j ∼i I
′ |j , or if and only if the behavioral equivalence condition holds for

j-prefixes of both intervals.

Accessibility relation -αi . In order to grasp the similarity degree between I and I
′

introduce a new
relation between these intervals, denoted later by -αi . Thus, establish a finite G ⊂ [0, 1] and introduce some

new function ‖ • ‖ : P(S × S)×A 7→ G defined as: ‖I -i I
′‖ = α, for α ∈ G. Intuitively, this new function

”only” partial ordered models, but some more models as the unintended ones. These ”unintended” part of S4-semantics is,
however, redundant from our point of view and our requirements with respect to preferences.
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associates the earlier relation I -i I
′

to some α from G. The appropriate methods of achieving of α will be
discussed later. Independently of this, one can define a desired relation -αi in the product P(S×S)×G×A
in the following way: I -αi I

′ ⇐⇒ ‖I -i I
′‖ = α. It remains to describe how α can be found. A possible

method is presented in the example below.

Example 31 Consider a pair of discrete intervals (I1, I2) : I1 -i I2 having j = 10 common points and

define α = ‖I1 -i I2‖ = j(I1,I2)
K for some K = 200 ¿ length of each of intervals and each i ∈ A. Thus, their

similarity α = ‖I1 -i I2)‖ = 10
200 = 1

20 . Moreover, ‖I1 -i I2‖ = 1
20 = ‖I1 -k I2‖ for another agent k ∈ A,

since the common j-prefix of both intervals is equally recognized by both agents because of the behavioral
equivalence assumption for all agents in A.

 || I1  ≼K  I2 || = 10/K,      for some K 
 

 

                    I2  

 

 

 

    S1 s2  s3  s4  s5  s6   s7 s8  s9  s10  …       …  s15      

 

 

  

                      I1 

Figure 4.5: Two discrete intervals I1 and I2 having 10 common points with an example of computing a value
‖I1 -K I2‖ for some K.

Definition 28 (Satisfaction.) Given a formula φ ∈ L(MVPL) with a set of propositions Prop, an IBIS, an
interval I, a labeling function Lab, and a finite set G ⊂ [0, 1] we define inductively the fact that φ is satisfied
in IBIS and in an interval I (symb.I |= φ) as follows:

• for all p ∈ Prop, we have IBIS, I |= p iff p ∈ Lab(I).

• IBIS, I |= ¬φ iff it is not such that IBIS, I |= φ.

• IBIS, I |= φ ∧ ψ iff IBIS, I |= φ and IBIS, I |= ψ.

• IBIS, I |= [Pref]αi φ, where i ∈ A, iff for all I -αi I
′ we have IBIS, I ′ |= φ for each α ∈ G.

• IBIS, I |= 〈Pref〉αi φ, where i ∈ A, iff there is I’ such that I -αi I ′ and IBIS, I ′ |= φ for each α ∈ G.

The key clause in the above definition is this one referring to the modal operators [Pref]αi φ and 〈Pref〉αi φ.
These conditions assert that such modal formulas are satisfied in an interval I and model IBIS iff the same
formula φ holds in all intervals accessible from this I via -αi -relation.

Relation -αi for representation of preferences. Nevertheless, not all relations -αi are suitable to
represent preferences – intentionally represented by partial orders (MVPL forms a unique S4-system). It is
not difficult to observe that belonging to the appropriate relation class depends on a method of α-achieving.
For example, α = j

K ensures reflexivity and transitivity of -αi , but unfortunately – symmetry. In order to
ensure a desired anti-symmetry for -αi one need distinguish the relation I1 -αi I2 from its inverse relation
by means of α-degree like in this example.
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Example 32 α =

{
1
jK if length(I1) ≤ length(I2), 2 ≤ j
j
K if length(I1) > length(I2), 2 ≤ j

Colollary 3 The accessibility relation I1 -αi I2 defined as above forms a partial order.

Proof: Reflexivity is obvious. Anti-symmetry follows from the fact that if I -αi I
′

holds, then does not

hold I
′
-αi I as α = 1

jK holds in mutually disjoint cases.

In order to show transitivity assume that I1 -αi I2 and I2 -
β
i I3 and α = 1

jK and β = 1
JK for some

established K and j – denoting a number of common points of I1 and I2 and J – denoting a number of
common points of I2 and I3 (resp.). Thus, obviously, I1 -Ai I3, where A = 1

jK as I1(⊆ I2 ⊆ I3) has just j

common points with I3. Hence, I1 -αi I3. The same reasoning may be repeated for α defined alternatively.
�

Remark 2 Note that the assumption 2 ≤ j is essential in the above example. To illustrate this fact let us
consider I1 = s1 and I2 = s1s2, so j = 1 and – in result – 1

jK = 1
2 and j

K = 1
2 , what implies that -αi is

symmetric.

We do not decide on the concrete solution, we only advocate the most ”ergonomic” solutions from the point
of view of an ’epistemic behavior’ of agents – which only base on an agent recognition of identity between
interval prefixes in order to determine α– as suggested in [112, 67]. In this way, authors give vent to their
meta-epistemic minimalism w.r. t. the agent role.

In this way we have just obtained a semantic interpretation of the sentence ”an agent i (weakly) prefers
φ with a degree α”. It exactly means that there exists (at least one) such a pair of α-similar intervals having
identical prefixes, which are observational recognized by an agent i as such ones.

4.4 Multi-Valued Preferential Halpern-Shoham logic (PHS) and
its Subsystem PHSL

4.4.1 Multi-Valued Preferential HS-logic (PHS).

In last section, a preferential system MVPL was introduced. In this subsection, a new hybrid system –
called later: ”(Multi-valued) Preferential HS logic” and denoted by PHS – is proposed. This system is
conceived to contain both preferential operators and the typical (modal) temporal operators of HS. PHS
will be characterized both syntactically and semantically, but it is not considered as a precisely defined
axiomatic system, but rather as an initial reservoir of subsystems. For some of PHS-subsystems we will
propose concrete types of models.

Definition 29 (Syntax of a (Multi-Valued) Preferential PHS.) The syntax of Preferential HS logic (PHS)
is defined by

φ := p | ¬φ |φ ∧ ψ|[Pref]αi φ | 〈Pref〉αi φ | 〈X〉φ | 〈X̄〉φ ,

where p is a propositional variable, i ∈ A, where A is a set of agents, α ∈ G ⊂ [0, 1] and G is finite. X is
one of Halpern-Shoham relations.

Definition 30 (Satisfaction.) Let φ ∈ L(PHS), IBIS and an I as earlier. Then we define the satisfaction
relation for [Pref]αi operator as presented earlier (def. 5) and for Halpern-Shoham operators by the condition:
IBIS, I |= 〈X〉φ iff there is such an interval I ′ that I X I ′ and IBIS, I ′ |= φ.
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4.4.2 Subsystem PHSL for Preferences and (Delayed) Actions.

In this section, we take into account another, more practically motivated criterion of choosing of HS-
subsystems than their meta-logical features. We intend to single out a subsystem of preferential HS capable
of describing preferences and actions with delay, as pointed out in the example with PTSP-problem.
Syntax of PHSL. The language L(PHSL) includes the following components:

Prop |φ→ χ | ¬φ | 〈Pref〉αi (φ) | 〈L〉φ , | [Pref]αi φ | [L]φ ,

where Prop is a countable set of propositional variables of L(PHS), α ∈ G ⊂ [0, 1], where G is finite, and
〈Pref〉αi (φ), 〈L〉φ and their duals are defined as earlier.

Let LPref denote a preferential component of L(PHS) and L(HSL) as a language of HS restricted to
the‘Later’-operator. In this system combined bi-modal formulas of diamond- and box-type are admitted –
such as: 〈Pref〉αi 〈L〉φ, [Pref]αi 〈L〉φ. One component of them belongs to LPref , the other one belongs to the
L(HSL).

Obviously, this distinction for combined and non-combined formulas should be reflected in the proposed
semantics for PHSL. Namely, a classical modal Kripke-based semantics will be introduced for combined
formulas in a form of the fibring semantics.

Fibring interval-based semantics. In this section we demonstrate how the mechanism of fibred semantics
works with respect to combined modalities that cannot be modeled by modelsM1 andM2, which – in general
case – cannot recognize modal operators interpreted in the second model 6. Consider therefore:

• a formula ψ = 〈Pref〉αi 〈L〉φ and

• a model M1, I
1 |= 〈Pref〉αi p, where p atomic.

It can arise a natural question what about satisfiability of an atomic formula p inM1, I
1, if p = 〈L〉φ. More

precisely:

• what about M1, I
1 |= p, if p = 〈L〉φ?

As it has been mentioned – in a general case it may hold the following case:

• M1, I
1 can not to ’recognize’ p = 〈L〉φ!

This difficulty generates a natural question how to deal with this fact?We face this question now.

Fibring mapping. In order to evaluate [L]ψ at M1 one need some mapping between M1 and M2 in
order to transfer the validity checking from this first model to the validity checking within the second one.
Thus, we introduce such a new function – called a fibring mapping F – that F(M1, I1) = (MI1

2 , I2) and the
following equality holds:

M1, I1 |= [L]ψ ⇐⇒ MI1
2 , I2 |= [L]ψ

for some interval I2 of M2.
Since a model M2 is characterized by the interval I2, we can identify F(I1) with this new interval I2 of

the associated model MI1
2 . It allows us to formulate a new satisfaction condition in the form:

M1, I1 |= [L]ψ ⇐⇒ MI1
2 ,F(I1) |= [L]ψ

As in a point-wise fibring semantics, one can impose on the fibred mapping F a condition of ”switching
semantics”, i.e. for each I ∈ M1, it holds F(I) ∈ M2 and for each I ∈ M2: F(I) ∈ M1. We also assume
that if I1 6= I2, than also F(I1) 6= F(I2). (F-images of two different intervals are different, too.) The
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𝓜1, I  ⊨ 〈Pref 〉𝛼i p,      F-  fibring mapping 

       F       

 ……  F    F     

𝓜3
I, I1  ⊨ 〈L〉 𝜑 

       …………….. 

𝓜2I, I1  ⊨ 〈L〉 𝜑 

Figure 4.6: A fibring mapping which should not necessary be a function

same procedure can be repeated for other type of mixed formulas of L(PHSL). (A slightly more detailed
introduction of fibring semantics will be presented in Appendix.)
Fibred models and fibred satisfaction. Assume that the following interval-based Kripke models are
given:
•M1 = 〈S1, R1, h1,F〉, where: S1 = {J1, J2 . . . , J2k} for some fixed 2k, JjRiJl ⇐⇒ Jj -α1 Jl in IBIS (for
j, l ∈ {1, . . . , 2k}, i ≤ m), h1 is an assignment function and F is the fibring mapping defined as above;
•M2 = 〈S2, L, h2,F〉, where: S2 = {I1 . . . I2k} for some fixed 2k, L is a ”Later”-relation between intervals
from S2, h2 and F are defined as earlier. Then a fibred models M will be defined as a tuple:

M = 〈S1 ⊗ S2, RL ⊗Ri, h1 ⊗ h2,F〉, (4.2)

where: F is the same fibring mapping and ⊗ denotes a simple sum or a fusion of the appropriate components.
It means that elements of M cannot be ’mixed’ – as in a usual set-theoretic sum of components – without
considering the fibring mapping F.

Definition 31 Let M be such a model. The satisfaction condition for a formula φ = 〈Pref〉αi 〈L〉ψ in the
fibred model M is put forward as follows:

(M,F, I) |= 〈Pref〉αi 〈L〉ψ
⇐⇒ ∃I1(I -αi I1andM1, I1 |= 〈L〉φ)

⇐⇒ ∃I1(I -αi I1andM2,F(I1) |= 〈L〉φ)

⇐⇒ ∃I1(I -αi I1and ∃I2(F(I1)LaterI2 andM2, I2 |= φ).

The satisfaction conditions for other mixed formulas are similar.

4.4.3 Modeling of the Salesman Situation from PTSP-problem.

Return now to the Traveling Salesman Problem with our salesman K, which intends to deliver a pocket A
from a city C1 to C2 (his strong preference). Because of a temporal distance between C1 and C2 his preference
could be satisfied not earlier than 3 hours and in some interval in the city C2. It has been mentioned that
the fact that a pocket A can be potentially delivered in C1 can be rendered by a modal formula:

[K (strongly) prefers]〈Later in 3 hours〉DeliverAC2
. (4.3)

6The ’preferential’ models do not recognize operators of HSL and models for ‘Later’ do not recognize the ‘preferential’
operators.
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(read: ”K strongly prefers, later in 3 hours to deliver a pocket A to a city C2”.) Recall that the outer
operator [K(strongly)prefers]φ plays a role of a box-type operator for representation of preference of K and
φ = 〈 Later in 3 hours 〉ψ plays a role of (an additionally specified) 〈L〉-operator of HS logic. Finally,
ψ = DeliverAC2

is already a unique atomic formula.

Model for the preferential component. In order to find the appropriate model for a preferential
component of the formula (2) assume that P and PDeliver are some discrete intervals interpreting the
Salesman’s preference such that:

• P is an interval where the preference is ”expressed” and

• PDeliver is the interval, which the subject of the salesman’s preference is materialized in. Formally:
PDeliver |= DeliverAC2

, or a fact of delivering of a packet A to C2 holds in this interval.

Assume also that -stronglyK is an accessibility (preference) relation between them, i.e. it holds P -stronglyK

PDeliver . Thus, a model for the preferential component is given as follows:

M1 = 〈{P, PDeliver},-stronglyK , h1〉 (4.4)

for some valuation h1.

Model for the temporal component. Similarly, we find a model for a temporal component. For that
reason consider two temporal discrete intervals:

• I1 for a representation of ”now” and,

• I2 for a representation of ”sometimes in a future”7.

Thus, the appropriate model in this case can be given as follows:

M2 = 〈{now, sometimes in a future},Later in 3 hours, h2〉 (4.5)

for some valuation h2. The fibred model for the whole formula (2) is determined by the tuple:

M =
〈
S,R∗, h,F

〉
, (4.6)

where:

• S = {P, PDeliver} ⊗ {I1 = now, I2 = sometimes in a future},

• R∗ = {-stronglyK } ⊗ {Later in 3 hours},

• h = h1 ⊗ h2,

• F(PDeliver ) = I1(= now).8

7We put aside a fact that such phrase may be naturally interpreted by continuous time interval. Because of a nature of
current formal considerations we are only interested in a discrete-interval based interpretation.

8(F joins these two intervals such that the last preferential interval is connected with the first temporal one).

141



4.5 Conclusions

In this chapter a new multi-valued extension of Halpern-Shoham logic PHS for describing of preferences
and Allen’s temporal relations has just been introduced. The proposed extension PHS played a double role
in the proposed approach. At first, it axiomatically described preferences and allows us to interpret them
semantically in the interval Kripke frame-based semantics. Furthermore, combined formulas of PHS were
interpreted in interval fibred semantics. This type of relational semantics seems to be convenient for such
a formalism. In fact, it is stronger than a semantics for fusions of systems, but weaker than the product
semantics that requires some additional conditions – redundant from our point of view.

Despite of this fact, the fibred semantics – in its original depiction – seems to be too ’static’ and weakly
operationally flexible in order to be directly exploited to temporal planning problems. Therefore, the fibring
semantics will not be incorporated in next chapter directly, but as a reservoir of useful tools and concepts in
the construction of the hybrid plan controller. More precisely, we adopt the following ’components’ of this
’reservoir’ of fibred semantics:

• Interval-Based Transition System (IBIS) in a basis of a construction of automata for this plan controller,

• An idea of a fibring mapping F as a ’communicator’ between constructed automata,

• Halpern-Shoham logic – restricted to operators: L and D and interpreted in fibring semantics – as a
linguistic support for Linear Temporal Logic in a specification of robot motion and environment.
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A General Method of the Hybrid
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Abstract. This chapter1 describes a general method of the Hybrid Controller Construction for Temporal
Planning with Preferences. This construction consists of many steps and begins with triangulation of the
robot motion environment by its specification by automata and in terms of Linear Temporal Logic up to the
construction of the appropriate product automaton and its description in PROLOG.

5.1 Introduction

The previous chapter described a formal side of modeling preferences and Allen’s temporal constrains by
means of the interval fibred semantics. In this chapter we address the question of how to exploit arrange-
ments of last chapter for a construction of hybrid plan controller. A Plan Controller constitutes a machine
(sometimes only an abstract one) suitable for supervising how different tasks are performed in a comparison
with the initially developed plans or schedules. The plan controller2 construction is often a multi-stage
activity. It begins with a description of the robot environment and tasks in the appropriate formal language
(for example: Linear temporal Logic (LTL)). This description should be later translated into the appropriate
automata which encode the initial part of information in terms of automaton states and admitted transi-
tions between them. Such controllers satisfy many different features – dependently on initial conditions and
restrictions imposed on robot task performing.

5.2 Motivation of Current Analyses

Despite of the fact that Büchi automata (a basis of the plan controller construction) was already introduced
in 1962 in [119, 120, 121] and exploited for translation of formulas of Motion Description Language in [122]
and LTL-formulas to these automata in [123, 124, 125] – the construction of the hybrid plan controller
automaton was made relatively recently in [126, 127]). Unfortunately, these original approaches suffer from
the following difficulties:

D1 They discuss this issue rather in a form of extended outlines and without (often needed) technical details.

D2 The next, these constructions do not refer to metalogical restrictions of LTL and HS – such as the
proved by L. Maximova in [128] and by A. Montanari in [129] with respect to encoding HS with
AĀBB̄-operators by formulas of ω-regular languages.

D3 Finally, the mutual relationships between relational semantics for LTL and Büchi automata is still
unclear.

These difficulties motivate me to propose a more detailed outline of the hybrid plan controller construction
taking into account recent metalogical results regarding LTL and HS. Finally, we intend to explain the
relations between Büchi automata and fibred semantics for formulas of LTL extended by some operators of
HS-logic.

5.2.1 Objectives and Novelty of this Chapter.

Due to the motivation factors and (slightly) against this state of art – this chapter is aimed at:

Obj1 proposing a preferential extension of the hybrid plan controller construction – based on product
automata,

1The investigations of this chapter were published in [118] and presented during the conference FedCSIS in Gdańsk in
September 2016.

2They are often called ”hybrid controllers” as they join different automaton types and they refer to different features and
’entities’ such as plans and the motion environments.
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Obj2 construction of hybrid plan controller for a robot performing tasks in a polygonal environment,

Obj3 PROLOG-representation of chosen fragments of the plan controller, just constructed.

Novelty of current investigations with respect to the earlier ones may be listed as follows:

Nov1 A new general method of a plan controller construction for temporal planning with preferences is
proposed. (Earlier approaches and constructions of automata only referred to temporal aspects of such
a controller construction.)

Nov2 Description of robot motion environment and robot behavior is proposed in LTL extended by HSD,L.
(Earlier approaches were based on LTL or HSD,L – taking separately – as in [108].)

Nov3 Some new definitions – such as Preferential Büchi Automaton – is introduced.

Nov4 At the first time, Vardi’s from [130] idea of a construction of automata for LTL-formulas is used in
more practical contexts of temporal planning and preferences.

Moreover, the author of this thesis gives venture of his enthusiasm with respect to some utility of the
proposed construction in different areas of utility of temporal logic systems: in engineering or – for example
– in business processes and their management. Some applicability of temporal logic systems for engineering
has been recently discussed in [131, 132], for a use of business management – in [133, 134]. Last, but not
least, an expected future implementation of the automaton construction in the languages of a declarative
paradigm, such as PROLOG or ASP, forms some additional motivating factor of this chapter analysis.

5.3 Preliminaries

Before moving to main chapter body, its terminological framework will be presented by introducing a new
concepts of preferential automata and preferential transition system. The definitions of a (finite) transition
system and a Büchi automaton are incorporated from [123, 124]3.

Definition 32 [123, 124]. A Finite Transition System FTS is a n-tuple:

FTS = (W,W0, Act, T ran, Lab),
4 (5.1)

where:

• W is the finite set of states (worlds),

• W0 ⊆W is a distinguished set of initial states,

• Act denotes the set of possible actions,

• Tran : W × Act 7→ W is a transition function, i.e such a total function that returns the next stage for a
given state an an action,

If FTS is considered in a context of a given language,say L, one can also define a labeling function Lab :
2W 7→ FOR, where FOR is a set of well-formed L-formulas.

3One needs to note that an alternative way to manage temporal aspects of automata was proposed in the concept of timed
automata or automata with the clocks, as in [135, 136, 137]. Some matalogical features, such as model-checking, are discussed
with respect to them in these papers.

4Vardi at all consider in [123, 124] finite transition systems with observations. Namely: FTS is defined there as n-tuple:
FTS = (W,W0, Act, T ran, Lab,Π, Obs), where W,W0, Act and Tran are defined as below and Π denotes the set of possible
observations, Obs : W 7→ Π is the observability function, which returns the observable part of the current state.
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Figure 5.1: Fragment of Büchi automaton with states s0, s1 and s2 over an alphabet Σ.

We define an execution on FTS as an infinite sequence of states w0, w1, . . ., such that w0 ∈W0 and wk+1 =
Tran(wk, a) for some action a ∈ Act. The observable part of the execution will be called a trace.

Definition 33 [123, 124]. A Büchi automaton is a tuple A = (Σ, S, S0,→, ρ,F), where:

• Σ is the alphabet of the automaton,

• S is the set of states of the automaton,

• S0 ⊆ S is the set of initial states of the automaton,

• ρ : S × Σ 7→ 2S is the transition function of the automaton and

• F is the set of accepting words of automaton (over Σ).

We expand this definition to a definition of preferential Büchi automaton by specification of the set of
accepting words by introducing some degrees/parameters α’s from an interval [0, 1]. The role of them is to
measure a degree of a preference of the accepting words from F , each of them indexed by some α.

Definition 34 A Preferential Büchi automaton is a tuple A = (Σ, S, S0,→, ρ, f,∆,F∆), where:

• Σ is the alphabet of automaton,

• S is the set of states of automaton,

• S0 ⊆ S is the set of initial states of automaton,

• ρ : S × Σ 7→ 2S is the transition function of automaton,

• f : Σ 7→ [0, 1] called valuation (function),

• ∆ = {α1, α2, . . .} is a set of values of a function f : Σ 7→ [0, 1] called preferences.

F∆ is the set of accepting words – each with associated α ∈ ∆.

We assume that a set of α’s degrees is finite – as they index accepting words from set Fα. Naturally, F∆

should be finite as a a set of accepting words of a given finite automaton5.

5This consideration may be enriched by further theoretic definitions such as a definition of a run of automaton and by
criteria of word acceptance. Since they are slightly redundant in the perspective of current considerations, they be omitted in
a main chapter text. Anyhow, they can be defined as follows: For such a defined automaton we can define a run of A (on an
infinite word a0, a1, a2, . . .) as an infinite sequence of such states s0, s1, . . . ∈ Sω that s0 ∈ S0 and si+1 ∈ ρ(si, a). Thus, we
could say that a run r is accepting iff a set {s|s occurs in r infinitely often }∩F 6= ∅. If F is finite, this general condition would
mean that there exists at least one state s that occurs in a run r infinitely often. Compare:[123, 124]
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Further considerations will exploit LTL-system, as described in ”Introduction” (subsection 5.1). L(LTL)
will be enriched now by modal operators 〈L〉- and 〈D〉 of L(HS). (HS in such a restricted language will be
denoted by HSL,D). The following example illustrates how formulas of L(HSD) can support an expressive
power of LT L.

Example 33 Some simple spatial-temporal requirements imposed on the robot’s environment E can be ex-
pressed by formulas:

• Always if you take a block A, take B, as well: G(take(A)→ take(B)) ,

• For any intervals: if you take A, than also put B: [D](HOLDS(take(A))→ HOLDS(put(B))).

5.4 Problem Formulation and a General Algorithm of the Con-
troller Construction

Assume that E is a polygonal environment of robot motion operations. All possible admitted holes of E
have to be enclosed by a single polygonal chain. The motion of robot may be rendered by the clauses:

x(t) ∈ E ⊆ R2, u(t) ∈ U ⊆ R2, u(t) ∩ x(t) 6= ∅ (5.2)

where x(t) is a trajectory of robot’s motion (position of a robot in a time t) in E and u(t) is a control
time-dependent function (called also a control input). Non-emptiness of intersection u(t)∩x(t) ensures that
a controller detects the robot’s trajectory.

The construction objective and its stages. In such a framework, the construction objective is to give
an outline of a construction of a hybrid controller that generates u(t) for a trajectory x(t) and environment
E – specified by LTL-formulas and HS-formulas restricted to D-operator.

An exact chronology of the construction steps in a desired controller construction looks as follows.

step1 We begin with the environment E and its triangulation.

step2 Secondly, we consider some transition system FTS to describe a basic dynamism of E.

step3 The next, we specify E in terms of LTL (φ-formula) and of some subsystem of HS logic.

step4 In this step, we transform FTS to the appropriate Büchi automaton AFTS for it. The similar
automaton ALTL,HS is constructed for representation of a specification of E (with a chosen point x0)
in terms of the considered temporal logic.

step5 Finally, having these automaton, we construct some product automaton A to ’reconcile’ the activity
of both automata.

This construction idea may be depicted as illustrated in Figure 5.2.
Alternatively, the same idea may be represented by the appropriate algorithm. Therefore, assume that

some environment E of a robot and a formula φ ∈ L(LTL ∪HSD,L) – describing this environment and the
robot motion are given. Thus, the algorithm of the hybrid controller construction could be given as follows
– as a specified version of algorithm from [126]:

147



Environment + Robot Task 

 

 

 

 

 

Triangulation  

LTL+HS- 

description 

 

      

FTS          

 

AutomatonPerf   AutomatonPlan 

     

 Product       automaton 

Hybrid plan controller 

Figure 5.2: An outline of the procedure of the hybrid plan controller construction

Algorithm: The Hybrid Controller Construction

Procedure: CONTROLLER(E, φ)

1. 4← Triangulate(E)

2. FTS ← TriangulationToFTS(4)

3. AFTS ← FTS to Buchi Automaton

4. ALTL,HSD ← LTL ∪HSDto Buchi Automaton

5. A ← ProductAFTS ,ALTL,HSD

6. return: Controller(A,4, φ)

End procedure

5.5 The Controller Construction for Temporal Planning

5.5.1 From Triangulation to the Finite Transition System (FTS)

In order to propose an exact construction of our path temporal planning controller we will represent a
polygonal environment E as a finite set of partitions. One can use many methods of the initial polygonal
environment’s decomposition, presented in [126, 138].
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Triangulation of environment. The main idea of such a triangulation consists in a mapping of each point
x ∈ E to a one of the disjoint equivalence classes determined by an equivalence relation ∼. The natural
way is to define ∼ as follows: ∀x, y ∈ E : x ∼ y ⇐⇒ x, y ∈ 4, i.e each of such an equivalence class
forms a triangle, what allows us to represent a quotient set E| ∼ as a sum of triangles. Assume now that
T : E → Q for Q = {41, . . .4k}. Than each T−1(4i), for i ∈ {1, 2, . . . , n} contains some states x ∈ E and
a set {T−1(4i)|4i ∈ Q, for i ∈ {1, 2, . . . , n}} of all such triangle anti-images is a desired partition of the
initial motion environment E. In order to preserve a consideration generality, we do not impose any special
requirements on E (concerning the temporal or spatial coverage etc.)

 

        

 

 Room 1 

 Room 2 

 Room 3 

 Corridor 

Room 1 

Room 3 

Figure 5.3: An example of a triangulation of some polygonal robot environment

For such a triangulated environment E – one can introduce a Finite Transition System with Preferences–
FTSP, modifying a definition of of FST from [126, 127] as follows:

Definition 35 Consider that a triangulated environment E is given, i.e. E = {4i : 4i 6= 4j for i 6= j ∈ I}.
Then the Finite Transition System FTS with Preferences is n-tuple

FTS = 〈Q,Q0, Act, T, tranFTS ,Pref〉, (5.3)

where:

• Q is the finite set of states (triangles) ⊂ E,

• Q0 ⊆ Q is the set of initial robot triangle,

• Act is the set of actions,

• T : E 7→ Q,

• tranFTS : Q×Act 7→ Q is defined as a ’move’ from 4i →4j iff the cells T−1(4i) and T−1(4j) share a
common edge,

Pref: Q 7→ [0, 1] is a preferential function which associates to 41 ∈ Q some value α ∈ [0, 1], i.e.
Pref(41) ∈ [0, 1].

Remark 3 Note that the preferential function Pref plays a similar role in FTS as a function f : Σ 7→
[0, 1] in the preferential automata.

Example 34 One can consider such a transition system with preferences as a system – depicted on a Fig.
5.3 with a function PREF, which satisfies the condition: PREF (4(room3)) = 1

2 . (All triangles from a
room 3 are preferable (in a sense of a robot task as places to visit) with a degree 1

2).
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5.5.2 From FTS System to the First Büchi Automaton

It easy to observe that the finite transition system FTS naturally models a basic structure of the motion
environment. It can play this role independently of a way of its presentation – in the standard form:
FTS = (W,W0,Act, Tran,Π, Obs) or in the ”triangle” depiction FTS = 〈Q,Q0, Act, T, tranFTS ,Pref〉.
Furthermore, the structure of such FTS ’s – as one can observe – show some similarity to a structure of
automata, so they seem to be a natural base of a construction of the required automata. In fact, (finite)
automata may be viewed as (finite) transition systems with an additionally given alphabet Σ and set o
accepting words over Σ as the required components of the automaton structure. Due to some practice in
this area – expressed in [126, 127] – we will consider the standard representation of FTS as more suitable
for an expected automaton construction.

Authors of the approach from [126, 127] recommended an immediate use a structure of such an FTS
for this construction. We only partially make use of this advise. Of course, we will base the automata
construction on the FTS-structure with its states and transitions as states and transitions of the newly
constructed automaton. Nevertheless, we decide for a more”descriptive” solution: we firstly describe a robot
environment (FTS) in terms of LTL and we construct states of desired automaton from sets of the used
formulas. For that reason, one need now a mechanism of such a description. Its presentation will be given
below.

5.5.3 From LTL and HSL,D to the Second Büchi Automaton

The next step of our construction will consist in a constructing of the appropriate Büchi automaton for LTL-
and HS-formulas expressing the robot motion environment E and the action sequencing. This situation is,
however, not so comfortable as in the FTS-case for three purposes.

A At first, both LTL and HS form formal languages, so their translation for the Büchi automaton should
be more sophisticated,

B Furthermore, we deal with two languages: LTL and HS of a different temporal and a modal-temporal
nature,

C Last, but not least, HS logic (in generality) cannot be expressed by the Büchi automaton because of an
enormous expressive power of this system in its full original version.

Fortunately – as it was already mentioned – it was proven in [108] that the subsystem of HS with D-operator
can be represented by a finite state automaton. Unfortunately, it is not clear whether there exists any
extension of this subsystem with the same property. Nevertheless, it is known that a subsystem AĀBB̄ is
too strong as ω-regular languages can be embedded in this system, but not in the inverse direction [129].
According to these remarks on the Büchi automaton construction in section 2, we begin with a definition of
a closure of formulas of LTL ∪HSD.

Definition 36 [123, 124]. Let assume that φ ∈ L(LTL). We define its closure cl(φ) as follows:

• g ∈ cl(φ),

• φ ∈ cl(φ) ⇐⇒ ¬(φ1) ∈ cl(φ),

• φ1 ∧ φ2 ∈ cl(φ) then φ1, φ2 ∈ cl(φ),

• A(φ1, . . . , φk) ∈ cl(φ), then g1, . . . , gn ∈ cl(φ).

• A(φ1, . . . , φk) ∈ cl(φ)→ Asub(φ1, . . . , φk) ∈ cl(φ) for Asub denoting a sub-formula of A.
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Intuitively, the closure of φ consists of all subformulas of φ and their negations. In the similar way we will
define a closure for φ ∈ L(HSD) and for formulas of L(HSD ∪ LTL). For a distinction of these languages
and their formulas we will denote them as: φLTL and φDHS .

Definition 37 Assume that an arbitrary formula φ ∈ L(LTL ∪ HSD) is given. In accordance with the
earlier statements an automaton ALTL,HSD for φ is defined as n-tuple:

ALTL,HSD =
(

2cl(φ), ρ, SφLTL0 , S
φDHS
0 ,F

)
(5.4)

where

• 2cl(φ) is the set of automaton states as the collection of all possible sums of subformulas of cl(φ),

• ρ is the transition and

• SφLTL0 , S
φDHS
0 are sets of initial states of automaton for φLTL and φD,LHS ,

• finally, F ⊆ 2cl(φ) is a set of accepting words of automaton6. (resp.).

One can naturally expand this definition – based on [123, 124] to the definition of a preferential automaton
as follows:

Definition 38 Assume as earlier that a formula φ ∈ L(LTL ∪ HSD) is given. Then the Preferential

Automaton (for words of L(LTL ∪HSD,L)) is defined as n-tuple:

ALTL,HSD =
(

2cl(φ), ρ, S0, f,∆,F∆
)

(5.5)

• where – as earlier – 2cl(φ) is the set of states of the automaton,

• ρ is the automaton transition,

• S0 ⊆ 2cl(φ) are sets of initial states of automaton,

• f : 2cl(φ) 7→ [0, 1] is a function called: (a fuzzy) ’valuation’7,

• ∆ = {α1, α2 . . .} is a set of values of a function f : 2cl(φ) 7→ [0, 1].

• F∆ ⊆ 2cl(φ) is a set of accepting words of automaton.

Remark 4 It easy to see that a set 2cl(φ) plays a double role: of a set of the automaton states and a reservoir
of accepting words. This situation is natural in the light of the fact that states of such an automaton are just
built up from subformulas of φ.

Remark 5 It is not difficult to see that this general automaton depiction is not sensitive to a distinction
between sets S0 and F∆ – built from the same set 2cl(φ). Such a distinction is a matter of acceptance criteria,
which should be however, omitted in such a general definition.

These definitions is illustrated by the following example.

Example 35 Let us consider φ = ¬φ1 for some φ1 as a LTL-formula and ψ = 〈D〉ψ1 (for some ψ1) as our
HSD-formula. We show how to construct a Büchi automaton in a case of these formulas. Due to definition
of a closure of the formula we obtain:

6Let us observe that defining of F as accepted words determines, somehow, a set of final states by this way of state definition

– just by formulas, what seems to justify F as a subset of 2cl(φLTL)∪cl(φDHS).
7The function of fuzzy valuation is sometimes denoted by e is some metalogical contexts and called: ’evaluation’ – see: [79].
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• cl(φ) = {φ1,¬φ1} and cl(ψ) = {ψ,¬ψ, 〈D〉ψ,¬〈D〉ψ},

• thus 2cl(φ) = {∅, {φ1}, {¬φ1}, {φ1,¬φ1}} and 2cl(ψ) = {∅, {ψ}, {¬ψ}, {ψ, 〈D〉ψ}, {ψ,¬〈D〉ψ}, {¬ψ, 〈D〉ψ},
{¬ψ,¬〈D〉ψ}},

• Transitions ρLTL and ρHSD are defined in such a way that sets from Nφ are initial in ρLTL and Nψ are
initial for ρHSD .

5.5.4 Product Automaton AFTS ×ALTL,HSD
We have already defined two automata: the automaton AFTS , which describes the finite transition system
and the automaton ALTL,HSD that represents the initial temporal logic-based specification of the motion
environment. There is a need to reconcile both automata in order to construct our open-loop hybrid con-
troller. For this purpose, it seem to be reasonable to restrict a spectrum of the possible transitions to these
of them, which can ensure some form of observability.

For this purpose we introduce a product automaton8 A = AFTS × ALTL,HSD with a new transition
→A between pairs: (pi, qi) →A (pj , qj). We assume that this transition holds between such pairs if and
only if pi →FTS pj and (qi;π(qj)) →LTL wj . It leads to the following definition of the preferential product
automaton.

Definition 39 Let: A1 = 〈Σ1, S, S0,→A1
, f1,∆1,F∆1〉 and A2 = 〈Σ2, T, T0,→A2

, f2,∆2,F∆2〉 are prefer-
ential automata, than their Preferential Product Automaton is the automaton of the form:(

Σ1 × Σ2, S × T, S0 × T0,→A1×A2
, F,∆1 ×∆2,F∆1 ×F∆2

)
, (5.6)

where:

• → is a product transition defined such that: (si, ti)→ (si+k, ti+k) holds for natural i ∈ I and 1 ≤ k if and
only if si →A1 si+k and ti →A2 ti+k,

• F =

{
f1, for automaton A1,

f2, for automaton A2.

(For simplicity, we will shortly write→ instead of→A1×A2
, when it will not lead to any confusion.) Examples

of product automata will be given in the next part focused on an implementation.

Complementary Conditions for a Product Automaton

In fact, this construction requires a small complementation. Namely, some singletons of A can have no
outgoing transitions. In order to ensure a normal work of the automaton, we add the so-called ’stutter
extension’ rule [139], which adds a self-transition on the blocking states. More formally, for all states s ∈
domain of A, a new transition is defined: →A∗=→A ∪(s→A s), where→A is the transition of the automaton
A 9, earlier defined. In such a framework it holds the following:

Theorem 11 (adopted from [125]) An execution of FTS that satisfies the specification in terms of LTL and
HS-formulas exists iff the language of A is non empty.

We omit the proof details. For a case of LTL-specification it can be found in [123, 124]. For a case of HSD

it follows from the existence of the automaton accepting formulas of this logic from [108].

8It seems that creating the product of automata is not an only method of their combining in order to reconcile a required
piece of information encoded by these automata separately. In this moment I would like to thank to Prof. P. Stuzak for a
stimulating discussion during an AAIA-session of FedCSIS’16-conference in Gdańsk.

9In fact, we consider a projection of →A for the set of s-states, because →A works for pairs of states.
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5.6 Part II: Implementation

We have just given in last part of this chapter a theoretic outline of the hybrid controller construction –
based on some product automaton. In addition, a description of the robot motion environment and the robot
plan have been rendered in LTL extended by some fragment of HS-logic. In this part we intend to illustrate
these ideas by proposing a concrete construction of such a controller. According to the earlier arrangements
– this construction will be multi-stages and it will contain the following steps:

St1(appl) a presentation of the robot motion environment ,

St2(appl) a formal description of the environment and the plan of the robot in terms of LTL
⋃
HSD,L ,

St3(appl) a formal description of the environment and a real plan performing by the robot in terms of
LTL

⋃
HSD,L

St4(appl) a construction of the appropriate Büchi automata for both the cases (the first one – for a desired
plan, the second one – for a real plan performing by the robot) ,

St5(appl) a construction of a product automaton built up from automata from a point (4).

St6(appl) a PROLOG-description of the product automaton in order to detect eventual discrepancies
between a plan and its performing by the robot .

However, this construction slightly deviates from the general algorithm in the theoretic depiction, as described
earlier. The difference consists in a fact that the robot environment was almost immediately used as a natural
basis for the appropriate automaton construction. Only the plan specification was rendered in LTL-based
automata. In this case, both the plan specification and the robot motion environment are described in
automata built up from (closures of) LTL-formulas. This unification in our practical approach makes the
comparison in the product automaton easier, more transparent and natural. This description has a form
of an extended outline as it avoids some of the construction details. It is planned to complement these
investigations in a more detailed way in a future research.

5.6.1 The Robot Environment and its LTL
⋃
HSD,L-specification

Let us consider a robot, say R, in some polygonal environment with 4 rooms as depicted on a picture below.
Assume that R performs a task to dislocate a black block A from a room 1 to the room 4 and put in on a
block B there and the planned (preferred) move trajectory leads from the room 1 by a neighborhood of the
room 3 to the room 4 (the blue line on a picture). Let also assume that our robot exchanged this trajectory
for another one (marked by a red line).
Therefore, the robot motion environment and plan specification in LTL∪HSL,D may be rendered as follows:
• Plan + Preferences:

1. Take a block A.

2. Move from R1 to R3 (more preferable) or Move from R1 to R4 (less preferable).

3. If you are in R3, move from R3 to R4.

4. Go to the room R4).

5. Put a block A on the block B.

We can also extract the following ’behavioral’ rule for the robot as a condition of an effective plan performing.
• Condition for the plan performing/behavioral rules:
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Figure 5.4: The polygonal environment of the robot motion with 4 rooms. The blue broken line illustrates
the planned trajectory of the robot move from a room no. 1 to the room no. 4. The red one illustrates the
deviated trajectory of the robot move.

1. Always in a future, if you take a block A, go to the room R3.

Finally, we should give a short description of the polygonal robot motion environment.

• The robot environment:

1. Environments consists of 4 rooms ,

2. In a room R1, block A is initially located ,

3. In a room R4, block B is initially located ,

4. In rooms R2, R3 no blocks are located ,

5. In room R4, block A is finally located ,

6. The robot motion area is always located on the left of a room R1 ,

7. The robot’s motion area is always located on the right of a room R4 .

All these conditions may be regarded now in terms of LTL
⋃
HSD,L in the corresponding way as follows: •

Plan + Preferences:

1. Take(A).

2. Move(RA1 , R3) ∨Move(RA1 , R4).

3. HOLDS(RR3 )→Move(R3, R4).

4. Put(A).

5. HOLDS(RA4 ).

• Condition for the plan performing/behavioral rules:
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1. G(take(A)→ 〈L〉go(R3) .

• The robot environment:

1. R1 ∧R2 ∧R3 ∧R4,

2. RA1 ∧RB4 (HOLDSInit(R
A
1 )),

3. RA4 (HOLDSFin(RA1 )),

4. [D](R1 → Left)

5. [D](R4 → Right).

Let us return now the initial assumption that the robot deviated from the planned path and has chosen a
red line from R1toR4 , so via R2. We can trace this deviation for the following juxtaposition of two formal
descriptions in terms of LTL

⋃
HSD,L for both situations.

plan of the robot the real plan performing

Take(A) Take(A)
Move(RA1 , R3) ∨Move(RA1 , R4) Move(RA1 , R2)
HOLDS(RR3 )→Move(R3, R4) Move(RA2 , R4)
Put(A) Put(A)
HOLDS(RA4 ) HOLDS(RA4 )

behavioral rule behavioral rule

G(take(A)→ 〈L〉go(R3) ?

5.6.2 From LTL ∪HSL to the Second B́’uchi Automaton

The next stage of the plan controller construction consists in the appropriate translation of LTL ∪ HSL-
formulas to states of B́’uchi automaton, which usually is not given a priori, but it must be constructed in
the appropriate way. The automata will be constructed due to ideas from [123, 124]. Assuming that a given

formula FOR ∈ L(LTL ∪HS)10, the B́’u chi automaton is constructed for FOR according to the following
general rules:

Rule1 : Each state of the automaton is determined by some subformulas of FOR and their negations.

Rule2 : The initial state of automata is always the state with the empty word.

Rule3 : If a state sk (1 ≤ k) of the automaton is identical to {φ} (for some φ ∈ FOR), then the states
immediately admissible from sk by the transition function is identical to {N(φ)}, such that N(φ) ∈
FOR and φ is a subformula of N(φ).

Rule4 : We avoid these states of automaton with these formulas, which are completely redundant from the
point of view of the fixed goal. (For example, if the construction goal is a state based on a formula
A(φ), then we avoid the state built from ¬A(φ) as redundant.)

Automata for LTL-words. In order to illustrate this procedure let us consider a unique atomic LTL-
formula11 TAKE(A). Due to definition 40 – a closure of a formula φ contains all of its sub-formulas and
its negations. According to Rule 1, the automaton states are determined by the following collection sets of
formulas:

∅, {¬A}, {A}, {TAKE(¬A)}, {A, TAKE(¬A)}, {TAKE(A)}, {A, TAKE(A)}.
10We usually think about this language as based on a propositional descriptive or attributive language.
11In fact, there is an atomic formula of a descriptive or attributive version of LTL.

155



              {A, TAKE(¬A)}  

  

⦁ r1 

{¬A}  {TAKE(¬A)} 

        ⦁ p1    ⦁ q1 

 

 

 

∅ 

 

 

        {A}    {TAKE(A)} 

        ⦁ p2    ⦁ q2 

 

{A, TAKE(A)} 

               ⦁ r2  

Figure 5.5: Fragment of the Büchi automaton with states for a closure of the LTL-formula Take(A).

According to Rule 2 – the initial state of the automaton is the state with the empty word. The automaton
is further constructed due to Rule 3. In particular, the next states of the automaton are the singletons: {A}
and {¬A}. In the next stage, we take TAKE(A) and TAKE(¬A) as new formulas determining next states
{TAKE(A)} and {TAKE(A)} (resp.) of the automaton. The whole construction is depicted in Fig. 5.5.
Büchi automaton for LTL ∪HSL-formula Take(A)→ 〈L〉go(R3) was presented in Fig.5.6.

The same principles enables of construction automata for Move(RA1 , R3) (see: Fig. 5.7.) and for Take(A)
and Move(RA1 , R3) (taken together) – as demonstrated in Fig. 5.8. Finally, automata for the ’behavioral
rule’ of the robot Take(A)→ 〈L〉go(R3) and for Move(RA1 , R3) were presented in Fig. 5.9 and 5.10 (resp.).

It seems to be noteworthy to observe the transitions in Fig. 5.8 for Move(RA1 , R3). Namely, the state
{RA1 } allows us to move to {Move(RA1 , R3} because RA1 is a subformula of Move(RA1 , R3. However, a direct
transition from {RA1 } to {RA1 ,Move(RA1 , R3} is not admissible as it violates Rule 3.

It is not difficult to observe that a ’global size’ of such automata for a complete plan of the robot and its
motion environment is very large and its complete presentation would be difficult and non-suggestive. It is
enough to observe that the full automaton is a composition of the appropriate fragments enriched by some
’move-lines’ (the blue line in Fig. 5.9) in order to connect the appropriate fragments of this automaton.

As earlier mentioned, the construction of automata is aimed at encoding a piece of information both
about:

A a required or planned performing of the robot/agent tasks and

B a real task performing by the agent/robot.

The discrepancies between both situations may be detected by a comparing the appropriate (fragments of)
automata, Compare: automaton in Fig.5.7 and in Fig. 5.10. The first one describes the required plan
execution. The second one – a real plan execution. The differences are marked in a blue color in the second
of these automata (see: Fig. 5.10) Nevertheless, such a comparative analysis may be simplified. In fact, it
is enough to encode both type of information in a single product automaton.

5.6.3 The Product Automaton

In fact, each product automaton preserves some portion of information encoded by two automata: by the
plan-automata, sayAplan and by its ’rival’ for the real task performing, sayAperf . As each product structure,
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                 ⦁ q0   {R3, take(A)} 

    {R3, A}      {go(R3), A}  {〈L〉go(R3),A}  {take(A)⟶〈L〉go(R3),A}

       ⦁p0  σ2        ⦁q1  σ3        ⦁ r0  σ4  ⦁ s0 

    {¬go(R3), A}  {¬go(R3), 〈L〉go(R3),A}  

              ⦁ q2          ⦁ r1   

   σ1    ⦁ p1   {¬A, A}   

  A   

  ⦁      ⦁p2   {¬R3,A}    

 

∅ 

  ⦁      

¬A  {R3,¬A}   ⦁q3 

  ⦁p3   {¬go(R3), ¬A} 

Figure 5.6: Fragment of the Büchi automaton with states for a closure of the LTL-formula Take(A) →
〈L〉go(R3).

 

 

 

    {¬R1
A}   {R1

A, Move(R1
A,R3)}  {R3, Move(R1

A,R3)} 

    p1⦁    q1⦁     r1⦁ 

 

    {R1
A}    {Move(R1

A,R3)}   {R1
A, Move(R1

A,R3)} 

    p2⦁    q2⦁     r2 ⦁ 

 

∅    {R3}    {¬Move(R1
A,R3)}  {R3, ¬Move(R1

A,R3)} 

    p3 ⦁    q3 ⦁     r3 ⦁ 

 

    ⦁{¬R3}    {¬R3, ¬Move(R1
A,R3)}  {R3, ¬Move(R1

A,R3)} 

    p4    q4 ⦁     r4 ⦁ 

Figure 5.7: Fragment of the Büchi automaton with states for a closure of the LTL-formula aMove(RA1 , R3).
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          ⦁ r    {A, TAKE(A)} 

   {A}   {TAKE(A)}    

                                  p ⦁    q ⦁ 

 

    {¬R1
A}   {R1

A, Move(R1
A,R3)}  {R3, Move(R1

A,R3)} 

    p1⦁    q1⦁     r1⦁ 

 

    {R1
A}    {Move(R1

A,R3)}   {R1
A, Move(R1

A,R3)} 

    p2⦁    q2⦁     r2 ⦁ 

 

∅    {R3}    {¬Move(R1
A,R3)}  {R3, ¬Move(R1

A,R3)} 

    p3 ⦁    q3 ⦁     r3 ⦁ 

 

    ⦁{¬R3}    {¬R3, ¬Move(R1
A,R3)}  {R3, ¬Move(R1

A,R3)} 

    p4    q4 ⦁     r4 ⦁ 

Figure 5.8: Fragment of the Büchi automaton with states for a closure of the LTL-formulas Take(A) and
Move(RA1 , R3).

                 ⦁ q0   {R3, take(A)} 

    {R3, A}      {go(R3), A}  {〈L〉go(R3),A}  {take(A)⟶〈L〉go(R3),A}

       ⦁p0  σ2        ⦁q1  σ3        ⦁ r0  σ4   ⦁ s0 

    {¬go(R3), A}  {¬go(R3), 〈L〉go(R3),A}  

 A  ⦁   ⦁ p1 {¬A, A}     ⦁ q2                       ⦁ r1   F 

    {¬R1
A}   {R1

A, Move(R1
A,R3)}  {R3, Move(R1

A,R3)} 

    p1⦁    q1⦁     r1⦁ 

 

    {R1
A}    {Move(R1

A,R3)}   {R1
A, Move(R1

A,R3)} 

    p2⦁    q2⦁     r2 ⦁ 

 

∅    {R3}    {¬Move(R1
A,R3)}  {R3, ¬Move(R1

A,R3)} 

    p3 ⦁    q3 ⦁     r3 ⦁ 

 

Figure 5.9: Fragment of the Büchi automaton for Move(RA1 , R3) and for a fragment of a formula take(A)→
〈L〉go(R3).
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    {¬R1
A}   {R1

A, Move(R1
A,R2)}  {R2, Move(R1

A,R2)} 

    p1⦁    q1⦁     r1⦁ 

 

    {R1
A}    {Move(R1

A,R2)}   {R1
A, Move(R1

A,R2)} 

    p2⦁    q2⦁     r2 ⦁ 

 

∅    {R2}    {¬Move(R1
A,R2)}  {R2, ¬Move(R1

A,R2)} 

    p3 ⦁    q3 ⦁     r3 ⦁ 

 

    ⦁{¬R2}  {¬R2, ¬Move(R1
A,R2)}  {R2, ¬Move(R1

A,R2)} 

    p4    q4 ⦁     r4 ⦁ 

Figure 5.10: Fragment of the Büchi automaton for the real task performing for the closure of LTL-formula
Move(RA1 , R2).

the product automaton Aplan ×Aperf is built up from pairs of states of the form: (splan1 , sperf2 ), where each

splan1 ∈ Aplan and each sperf2 ∈ Aperf . 12 The similar pairs can be constructed with respect to transitions
taken from Aplan and their equivalents from Aperf (if there are)13.

Due to Definition 39 – the preferential product automaton for automata: Aplan andAperf has the following
algebraic form:

Aplan ×Aperf =
〈

Σ1 × Σ2, S
plan × Sperf , Splan0 × Sperf0 ,→,∆plan ×∆perf , F ,F∆plan ×F∆perf

〉
. (5.7)

Example. Assuming that the choice of Move(R1, R3) is preferable with a degree, say 2
3 , and the choice of

Move(R1, R4) – with a degree 1
3 in therobot plan, the fragment of product automata A×Apref for formulas

Move(R1, R3) ∨ Move(R1, R4) and Move(R1, R2) – due to definition – will have the following algebraic
representation:

Alphabet: Σ1 × Σ2 = L(LTL ∪HSL)× L(LTL ∪HSL) ,

States: Splan × Sperf = 2
cl

(
Move(R1,R3)∨Move(R1,R4)

)
× 2cl(Move(R1,R2)) ,

StatesDist: S
plan
0 × Sperf0 = {∅, {R1}, {¬R1} . . .}2 ,

AccWord: F∆plan ×F∆perf = {R1, R3, R4,Move(R1, R3)
2
3 ,Move(R1, R4)

1
3 } × {R1, R2,Move(R1, R2)1} ,

PrefValues: ∆plan = { 2
3 ,

1
3}, ∆perf = {1} 14.

The construction of each product automaton consists in a combing states of the first automaton with states of
the second one ’each to each’. For example, if automata for LTL-words: TAKE(A) and MOV E(R1, R3) are

12It is not completely correct, because we should pedantically state that splan1 belongs to some set Splan of states of Aplan,
but we will omit this distinction for a simplicity and some suggestiveness of analysis.

13Of course, both automata Aplan and Aperf are defined over the same alphabet Σ = L(LTL ∪HSL,D).
14These last values may be arbitrarily taken as they essentially referred to the really performed action Move(R1, R2). Anyhow,

it seems to be reasonable to associate it a value 1.
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producted, the final product automaton will contain such states as: {A,R1}, {A,R3}, {A,MOV E(R1, R3)},
etc.

It easy to observe that such a non-restricted combination is much redundant and may be troublesome.
In fact, we need to compare the corresponding fragments of Aplan and Aperf only in order to detect possible
discrepancies. This restricted producting of automata should also find its reflection in terms of programming
languages.

5.6.4 PROLOG-description of the Product Automaton

The last step of the plan controller construction consists in encoding the product automaton in a declarative
language such as PROLOG. An idea of encoding is simple: a ’status’ and localization of automaton states
will be described by such predicates as: final(x), initial(x), but the transitions between them may be ren-
dered by 3-argument predicates arc(x,y,z). Since all states of automata are determined by the appropriate
LTL-formulas, this fact may find its reflection in PROLOG-names characterizing these states. Thus, we can
admit names of the type: stateA, stateR2, stateNotR3, stateNotMove1R2, etc.

In this framework some fragment of Aplan-automaton for two formulas: Take(A) ∪Move(RA1 , R3) may
be rendered in PROLOG as follows:

arc(0, stateNotR1). arc(0, stateR1).arc(0, stateR2). arc(0, stateNotR2).
arc(stateNotR1, stateMoveR1R2). arc(stateR1,stateMoveR1R2).

arc(state R1, stateNotMoveR1R2). arc(stateR2, stateMoveR1R2).

arc(stateNotR2P, stateNotMoveR1R2) etc.

And corresponding part of APref -automaton:

arc(0, stateNotR1). arc(0, stateR1). arc(0, stateR3). arc(0,stateNotR3).
arc(stateNotR1, stateMoveR1R3). arc(stateR1, stateMoveR1R3).

arc(state R1, NotMoveR1R3). arc(stateR2,stateMoveR1R3).

arc(stateNotR3P,stateNotMoveR1R3) etc.

The detected differences on a level of PROLOG-description are marked by red color.
It remains to enrich these PROLOG– descriptions by some preferential component – as it it has been

made on a level of automata. Due to our convention – preferences are denoted by rational numbers from a
fuzzy set [0, 1] and they are associated to arcs between automaton states. For simplicity of the PROLOG-
representation, we can assume that they can be associated to final states of such paths/arcs.

Assume, however, that we do not know how they are associated to concrete formulas or states, but we
only known that each of formula can take one of values from the set {0, 1

2 ,
2
3 , 1}. If we define the automaton

branches for a Take(A)-formula by PROLOG lists, say X and Y, we also need to add a piece of information
about possible fuzzy values that can be considered:

Xins 0, 1
2 ,

2
3 , 1, and Y ins 0, 1

2 ,
2
3 , 1.

These coding examples do not exhaust the list of possible ways of PROLOG-encoding, but they are used
for illustration and can be extended and specified in many ways.

5.7 Conclusions

We have just provided a multi-stages construction of the hybrid plan controller in terms of LTL extended
by HSD. Using such a description, we were led to encode features of robot motion environment and its
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behavior in terms of preferential Büchi automata. It has emerged that the initial discrepancy between a
plan and its real performing by a robot can be encoded at each stage of the controller construction without
losing of any portion of information. In fact, the same discrepancy at the stage of the LTL-description can
be transformed to the stage of the automaton construction and – finally – could be visible at the stage
of its PROLOG-representation, too. One could venture a thesis that attempts with other languages of a
declarative paradigm give the similar results.

Naturally, the preferential extension of automata and the whole construction of the plan controller –
that was proposed – forms a kind of an ’external’ extension. In fact, we have not introduced any explicit
preferential language to LTL extended by HS-language with 〈D〉 and 〈L〉. It seems that this task could be
feasible in some preferential extension of HS or LTL.

Furthermore, we interrupted these investigations in a point, where interests of specialist in AI and
computer science meet with a competence of experts in automatics and robotic. It was implied by the
fact that we were not interested in a plan controller as a physically constructible machine, but (more) as a
theoretic construct. Obviously, it does not mean that this theoretic abstract and ideal plan controller may
not be implementable and constructed in reality. Its physical materialization is, however, conditioned and
dependent on many additional factors that should not be put aside. One of these factors could be a problem
of an ’ergonomy’ of this construction, for example, with respect to a cost of transition between appropriate
fragments of encoding automata. The word ’cost’ may be also interpreted in a purely theoretic sense as an
’ergonomy’ of needed moves and steps of the plan controller construction 15.

15The issue of a role of cost functions and costs of transition was taken by Prof. P. Sluzak during AAIA-session of the
FedCSIS’16-conference. In this moment I would like to thank to him for stimulating remarks and to Prof. Halina Kwasnicka
who underlined an importance of remarks of P. Pluzak for materialization of my construction ideas.
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Chapter 6

Towards a Synthesis

The foundation on which the whole corpus of investigations of earlier four chapters has been constructed
were the following two approaches to modeling fuzzy temporal constraints and preferences:

1. the interval-based approach and

2. the logical approach in terms of Preferential Halpern-Shoham logic.

It arises a natural question whether a more synthetic depiction might be elaborated. We venture to positively
answer this question. The potential solutions may contain different proportion of these approaches and may
be divided into two classes:

1(L = A) these two approaches play the same role in the new synergy approach,

2(A ¿ L) the convolution-based approach dominates and it is supported by the logical approach,

3(L ¿ A) the logical approach dominates and it is supported by the convolution-based one.

The holistic approach – which we intend to propose now – will belong to the third-type. It will refer to the
problem of the plan controller construction. In fact, it seems that this controller construction in a logic-based
way requires some complementation. In particular, it is not clear how to primary detect different deviations
in the robot task performing.

We only decided to announce that it is a role of a a control function u(t) which traces a trajectory
function x(t). It seems that these functions may be more specified and normalized by integrals. In this way,
the logical approach might be complemented by the integral-based approach.

6.1 Integral-based Approach as a Support of the Logical Approach

To approximate how the integral-approach supports the construction of the plan controller and some natu-
rality of this analytic-support let us observe the following facts.

1. The robot environment E may be considered as a metric vector space. In fact, each potential move of
the robot in E forms a vector in tis space. In addition, this polygonal E is assumed to be a subspace
of metric space (R, d), where d is Euclidean.

2. Even more – E may be seen as a unique Hilbert space1 if we agree to interpret E as a field of all possible
trajectories and control functions. In fact – without losing of generality – one can assume that each

1An exact definition of Hilbert space is given in Appendix.
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such a robot trajectory x(t) and each control function u(t) is a Lebesgue integrable function defined

over an interval [a, b]. All such Lebesgue-integrable functions form a Hilbert space
(
Lp[a, b], ‖ • ‖

)
2

with norms ‖ • ‖ defined as follows:

‖x‖ = |x(t)|+
(∫

[a,b]

|x(t)|dt
) 1
p

, 0 < p ≤ 1, (6.1)

and

‖u‖ = |u(t)|+
(∫

[a,b]

|u(t)|dt
) 1
p

, 0 < p ≤ 1. (6.2)

In this framework, one can identify the robot environment E with a Hilbert space Lp[a, b], ‖ • ‖ of all such
Lebesgue integrable trajectories x(t)i and control functions u(t)i that each trajectory x(t)i has a non-empty
intersection with its corresponding control function u(t)j for i, j ∈ I. Briefly and formally:

E =
{
x(t)i, u(t)j ∈

(
Lp[a, b], ‖ • ‖

)
: x(t)i ∩ u(t)j , for i = j, i, j ∈ I, 0 < p ≤ 1

}
. (6.3)

One can generalize this reasoning for a multi-dimensional case of Rn. Assume now that u(t) ∈ Rn, so
u(t) = u(t1, . . . , tk). Since a robot move equations are usually involved in partial derivatives it is comfortable
to postulate their differentiability up to α-degree. In addition, one may require the following condition:

• both partial derivatives Dαu(t) and Dαx(t) should belong to the same space.

Formally:

Dαu(t) :=
∂αu(t)

∂t1, ...∂tn
∈
(
Lp[a, b], ‖ • ‖

)
, (6.4)

and

Dαx(t) :=
∂αx(t)

∂t1 . . . ∂tn
∈
(
Lp[a, b], ‖ • ‖

)
. (6.5)

In this case, E might be identified with the so-called Sobolev’s space. Details of further specifications of

     

              

 

 

          

      

 

 

 

 

 

 

 

Figure 6.1: Robot polygonal environment (with rooms A and B) as a Hilbert space of Lebesgue integrable
trajectories (green lines) and control functions (red line).

2Pedantically, one should defined both x and u as functions dependent on space locations x and time-points t. For simplicity,
we consider them as only dependent on t. In this way, a space distance between two points of E will be measured by a temporal
distance between them. Such a measure is sufficient from our point of view.
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Sobolev’s space – adopted for E-representation – need not concern us here. Nevertheless, it seems that this
interval-based complementation of the purely logical E-specification has at least two advantages:

1. it delivers newgeometric features of this environment and

2. it delivers new criteria of robot controllability.

We describe these advantages in detail.

New geometric features of robot environment. It is not difficult to note that some typical properties
of Hilbert space L2[a, b] may be interpreted as robot trajectories and the control functions in its motion
environment. We put forward them in terms of these functions.

Assume thus that x(t) and y(t) are trajectories defined over [a, b] and Lebesgue integrable over [a, b] in
E. Then it holds the following Schwarz’s inequality for trajectories:(∫ b

a

x(t)y(t)dµ
)2

≤
∫ b

a

x(t)2

∫ b

a

y(t)2dµ. (6.6)

The similar inequality holds for Lebesgue integrable control functions, say u(t), v(t). It will be called
Schwarz’s inequality for control functions:(∫ b

a

u(t)v(t)dµ
)2

≤
∫ b

a

u(t)2

∫ b

a

v(t)2dµ. (6.7)

If trajectories x(t), y(t) as above – are also assumed to be non-negative functions and p, q are such that
1
p + 1

q = 1, then it holds the Hölder inequality for trajectories:∫ b

a

x(t)y(t)dµ ≤
(∫ b

a

x(t)p
) 1
p
(∫ b

a

y(t)qdµ
) 1
q

. (6.8)

The similar inequality holds for the control functions.
Finally, if x1(t) . . . xk(t) are Lebesgue integrable non-negative trajectories in E, it holds the following

Minkowski’s inequality for trajectories for k > 1:(∫ b

a

(x1(t) + . . .+ xk(t))dµ
) 1
k ≤

(∫ b

a

x1(t)dµ
) 1
k

+ . . .+
(∫ b

a

xk(t)dµ
) 1
k

dµ. (6.9)

and for 0 < k < 1:(∫ b

a

(x1(t) + . . .+ xk(t))dµ
) 1
k ≥

(∫ b

a

x1(t)dµ
) 1
k

+ . . .+
(∫ b

a

xk(t)dµ
) 1
k

dµ. (6.10)

These inequalities may be (more or less) interpreted as follows: a common area determined by a sum of
robot trajectories x1(t) . . . xk(t) in E is no greater(no smaller) than a sum of each of areas determined by
their corresponding trajectories xi separately. The similar feature holds for control functions satisfying the
same properties.

Controllability in new terms. Considering the robot environment E in a more abstract way – as a
Sobolev space of trajectories and control inputs – has an additional advantage. Namely, it allows us to
adopt the following concepts of controllability and strong controllability – recently elaborated in [140].

1. The system (1) is said to be locally controllable at z if for each ε > 0 there exists ρ > 0 such that for
all v ∈ B(0, ρ) there exists a trajectory x for F , with ‖x− z‖ ≤ ε, satisfying (x(0), x(1) + v) ∈ S.
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2. It is said to be strongly locally controllable [1] at z if there exist a > 0 and ρ > 0 such that for all u and v
in B(0, ρ) there exists a trajectory x for F , with ‖x−z‖ ≤ a(|u|+|v|), satisfying (x(0)+u, x(1)+v) ∈ S.

Here B(0, ρ) denotes the closed ball in H centered at 0 and of radius ρ.

A new algorithm of the controller construction.
It remains to answer to the following intriguing question:’How can we know about the robot plan per-

forming and about the current robot situation in order to encode it in LTL and the appropriate automata’?
The answer to this question seems to be clear. A carrier of information about the current robot situations
and a real state of its plan performing are just control functions for the robot trajectories – as differntiable
functions of the ideal Sobolev’s or Hoelder’s space.

Each LTL- or automata-based encoding the current situation must be proceeded by an earlier extraction
of knowledge about the current robot situation. In a consequence, the general algorithm of the hybrid con-
troller construction from paragraph 5.4 (pp. 127-128) may be enlarged to the following one:

Algorithm: The Hybrid Controller Construction

Procedure: CONTROLLER(E, φ)

1. 4← Triangulate(E)

2. FTS ← TriangulationToFTS(4)

3. AFTS ← FTS to Buchi Automaton

4. LTL ∪HS-representation ← Detecting Robot Trajectories by Controll Functions

5. ALTL,HSD ← LTL ∪HSDto Buchi Automaton

6. A ← ProductAFTS ,ALTL,HSD

7. return: Controller(A,4, φ)

End procedure

The new ’key’ point of this newly extended algorithm is the point 4. It encodes the procedural move from
detecting the robot situation (trajectories) to its representing in terms of LTL ∪ HS. The rest of the
algorithm points are as in its original depiction on pages 127-28.

Obviously, this synergy proposal requires deeper analysis and it only forms a kind of an extended outline
in the current version. It may be a promising subject for further research.
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Chapter 7

Conclusions

7.1 Concluding Remarks

It seems that all expected objectives of the thesis have been satisfied in the framework of depth-analysis of
the conceptual tissue of temporal planning with fuzzy constraints and preferences.

In fact, difficulties of earlier approaches for representation of temporal planning with fuzzy temporal
constraints and preferences were detected in order to introduce a new (relatively exhaustive) taxonomy of
temporal planning problems. It has emerged that such a taxonomy may contain only two classes of problems.
The first class may be represented by Multi-Agent Schedule-Planning Problem; the second one – contains
problems of Traveling Salesman Problem-type.

In the framework of (strict) contributions of this PhD-work two new approaches for representation and
semantic modeling of fuzzy temporal constrains and preferences were proposed. They (at least partially)
overcome difficulties of earlier approaches. In fact, a convolution-based approach has a hybrid nature – as
it covers both quantitative and qualitative temporal constrains. Similarly, the second logical approach –
constructed in terms of Preferential Halpern-Shoham logic and fibred semantics – overcomes some discrep-
ancy between fuzzy temporal constrains and preferences – often separately considered. In fact, fuzziness
is just introduced by preferences in this approach. In the framework of the more practical part of contri-
butions – computational and programming-wise aspects of the convolution-based approach were discussed
and emphasized in detail with respect to Multi-Agent Schedule-Planning Problem. Finally, an outline of the
plan controller construction was promoted on a base of the logical approach in last chapter. Finally, some
attempt to reconcile the logical approach with the abstract analysis-based was also proposed in terms of
Sobolev’s spaces as suitable to represent the robot trajectories and control functions in its idealized motion
environment.

Novelty of the PhD-thesis with respect to this area forms a conjunction of the following main results.

A Two paradigmatic problems of temporal planning (Temporal Traveling Salesman Problem (TTSP) and
Multi-Agent Schedule-Planning Problem (MA-SP-P)) were defined and proposed as a subject basis of
temporal planning with fuzzy constraints.

B Fuzzy Allen’s relations were represented by norms from the appropriate convolutions in the appropriate
space of Lebesgue integrable functions.

C A portion of a theory for fuzzy Allen’s relations in terms of real analysis and abstract algebra was
elaborated.

C A hybrid approach to fuzzy temporal constraints was eleborated on a base of fuzzy Allen’s relations in
terms of convolutions. (In the context of MA-SP-P.)
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E Two planning methods (STRIPS and Davis-Putnam procedure) were extended by temporal and prefer-
ential components.

F A hybrid approach to fuzzy temporal constraints with fuzziness introduced by preferences was elaborated
in terms of Preferential Halpern-Shoham logic and its fibred models. (In the context of TTSP.)

G An outline of a construction of the plan controller was proposed on a base of the logical approach to
fuzzy temporal constraints.

H An attempt of a synthesis of these two approaches was put forward in the context of the plan controller
construction. This construction is carried out in ’logical terms’, but it is complemented by analytic
elements (trajectories of an agent’s move are represented by the appropriate functions in Sobolev’s
spaces.)

From a methodological point of view, this PhD-thesis showed a unique heterogeneity. It was a natural
consequence of many-dimensionality of the thesis considerations. A variety of used methods contains –
for example: computational methods of measure theory and real analysis (particularly – with respect to
convolution computing), formalization in terms of LTL and HS-logic, methods of construction of Büchi
automata from LTL-formulas – due to ideas of M. Vardi. These methods are also supported by some
methods of logical programming – in a declarative paradigm – such as: PROLOG. In addition, some more
sophisticated method such as: the Pavelka-Hajek’s style completeness proof method or satisfiability checking
via reduction to the Quantified Boolean Formula-satisfiability problem.

Generally speaking, a methodology of the whole thesis formed (in author’s belief) a synergy interplay
between methods of analysis (in particular: of a comparative analysis) and synthesis. This synergy effect
consists in a fact that both types of methods – together taken – allowed us to elucidate difficulties of earlier
approaches, to find a more holistic conceptual depiction of temporal constraints and preferences and gave a
more complementary picture of these issues.

7.2 Directions of Future Research

Indicating directions of a further research on temporal planning with fuzzy constrains and preferences may
be relatively difficult issue for several reasons. At first, this area has already been intensively penetrated in
many possible directions and many pretty general results have already been formulated. The next, many
logical research on temporal logic system – such as research on subsystems of Halpern-Shoham logic – seems
to made entrance to a final phase. This fact is sometimes reflected in titles of recent papers from this area
beginning with such phrases as: ”(Almost) last results in...”. From this perspective, research on temporal
planning with fuzzy temporal constrains and preferences seems to be in a period of ”Autumn of Middle
Ages”.

Nevertheless, all of these well-known research paths, planning paradigms and approaches to temporal
planning still wait for new combinations and more holistic approaches on a base of them. Some introduc-
tory example how to overcome a dichotomy between qualitative and quantitative temporal constraints was
proposed in this thesis. It seems also that further research on temporal planning may take into account
new components of rational behavior and intelligence such as : games, choices etc. – together combined
with fuzzy constraints and preferences. Similarly, the well-known system of temporal logic such as Halpern-
Shoham logic – penetrated from internal perspective – may be naturally combined with other temporal
systems – such as LTL or µ-calculus – to be more effectively exploited in description of actions and timing.
Halpern-Shoham logic seems to also suitable to be combined with purely modal logic systems. Deontic and
dynamic Halpern-Shoham logic seem to constitute the most natural extensions of this system.

From a metalogical and theoretic point of view – temporal planning with fuzzy constraints and preferences
seem to wait for a new type of combined semantics – similar to the Gabbay’s fibred semantics – capable of
covering different components. It is possible that the so-called reactive Kripke semantics – recently invented
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(2013) by this author – appears to be the appropriate in many different contexts of temporal planning. It
seems also that metalogical research on fuzzy logic systems for different concepts of real analysis and measure
theory such as: Choquet’s integrals, convolutions – possibly useful in AI and temporal planning in particular
– form a promising research direction for a future. Some exemplification of fuzzy logic system for integrals
and convolutions was presented in Appendix.

Finally, a tool side of temporal planning may be developed towards some fuzzy, temporal and preferential
extensions of such languages of the declarative paradigm as PROLOG or Answer Set Programming.

7.2.1 List of the Papers of the Author of the Thesis with a Referrence to its
Content.

2017:
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Appendix A

Annexe 1 – Fuzzy Logic of Integrals
for Allen’s relations

In this appendix Fuzzy Convolution Logic (FLI) for Allen’s relations will be introduced both syntactically
and semantically. Furthermore, some metalogical features of this system such as a completeness with respect
to infinite Kripke-based models and semi-completeness with respect to finite models will be investigated.

A.0.2 Requirements of the Construction and Notational Remarks.

Since the required FCL-FAIR system is conceived to represent Allen’s relations in the convolution-based
Ohlbach’s depiction, it should be capable of representing convolutions and their typical algebraic features.
In fact, we will consider two types of convolutions and integrals; at first – in the syntax of FCL-FAIR (pedan-
tically: as integral and convolution symbols) and secondly – in the FCL-FAIR semantics (as interpretations
of integral and convolution symbols).

1. Because of simple Lebesgue integrals – we need the following symbols:

• functional symbols of 1-type: φt, φx−t, χt, χx−t, . . . – for Lebesgue integrable functions (in general),
say f, (t)f(x− t), g(t), g(x− t) (resp.) ,

• integral symbols:
∫∞
−∞ φtdt,

∫∞
−∞ φx−tdt, . . .

2. Because of Allen’s interval-interval relations – obtained from the point-interval relations – we need the
following symbols:

• predicates:B̂it, D̂
i
t, M̂

i
t . . . – for the point-interval relations: Bt(j), Dt(j),Mt(j) . . .

1 and

• functional symbols of 2-type: φf
i(x)

x , χ
jg
t . . . – for syntactic representations of functions f(x), g(t)

(resp.) characterizing intervals i, j (resp.) etc.

• convolution symbols for them:

∫ t1

t0

ψitR̂
j
tdt – for convolution representation the Allen’s interval-

interval relations2 and R̂jt ∈ {B̂it, D̂i
t, M̂

i
t . . .}.

We also need 2 constant symbols for representing objects called fuzzy intervals: i, j and symbols for repre-
senting rational numbers as normalized values of convolutions: r̂1, r̂2, . . ..

1There are the abbreviations for the point-intervals: ’before’, ’during’, ’meet’, etc.
2We assume that direct names B̂(i, j), D̂(i, j), M̂(i, j) . . . for the interval-interval relations does not belong to a language of

FCL-FAIR, but to its meta-language, which – however – will be not defined here.
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A.0.3 Syntax.

Language L(FCL-FAIR) is taken from language of  Lukasiewicz propositional calculus extended to the lan-
guage of Propositional Pavelka Logic with the following connectives and constants: →,¬, ⇐⇒ ,∧ (weak
conjunction), ⊗ (strong conjunction), ∨(weak disjunction), ⊕ (strong disjunction), propositional constants
0 and 1 and new constants: r̂1, r̂2, r̂3 . . . – see:[141]. The next, we enrich this language by the appropriate
integrals and convolutions quantifiers and their corresponding functional symbols and predicates. It leads
to the following definitions.

Definition 40 The alphabet of FCL-FAIR consists of3:
• propositional variables: x, y, t . . .
• functional symbols of 1-type: φ, χ, φt, φx−t, χt, χx−t, . . .

• functional symbols of 2-type: φf
i(x)

x , χ
jg
t . . .

• predicates: B̂it, D̂
i
t, M̂

i
t , Ŝ

i
t, F̂

i
t . . ..

• rational constant names: r̂1, r̂2, . . . 0̂, 1̂,

• quantifiers: |
∫

()dt,

∫ ∫
()dxdt, ,

∫ t1

t0

()dt . . .

• operations: →,¬,∨,∧, •,⊕,⊗,= .

Definition 41 The class of well-formed formulas FOR of L(FCL-FAIR) consists of:

1. propositional variables and rational constants, functional symbols (of both types) and predicates, as
atomic formulas.

2. The next - formulas obtained from functional symbols of 1-type by operations ¬,∨,∧,→,⊕,⊗,
∫ ∞
−∞

()dt,

3. the formulas obtained from either functional symbols of 2-type or functional symbols of 2-type and

predicates by operations ¬,∨,∧,→,⊕,⊗, •,
∫ t1

t0

()dt.

4. Finally, formulas obtained from φi ∈ FOR and rational numbers by operations ¬,∨,∧,→,⊕,⊗, • belong
to FOR as well.

These classes of formulas exhaust the list of FOR of L(FCL-FAIR).

Axiomatic system.The required system FCL-FAIR arises in L(FCL-FAIR) by assuming the following
axioms – partially considered by Hájek in [79]:∫ ∞

−∞
(¬φ)dt = ¬

∫ ∞
−∞

φdt,

∫ ∞
−∞

(φ→ χ)dx→ (

∫ ∞
−∞

φdx→
∫ ∞
−∞

χdt)∫ ∞
−∞

(φ⊗ χ)dt = ((

∫ ∞
−∞

φdx→
∫ ∞
−∞

(φ ∧ χ)dt)→
∫ ∞
−∞

χdt))∫ ∞
−∞

∫ ∞
−∞

φdtdy =

∫ ∞
−∞

∫ ∞
−∞

φdydt 4(Fubini theorem)

3This system is a (slightly modified) system introduced in [104].
4If both sides are defined.
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and new axioms defining main algebraic properties of convolutions 5:∫ t1

t0

φt • χx−tdt =

∫ t1

t0

φx−t • χtdt,

r̂

∫ t1

t0

φt • χx−tdt =

∫ t1

t0

(r̂φt) • χx−tdt, (r−constant) (associativity),6∫ t1

t0

φt • (χx−t ⊕ ψt)dt =

∫ t1

t0

φt • χx−tdt⊕
∫ t1

t0

φt • ψx−tdt (distributivity).

As inference rules we assume: Modus Ponens, substitution, generalization rule for

∫
-symbol and two new

specific rules:
φ∫ ∞

−∞
φdx

, φ→χ∫ ∞
−∞

φdx→
∫ ∞
−∞

χdx
and the same rules for convolution integrals.

Definition 42 FCL-FAIR is the smallest theory in L(FCL-FAIR) with FOR – as its set of well-formed
formulas, satisfying all these axioms and closed on inference rules as above.

However, such a system describes more than convolution-depicted Allen’s relations (and simple integrals).
Observe that, if admit only formulas obtained from functional symbols of 2-type and predicates in the point
3 of FOR-definition and we formulate convolution axioms for such formulas, we obtain a restricted system,
say FCL-FAIRAllen – the appropriate for Allen’s convolutions and only for them. Obviously, FCL-FAIRAllen

is a subsystem of FCL-FAIR.

A.0.4 Semantics.

In this section, a semantic interpretation of ’syntactic’ integrals and convolutions will be given. We also give
a semantic interpretation of all syntactic symbols. Begin with a definition of ’semantic integrals’. Assume,
thus, that a non-empty set M and an algebra Alg of functions from M 6= ∅ to [0.1] containing each rational
function r ∈ [0.1] and closed on ⇒ (see: [79], p. 240)) are given. It allows us to define ’semantic integrals’.

Definition 43 (’Semantic integrals’) Each mapping I : f ∈ Alg 7→ If(x) ∈ [0, 1]satisfying properties
expressed by FCL-FAIR axiomatic system is to be called a semantic integral.

It means that for each f, g ∈ Alg it holds:

I(1− f)dx = 1− Ifdx, I(f ⇒ g)dx ≤ (Ifdx⇒ Igdx) (A.1)

I(Ifdx)dy = I(Ifdy)dx (A.2)

I(f(t)g(x− t)dt = Ig(t)f(x− t)dt (A.3)

rIf(t)g(x− t)dt = I(rf(t))g(x− t)dt (A.4)

All such I-mappings satisfying properties expressed by above axioms are to be called semantic convolutions.

Interpretation. We give an interpretation function for all entities of FCL-FAIR-syntax. Let assume,
therefore, that Int = (4, ‖φ‖) with 4 6= ∅ and a (classical fuzzy) truth-value interpretation–function: ‖‖
defined for the propositions of  Lukasiewicz logic as follows: ‖¬(ψ)‖ = 1−x, ‖ → (φ, ψ)‖ = min{1, 1−x+y},

5We only present the axioms for convolution in the infinite domain. The axioms in other cases are introduced in the same
way.

6That is w.r.t. the scalar multiplication.
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‖∧(φ, ψ)‖ = min{x, y}, ‖∧(φ, ψ)‖ = max{x, y}, ‖⊗(φ, ψ)‖ = max{0, x+y−1}, and ‖⊕(φ, ψ)‖ = min{1, x+y}
for any x, y ∈ MV-algebra [0,1]. In addition, ‖r̂i‖ = ri, for each i ∈ N .

We inductively expand now this interpretation for new elements of the grammar L(FCL-FAIR) as below.

syntax (φ ∈ L(FCL-FAIR)) fuzzy semantics (‖φ‖FCL−FAIR)

φt, φx−t, χt . . . Lebesgue integrable functions f(t), f(x −
t), g(t), . . .

B̂it, D̂
i
t, M̂

i
t . . . relations: Bt(j), Dt(j),Mt(j) . . .∫ ∞

0

φdt I∞0 fdt∫ t1

t0

φt • χx−tdt It1t0 g(t) ? f(x− t))dt (? -conv. operator)

r̂

∫ ∞
0

f(t)dt ‖r̂‖ ? ‖I∞0 f‖dt = rI∞0 fdt∫ t1

t0

φf
i(x)

t • R̂jx−tdt

N̂
It1t0

i(t)?R(j)(x−t)dt
N

for R(j) ∈ {B(j),M(j), D(j) . . .}

Definition 44 (FCL-FAIR Model.) For a given function algebra Alg, Lebesgue integrable functions
f1 . . . fk, g1 . . . gl ∈ Alg (for k, l ∈ N ) we define the FCL-FAIR-model M as a n-tuple of the form:

M = 〈|M |, {r0, r1, ..}, f1 . . . fk, g1 . . . , gl, I
∞
0 f i(x)dt, It1t0 f

i(x) ? gjdt〉,

such that:

• |M | is a countable (or finite) set,

• {r0, r1, . . .} is a set of rational numbers belonging to |M |,

• for i ∈ 1, . . . , k, j ∈ {1, . . . , l}: I∞0 f i(x)gjdt are convolutions of Lebesgue integrable functions f i(x) and
gj.

If the model M– as in the above def. 8 – is given, but it only contains convolutions of the form:

It1t0 f ? R dt, (A.5)

where f is a characteristic function of some fuzzy interval and R, then such a model forms a model for
FCL-FAIRAllen-system.

If a model M is given, we write ‖φ‖M,v for a denotation of the truth value under evaluation v for each
formula of L(FCL − FAIR) as a function: L(FCL − FAIR) → [0, 1]. If M is a model and v is a valu-
ation, then: ‖r̂‖M,v = r, ‖x‖M,v = a ∈ [0, 1] for a variable x and for a predicate Pred(t1, . . . , tk) it holds:
‖Pred(t1, . . . tk)‖M,v = Rel(‖t1‖M,v, . . . ‖tk‖M,v) for Rel interpreting Pred in a model M .

Example 2: Consider a sentence φ: ’A fuzzy interval i(x) (almost) meets interval j(x)’ and assume that
they are based on finite supports (We can assume without losing of generality that i(x), j(x) ⊆ [a, b] for some
fuzzy interval based on [a, b] – our intagrability limitation). Since meet(i,j)-relation in the convolution-based
depiction is defined for such intervals as follows (see: [85, 86]):∫ b

a

Fin(i)(x)St(j)(x)dx

N(Fin(i)(x), St(j)(x))
, (A.6)
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where Fin(i)(x) and St(j)(x) are the appropriate functions that cut points from intervals i, j (resp.) It we
put St(i)(x) = x and Fin(j)(x) = −x2, then φ may be modeled by (at most denumerable) model:

M = 〈Q ∩ [a, b], i(x), j(x),−x2, x,

∫ b

a

−x3dx

N(x,−x2)
〉 and Q denotes a set of rational numbers.

A.1 The Pavelka-Hajek-style Completeness and Some Metalogical
Properties of FCL-FAIR

This section is aimed as proving the completeness theorem for FCL-FAIR system with respect to the proposed
models. We also justify undecidability of the set of tautologies of this system. This completeness proof is
based on the Pavelka-Hajek completeness proof style from[79]. This methods works as follows. For a given
theory T in a given propositional language L, an MV -algebra [0,1] and a model M for T we introduce the
Truth degree of φ over T as follows:

‖φ‖T = inf {‖φ‖M |M |= T over MV − algebra [0, 1]} (A.7)

and the so-called Provability degree defined as follows:

|φ|T = sup{r rational |T ` (r̂ → φ)} (A.8)

Completeness in such terms is equivalent to the condition: ‖φ‖T = |φ|T for each φ of a fixed language of
theory T.

Examples 3: If T is complete: its tautologies of T have both truth and provability degree 1; the contra-
tautologies – 0.

In the current proof fact that such an equality holds for a case of ”simple” integrals is exploited. Namely,

|
∫
φdt| = ‖

∫
φdt‖ for φ ∈ L(RPL∀) – as shown in [79].

Completeness theorem for FCL-FAIR: For each theory T over L(FCL-FAIR) and for each formula
φ ∈ L(FCL-FAIR) it holds: |φ|T = ‖φ‖T .

Proof: It has been shown that for each theory T over RPL∀ and for each formula φ it holds: |φ|T = ‖φ‖T .

As mentioned – the case of simple integral-formulas

∫
φdx was proved in [79]. It remains to consider more

complicated case of convolution formulas for L(FCL-FAIR). For clarity of the proof presentation, we omit
the appropriate integration limits in convolution symbols.

Let us assume now that: φ =

∫
ψt • χx−tdt for some ψt, χx−t ∈ L(FCL-FAIR). We show now that for

such φ it holds: ‖φ‖T ≤ |φ|T . Indeed, if T proves r̂ → φ, then ‖r̂ → φ‖M in a model M for this formula,
then r ≤ ‖φ‖M . However, ‖φ‖T = inf{‖φ‖M : r̂ → φ is true in the model M}. Hence, ‖φ‖T = r and then
r ≤ sup{r| T proves r̂ → φ} = |φ|T , which justifies the soundness. It remains to justify the inequality:

|φ|T ≤ ‖φ‖T . For this purpose let assume that there is such a rational r that |
∫
φt • χx−tdt| < r, what

means that our FCL-FAIR does not prove r̂ →
∫
φt •χx−tdt, hence FCL−FAIR

⋃
(

∫
φt •χx−tdt)→ r̂ is

consistent and has a model, say M. Then ‖
∫
φt • χx−tdt → r̂‖M = 1 and |

∫
φt • χx−tdt) → r̂|M ≤ r and

hence |
∫
φt • χx−tdt→ r̂|T ≤ ‖

∫
φt • χx−tdt)→ r̂‖T , what finishes our proof in this case.
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As above, soundness is easy to confirm, so it remains to sketch how completeness is proved. |
∫
φt(χx−t⊕

ψx−t)dt|T ≤ ‖
∫
φt(χx−t ⊕ ψx−t)dt‖T For this purpose let assume that there are such rationals r1 and

r2 that |
∫
φt • χx−t|T < r1 and |

∫
φt • ψx−t|T < r2. One can chose now such a rational r(r1, r2) that

|
∫
φt•(χx−t⊕ψx−t)dt|T < r, what implies the fact that theory T does not prove r̂ →

∫
φt•(χx−t⊕ψx−t)dt,

hence T
⋃

(

∫
φt • (χx−t⊕ψx−t)dt)→ r̂ is consistent and has a model, say M.7 Then we get ‖

∫
φt • (χx−t⊕

ψx−t)dt → r̂‖M = 1, therefore ‖
∫
φt • (χx−t ⊕ ψx−t)dt‖M ≤ r and hence ‖

∫
φt • (χx−t ⊕ ψx−t)dt‖T ≤ r.

It finishes the completeness proof for FLC-FAIR.
It is easy to see that the same completeness feature holds for restricted system FCL-FAIRAllen with

respect to FCL-FAIRAllen models. We formulate this theorem as follows.

Theorem 12 For each theory T over L(FCL-FAIR)Allen and for each formula φ ∈ L(FCL-FAIR) it holds:

|φ|T = ‖φ‖T, (A.9)

where ‖‖ is defined for FCL-FAIRAllen models.

Proof: Reasoning for

∫
φjt R̂

j
tdt

N̂
, where Rjt ∈ {B

j
t ,M

j
t , D

j
t , . . .} and a normalization factor N forms a

subcase of reasoning for convolution formulas. In fact, N ensures that ‖φ
j
t R̂

j
tdt

N̂
‖ < 1, hence r ∈ [0, 1] that

‖

∫
φjt R̂

j
t

N̂
‖ < r what reduces this case to the earlier case, considered in completeness theorem.

A.2 FCL-FAIR in Finite Models

It arises a natural question what about completeness of FCL-FAIR with respect to finite models?The answer
of this question is not completely clear for the author of the paper. Anyhow, one can try to formulate some
premises for a negative answer of this question.

Obviously, FCL-FAIR is still sound. In fact, each provable formula of L(FCL-FAIR) is a 1-tautology (takes
Truth value 1) – independently of a size of its model. Unfortunately, one can suspect that completeness
does not hold – as it does not hold for its basis Hajek’s system – see:[79], pp. 244-45. Nevertheless, one can
formulate the following conjuncture.

Conjecture 1 The set of all 1-tautologies of FCL-FAIR (all formulas true in all FCL-FAIR-models) is Π1

(i.e.it has a quantifier form ∃F , where F is quantifier free).

It seems that this conjuncture may be proved as the corresponding theorem for its basis system in [79].
Namely, having two finite models, say M and M1 and a distance d(M, M1) between them – as defined in
[79], p. 245, one could formulate the following lemma:

Lemma 4 There is a function U(φ, ε, n), where formula φ ∈ FCL− FAIR, ε > 0 and natural n > 0, such
that if M and M1 are two models with the same domain |M | of a cardinality n and d(M, M1) < U(φ, ε, n)
than |‖φ‖M − ‖φ‖M1

| < ε.

7This fact follows from the theorem: if FCL-FAIR is consistent, it has a model over standard MV-[0,1]algebra. This theorem
could be obtained as an extension of the similar theorem for RPL∀.
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Since this proof was carried out in [79] for simple integrals, it seems that it may be repeated without
difficulties for convolutions – as no their unique properties are needed there.

Having such a lemma one could verify now – as in [79] that if φ, M, v are such that ‖φ‖M,v = 1 and M is

finite, then there is a M
′

rational valued with the same domain such that ‖χ‖M ′ ,v = 1. It shows that being
1-tautology (for finite models) is expressible by π1-formula. Nevertheless, this research requires a deeper
analysis.

Example 4: Consider the same sentence φ: ’A fuzzy interval i(x) (almost) meets interval j(x)’ and assume
that they are based on finite supports (We can assume without losing of generality that i(x), j(x) ⊆ [a, b] for
some fuzzy interval based on [a, b] – our integrability limitation). Since – as mentioned – meet(i,j)-relation
in the convolution-based depiction is defined for such intervals as follows (see: [85, 86]):∫ b

a

Fin(i)(x)St(j)(x)dx

N(Fin(i)(x), St(j)(x))
, (A.10)

where Fin(i)(x) and St(j)(x) are the appropriate functions that cut points from intervals i, j (resp.) It we
put St(i)(x) = x and Fin(j)(x) = −x2, then φ may be modeled by finite model:

M = 〈{r1, r2, . . . , rk} ∩ [a, b], i(x), j(x),−x2, x,

∫ b

a

−x3dx

N(x,−x2)
〉

for such rational r1, r2 . . . , rk that {r1, r2, . . . , rk, . . .} ∩ [a, b] is non empty.

176



Appendix A

Annexe 2 – Fuzzy Allen’s relations in
a convolution-based depiction in
algorithms.

This appendix contains a couple of algorithmically-presented fuzzy Allen’s relations in a convolution-based
depiction.

Algorithm: Compute Fuzzy Before(i,j)-relation

Input: fuzzy intervals i, j
Output: fuzzy relation before(i, j)
begin
| If i = ∅ OR i is positive infinite OR j = ∅
| than return 0
| If i is negative infinite
| | than compute |i ∩min j|
| | If |i ∩min j| = ∅
| | than return:

∫
(i∩minj)(x)B(j)(x)dx

|i∩minj| D(i, j)

| | If i ∩min j 6= ∅
| | than return 1
| If i, j 6= ∅ and neither i, nor j are infinite

| than return
∫

(i(x)B(j)(x)dx
|i| .

end

The similar algorithm for a fuzzy start-relation looks as follows:
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Algorithm: Compute Fuzzy Starts(i,j)-relation

Input: fuzzy intervals i, j
Output: fuzzy relation starts(i, j)
begin
| If i, j = ∅ OR i is neg.inf. OR j is neg. infinite
| than return 0
| If both i and j are negative infinite
| than return: D(i, j)
| If i, j 6= ∅ and both are finite OR both are pos. inf.

| than return
∫

(F1(i)(x)F2(j)(x)dxD(i,j)
N(F1(i),F2(j)) .

end

The almost identical algorithm can be applied to the relation ’finish(i, j)’. The only difference consists
in a exchanging of negative infinite intervals for the positive infinite.

Algorithm: Compute Fuzzy Finishes(i,j)-relation

Input: fuzzy intervals i, j
Output: fuzzy relation finishes(i, j)
begin
| If i, j = ∅ OR i is pos.inf. OR j is pos. infinite
| than return 0
| If both i and j are positive infinite
| than return: D(i, j)
| If i, j 6= ∅ and both are finite OR both are neg. inf.

| than return
∫

(F1(i)(x)F2(j)(x)dxD(i,j)
N(F1(i),F2(j)) .

end

The algorithm for a during relation is more complicated and it requires some comments. Although the
main idea of this relation definition in terms of integrals is intuitive and it is based on the average the
point-interval during-relation Dp(j) (a point p is during j), the case of the infinite interval i appears to be
slightly problematic one. In fact, it was shown that in this case we must cut this intervals in order to find all
common point of i and j. In oder to consider a possible broad set of such points we take the first coordinates
of i and j, say ifK and jfK and a minimum of them, min{ifK , jfK}. For the last coordinates for these
intervals, say ilK and jlK , we take their maximum: max{ilK , jlK}. We prune the interval i(x) in these two
points: min{ifK , jfK} and max{ilK , jlK}. In result we obtain a restricted interval i1 as an effect of the
cut-operation. More precisely, i1(x) = cutmin{ifK ,jfK},max{ilK ,jlK}i(x).

The algorithm in this case looks as follows:
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Algorithm: Compute Fuzzy During(i,j)-relation

Input: fuzzy intervals i, j
Output: fuzzy relation during(i, j)
begin
| If j = ∅ OR i is infinite OR i(¬∞) > j(¬∞) OR i(+∞) > j(+∞)
| than return 0
| If i = ∅
| than return 1
| If i is infinite
| | than compute i1(x) = cutmin{ifK ,jfK},max{ilK ,jlK}i(x), |i1|
| | If i1 = ∅
| | than return: 0
| | If i1 6= ∅
| | than return:

∫ i1Dp(j)(x)
|i1(x)| dx

| If otherwise

| than return
∫

(i(x)Dp(j)(x)dx
|i| .

end

Algorithms for equals(i, j) is similar.
Algorithm: Compute Fuzzy Equals(i,j)-relation

Input: fuzzy intervals i, j
Output: fuzzy relation equals(i, j)
begin
1. compute: during(i,j)
|begin
| | If j = ∅ OR i is infinite OR i(¬∞) > j(¬∞) OR i(+∞) > j(+∞)
| | than return 0
| | If i = ∅
| | than return 1
| | If i is infinite
| | than compute i1(x) = cutmin{ifK ,jfK},max{ilK ,jlK}i(x), |i1|
| | | If i1 = ∅
| | | than return: 0
| | | If i1 6= ∅
| | | than return:

∫ i1Dp(j)(x)
|i1(x)| dx

| | If otherwise

| | than return
∫

(i(x)Dp(j)(x)dx
|i| .

|end
2. compute: during(j,i)
|
3. If during(i, j) and during(j, i) are given
| than return equals(i, j) = during(i, j)during(j, i)
end

Assuming that relations D(i, j) and D(j, i) are given in the algorithm input, it can take very simple form:
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Algorithm: Compute Fuzzy Equals(i,j)-relation

Input: fuzzy intervals i, j, D(i, j), D(j, i)
Output: fuzzy relation equals(i, j)
begin
| return E(i, j) = D(i, j)D(j, i)
end
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Appendix A

Annex 3 – The STPU Solution in the
Integral-based Specification

This appendix provides an issue of Simple Temporal Problem under Uncertainty (extending STP) and a
problem of its specification in terms of Ohlbach’s integrals.

A.0.1 Simple Temporal Problems with Uncertainty (STPUs)

In [18] STP was extended by considering contingent events, whose occurrence is somehow controlled by
exogenous factors sometimes referred to as ’Nature’. In this way we introduce the so-called Simple temporal
Problem under Uncertainty (STPU). As STPU forms a further generalization of STP, it preserves some
important point of the STP-based conceptualization. Namely:

a) as in STPs, activity durations are modeled by (compact) intervals,

b) the start times of all activities are controlled by the agent (this brings no loss of generality).

By a contrast, the end times (end time points) are divided into two classes: required (requirements) (’free’
in [18]) and the contingent ones. It immediately introduces a distinction between STPU-variables for the
executable, required and contingent time points. The first ones – are associated to performing agent, the
second ones – are assigned by ’external’ worlds (factors).

Definition 45 (STPU.) A Simple Temporal Problem with Uncertainty (STPU) is such a 4-tuple N =
〈Xexec, Xcont, Reqr, Rcont〉 that:

• Xexec = 〈e1 . . . , ek〉: is the set of executable time-points,

• Xcont = 〈c1 . . . , ck〉: is the set of contingent time-points,

• Rreq - set of required constraints ,

• Rcont - set of contingent requirements .

Example 36 Consider the following scenario connected to the following two activities: preparing a documentation

and delivering this documentation to the office. Assume that you can control their star points, but
you cannot completely control their finishing. Assume also that you want to deliver a documentation rela-
tively immediately after its preparing. Again, you can control a beginning of its delivering to the office, but
you do not know where it will be finished. The contingent and required time points and possible constraints
of this scenario are depicted in Fig. A.1.
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Requirement constraints:          Finish of delivering  
              

Contingent constraints:  

            [20,30] 

Executable and contingent                

Begin of delivering  

         Time points:                 documents 

 

          [0,10]  

   

Begin of preparing documents [40,50]                                                          

Finish of 

delivering 

documents 

Finish of 

preparing 

documents 

Figure A.1: An example of STPU

A.0.2 STPPU, or Simple Temporal Problem under Uncertainty with Prefer-
ences

Whereas STPU extends STP towards uncertainty and STPP – towards preferential rationality, the STPPU
covers both of these components together integrated. STPPU may be viewed as an STPP, where time-points
are partitioned into two classes: requirement and contingent ones – just as in an STPU. These facts are
reflected by the following definition of STPPU.

Definition 46 (STPPU.) Assume that STPU is defined and Xexec are constrained by an interval IExec

and Xcont are constrainted by and interval Icont. Assume also that:

a) a semi-ring A = 〈A,+,×,0,1〉 is given

b) preferences fExec : IExec → A and

c) preferences fCont : Icont → A are given.

Then a Simple Temporal Problem with Uncertainty and Preferences is a 5-tuple
N = 〈Xexec, Xcont, Req, Rcont, {fExec, fCont}〉 such that:

• Xexec = 〈e1 . . . , ek〉: is the set of executable time-points,

• Xcont = 〈c1 . . . , ck〉: is the set of contingent time-points,

• Rreq - set of required constraints,

• Rcont - set of contingent requirements,

• {fExec, fCont} is a set of preferences defined as above.

Example 37 Consider the observation satellite task with respect to the Amazon forest with details as de-
picted in Figure A.2 with some executable time points: SO (start observation), EO (end observation), SC

(start clouds) and a contingent time point EC (end clouds), what introduced some uncertainty to the satel-
lite observation. Nevertheless, observations should be continued in the clouding period, but with a smaller
preference equal to 0,5. All these facts allow us to distinguish a contingent constraint [SC-EC] and required
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   [SC-EC]  

          start clouds SC  

           [20, 50] 
                 [30-40] 

[SO-SC] 0,6        [SO-EC]    0,7 
      [10-20] 

            start observation  SO  0,5              end observation EO 

 

 

Figure A.2: An observation task of a satellite as an example of STPPU

constraints: [SO-SC], [SO-EC], [EC-EO]. The associated preferences are associated to these constraints as
depicted in Figure A.2. If we assume that preferences are defined over a semi-ring with a t-norm min as a
measure of a global preference of the system, then we obtain min{0, 6, 0, 5, 0, 7} = 0,5.

A.0.3 Integrals and Specification of Solution of STPU’s

This section constitutes a continuation of a discussion on computational aspects of temporal planning with
different constraints. Recently, two planning methods (STRIPS and Davis-Putnam procedure) were tempo-
rally and preferentially extended. Essentially, Allen’s relations were exploited there as temporal constraints.
Now, we intend to adopt Allen’s relations in their convolution depiction to STPU in order to specify it
solution.

It seems that the majority of approaches to the STP’s and their extensions – seems to show some
unilateralism. In fact, they are often based (more or less) on some common-sense observations and intuitions
in solving of planning and scheduling w. r. t. the STP-problems. Although some intuitions and common-
sense approaches allow us to obtain a correct STP- or STPU-solutions, they do not form the appropriate
”machinery” to emphasize a graduality of adequacy of solutions.

Indeed, we often should consider the whole class of different solutions (more or less adequate from our
point of view) in STPU-problems of planning and scheduling than a single, ”local” one. We show how
the proposed convolution-based approach to the representation of the Allen’s relations between intervals is
capable of satisfying such a sophisticated requirement. For that reason let us consider the following problem
of the Multi-Agent Schedule-Planning Problem.

Sub-problem 1 Consider an agent n ∈ N performing a sequence of actions {a1, a2, . . . , ai, ai+1 . . . ak} such
that temporal constraints imposed on actions {a1, a2, . . . , ai} form some fuzzy interval i(x) with a support
between [0,20] time units and temporal constraints imposed on actions {ai+1, . . . , ak} form some fuzzy interval
j(x) with a support between [50, 80] time units. Performing the action sequence {a1, a2, . . . , ai, ai+1 . . . ak}
requires at least 60 time units. When to begin its performing in order to finish this task effectively?

We associate this main problem to the following (sub)problems supporting its solution in terms of the
Allen’s ’before’-relation for its convolution-based representation.
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             actions: ai+1, ... , ak  

 

     20      j(x) = [20, 50]   
         

`    Point C       
 

  
 i(x) = [0, 20] 
 

 0            80 

Figure A.3: STPU for the sub-problem of the Multi-Agent Schedulo-Planning Problem

Question 1 Does the Allen relation ’before’ between intervals i(x) and j(x) as above take a single or many
values in the integral-based depiction? If many, show which values from [0,1]-interval can be taken by this
relation in its integral-based depiction (if this ’before’-relation has a linear component?

Question 2 If the ’before’-relation can take values from [0,1], decide for which real parameters C >0 this
relation takes values no smaller than 0,7?

Methodological remarks and formal depiction of the problem

Let us observe that our initial observation task problem can be rendered in terms of the Allen ”before”-
relation between an interval i(x) (of the observation beginning) and an interval j(x) (for a gradual sky
cloudiness). Let us consider that i and j are just such ones. Generally:

before(i, j)(x) =

∫
i(x)B(j)(x)dx

maxa

∫
i(x− a)j(x)dx

(A.1)

For simplicity, we are willing to adopt the following assumptions:

Assum1 all considered functions, i.e. f i(x) (the function characterizing fuzzy interval i), the function B(j)
– representing the point-interval ’before’-relation will be dependent on the same argument x 1,

Assum2 both functions: f i(x) and B(j) are linear , i.e.{
i(x) = Ax ,A < 0 ,

j(x) = Bx ,B > 0
(as depicted in Fig. A.4)

Assume that:

• a fuzzy interval i(x) represents the beginning of task performing and

• the second fuzzy interval j(x) represent the time

Let us observe that the task performing problem may be rendered in terms of the Allen ”before”-relation
between an interval i(x) (of the observation beginning) and an interval j(x) (for a time break of the task
performing). Formally:

1Obviously, x still plays a role of temporal argument.
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Figure A.4: Functions Ax and Bx (partially) defining the fuzzy intervals i and j

In order to find a simpler form of this function, let us compute:

AB

∫
x2dx

AB

∫
(x− a)xdx

=

∫
x2dx∫

(x2 − ax)dx

=
x3

3[x
3

3 −
ax2

2 ]
= (A.2)

=
x3

3[ 2x3−3ax2

6 ]
=

2x3

2x3 − 3ax2
(A.3)

for some done a ∈ R.
In order to solve the problem one need to investigate the function f(x) = 2x3

2x3−3ax2 and to find its possible
values from [0,1]-interval.

Solving of the main sub-problem

Let us investigate analytic features of the function 2x3

2x3−3ax2 representing before(i, j)(x)-relation for fuzzy
intervals i(x) and j(x) given by linear functions.

Domain and limits of f(x). 2x3 − 3ax2 6= 0 ⇐⇒ x 6= 0 or x 6= 3/2a, so x ∈ R/{0, 3/2a}.
limx→−∞

3x3

2x3−3ax2 = [−∞−∞ ] = 1, limx→∞
3x3

2x3−3ax2 = [∞∞ ] = 1,

limx→( 3
2a)−

2x3

2x3−3ax2 = [
2( 3a

2 )3

0− ] = −∞, limx→( 3
2a)+

2x3

2x3−3ax2 = [
2( 3a

2 )3

0+ ] =∞.

limx→( 0
)
−

2x3

2x3−3ax2 = [ 0
0− ] = 0, limx→( 0

)
+

2x3

2x3−3ax2 = [ 0
0+ ] = 0.

It allows us to visualize the graph of this function as depicted on a fig.4: Therefore, 0 ≤ 2x3

2x3−3ax2 ≤ 1 for
x ∈ (−∞, 0). Let us note that the above solution holds by assumption that intervals i(x) and j(x) meets in
a point x = 0 as on the picture.

Since x represents time point (always > 0) we are only interested in this part of the function diagram,

which is defined for positive x -values. Therefore, let us consider a function F (x − B) = 2(x−B)3

2(x−B)3−3a(x−B)2 .

Obviously, its graph stems from the earlier graph of 2x3

2x3−3ax2 (Figure A.5) via translation by a vector (0,
B). It looks as depicted on Fig. A.6:

Having an outline of the F (x − B)-diagram we are interested in the part of this graph between x0 = 0
and x1 = B. On the graph representation one can see that the function F (x−B) is not defined for x = B,

but limB→0 F (x − B) = 0. On can easily compute that F (0 − B) = −2B3

−2B3−3B2a = 2B3

−B3+3B2a < 1. It
can be visualized as follows: Therefore, the investigated function takes the values from the interval I =

(0; 2B3

2B3+3B2a ).
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Figure A.5: An outline of the function 2x3

2x3−3ax2
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Figure A.6: The fragment of a graph of the function F (x − B), which we are interested in – as a visual
representation of our problem solution.
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It is easy to see that the intuitive, ”local” solution of the initial planning problem to begin the satellite
observation possibly early (in a start point 0) was, somehow, justified, but is has also been expanded to the
whole classes of solutions.

Example 38 For B = 1 we obtain an interval I1 = (0, 2
2+3a ) for done a ∈ R.

Answer to the questions 1 and 2.

Thanks the arrangements, presented above, we are equipped by a ”machinery” to face also the questions 1
and 2 associated to the main subproblem.

Question 3 Does the Allen relation ”before” take a single or many values in the integral-based depiction?
If many, show which values from [0,1]-interval can be taken by this relation in its integral-based depiction (if
this ”before”-relation has a linear component?

In order to answer the above question – recall that:

before(i,j) =

∫
i(x)B(j)(x)dx

maxa

∫
i(x− a)B(j)(x)dx

,

for some point-interval relation B(j)(x). Meanwhile, we have just shown that – for linear functions defining
the fuzzy intervals – this general definition can be given as:

before(i,j) =
2x3

2x3 − 3ax2

and 0 ≤ before(i, j)(x) ≤ 1 holds for x ∈ (0; 2C3

2C3+3C2a ). Nevertheless, by our assumption C = 20 (min)

we obtain that: x ∈ (0; 2•203

2•203+3•202a ) = (0; 2•8000
2•8000+1200a . Assuming for simplicity a = 1 we can get x ∈

(0; 16000
17200 ) = (0; 0, 9302).
Therefore, the considered function takes values from the interval (0; 0, 9302).

Problem 2: For which parameters C > 0 the before(i, j)(x)-relation takes values no smaller than 0,7 ?

Solution: 0, 7 ≤ 2C3

2C3+3C2 . It is equivalent to 0 ≤ 2C3

2C3+3C2− 0,7•(2C3+2C2)
2C3+3C2 = 1,3(C3−2,1C2)

2C3+3C2 . Let’s consider the

equation 1,3(C3−2,1C2)
2C3+3C2 = 0 (for C 6= 0). It leads to the equation 1, 3(C3−2, 1C2 = 0 ⇐⇒ C2(1, 3C−2, 1) =

0 ⇐⇒ 1, 3C = 2, 1 ⇐⇒ C = 2,1
1.3 . Therefore, our inequality holds for C ∈ (−∞; 0)

⋃
( 21

13 ;∞). Because we
are only interested in C > 0, so the only solution is given by an interval ( 21

13 ;∞).
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Appendix A

Annexe 4 – Metalogical properties of
Preferential Halpern-Shoham Logic
(PHS)

In this appendix a fibred semantics will be deeply presented and some metalogical properties of Preferential
Halpern-Shoham Logic such as:

• satisfiability problem for teh Preferential component of PHS,

• model-checking problem for PHSL

will be investigated. Its presentation will be prefaced, however, by a detailed explanation mutal relationships
between Kripke frames and transition systems such as IBIS –defined in chapter 3 of ’Contributions’.

In order to grasp some difference between these concepts we make use of a concept of unraveling. An
n-frame F = 〈W,R1, . . . , Rn〉 is called rooted if there is a w0 ∈ W such that W = {w ∈ W |w0Rw} where
R =

⋃
1≤i≤nRi. Such a w0 is called a root of F . Given a rooted n-frame F with root w0, we can construct

another n-frame Unr = 〈V, T1 . . . , Tn)〉 by taking V to be the set consisting of 〈w0〉 and all the tuples
〈w0, Ri1 , w1, . . . , Rik , wk〉, k > 0 of points in W and accessibility relations Rij ∈ {R1, . . . Rn} such that
wjRij+1wj+1 whenever j < k and, for any two points 〈w0, . . . , wk〉 and x in V , it holds:

〈w0, . . . wk〉Tjx ⇐⇒ ∃w ∈W (x = 〈w0, . . . wk, Rj , w〉). (A.1)

The frame Unr is called just the unraveling of F . An idea of the above construction is presented on a picture-
fig.1. The Kripke frames – defined in the compact algebraic way as the IBIS above – can be unraveled in
the similar way. It allows us to introduce a more compact definition of the IBIS -system. This reasoning
justifies the following definition 31 from chapter 3.

Definition 47 An IBIS-system is an unraveling of the generalized Kripke frame.

A.1 A detailed presentation of fibred semantics

In order to explain this mechanism, let us take a mixed formula of the form ψ = 〈Pref〉αi 〈L〉φ, where φ is an
atom in L(HSL). Let us consider ψ as a formula of a language LPref (since its outer operator is 〈Pref〉αi ).
From the point of view of LPref this formula has a form 〈Pref〉αi p, where p = [L]ψ is an atomic formula in
LPref . (LPref does not recognize [L]ψ.)

188



              

 

    v3     (v0, v1, v3)        (v0, v2, v3) 
 

 

 

 

 

 

 

           

                    (v0, v1)       (v0, v2)    (v0, v3)  
  

 v1                           v2 
 

            

  

 

 

 

 

 

 

𝓕rame           𝓤nr 
 

                      v0                   v0 

Figure A.1: Unr is the unraveling of F

In order to elaborate a model for 〈Pref〉αi p we take any model (based on a Kripke frame) of a language
LPref , say M1 = 〈S1,-αi , h1〉, where S1 is non-empty, -αi is defined as earlier and h1 is a valuation. We
also take an interval I ∈ S1 and we check whether M1, I |= 〈Pref〉αi p.

According to the satisfaction definition 4 we have M1, I |= 〈Pref〉αi p ⇐⇒ ∃I1(I -αi I1 and I1 |= p). We
have to check whether M1, I1 |= p, or M1, I1 |= [L]ψ. Unfortunately, [L]ψ does not belong to LPref , thus
it cannot be evaluated in this model. In order to make it possible, we associate with such an interval I1, a
new model for L(HSL):

MI1
2 = 〈SI1 , RL, hI12 〉,

where RL and hI12 denote a relation ’Later’ between intervals and a valuation (resp.). In order to evaluate
[L]ψ at the associated M2 we introduce such a new function – called afibring function F – that F(I1) =
MI1

2 and it holds the following equality:

M1, I1 |= [L]ψ ⇐⇒ MI1
2 , I2 |= [L]ψ

for some interval I2 of M2.
Because a model M2 is characterized by the interval I2, we can identify F(I1) with this new interval I2

of the associated model MI1
2 . It allows us to formulate a new satisfaction condition in the form:

M1, I1 |= [L]ψ ⇐⇒ MI1
2 ,F(I1) |= [L]ψ

We additionally impose on our fibred function F a condition of ”switching semantics”, i.e. for each I ∈M1, it
holds F(I) ∈M2 and for each I ∈M2: F(I) ∈M1. We also assume that if I1 6= I2, than also F(I1) 6= F(I2).
(F-images of two different intervals are different, too.) The same procedure can be repeated for other type
of mixed formulas of L(PHSL).

A.2 Some Metalogical Results: Model checking Problem for PHSL

and Satisfiability

The model checking problem has already been defined in preliminaries. In this section we this problem
and its complexity for the newly introduced PHSL. For this reason, only finite IBIS-based models will be
considered. More precisely, we prove now that model checking problem for PHSL belongs to the class of
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PSPACE-problems. In addition we formulate a conjecture that this problem is hard, what would establish
PSPACE-completeness of this problem. Anyhow, we leave this conjecture without justification.

Theorem 13 The model checking problem for PHSL is in PSPACE.

Proof: It is enough to justify that an alternating model checking algorithm solves this problem in polynomial
time. In this case we deal with an algorithm solve(M1,M2,F, ϕ) for a fibred modelM = (M1,M2,F) and
such that both modelsM andM1 are based on the same IBIS system with a domain of cardinality |S| = n
and intervals no longer than some fixed K. Assume also that algorithms solve(M1, P , φ) and solve(M2,
I, ψ) are given for M1 for the Pref -component and M2 for the temporal component of PHSL. This new
algorithm works as follows.

Input: M1, P , n = |M1|, α0, i0, length of intervals ≤ K, solve(M1, P, φ)
M2, I, |M2| = n, length of intervals ≤ K,

solve(M2, I, ψ)
Output: Boolean
We omit a case of atomic formulas. We only consider a case of single and combined modalities.

1. If φ = 〈Pref〉α0
i0
ψ for some fixed α0 ∈ G, then compute solve(M1, P ′, ψ) for such intervals P ′ that

P -α0
i0
P ′ for an accessibility relation -α0

i0
. If solve(M1, P ′, ψ) returns False for at least one of them,

then return False, else return True.

2. If φ = 〈L〉ψ then compute solve(M2, I ′, ψ) for all such intervals (with a length ≤ K) I ′ that I Later I ′.
If solve(M2, I ′, ψ) returns True for at least one such I ′, then return True, otherwise return False.

3. If φ = [Pref]α0
i0
〈L〉ψ for the fixed α0, then compute solve(M1, P ′, ϕ) for all such intervals P ′ that

P -α0
i0
P ′ for a given accessibility relation -α0

i0
and ϕ = 〈L〉ψ. Unfortunately, solve(M1, P ′, ϕ) can

return neither True, nor False, since M1 cannot evaluate ϕ = 〈L〉ψ. This formula can be evaluated
in the model M2, since it recognizes the outer 〈L〉-operator of ϕ. Therefore one need change a model
for M2 via F-function and compute solve(M2, I, ϕ) for all such I that F(I) LaterI. If solve(M2,
I ′, ψ) returns True for at least one such I ′, then the main algorithm solve(M, F, ϕ) returns True,
otherwise returns False.

This algorithm works similarly for other combined formulas and uses the fibred function F to ”move” between
models.

It is easy to deduce that the algorithm needs a space size polynomially dependent on input size. It
is enough to consider a boarder case, where the algorithm should ’check’ all intervals of l-length (for l =
1, 2, . . . , k for some fixed k) accessible in the sense of the -α0

i0
or the Later – relation. In the first step (for

[Pref]α0
i0

), this algorithm checks at most
∑k
i=1 n

k; similarly – in case of Lφ-operator 1 . Hence, in two steps

our algorithms must check at most
∑k
i=1 n

k
∑k
i=1 n

k =
∑k
i=1 n

2k =
∑k
i=1 |S|2k because |S| = n. Therefore,

the number of intervals that must be checked by the algorithm polynomially depends on |S|.
PSPACE-hardness of this problem it is not clear for authors of this paper, but it seems that it can be

obtained via an appropriate reduction to the problem of quantifier Boolean formula satisfiability (recognized
as PSPACE-complete).

A.3 Satisfiability Problem.

In this conceptual setting, the satisfiability problem for a formula φ (of a given language L) can be formulated
as a problem whether or not φ admits an IBIS-system and an interval such that IBIS, I |= φ. We intend to

1
∑k
i=1 n

k is just a sum of all intervals of a length from 1 up to k taken from a n-elemental set S.
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justify the PSPACE completeness of such a formulated satisfiability problem for FMPL. The proof uses a
polynomial reduction of a satisfiability problem for FMPL to the satisfiability problem for S4m that is known
to be PSPACE-complete, [142]. In this proof we adopt the proof ideas from [67], although the considered
situation is more general than this one in [67]. In fact, authors of [67] refer to intervals epistemicaly
indistinguishable (by some agent i); we refer to intervals α-similar (to an initial one).

Theorem 14 (Satisfiability.) The satisfiability problem for FMPL is PSPACE-complete.

Proof: (Short outline.) This proof uses a polynomial reduction of satisfiability problem for FMPL to
satisfiability problem for a (specifically interpreted) S4m – known to be PSPACE-complete, [142]. For
simplicity, we only consider the case of m = 1, or a single modal system S4 and FMPL with a single, fixed
α ∈ G = {α} ⊂ [0, 1], because G is a singleton in this case. More precisely, we will consider S4 interpreted
semantically by (partially ordered) accessibility relation R only between α-similar intervals (in the sense,
earlier defined). Denote such S4-system by S4α and its relation R by Rα. Let also A = {1, 2, . . . , k} be a set
of agents.

In order to reduce the case of S4 to the case of FMPL, it suffices to show now that

IBIS, I |=FMPL φ ⇐⇒ M |=S4α f(φ) (A.2)

for some model M and a bijection f that transforms the formulas of FMPL into formulas of S4αm replacing
each box-operator of S4αm by [Pref]αi φ in polynomial time. The ’heart’ of this reasoning is to justify that:

I1R
α
i I2 in M ⇐⇒ I1 -

α
i I2 in IBIS, (A.3)

for a fixed α and i ∈ A. This inductive proof will be omitted.
The algorithm solving the SAT problem for FMPL works as follows. For a given formula φ, replace all

occurrences of [Pref]αi by the box-operator [ ]αi of S4α and check satisfiability of the resulting formula in this
system. It easy to see that a function f : L(FMPL)×A 7→ L(S4α)×A with a parameter α such that

f([Pref ]αi φ) = �αi φ (A.4)

and f−1 are bijective polynomial-time reductions between FMPL and S4α for each atomic φ2 and each i ∈ A.

A.4 State of the Art

The logic of Halpern-Shoham (HS) – introduced in [59] forms a multi-modal system suitable to represent the
13 well-known Allen’s relations between intervals, [57], and constitutes a concurrent approach to temporal
reasoning w. r. t. the Computational Tree Logic (CTL) or the Linear Temporal Logic LTL [143] – the more
traditional and pointwise approaches. Although (chronologically) the first attempt to formalize intervals
and some typical operations on them was proposed in [144] in terms of the Interval Temporal Logic (ITL)
with chop-stars operators, HS – as the first logical system – refers to external relations between intervals of
Allen’s sort. Majority works referring to HS – such as [63, 66, 64] – elucidated only a variety of meta-logical
features of HS and its subsystems.

An idea to investigate extensions of HS was recently proposed in [67]. According to it, this paper will
be aimed at proposing some preferential extension of HS – denoted later by PHS. Nevertheless, an idea
of combing preferences with Shoham-Halpern logic is not completely new and it seems to be reflected in
a construction of the Property Specification Language (PSL) – capable of expressing preferences or wishes
w. r. t. a behavior of considered systems by requirements imposed on temporal aspects of actions. It has

2We assume – without losing of generality– that both languages are built from the same propositional language, so they
have the same atomic formulas.
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also emerged that temporal logics prove to be susceptible to be combined with modalities – due to [145] –
or to be considered in various fuzzy contexts – investigated in [146, 147]. Slightly against this state of art
we intend to combine preferences and temporal relations – expressible in terms of HS – elucidating a fuzzy
nature of preferences and rendering them by means of formalism proposed in [117] and discussed in [79].
We also propose an outline of the interval-based fibred semantics for combined formulas of PHS – due to
pioneering ideas from [114], sharpened in [115].
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Appendix A

Annexe 5 – Proofs of Some Geometric
Properties of Robot Environment

A.1 Proof of Some Facts

Schwarz’s inequality for trajectories:(∫ b

a

x(t)y(t)dµ
)2

≤
∫ b

a

x(t)2

∫ b

a

y(t)2dµ. (A.1)

Proof: If 〈f, g〉 = 0, i.e.

∫ b

a

f(x)g(x)dx = 0, the therem is trivial. Thus assume that f, g 6= 0 and

λ = 〈f, g〉/‖g‖2. In our case: λ =

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dx
and λ̄ =

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dx
, 〈f, g〉 =

∫ b

a

f(x)g(x)dµ,

〈g, f〉 =

∫ b

a

g(x)f(x)dµ. Obviously:

‖g − λf‖2 = ‖g‖2 − λ〈f, g〉 − λ̄〈g, f〉+ λλ̄‖f‖2. (A.2)

Therefore, ‖g − λf‖2 =

∫ b

a

|g(x)|2dµ −

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ (A.3)

−

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ+

∫ b

a

f(x)g(x)dµ

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ
. (A.4)
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Thus ‖g − λf‖2 =

∫ b

a

|g(x)|2dµ −

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ (A.5)

−

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ +

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ. (A.6)

Finally:

0 ≤ ‖g − λf‖2 =

∫ b

a

|g(x)|2dµ −

∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ. (A.7)

It implies that: ∫ b

a

f(x)g(x)dµ∫ b

a

|f(x)|2dµ

∫ b

a

f(x)g(x)dµ ≤
∫ b

a

|g(x)|2dµ. (A.8)

and (∫ b

a

f(x)g(x)dµ
)2

≤
∫ b

a

|g(x)|2dµ
∫ b

a

|f(x)|2dµ. (A.9)

It finishes the proof of the Schwarz’s inequality for trajectories.
Hölder inequality for trajectories:∫ b

a

x(t)y(t)dµ ≤
(∫ b

a

x(t)p
) 1
p
(∫ b

a

y(t)qdµ
) 1
q

. (A.10)

Minkowski inequality for trajectories:(∫ b

a

(f1(x) + . . . fn(x)dµ
) 1
k ≤

(∫ b

a

fk1 (x)
) 1
k

+ . . .+

∫ b

a

fkn(x)
) 1
k

. (A.11)

Proof: Observe that:∫ b

a

(
(f1(x) + . . . fn(x)

)k
dµ =

∫ b

a

(
(f1(x) + . . . fn(x)

)k−1(
f1(x) + . . . fn(x)

)
dµ (A.12)

=

∫ b

a

f1(x)
(

(f1(x) + . . . fn(x)
)k−1

dµ+ . . .+

∫ b

a

fn(x)
(

(f1(x) + . . . fn(x)
)k−1

dµ (A.13)

≤
(∫ b

a

fk1 (x)dµ
) 1
k
(∫ b

a

(f1(x) + . . . fn(x))kdµ
) k−1

k

(A.14)

+ . . .+
(∫ b

a

fkn(x)dµ
) 1
k
(∫ b

a

(f1(x) + . . . fn(x))kdµ
) k−1

k

. (A.15)

This ’global’ inequality is a consequence of the ’local’ H’́older inequalities of the form:∫ b

a

fj

( n∑
j=1

fj(x)
)k−1

≤
(∫ b

a

fkj (x)dµ
) 1
k
(∫ b

a

(f1(x) + . . . fn(x))kdµ
) k−1

k

, (A.16)

for each j = 1 . . . , n. This global inequality finishes the proof. �
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Appendix A

Annexe 6 – Planning as Graph-Search
– More Advanced Algorithm

This appendix does not introduce any new results. It only present some more advanced methods of planning
as graph-search in a more didactic and explanatory way – for some complementary of the thesis considera-
tions.

A.0.1 Graph Planning and its Short Analysis

The last type of planning paradigm relies on graph analysis and is called: ’graph-based planning’ or simply:
’graph-planning’.

The graph-based planning is a procedure similar to iterative deepening and it relies on two types of
activity:

• exploring a new (graph) search area from the initial one, and

• backtracking from a level Pi for some i1 including all goal propositions.

The exact method of the backward graph search is the following. We begin with a level Pi which includes
the required goal g, i.e g ∈ Pi. We look for a sequence π of actions – leading to g – which are mutually
independent (non-mutex). During this backtrack, we define new subgoals of g: g1, g2, gk, for some k, which
allow us to find earlier actions leading to them. If finally level 0 is successfully reached, the corresponding
sequence Π of actions forms a desired solution plan.

This procedure exploits the action dependence reflected by a concept of mutex actions ([3], p.121-123;
for intuition, these are mutually exclusive sequences of actions). Dependence of actions is a converse notion
with respect to their independence. The last one means – for a pairs of actions a and b – that an action a
has nothing to do with preconditions and effects of b and an action b has nothing to do with preconditions
and effects of a. Formally:

Definition 48 Actions a and b are independent if:

• effects(a)− ∩ {precond(b) ∪ effects(b)+} = ∅,

• effects(b)− ∩ {precond(a) ∪ effects(a)+} = ∅,

Definition 49 Assume an iterative step i and associate to i some level Pi of a plan graph G and some set
of actions Ai. Two actions a and b are mutex in Ai if either

1Each of Pi is a part of a considered graph G admissible at the iterative step i.
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• a and b are dependent or

• if a precondition of a is mutex with a precondition of b.

A set of mutex pairs at the level Ai is denoted by µAi and a set of mutex pairs in Pi is denoted as µPi.
In order to give a more detailed description of graph planning – in terms of the graph-plan algorithm –

due to [3] – we also need two concepts, which the graph-plan algorithm is involved in:

• extraction of a plan for a given goal g and

• expansion of the planning graph.

Extraction. The role of the extraction procedure is to select actions respecting the final goal at the
appropriate search levels.

If a goal g is achieved at the level 0, then a solution plan is empty (since no action is needed to reach g).
If g belongs to a set of no-good tuples2 at level i, then algorithm returns failure (at level i) since it means
that a plan cannot be performed at this level. For πi – a plan at the level i use a GP-search and if πi 6=
failure then algorithm return(πi) since πi can be accepted. The extraction algorithm orders to exchange
a set of no-good tuples 4(i)3 by 4(i) ∪ {g} (at the level i) if GP-search fails to establish g at this level.

This method is reflected by the following algorithm (see: [3], p.127):

Extract(G, g, i)

begin
i = 0 then return (〈〉)
if g ∈ 4(i) then return (failure)
πi ← GP − search(G, g, ∅, i)
if πi 6=failure then return(πi)
4(i)←4(i) ∪ {g}
return(failure)

end

Expansion of planning graph. The role of the graph expansion in the graph-plan search procedure is to
enlarge the search space for a use of a required plan detecting. This procedure refers to different components
of the planning graph: to actions, their effects, mutex pairs of actions at a given level i. This variety of
different graph components is also reflected in the expansion algorithm for a planning graph. In order to
present it, let us assume that a planning graph up to level i− 1 as a sequence of layers of nodes and mutex
action pairs is given in the form:

G = 〈P0, A1, µA1, P1, µP1, . . . , Ai−1, µAi−1, Pi−1, µPi−1〉 (A.1)

We intend to expand this graph to a graph of the form:

G1 = 〈G,Ai, µAi, Pi, µPi〉 (A.2)

which contains a new level i. In order to perform such an extension it is enough to add to the old graph G
the following components:

• new mutually independent actions with preconditions from Pi−1 ,
In algorithmic form, it can be expressed as follows:

Ai ← {a ∈ A|precond(a) ⊆ Pi−1 and precond(a)2 ∩ µPi−1 = ∅}
2There are such tuples of actions, which cannot be considered as a plan sequence. See: [3], p.134.
3These no-good tuples are such tuples, which cannot play a role of a plan sequence. 4(i) denotes a no-good triple at the

iteration level i.
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• set of all positive effects of actions from Ai−1,
In algorithmic form:

Pi ← {p|∃a ∈ Ai : p ∈ effect+(a)}

• pairs of possitive effects of pairs of (mutex) actions from A2
i−1 .

In algorithmic form:

µAi ← {(a, b) ∈ A2
i , a 6= b|effects−(a) ∩ [precond(b) ∪ effects+(b)] 6= ∅ or

effects−(b) ∩ [precond(a) ∪ effects+(a)] 6= ∅ or

∃(p, q) ∈ µPi−1 : p ∈ precond(a), q ∈ precond(b)}.

This algorithm in a compact form can be presented as follows:

Expand(G = 〈P0, A1, µA1, P1, µP1, . . . , Ai−1µAi−1, Pi−1, µPi−1〉)

Ai ← {a ∈ A|precond(a) ⊆ Pi−1 and precond(a)2 ∩ µPi−1 = ∅

Pi ← {p|∃a ∈ Ai : p ∈ effect+(a)}

µAi ← {(a, b) ∈ A2
i , a 6= b |effects−(a) ∩ [precond(b) ∪ effects+(b)] 6= ∅ or

effects−(b) ∩ [precond(a) ∪ effects+(a)] 6= ∅ or
∃(p, q) ∈ µPi−1 : p ∈ precond(a), q ∈ precond(b)}

µPi ← {(p, q) ∈ P 2
i , p 6= q|∀a, b ∈ Ai, a 6= b :

p ∈ effects(a), q ∈ effects(b)→ (a, b) ∈ µAi}

return 〈G,Ai, µAi, Pi, µPi〉

The Graph-plan algorithm is an iterative, multi-stage reasoning – based on a bi-directional search:

• a forward search for a graph G expansion,

• a backward-search for a search of a Π plan.

At the input of the graph-plan we have a tuple (A, s0, g), that is a set of actions A, an initial state s0 and
a goal g. In output we get a plan Π leading from s0 to g.
Graph-plan algorithm. This procedure can be briefly characterized as follows.

• In the initial step i = 0 we begin with the initial state s0 (or with a set S0 of such initial states [3], p.
126). At this level P0 the graph G is a singleton G = {S0} and Π = ∅.
In algorithmic form: i← 0,Π← ∅

G← 〈S0〉

• In the next step i ≥ 1 we simultaneously:

– expand a graph G (adding new actions with preconditions in S0 to it) in a forward step and ,

– choose non-mutex actions to Π (extract a plan) that satisfy a goal g in a backward step (if such
actions do not exist, an algorithm returns failure. ,

In algorithmic form:

until [g ⊆ Pi and g ∩ µPi = ∅] do
j ← j + 1,
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Initial states:  P0    Level  P1            Level Pm         Goals  

      

               

s0      s11      sm1    a1   g0 

s01               g1 

….    s13  …….      sm3 

….               a2   …. 

s0k    s1k  Π = 〈a1, a2〉         gl          

 

  and mutex non-mutexactions with preconditions in P0  

Figure A.1: The second step of the Graph-plan algorithm search

G← Expand(G),
Π← Extract(G, g, i)

otherwise, if [g 6⊆ Pi or g ∩ µPi 6= ∅] then return (failure).

• we repeat this reasoning in the next step i+ 2 ,

• We proceed until a level 0 will be successfully achieved by backtracking, that is until we find such
actions α1 and α2 which required a subgoal gi−1 ∈ P1. Then α1 and α2 are added to Π.

This procedure was presented in the following algorithm – based on a representation from [3](p. 129) and
description from [5]4.

Graph-plan(A, s0, g)
begin

i← 0,Π← ∅, P0 ← s0

G← 〈P0〉
until [g ⊆ Pi and g ∩ µPi = ∅] or Fixedpoint(G) do

i← i+ 1
G← Expand(G)

if g 6⊆ Pi or g ∩ µPi 6= ∅ then return (failure)
Π← Extract(G, g, i)

end

Example 39 (Traveling Plan in Germany). Consider an agent Salesman traveling between cities in
Germany. His (possible) starting points is a chosen city from a set of initial states Munich, Stuttgart and
his goal g is defined as a set = Bremen, Hamburg. His travel must be two-stages and can lead either by Bonn
or Dresden, which may be achieved by Salesman as depicted on a map. Find the appropriate traveling plan
for Salesman by means of the Graph-plan algorithm.

Solution. The algorithm input in this case is determined by putting forward: S0 = {Munich, Stuttgart}, g
= {Bremen, Hamburg} and a set of actions is the followingA = {Move(Munich, Dresden), Move(Stuttgart,

4The algorithm from [3] also refers to the case, when we find the so-called fixedpoint level of G, that is such the smallest
level κ that each level i > κ is identical with a level κ – see: [3], p. 125.
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Bonn), Move(Bonn, Bremen), Move(Bonn, Hamburg), Move(Dresden, Hamburg)} – as depicted on a fig.
2. The Graph-plan algorithm works in this case as follows.

1. In the first step i = 0 we put:

• Π = ∅ (a plan is empty) ,

• G = S0 = {Munich, Stuttgart} .

Because g ={Hamburg, Bremen} 6⊆ G = {Munich, Stuttgart} the working algorithm condition is
satisfied, so

2. In the next step we take i = 1 and we

• extract the plan by non-mutex actions satisfying g ,

• expand the graph by actions with preconditions in s0, namely:

we obtain:

• Π = {Move(Bonn, Bremen), Move(Dresden, Hamburg)} –as mutually non-mutex actions 5 ,

• G = {Munich, Stuttgart, Move(Munich, Dresden), Move(Stuttgart, Bonn)}

We also define a new goal g1 = {Bonn, Dresden}. Because g1 = {Bonn, Dresden} 6⊆ G = {Munich,
Stuttgart, Move(Munich, Dresden), Move(Stuttgart, Bonn)}, the algorithm working condition
is satisfied, thus:

3. In the next step we assume i = 2 and

• extract the plan Π by non-mutex actions satisfying g1 ,

• expand the graph G by actions with preconditions in S1 = {Bonn, Dresden}, namely:

we obtain:

• Π = {Move(Bonn, Bremen), Move(Dresden, Hamburg), Move(Stuttgart, Bonn), Move(Munich,

Dresden)} –as mutually non-mutex actions,

• G = {Munich, Stuttgart, Move(Munich, Dresden), Move(Stuttgart, Bonn)}.

We also define a new goal g2 = {Munich, Stuttgart}. Because now g2 ⊆ P0, we can finish a procedure,
as the initial states have been already achieved by a back-tracking. Finally, we obtain two plans:

Π1 = {Move(Bonn,Bremen), Move(Stuttgard, Bremen)} and

Π2 = {Move(Dresden, Hamburg), Move(Munich, Dresden)}.

A.1 Some Formal Properties of STP.

With respect to STPs (in the graph-based depiction) a couple of useful facts are known, which somehow
elucidate an operational simplicity of STPs.

Colollary 4 STPs have the following features:

• Any consistent STP is backtrack-free, that is decomposable relative to the constraints in its d-graph
(see: [20])

5Actions Move(Bonn, Bremen), Move(Bonn, Hamburg) are mutex as they have the same precondition Bonn.
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Figure A.2: The Salesman’s traveling between cities in Germany
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• The set of feasible values for variable Xi in a distance graph of a consistent STP is [−dt0, d0t].([20])

• The d-graph of an STP can be found by applying Floyd-Warshall’s All Pairs Shortest algorithm

to the distance graph with a complexity of O(n3), where n is the number of variables.

An idea of the Floyd-Warshall’s (All Pairs Shortest) Algorithm is relatively simple. The first
steps of this algorithm introduction an assumption that a weight aij should be associated to each edge of a
distance graph G. In particular, because of a lack of a distance between i and i itself, we put: dii = 0.

In algorithmic formulation:

for i := 0 to n do dii ← 0
for i, j := 0 to n do dij ← aij

Secondly, algorithm recursively (from k = 1 to n) introduces a method to measure a distance between edges.
In a step k = 0, that is for d(i, j, 0), we simply put d(i, j, 0) = aij as there is no edge between i and j. In for
k ≥ 1, that is for d(i, j, k) we compare d(i, j) with d(i, k) + d(k, j) as there is (at least one) edge between i
and j. In this case we take a minimal of values between d(i, j) and d(i, k) + d(k, j).

In algorithmic formulation:
for k := 0 to n do

for k := 0
dij,0 = aij ,

for k :≥ 1
dij,k ← min{dij0, dik0 + dkj0}

Floyd-Warshall’s algorithm

for i := 0 to n do dii ← 0
for i, j : 0 to n do dij ← aij

for k := 0 to n do
for k := 0

dij,0 = aij ,
for k :≥ 1

dij,k ← min{dij0, dik0 + dkj0}
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Appendix A

Annexe 7 – Lindstrøm Characterizing
Theorem and its Simplified Proof

This appendix1 presents the so-called Lindstrøm Characterizing Theorem. This theorem delivers metalogical
criteria for an expressive power for formal languages by the reference to the first order logic. It may be also
exploited for different temporal planning languages. In the current depiction, we make use a more general
category of an abstract logic. Anyhow, it might represent different planning languages, such as languages of:
a descriptive or an attributive logic or PDDL (PDDL+).

The merit-related impact of this chapter is to propose a simplified proof of the original proof of Lindstrøm
theorem from his sophisticated and pioneering paper [43].

A.1 Terminological Background

A.1.1 Languages

EL = Elementary Logic (= first order logic).

L = Abstract Logic = EL plus some generalized quantifiers....

Example 40 Q1: ’There are finitely many’, Q2: ’ There are uncountable many’, Q: ’There is many P’s
satisfying φ’, Henkin quantifiers, etc.

L is EL enriched to be a portion of Second Order Logic (We can quantify there not only over individuals,
but also over: functions, relations and sets of individuals).

A.1.2 Structures

We deal with structures of the form:
〈A,R0, R1, . . . , Rm−1〉, (A.1)

where Ri is a ti-ary relation on A. The sequence t = 〈t0, . . . , tm−1〉 is the type of structures.
Each structure 〈A,R0, R1, . . . , Rm−1, S0, . . . , Sk〉 is an expansion of 〈A,R0, R1, . . . , Rm−1〉.
aK will denote a class of structures (of the same type).

1This appendix presents the simplified proof of Lindstrøm Characterizing Theorem, which in a modified version was presented
in the philosophical PhD-thesis ’Skolem-Loewenheim Theorem and its philosophical utility’ (2011).
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Example 41 Assume that K contains structures of the type t = 〈t0, . . . , tk〉. Then both 〈A,R1, . . . , Rk〉 ∈ K
and 〈B,S1, . . . , Sk〉 ∈ K, but 〈A,R1, . . . , Rm〉 does not, if only m 6= k.

We also distinguish the following classes of structures:

F – the family of the classes of structures, K, consisting of 〈A,S〉, S ⊆ A,S is finite, nonempty and such
that for each n > 0 there is a structure with S of cardinality n. (Semantic definition of finiteness.)

Fω – the same as F , with infinite A only.

Modt,L(φ) – the class of structures (of type t), in which (L-)formula φ is true.

CL – the family of all such classes, i.e. the family of all classes of structures, which make true (L-)formulas.

We show later that neither F , nor Fω can be characterized by a first order formula.
We say that K is L-characterizable iff it is characterized by some M in CL, that is, members of M (class

of structures) are just expansions of the members of K.

Example 42 Assume that the class of structures K = {〈A,R〉 : A 6= ∅, R is a relation} and let M =
{〈A,R, S0, S1〉: A 6= ∅, R, S0, S1 are relations} belong to CL for some language L. Since members of M ,
i.e. structures (of the form): 〈A,R, S0, S1〉 are expansions of members of K, or the structures (of the form):
〈A,R〉, we can say that K is characterized by M . Due to the above definition – K is also L-characterizable.

A.1.3 Two Further Definitions

• L ⊆ L
′

(L
′

enriches L) iff for every type t and L-formula φ there exists L
′
-formula such that Modt,L(φ)

= Modt,L′ (φ
′
). (L and L

′
are ’true’ in the same classes of structures of t-type).

• L ⊆inf L
′

iff the same holds, but Modt,L(φ) = Modt,L′ (φ
′
) holds for their infinite members. (L and

L
′

are ’true’ in the same classes of infinite structures of t-type. L and L
′

agree for infinite structures,
but not necessary for the finite ones.)

Example 43 Consider L(Arytm1) and L(Arytm2) and let:

Modt,L(Arytm1)(φ) = {〈{0, 1, 2 . . . , 7}, succ, 0, 1〉, 〈ω, Succ, 0, 1〉}. (A.2)

and
Modt,L(Arytm2)(φ) = {〈{0, 1, 2 . . . , 44}, succ, 0, 1〉, 〈ω, Succ, 0, 1〉}. (A.3)

Since Modt,L(Arytm1)(φ) = Modt,L(Arytm2)(φ) for infinite structures only , i.e. for F = 〈ω, succ, 0, 1〉, it
might only holds:

L(Arytm1) ⊆inf L(Arytm2) or L(Arytm2) ⊆inf L(Arytm2) (A.4)

A.1.4 Theorems

Theorem 15 (SL property of L): If K ∈ CL and K has an infinite member than K has a countable
member.

Example 44 If 〈R,+, •〉 ∈ K, then also 〈ω,+, •〉 ∈ K.

Theorem 16 (Compactness Theorem): If ∀nKn ∈ CL and⋂
{Kn : n = 0, 1, 2 . . .} = ∅, (A.5)

then
∃ such m that

⋂
n<m

Kn = ∅. (A.6)
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Theorem 17 (Lindstrøm Theorem 1969) If EL ⊆ L and L has compactness and SL property, then
L⊆ EL.

A.2 Proof of Lindstrøm Theorem

In order to prove Lindstrøm Theorem, one needs to formulate two important lemmas.
The first one will assert that if L (having SL property) enriches EL, then one can characterize Fω in it.

(Informally: such L is capable of rendering the notion of ’countability’.)
The second one asserts that the same L can characterize F. (Informally, L is capable of rendering the

notion of ’finiteness’.)

Theorem 18 If L has SL property and EL⊆inf L but not conversely, then some member of Fω is L-
characterizable.

Outline of the proof. Assume that K0 is in CL, or K0 = Modt,L(φ), but for no M in CEL, K0 and M have
the same infinite members. Then, due to SL property (here we use SL), for no M in CEL, K0 and M have
the same countable members. We can say that K0 is not EL-definable for countable structures.

Now, let us assume, for simplicity, that K0-members are 〈A,R〉, where R is a binary relation, i.e. R ⊆
A×A. We will define now a new class of structures, K1 in EL.

K1 is defined in EL as the class of structures with infinite universes, with a distinguished subset of
the universe, with a linear order on that subset, which has the first element and each element has an
immediate successor. Finally, there are finite correlations of the elements of the universe that establish a
partial isomorphism of two distinguished relations R1 and R2. It is assumed that the correlations can always
be made longer.

In order to return to the L-characterizability in terms of K0 and K1, let us define a new class of structures
K2 as follows. K2 consists of structures of the same type as those in K1, but 〈A,S,R1, R2 . . .〉 is in K2 iff:

〈A,R1〉 ∈ K0 and – simultaneously – 〈A,R2〉 6∈ K0.

Finally, define K = K1 ∩K2. Since K0 is in CL, so is K. In this way, we have proved that K characterizes
a member of Fω. �

Theorem 19 If L has SL property and EL⊆inf L but not conversely, then some member of F is L-
characterizable.

Proof. If L non⊆inf EL, then Theorem 16 gives the conclusion. Suppose, therefore, that L ⊆inf EL, but L
non⊆ EL. (Informally: they agree only for infinite structures.) Formally:

1 There are classes K,M such that:

• K is in CL, i.e. K = Modt,L(φ), (Repeat: CL = class of structures, where L is true.)

• M is in CEL, i.e. M = Modt,EL(φ) and

• K is not in CEL. (All from L ⊆inf EL).

2 The classes K and M do not have the same members of power n, for arbitrary large natural number n

(From L non ⊆ EL and the fact that L and EL ’agree’ for infinite structures).
Now let the class N consists of the structures 〈A,S,R0, . . . , Rm−1〉, S ⊆ A,S is non-empty and let

〈A,S,R0, . . . , Rm−1〉 be in (K −M) ∪ (M − K) (We should reject infinite structures as belonging to the
non-empty intersection K

⋂
M). Then N is in CL (as K is in CL). In fact, if 〈A,S,R0, . . . , Rm−1〉 is in

K −M (N is a class of structures with finite universes). Then is in CL.
Note that N may represent the class of all 〈A,S〉 ∈ F , for S-finite, in such a sense that the extension

〈A,S,R0, . . . , Rm−1〉 is in N . Hence, 〈A,S〉 ∈ F is representable by L-characterizable class N . Thus, a
member of F (the structure 〈A,S〉 alone) is L-characterizable. �
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Theorem 20 (Lindstrøm Theorem). If EL ⊆ L and L has compactness and SL property, then L⊆
EL.

Proof. If EL⊆ L and L has SL and L non⊆ EL, then it can be shown that compactness fails for L. By
Theorem 1 – there is a class K0 (of type t) in CL, i.e. K0 = Modt,L(φ), which characterizes a member of
F. For n > 0 let Kn let Kn be a class of structures 〈A,S,R0, R1 . . . , Rm−1〉 in K0 such that S has at least n
elements. (Formally: Kn = Modt,L(φ ∧ ∃ ≥ n elements).

On one hand,
⋂
{Kn : n < m} = {〈A,S,R0, . . .〉 : |S| ≥ n}, so

⋂
{Kn : n < m} 6= ∅. On the other hand,⋂

{Kn : n = 0, 1, 2 . . .} = ∅.
In fact, having established an arbitrary k, we can always find that

⋂
{Kn : n < k} 6= ∅, say KFin

1 .
However, we can always skip to k+1 to require

⋂
{Kn : n < k+1}. However, KFin

1 6=
⋂
{Kn : n < k+1}, as

a class of k-elemental structures may be only such an intersection (KFin
1 contains k−1-elemental structures.)

Thus, we should take another candidate, say KFin
2 . Nevertheless,, we can skip once again to k + 2 and we

should reject KFin
2 for the same reasons, etc. It is clear that we cannot a non-empty intersection for all Kn

for n = 0, 1, . . .. �
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Appendix A

Annex 8–The Chosen Mathematical
Concepts Used in the Thesis

A.1 Measure theory

. This part constitutes a brief introduction to the concept of measure and product measure.
Let X be a a non-empty set and A be such a unique family of subsets of X, which contains ∅ and

containing both
⋃∞
k=1Ak and

⋂∞
k=1Ak if only each subset A1, . . . Ak of X belong to A. In that case, A

is called to be ρ-algebra. If A is given now, we can define a function µ :
∑
→ [0,∞], which satisfies the

following conditions:

1. Non negativity : for all A ∈ A, it holds: µ(A) ≥ 0.

2. Null empty set : µ(∅) = 0.

3. Denumerable additivity : For all pairwise disjoint sets Ai(i = 1, 2 . . .) in A:

µ(

∞⋃
k=1

Ak) =

∞∑
k=1

µ(Ai). (A.1)

Each function µ satisfying conditions 1-3 is called: ’an (additively denumerable) measure’ – simply – ’a
measure’ and (X,A) is called: ’a measurable space’. Some commonly exploited examples of measures are:
probability measures and the Lebesgue measures. The last one enables of introducing the following definition
of the Lebesgue integrals.

Definition 50 (Measurable function). Let (X, ρ1, µ) and (Y, ρ2, v) be measurable spaces. We say that
a function f : X → Y is said to be measurable if the preimage of E under f is in ρ1, for each E ∈ ρ2.
Formally:

f−1(E) = {x ∈ x : f(x) ∈ E} ∈ ρ1,∀E ∈ ρ2. (A.2)

A.2 Probability theory

. Assume that a measurable space (Ω,F , P ) is given, where:

• Ω is a non-empty set,
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• F ⊆ 2Ω is a usual σ-algebra – a set of substes of Ω, called events, such that:

• Ω ∈ F ,

• If A ∈ F , then also (Ω/A) ∈ F ,

• If Ai ∈ F , for i = 1, 2, . . ., then
⋃∞
i=1A1 ∈ F .

• P : F → [0, 1] – the probability measure – is:

• a denumerable additive, i.e. P (
⋃∞
i=1Ai) =

∑∞
i=1 P (Ai) and

• P (Ω) = 1.

Then the space (Ω,F , P ) forms a probability space and P is called a probability (measure).

Definition 51 (Distribution function). Assume that a probability measure P : 2Ω → [0, 1] is given. The
distribution function of a real random variable is the function F : R→ R:

F (x) = P ((−∞, x]), x ∈ R. (A.3)

Definition 52 (Density function). Asuuming that a distribution function F is given a continuous func-
tion of a random variable X, then there exists such a function f ≥ 0 that for each x it holds:

F (x) = x
−∞f(t)dt = P (−∞, x]). (A.4)

Example 45 Assuming that f(x) = 0, for x < 0 and f(x) = e−x, for x ≥ 0 is a density function, one can
compute its distribution and probability P (1 ≤ X ≤ 3) as follows:

F (x) = x
−∞f(t)dt = 0

−∞0dx+

∫ x

0

e−tdt = 1 = ex. (A.5)

P (1 ≤ X ≤ 3) = F (3)− F (1) = e−1 − e−3. (A.6)

Definition 53 (Expected value, Mean value). If X is a random variable defined over a probability space
(X,F , P ), then the expected value E(X) of X is given by the Lebesgue integral:

E(X) =

∫
Ω

XdP, (A.7)

if this integral exists.

In particular case, if a probability denisty function f(x) is given, then E(X) may be computed as:

E(X) =

∫ ∞
−∞

xf(x)dx, (A.8)

provided that this integral is finite.

Example 46 If a density function f(x) = e−x is given, then the expected value E(X) of a random variable
X is computed as follows (ex is continuous):

E(X) =

∫ ∞
−∞

xf(x)dx =

∫ ∞
−∞

xe−xdx = [−xe−x +

∫
e−xdx]∞0 (A.9)

= [−xe−x − e−x]∞0 = 1. (A.10)
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A.3 Algebra

In chapter 2 of ’Contributions’ a concept of linear(vector) space is recalled. This object is defined as follows.

Definition 54 A vector(linear) space is an ordered triple (X, •,K), where X is an additive Abelian group,
K is a field and • is a function from K × X into X, whose values at (α, x) is αx, such that for α, β ∈ K
and x, y ∈ X the following conditions hold:

a α(x+ y) = αx+ αy;

b (α+ β)x = αx+ βx;

c α(βx) = (αβ)x;

d 1x = x, where 1 forms the multiplicative unit of K.

Example 47 Let K be a field, let n ∈ N and X = Kn. For x = (x1, . . . , xn) and y = (y1, . . . , yn) in X and
for αinK let us define:

x+y = (x1 + y1, . . . , xn + yn), αx = (αx1 . . . , αxn). (A.11)

Then X forms a vector space over K.

Example 48 Assume that C(R) is a class of continuous real functions on R. Defining the operations +
and •, for each α ∈ R and for all x ∈ R as follows:

(f + g)(x) = f(x) + g(x), (αf)(x) = αf(x), (A.12)

one can show that (C(R),+, •) is a vector space.
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Summary
Temporal planning forms conceptually a part of temporal reasoning and it belongs to research area of Ar-
tificial Intelligence and it may be seen as an extension of classical planning by temporal aspects of acting.
Temporal planing is usually complemented by considering preferences or different types of temporal con-
straints imposed on execution of actions.

There exist many approaches to this issue. One one hand, there are different paradigms to temporal
planning, such as: planning via search in graphs (STRIPS), planning via satisfiability or planning in terms
of Markov processes. These approaches are mutually incompatible. In addition, temporal planning requires a
subject-specification as it is rather defined in a methodological way. On the other hand, temporal constraints
are represented and modeled in different ways dependently on their quantitative or qualitative nature. In
particular, Allen’s relations between temporal intervals – an important class of temporal constraints – do
not have any quantitative aspects and cannot be considered in computational contexts.

According to this situation, this PhD-thesis is aimed at the proposing a depth-analysis of temporal
planning with fuzzy constraints which contains some remedies on these difficulties. Namely, two approaches
to the representation and modeling of these issues are put forward.

In the first one (chapter 2, chapter 3) – fuzzy Allen’s relations as fuzzy temporal constraints are repre-
sented by norms of convolutions in a Banach space of Lebesgue integrable functions. It allows us immerse
Allen’s relations in the computational contexts of temporal planning (based on STRIPS and on Davis-
Putnam procedure) and to elucidate their quantitative nature. This approach is developed in a context of
Multi-Agent Problem as a subject basis of this approach.

In the second one (chapter 4, chapter 5) – fuzzy temporal constrains with fuzziness introduced by pref-
erences are represented in a logical terms of Preferential Halpern-Shoham Logic. It allows us to adopt these
result in a construction of the plan controller. This approach is developed in a context of Temporal Traveling
Salesman Problem as a subject basis of this approach.

Finally, an attempt to reconcile these two lines of representation of fuzzy temporal constraints was also
proposed.
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Streszczenie
Planowanie temporalne stanowi cześć rozumowania temporalnego i stanowi jeden z ważnych obszarów
badawczych sztucznej inteligencji i może być widziane jako rozszerzenie planowania klasycznego przez tem-
poralne aspekty dzia lania. Planowanie temporalne jest zazwyczaj uzupe lniane przez rozważenie różnych
typów ograniczeń temporalnych na lożonych na akcje.

Istnieje wiele podej́sć do tego zagadnienia. Z jednej strony, istniej różne paradygmaty planowania, takie
jak planowanie przez spe lnianie lub przeszukiwanie grafu (z wykorzystaniem metody STRIPS) lub planowanie
w terminach prosesów Markowa. Te podej́scia sa wzajemnie niekompatybilne. Dodatkowo, planowanie
temporalne wymaga jakiej́s przedmiotowej specyfikacji i jest raczej definiowane w metodologiczny sposób.

Z drugiej strony, ograniczenia temporalne sa̧ reprezentowane i modelowane na różne sposóby zależnie
od ich jakościowej lub ilościowej natury. W szczególności, relacje Allenowskie – ta ważna klasa ograniczeń
temporalnych – nie posiada jakichś ilościowych aspektów i nie może być rozważana w obliczeniowych kon-
tekstach.

Stosownie do tej sytuacji, niniejsza rozprawa jest ukierunkowana na pog lebiona̧ analizȩ rozmytych ograniczeń
temporalnych z preferencjami, która zawiera jakieś remedium na te trudności. Mianowicie, dwa podej́scia
do reprezentacji i modelowania tych zagadnień sa̧ zaproponowane.

W pierwszym z nich (rozdzia l 2, rozdzia l 3) – rozmyte relacje Allenowskie jako rozmyte ograniczenia
temporalne sa reprezentowane przez normy z odpowiednich funkcji splotu w przestrzeni Banacha funkcji
ca lkowalnych w sensie Lebesgue’a. Pozwala to zanurzyć relacje Allenowskie w obliczeniowych kontekstach
planowania temporalnego (opartego na metodzie STRIPS i metodzie Putnama-Davisa) i uwypuklić ich
jakościowa̧ naturȩ. To podej́scie jest rozwijane w kontekście Problemu Wielo-Agentowego jako przedmiotowa
baza tego podej́scia.

W drugim z podej́sć (rozdzia l 4, rozdzia l 5) – rozmyte ograniczenia temporalne z rozmytościa̧ wprowad-
zona̧ przez preferencje sa̧ reprezentowane w terminach logiki przez preferencjalna̧ logikȩ Halperna-Shohama.
Pozwala to zaadoptować te rezultaty w konstrukcji kontrolera planu. To podej́scie jest rozwijane w kontekście
Czasowego Problemu Komiwojażera jako przedmiotowej bazy dla tego podej́scia.

Ostatecznie, pewna próba uzgodniania tych dwóch linii reprezentacji ograniczeń temporalnych zostála
zaproponowana.
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