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Résumé

Le modèle de dimères, également connu sous le nom de modèle de couplage parfait,
est un modèle probabiliste introduit à l’origine dans la mécanique statistique. Une
configuration de dimères d’un graphe est un sous-ensemble des arêtes tel que chaque
sommet est incident à exactement une arête. Un poids est attribué à chaque arête
et la probabilité d’une configuration est proportionnelle au produit des poids des
arêtes présentes.

Dans cette thèse, nous étudions principalement deux modèles qui sont liés au
modèle de dimères, et plus particulièrement leur comportements limites. Le premier
est le modèle des forêts couvrantes enracinées sur des cycles (CRSF ) sur le tore, qui
sont en bijection avec les configurations de dimères via la bijection de Temperley.
Dans la limite quand la taille du tore tend vers l’infini, la mesure sur les CRSF
converge vers une mesure de Gibbs ergodique sur le plan tout entier. Nous étudions
la connectivité de l’objet limite, prouvons qu’elle est déterminée par le changement
de hauteur moyen de la mesure de Gibbs ergodique et donnons un diagramme de
phase.

Le second est le modèle de perles, un processus ponctuel sur Z × R qui peut
être considéré comme une limite à l’échelle du modèle de dimères sur un réseau
hexagonal. Nous formulons et prouvons un principe variationnel similaire à celui
du modèle dimère [CKP01], qui indique qu’à la limite de l’échelle, la fonction de
hauteur normalisée d’une configuration de perles converge en probabilité vers une
surface h0 qui maximise une certaine fonctionnelle qui s’appelle “entropie”. Nous
prouvons également que la forme limite h0 est une limite de l’échelle des formes
limites de modèles de dimères.

Il existe une correspondance entre configurations de perles et (skew) tableaux de
Young standard, qui préserve la mesure uniforme sur les deux ensembles. Le principe
variationnel du modèle de perles implique une forme limite d’un tableau de Young
standard aléatoire. Ce résultat généralise celui de [PR07]. Nous dérivons également
l’existence d’une courbe arctique d’un processus ponctuel discret qui encode les
tableaux standard, defini dans [Rom12].

Mots-clés. modèle de dimères, pavages, forêts couvrantes enracinées sur cycles,
marches aléatoires, modèle de perles, tableaux de Young standard, forme limite.
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Abstract

The dimer model, also known as the perfect matching model, is a probabilistic model
originally introduced in statistical mechanics. A dimer configuration of a graph is
a subset of the edges such that every vertex is incident to exactly one edge of the
subset. A weight is assigned to every edge, and the probability of a configuration is
proportional to the product of the weights of the edges present.

In this thesis we mainly study two related models and in particular their limiting
behavior. The first one is the model of cycle-rooted-spanning-forests (CRSF ) on tori,
which is in bijection with toroidal dimer configurations via Temperley’s bijection.
This gives rise to a measure on CRSF. In the limit that the size of torus tends
to infinity, the CRSF measure tends to an ergodic Gibbs measure on the whole
plane. We study the connectivity property of the limiting object, prove that it is
determined by the average height change of the limiting ergodic Gibbs measure and
give a phase diagram.

The second one is the bead model, a random point field on Z × R which can
be viewed as a scaling limit of dimer model on a hexagon lattice. We formulate
and prove a variational principle similar to that of the dimer model [CKP01], which
states that in the scaling limit, the normalized height function of a uniformly chosen
random bead configuration lies in an arbitrarily small neighborhood of a surface h0

that maximizes some functional which we call as entropy. We also prove that the
limit shape h0 is a scaling limit of the limit shapes of a properly chosen sequence of
dimer models.

There is a map form bead configurations to standard tableaux of a (skew) Young
diagram, and the map is measure preserving if both sides take uniform measures.
The variational principle of the bead model yields the existence of the limit shape
of a random standard Young tableau, which generalizes the result of [PR07]. We
derive also the existence of an arctic curve of a discrete point process that encodes
the standard tableaux, raised in [Rom12].

Keywords. dimer model, tilings, cycle-rooted-spanning-forests, random walks,
bead model, standard (skew) Young tableaux, limit shapes.
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Chapter 1

Introduction

The dimer model, also called the perfect matching model, was first introduced in
physics and chemistry to model the adsorption of di-atomic molecules on the surface
of a crystal [FR37]. It is a statistical mechanics model in dimension 2. In the 1960’s
Kasteleyn [Kas61, Kas63, Kas67], Fisher and Temperley [TF61] have shown how
to calculate the partition function. Many progresses have been made since the late
1990s, see [Ken97, CKP01, KO06, KOS06] for example.

The dimer model is related to many other probabilistic models on graphs embed-
ded in 2-dimensional surfaces. For example, the free-Fermion six-vertex models, the
2-d Ising model, spanning trees, etc. In this thesis, we mainly focus on two statisti-
cal mechanical models closely related to the dimer model, use the tools or existing
results of the dimer model to study the properties of these two models (mainly their
asymptotic behaviors).

The first one is the model of spanning trees and spanning forests. These classical
objects are first found to be related to the dimer model by Temperley [Tem74] by
a bijection. In this thesis, we consider a variation of the original model: the cycle-
rooted-oriented spanning forests. The second one is the bead model [Bou09], and it
is shown to be closely related to the standard (skew) Young tableaux.

In this chapter we give a general introduction of the notions, the existing results
and tools we use and the main results proved in this thesis. This includes informal
definitions, intuitive explanations and an outline of the whole thesis. They are
organized in the order of the three main models.

1.1 Dimer model

We begin with a general introduction of the dimer model, which plays a central role
in this thesis. A more detailed and formal introduction can be found in Chapter 2.

The model can be briefly described as follows: consider a connected graph
G = (V,E). Every edge e ∈ E is equipped with a weight c(e) which is a posi-
tive real number. A dimer configuration M is a subset of edges such that every

1



2 CHAPTER 1. INTRODUCTION

vertex v ∈ V is incident to exactly one edge in M . An edge of M is called a dimer.

Figure 1.1: An example of a dimer configuration on a graph.

Throughout this thesis, we consider a dimer model embedded in a 2 dimensional
surface. In this case, a more intuitive way to interpret the model is via tilings.
The most classical examples are domino tilings or lozenge tilings, which respectively
can be viewed as the dimer model on the Z2 lattice or honeycomb lattice (hexagon
lattice), see Figures 1.2 and 1.3 below.

Figure 1.2: Domino tiling and dimers on a portion of Z2.

Figure 1.3: Lozenge tiling and dimers on the honeycomb lattice.

The lozenge tiling in Figure 1.3 can be naturally viewed as a pile of cubes on a
domain D. The horizontal lozenges can be viewed as faces parallel to the x−y plane,
and if we choose the “lowest” such face to have 0 height, then every other horizontal
face has a integer “height” which is the number of cubes underneath the horizontal
face. The maximal height is given by the boundary condition. For example, in
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Figure 1.3 the maximal height is equal to 1. Moreover, there is a constraint on these
height functions: if we think of the height as a function on the integer points of
the x − y plane, then along each row (resp. column) of the cubes, the heights are
monotone. Such an integer function is called a plane partition.

This simple relation between plane partitions and lozenge tilings is one of the
main inspiration of our Chapter 6. We will talk more about it later in Section 1.3.
Also, the definition of the height function is something more general, see Sec-
tion 2.3.1.

Now we consider a measure defined on the set of configurations. When the graph
is finite, the measure is taken to be proportional to the product of the weights of
the present edges, which we call a weighted measure or a Boltzmann measure.

For the infinite case, a natural idea is to define the measure as the limit of a
sequence of measures which are the measures defined on bigger and bigger graphs.
However, choosing different sequences can lead to completely different measures as
the measure strongly depends on the boundary conditions. A trivial example is
given by the following graphs, where we see that a tiny change on the boundary will
greatly change the measure.

Figure 1.4: Domino tiling of two domains of similar shape.

The left domain in Figure 1.4 is called the Aztec diamond, because of its obvious
similarity with an Aztec pyramid. The right domain in Figure 1.4 can only be tiled
in this way, and we call it a frozen phase. Meanwhile, the way to tile the left domain
(an Aztec diamond) is much richer. When the domain is large, in the middle of an
Aztec diamond there are always interesting behaviors, what is to be called as a
liquid phase, and at the corners we have a frozen phase. For more details about the
phases, see Section 2.3.4. This phenomena is studied in [CEP96], where the four
corners with frozen behavior are called the polar regions. The boundary between
the frozen regions and other parts is thus called the arctic curve.

By this toy example, we see that the asymptotic behavior is not simply deter-
mined by the asymptotic shape of the domain. It is proved [CKP01] to be determined
by the height function on the boundary of the domain, see Section 2.4.

Rather than choosing the asymptotic boundary condition among the height func-
tions defined on the boundary of planar domains, the authors of [KOS06] consider
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periodic boundary conditions. More precisely, they consider a Z2-periodic graph
G∞, and the measure of dimer configurations of G∞ is taken to be the limit of a
family of magnetically altered dimer measures on GN := G∞/(NZ2). Here “mag-
netically altered” means that rather than considering the usual weighted measure,
the authors consider a family of measures where the weights of the edges crossing
the boundary between different copies of the original graph G1 are multiplied by the
exponential of some parameters that are called magnetic field. They correspond to
the two extra degrees of freedom of the dimer measure in the toroidal case. When
n → ∞ such measures converge to an ergodic Gibbs measure depending on the
magnetic field, and the limiting measure is characterized by the slope, the expected
height between neighboring copies of the fundamental domain. See Section 2.3.4.

Authors of [CKP01] reveal that the toroidal dimer measure is the good tool to
describe the local measure for our earlier question about the dimer measure in the
infinite limit with an asymptotic boundary condition. A variational principle is
established, which proves the existence and uniqueness of the limiting behavior, see
Section 2.4.

All the properties and results mentioned above are the inspirations of our study
of the following two models: spanning trees, spanning forests and cycle rooted span-
ning forests in Section 1.2, the bead model and standard skew Young tableaux in
Section 1.3.

1.2 Spanning trees/forests, cycle rooted spanning

forests

Temperley [Tem74] first introduced a measure preserving bijection on the square
grid between spanning trees and dimer configurations. Consider a square grid G,
and consider its double graph Gd, which can be viewed as if we divide each square
face of G into 4 smaller ones. Choose any vertex v0 of G on the boundary, then the
spanning trees of G are in bijection with dimer configurations of Gd\{v0}: for every
dimer configuration M , and for each dimer e ∈ M , chose among its two incident
vertices the one which is a vertex of G, then take this vertex as the departing point
and go along the dimer e until it meet another vertex of G. What we get is a
spanning tree of G. Conversely, given a spanning tree of G, the reverse procedure
generates a set of dimers of Gd\{v0}, and there is a unique way to extend this to a
dimer configuration of Gd\{v0}, see Figure 1.5.

This bijection was generalized by Burton and Pemantle in [BP93] and Kenyon,
Propp and Wilson [KPW00] to more general cases: between spanning trees of di-
rected weighted planar graphs and dimer configurations of its double graph, see
Section 3.4.1. The generalized bijection is measure preserving if we properly choose
the weights. A detailed explanation is given in Section 3.4.2.
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v0 v0

Figure 1.5: Temperley’s bijection on a square grid.

In this thesis, we are mainly interested in the case of toroidal graphs. If we
apply such a bijection to the toroidal case, then from every dimer configuration on
the double graph Gd of some toroidal graph G, we get a cycle rooted spanning forest
(CRSF), see Section 3.1.

By [KOS06], if we take larger and larger toroidal graphs where every one is a
quotient of the same Z2-periodic graph, then the dimer measures converge to an
ergodic Gibbs measure of some slope, so the measure on CRSF via Temperley’s
bijection is also an ergodic Gibbs measure. Some asymptotic properties can be
obtained directly as analogues of the corresponding results of the dimer model, for
example, the edge-edge correlations and variations of the height function.

However, in this thesis, the property we mainly focus on is a specific property
for trees and forests that doesn’t have its counter part in the dimer model: the
connectivity. This question in fact comes from [Pem91], where the author studies
the limiting behavior (mainly connectivity) of a spanning tree on larger and larger
graphs as subgraphs of Zd, d fixed, see Section 3.3.

As for the toroidal case, the question can be briefly stated as follows: in the
limit when the size of the torus tends to infinity, the CRSF as a union of edges of
an infinite Z2-periodic graph without cycles (the cycles of CRSF are of non-trivial
homotopy so they disappear in the limit), is it a spanning tree (connected) or a
spanning forest (not connected)?

We answer this question by giving and proving Theorems 4.3.2 and 4.4.3, summa-
rized by Theorem 1.2.1 here below, which says that the connectivity of the limiting
object of the CRSF measure depends on the slope of the corresponding limiting
dimer measure.

Theorem 1.2.1. When the slope of the limiting dimer measure is non-zero, under
the corresponding CRSF measure there are a.s. infinitely many connected compo-
nents, and when it is zero, if the graph verifies a technical assumption (Condition
(?), see Definition 4.4.2), then there is a.s. one connected spanning tree.

Here is an outline of the organization of Chapters 3 and 4, which are the chapters
on spanning trees/forests and CRSF. Chapter 3 of this thesis is mainly devoted to
an introduction of the basic structures and fundamental properties related to this
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topic. A crucial fact that relates the height change (which in the limit corresponds
to the slope) of a dimer configuration and the homology (which yields an estimation
of the number of connected components) of its corresponding CRSF is proved in
Proposition 3.4.1.

In Chapter 4, we define the limiting measure of CRSF, characterize the measure
with the discrete Laplacian (Theorem 4.2.3) and study the connectivity properties
of the limiting object. We prove Theorem 1.2.1, and as a corollary we give a full
picture of the phase diagram of the connectivity of the limiting OCRSF measure on
graphs verifying Condition (?).

1.3 Bead model, standard (skew) Young tableaux

In Chapter 5 and 6 we consider a random point field on Z×R or a subset of it, which
is called the bead model because of its similarity to a collection of beads on parallel
threads. The vertical positions of the beads are asked to be interlacing: between
any two successive beads on a thread, on either of its neighboring threads, there
should be exactly one bead whose vertical position is between these two beads.

Figure 1.6 gives an example of a bead configuration. Consider for example the
third thread counted from right. Given all the beads on the other threads (the black
ones), on this thread there should be exactly one bead (the red one) on the piece
that is incident to both of the grey regions generated by the beads on neighboring
threads.

Figure 1.6: A bead configuration.

Boutillier [Bou09] constructs a family of ergodic Gibbs measures of the bead
model on Z × R as continuous limits of a lozenge tiling when some weight tends
to 0. The author’s work can be viewed as a limiting case of the dimer model on a
periodic graph.

In this thesis, we are interested in the counter part of the dimer model (lozenge
tiling) on finite domains. In particular, we consider a very tall region tileable by
lozenges and consider a unit square D whose boundary condition is given by that of
the tileable region, see Chapter 5 for the detailed construction or Figure 1.7 for an
illustration. The bead model normalized into the unit square is in fact a normalized
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continuous limit of the tiling of the region when the height of that region tends to
infinity.

xy

O

Figure 1.7: A very tall domain tileable by lozenges vs. corresponding boundary
condition of the bead model.

We are interested in the limiting behavior of the bead model when the number
of threads tends to infinity while the normalized boundary conditions are fixed. We
know by [CKP01] (see Section 2.4 for a summary) that if the relative height of the
tall region is fixed, there is a variational principle that proves that in the limit the
random surface given by a random tiling converges in probability to a surface that
maximizes some functional Ent�(.) which is called the entropy function (of lozenge
tiling). We prove the same kind of variational principle in Section 6.4 for the bead
model, which is far from simply being a corollary of the existing results on dimers
since there is a delicate exchange of limits.

We define the space of admissible functions as the complete space of normalized
height functions on the unit square D. As in [CKP01], there exists a functional
Ent(.) (see Section 6.3.2) defined on the space of admissible functions that gives the
variational principle for beads. More precisely, we have the following theorems:

Theorem 1.3.1. For any given asymptotic boundary height function h∂ defined on
∂D and being constant on {x = 0} and {x = 1}, there is a unique function h0 among
the space of admissible functions that maximizes Ent(.).

Theorem 1.3.2. Consider a given asymptotic boundary height function h∂ defined
on ∂D and being constant on {x = 0} and on {x = 1}. For any n ∈ N∗, consider the
bead model on D with n threads. For any admissible function h : D → R such that
Ent(h) > −∞, when n tends to infinity, the probability that the normalized surface
of a random bead configuration lies within a δ neighborhood of h is proportional to
e(Ent(h)+o(1))n2

when δ → 0.

Note that Theorems 1.3.1 and 1.3.2 imply a limit shape of the bead model which
is the surface h0 that maximizes the functional Ent(.). We also prove the following
result, see Theorem 6.5.1 of Section 6.5.

Theorem 1.3.3. The limit shape of the bead model h0 is a properly normalized limit
of the limit shapes of the lozenge tilings for the corresponding sequence of domains.
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This theorem proves the commutativity of the following two limits: the limit
from a dimer model to a bead model when the height tends to infinity, and the
asymptotic limit for the dimer model on an increasing sequence of graphs with
given asymptotic boundary condition. This yields a systemical way to explicitly
find h0 via the existing results in [KO07].

As an example, if we consider a bead model on the unit square with the boundary
condition given by h∂ : ∂([0, 1]× [0, 1])→ R,

h : (x, y) 7→
{

1
4
− 1

2
|x− 1

2
| if y ≤ 0,

−1
4

+ 1
2
|x− 1

2
| if y > 0,

then Figure 1.8 is the expected density (which we will show is the vertical partial
derivative of h0), and Figure 1.9 is a simulation of 256 beads.
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Figure 1.8: The estimated density of beads.
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Figure 1.9: A simulation of 256 beads.
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There are two significant properties that we can see from Figures 1.8 and 1.9.
One is that there is a circle such that outside the circle the theoretical and empirical
density of the appearance of a bead converges to 0 when the number of beads and
threads tends to infinity. This curve (for other piecewise linear boundary conditions
this should be other algebraic curves) is called an arctic curve, and the regions
outside this curve are called frozen regions or polar regions.

The second one is that near the points (1
2
, 0) and (1

2
, 1) the density explodes

(this will be more clear if we chose a smaller mesh in Figure 1.8). In fact, by the
construction of the measure of the bead model (see Section 5.1.5), for any interval
[a, b] ⊂ [0, 1],

E
(

#{beads whose vertical coordinate is within[a, b]}
)

#{all the beads} = [a, b],

and the arctic curve corresponding to the boundary condition f is a circle tangent
to every side of D (by Proposition 6.5.2), so at (1

2
, 0) and (1

2
, 1) the density must

explode as the length of horizontal slices within the non-frozen region tends to 0.

In Chapters 5 and 6 we also consider the limit shape of a random standard (skew)
Young tableau. A Young diagram under the French convention is a finite collection
of boxes, left aligned, and the lengths of the lines are in non decreasing order from
bottom to top. A skew diagram is the difference of two Young diagrams if one is a
subset of the other. A standard tableau of a diagram λ is a filling of the diagram
by integers from 1 to |λ|, which is the number of boxes in the diagram, such that
any two different boxes are filled by different numbers and that the numbers in each
rows and columns are increasing.

For convenience we turn the diagram by π
4
. This is called the Russian convention.

The terminology “column” here will refer to the boxes whose center lie on the same
vertical lines. In Section 5.2.2, we define a map from bead configurations with
n threads to tableaux with n columns: as the vertical position of the beads take
continuous value, almost surely the coordinate of every bead is different from each
other, so we can enumerate the beads in order of their vertical position from the
lowest to the highest, and we fill the jth box on the ith column of the diagram by
the order of the jth bead on the ith thread in a bead configuration.

1

23

4 5

6

7

8 9

10

11

1213

14 15

16

Figure 1.10: An example of mapping a bead configuration to a standard Young
tableau.
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If we view a random standard Young tableau as a random surface, and we fix a
shape of domain but refine its interior and let the number of boxes go to infinity,
then Theorem 6.6.1 proves that the random surfaces converge in probability to a
surface explicitly determined by h0, the maximizer of Ent(.) for the corresponding
bead model. Figure 1.11 gives a simulation of a square case but the theorem works
for a general shape.

This generalizes the results in [PR07] from rectangular shapes to general (skew)
shapes.
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Figure 1.11: The shape of a random standard Young tableau, 40× 40.



Chapter 2

Dimer model

In this chapter, we give a brief introduction to the dimer model, from basic defini-
tions to important properties, especially those used in this thesis.

2.1 Definition

Some definitions already appear in the introductory chapter. In this chapter, we
introduce the formal definitions and notions.

Let G = (V,E) be a connected graph, where V is the set of vertices and E is
the set of edges. A dimer configuration M of G is a subset of E such that every
vertex v ∈ V is incident to exactly one edge of M . We also call such a configuration
a perfect matching. An edge in the configuration is called a dimer. We denote the
set of all dimer configurations of G by M(G).

It is clear that for a finite graph G, having an even number of vertices is a neces-
sary condition but not a sufficient condition to have dimer configurations. Through-
out the thesis we focus on graphs that admit at least one dimer configuration.

We define a weight function c : E → R+ by assigning a positive weight to every
edge of G. The graph G with a weight function c is called a weighted graph. The
weight c(M) of a dimer configuration M ∈ M(G) is defined to be the product of
the weights of the edges present in this configuration, i.e.,

c(M) =
∏
e∈M

c(e).

The dimer Boltzmann measure π defined onM(G) is a probability measure such
that the measure of a configuration M is proportional to its weight

π(M) =
c(M)

Z(G)
,

where Z(G) is the partition function defined by

Z(G) =
∑

M∈M(G)

c(M).

11
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Readers who have basic notions of statistical mechanics will figure out at once
that here if we define the energy of a configuration M as follows. The energy of an
edge e ∈ E is defined as E(e) = ln c(e), and the energy of a configuration will be the
sum of the energy of the edges that are present, i.e.,

E(M) =
∑
e∈M
E(e) = ln c(M).

Under such setting, the dimer measure is the Boltzmann measure in the framework
of statistical mechanics (and this is the reason that this measure is given this name).

Throughout this thesis, we consider a dimer model embedded in a 2-dimensional
surface.

2.2 Partition function

2.2.1 General planar case

The first step to understand the dimer model is to calculate the partition function
Z(G) explicitly. The first work is due to Kasteleyn [Kas61, Kas67] and indepen-
dently to Temperley and Fisher [TF61] on planar graphs. The key object is called
a Kasteleyn matrix.

Before introducing the Kasteleyn matrix, we need the notion of Kasteleyn orien-
tation. A Kasteleyn orientation is an orientation of edges such that when traveling
clockwise around the boundary of a face, the number of co-oriented edges is odd.

Kasteleyn [Kas67] proved that when the graph G is embedded in the plane, then
such an orientation always exists, and this result can be generalized to any connected
graph with even number of vertices and embedded in an orientable surface of genus,
see [Kas63, GL99, Tes00, CR07].

For u, v ∈ V , we write u → v if uv is an edge of G and the orientation is from
u to v. The Kasteleyn matrix K of a weighted graph G associated to a Kasteleyn
orientation is a skew-symmetric weighted adjacency matrix defined by

Ku,v =


c(uv) if u→ v,

−c(uv) if v ← u,

0 if u and v are not adjacent.

To calculate the dimer partition function we need the notion of Pfaffian. Consider
the following subset Π of the symmetric group S2n:

Π = {σ : σ(2k − 1) < σ(2k), σ(2l − 1) < σ(2l + 1) for 1 ≤ k ≤ n, 1 ≤ l ≤ n− 1}.

This gives a bijection to the pairings of {1, 2, ..., n}:

{{σ(1), σ(2)}, {σ(3), σ(4)}, ..., {σ(2n− 1), σ(2n)}}.
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The Pfaffian of the 2n× 2n matrix K is defined by

Pf(K) =
∑
σ∈Π

sgn(σ)
n∏
k=1

Kσ(2k−1),σ(2k),

and Kasteleyn [Kas61] proves that

|Pf(K)| = Z(G).

2.2.2 Bipartite planar case

A graph G = (V,E) is called bipartite if we can color the vertices V in black and
white in such a way that every black vertex has only white neighbors and vice versa.
This kind of graph is of specific interest in the dimer model.

To calculate the partition function of a planar bipartite graph we can use deter-
minants. When doing this, the definition of Kasteleyn orientation is still the same
as in the general case, but the Kasteleyn matrix K is a matrix indexed by black
vertices in rows and white vertices in columns, defined by:

Kb,w =


c(bw) if b ∼ w, b→ w

−c(bw) if b ∼ w, b← w

0 otherwise.

We have

| detK| = Z(G).

To see this, we just need to use the fact that for skew-symmetric matrices,
the Pfaffian is a square root of determinant. We denote the Kasteleyn matrix of
Section 2.2.1 by K ′ to differ from that introduced in this section, and by properly
labeling rows and columns we have

K ′ =

[
0 K
−Kt 0

]
,

so that

Z(G) = |Pf(K ′)| =
√
| detK ′| = | detK|.

As a corollary, there is a formula for the marginal probabilities [Ken97]. For
any set of edges e ⊂ E, e = {e1, e2, ..., em}, the probability of occurrence of e in a
random dimer configuration is the sum of the weights of all configurations containing
e divided by the partition function. If for any i we let bi and wi be the black and
the white vertex incident to ei, then the probability of appearance of e is equal to∣∣∣∣Kb1,w1Kb2,w2 ...Kbm,wm

detKec

detK

∣∣∣∣ ,
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where Kec is the submatrix of K without the rows and columns corresponding to
the ends of e. The quotient

det(Kec)

detK

is equal to detK−1
e times a sign equal to ±1, where K−1

e is the submatrix of K−1

indexed by vertices corresponding to e. By checking the sign, we have the following
formula of the probability that the set e belongs to a random dimer configuration
M ∈M(G) [Ken97]:

π(e ⊂M) =

(
m∏
i=1

Kbi,wi

)
detK−1

e . (2.1)

2.2.3 Bipartite toroidal case

The torus is one of the simplest non-trivial two dimensional surfaces, and a variety
of results are proved for the bipartite dimer model on the torus, see Section 2.3. In
this thesis, among the non planar orientable surfaces we only consider the torus. For
the notation of graphs in this thesis, calligraphic letters (like G) symbolize toroidal
graphs, and normal letters (like G) symbolize planar ones or both of them (when
we talk about something for both planar and toroidal graphs).

Given a toroidal bipartite graph G, we choose a simple curve γx (resp. γy) on
the dual of the graph which winds once horizontally (resp. vertically) around the
torus. For every edge crossing γx, multiply the corresponding entry of the Kasteleyn
matrix by z if its black end is on the left of γx and by z−1 if the white end is on the
left, respectively w or w−1 for edges crossing γy. Such a modified Kasteleyn matrix
is denoted by K(z, w). The characteristic polynomial is defined as

P (z, w) = detK(z, w). (2.2)

γx

γy

a

b

c

d

1

1

1

1

γx

γy

a

b

cw−1

dz−1

1

1

z

w

Figure 2.1: An example of adding z and w to a toroidal graph. The opposite sides
are identified. This is an example of a double graph, see Chapter 3.

The dimer partition function of a graph on an orientable surface of genus g can
be written as a linear combination of 22g Pfaffians [Kas63, GL99, Tes00, CR07]. For
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the torus (case g = 1), given θ and τ in {0, 1} which is called the parity, let z = (−1)θ

and w = (−1)τ and we denote the corresponding Kasteleyn matrix by K(θ,τ), then
after choosing a proper Kasteleyn orientation, we have the following equation for
the partition function of a toroidal graph G [Kas63, GL99, Tes00, CR07]:

Z(G) =
1

2
(− detK(0,0) + detK(0,1) + detK(1,0) + detK(1,1)). (2.3)

2.3 Bipartite dimer model

As mentioned in Section 2.2.2, the bipartite graph is of specific interest when study-
ing the dimer model. In this case there are several interesting properties. In this
section we give a brief summary of several properties that are used in this thesis.
Most notions here can be found in [KOS06].

2.3.1 Height function

Consider a bipartite graph G on an orientable surface. A unit flow from the white
vertices of G to the black vertices is a flow of G of divergence 1 at every white vertex
and −1 at every black vertex. Especially, a dimer configuration gives automatically
a unit flow that takes value in {0, 1}.

Fix a reference dimer configuration M0 and let ω0 be the corresponding reference
unit flow. Then for any unit flow ω corresponding to a dimer configuration M , the
difference ω − ω0 is a divergence-free flow. Choose a face f0 of G as the reference
face. If G is planar, then for any face f , choose γ as a dual path of G joining f0 and
f , and define the height function hM,M0(f) as the total flux across γ. Given M , M0,
f and f0, the height function is well defined and independent of the choice of γ.

When we consider the dimer model on a graph on a general orientable surface, the
definition of the height function given above can give a multi-valued function. We
only consider the toroidal graphs. A toroidal bipartite graph G lifts to a Z2−periodic
graph, denoted by G∞ (so that G is the quotient of G∞ by Z2). Dimer configurations
M and M0 of G give rise to two periodic dimer configurations of G∞, denoted
by M∞ and M0,∞. Given f0, the height function hM∞,M0,∞ is well defined. This
induces a height change (hM,M0

x , hM,M0
y ), which is the difference of the height of two

(horizontally or vertically) neighboring copies of the same face. More precisely, if
we denote by x̂ (resp. ŷ) the vector that sends a face to its nearest copy on the right
of (resp. above) it, then for any dimer configuration M ∈M(G) and any face f , we
define

hM,M0
x = hM∞,M0,∞(f + x̂)− hM∞,M0,∞(f),

hM,M0
y = hM∞,M0,∞(f + ŷ)− hM∞,M0,∞(f).

This is independent of the choice of f0.
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2.3.2 Gauge equivalence and magnetic field

Throughout this thesis we take the following convention: for any two adjacent ver-
tices u and v on a graph, uv is the non-directed edge relating them, and (u, v) is a
directed one from u to v.

For any graph G, let Ωk(G) be the linear space of k−forms on G, where k ∈
{0, 1, 2}. The 0−forms are functions on vertices. The 1−forms are functions f on
directed edges such that for any (u, v) and (v, u) being the same edge with opposite
orientations we have f(u, v) = −f(v, u). The 2−forms are that defined on oriented
faces. We take d as the standard differential operator.

Consider the energy function E defined in Section 2.1, where recall that the
energy of an edge e is defined as E(e) = − ln c(e) and for any dimer configuration
M its energy is defined as E(M) =

∑
e∈M E(e).

Such an energy function E can be viewed as a 1−form of G: for every edge
e = wb ∈ E, where w is a white vertex and b is a black one, define E(w, b) = − ln c(wb)
and E(b, w) = ln c(wb). Two energy functions E1 and E2 are said to be gauge equiv-
alent if there exists a function f ∈ Ω0(G) such that

E1 − E2 = df. (2.4)

If so, then for every directed edge (w, b), E1(w, b)− E2(w, b) = f(b)− f(w), so two
energies are gauge equivalent if and only if around every cycle the integral is the
same. If two energy functions E1 and E2 are gauge equivalent and differ by df , then
for any dimer configuration M ,

E1(M)− E2(M) =
∑
b

f(b)−
∑
w

f(w),

which is independent of M , so they give the same dimer measure.

Given a toroidal graph G with |V | vertices, |E| edges and |F | faces, the dimension
of 1-forms (the energies) is equal to |E|, and that of the 0-forms is equal to |V |. By
Equation (2.4) and by Euler’s formula, the degree of freedom of the gauge equivalent
classes is equal to

|E| − (|V | − 1) = (|F | − 1) + 2. (2.5)

The right hand side of Equation (2.5) has an interpretation by homology classes:
for any two gauge equivalent 1-forms E1 and E2, the property that integral of E1−E2

is 0 along every cycles is equivalent to that the integral is 0 around every face except
the last one (which is automatical 0) and along two other non-trivial cycles. We fix
the parts corresponding to faces and parameterize the other two degrees of gauge
classes by introducing the magnetic field [KOS06]. Denoted by B = (Bx, By) ∈ R2,
the magnetic field is the integral of E along a cycle γx (resp. γy) which winds around
the torus once horizontally (resp. vertically). In practice, this can be done by the
following manipulation of the weight of the edges: for every edge crossing γx (resp.
γy), multiply its weight by e±Bx (resp. e±By), where the signs are positive if the
black vertex is on the left of γx (resp. γy) and negative if on the left side (i.e. in
Figure 2.1 take z = eBx and w = eBy).
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2.3.3 Amoeba

In this section we consider the asymptotic behavior of the dimer measure on toroidal
graphs. Again, a toroidal graph G can be lifted to a Z2−periodic planar graph
G∞. Its quotient graphs are given by GN = G∞/NZ2 so G1 = G. We also consider a
magnetic field as follows: for every edge of GN , if its copy in G∞ crosses γx (resp. γy),
multiply its weight by e±Bx (resp. e±By). We remark that this is gauge-equivalent
to choosing two curves γx,N and γy,N in GN and multiplying the weights of the edges
crossing them respectively by eNBx and eNBy .

Denote by PN the characteristic polynomial of GN . It can be calculated via
[KOS06]

PN(z, w) =
∏
ζN=z

∏
ωN=w

P (ζ, ω),

where we recall that P is the characteristic polynomial defined by Equation 2.2.

By Equation (2.3), if we denote by Z(GN) the partition function of the dimer
model on GN , then for a properly chosen Kasteleyn orientation,

Z(GN) =
1

2

(
− Z(0,0)(GN) + Z(0,1)(GN) + Z(1,0)(GN) + Z(1,1)(GN)

)
,

where

Z(θ,τ)(GN) =
∏

ζN=(−1)θ

∏
ωN=(−1)τ

P (ζ, ω).

When N is large, this sum, when taking a logarithm and normalizing by N2, can
be approximated by an integral [KOS06]:

lim
N→∞

logZ(GN)

N2
=

∫∫
T2

logP (z, w)
dz

2πiz

dw

2πiw
, (2.6)

and we define this limit as the free energy per fundamental domain of the dimer
model.

The Ronkin function is defined as the following integral:

F (x, y) =

∫∫
T2

logP (exz, eyw)
dz

2πiz

dw

2πiw
. (2.7)

If we compare this to Equation (2.6) and considering that adding magnetic field
is just taking the corresponding values for z and w in the characteristic polynomial,
we can see that Equation (2.7) is just the free energy per fundamental domain with
a magnetic field (Bx, By) if we take x (resp. y) to be the magnetic field Bx (resp.
By). From now on we use the notation F (Bx, By) to denote the free energy with
magnetic field (Bx, By).
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The amoeba of a polynomial P is the image of its spectral curve P (z, w) = 0
under the map

(z, w)→ (log |z|, log |w|).

Figure 2.2 shows the amoeba of the polynomial P (z, w) = 11+5/w+2w+3/z+z,
which is the characteristic polynomial of the graph corresponding to Figure 2.1 where
we take the parameters to be a = 5, b = 3, c = 2 and d = 1.

-4 -2 2 4
Bx

-4

-2

2

4

By

Figure 2.2: The amoeba.

2.3.4 Ergodic Gibbs measure, surface tension and phases

For the dimer model, a probability measure is called a Gibbs measure if conditioned
to fixing the matching in an annular region, the probability measure of a matching
inside the region is independent of that of outside the region, and the probability
of any interior matching is proportional to its weight. A measure is ergodic if it is
invariant and ergodic under the action of Z2.

For any ergodic dimer Gibbs measure π, let s = E(hx) and t = E(hy). The pair
(s, t) is called the slope of π. Now for any pair (s, t) ∈ R2 and any n ∈ N∗, define
Ms,t(GN) as the dimer configurations of GN whose height change is (bnsc, bntc).
Denote by πN(s, t) the conditional measure of π onMs,t(GN), then for each (s, t) such
thatMs,t(GN) is nonempty for sufficiently large N , as N →∞, the measures πN(s, t)
converge to an ergodic Gibbs measure of slope (s, t). Also, the dimer measures of
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GN , denoted by πN , converge to an ergodic Gibbs measure of some slope (s0, t0),
which is the limit of πN(s0, t0) [She03, KOS06].

The Newton polygon of the characteristic polynomial P (z, w), denoted by N(P ),
is the convex hull in R2 of the exponents of the monomials in P (z, w). Points lying
within the N(P ) form the set of possible slopes of the ergodic Gibbs measure. We
define

Zs,t(GN) =
∑

M∈Ms,t(GN )

c(M),

and the surface tension (or free energy) is defined, for any (s, t) ∈ N(P ), by the
following formula:

σ(s, t) = − lim
N→∞

1

N2
logZs,t(GN).

The entropy function ent is defined to be −σ. The limiting slope (s0, t0) is the
(unique) slope that maximize the entropy (minimize the surface tension).

Since the free energy F (Bx, By) is the limit of the logarithm of the partition
function of the dimer measure on GN with magnetic field (Bx, By) normalized by
N2, we have the following Legendre transform:

F (Bx, By) = max
(s,t)∈N(P )

(−σ(s, t) + sBx + tBy),

and considering the convexity we also have

σ(s, t) = max
(Bx,By)∈R2

(−F (Bx, By) + sBx + tBy).

By general properties of the Ronkin function of a polynomial, the free energy
F is linear on every component of the complement of the amoeba, and strictly
convex in the interior of the amoeba. The gradient of the surface of the free energy
corresponds to the slope in the Newton polygon, and the facets (the components
of the complimentary parts of the amoeba) correspond to the integer points in
the Newton polygon. This yields significant different phenomenons on the points
in unbounded complementary components of the amoeba, bounded ones, and the
region in the interior of amoeba. For (Bx, By) lying in the closure of an unbounded
complementary component of the amoeba, the dimer measure is said to be in a
frozen phase. In this case, the height differences are deterministic for some faces. For
those lying in the closure of a bounded complementary component of the amoeba,
the measure is in a gaseous phase, where the height variance is bounded and the
edge-edge correlations decay exponentially as the distance of the edges increases to
infinity. For points lying in the interior of the amoeba, the height variance is of
logarithm order, and the edge-edge correlations decay polynomially.

2.4 A variational principle for the dimer model

In this section we consider dimer configurations of an increasing sequence finite
graphs Gn exhausting a periodic bipartite graph denoted by G∞. Alternatively, we
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can think of tilings of a sequence of regions, and typically tiling a finite domain by
dominos or lozenges. Simulations show that there exist limit shapes when the sizes
of the domains go to infinity while keeping the asymptotic boundary conditions.
Proofs and explicit calculations are made for particular cases, for example, tiling an
Aztec diamond by dominos [CEP96], tiling a hexagonal domain by lozenges [CLP98].
More recent works on tilings include [Pet14, Pet15, DM15, BK17].

The general principle is given in [CKP01], where the authors give explicit cal-
culations for domino tilings but the results are true for more general cases. This
section is a summary of their results.

An equivalent way of thinking of an increasing sequence of graphs Gn is as
follows. Consider a fixed domain D with a function h∂ defined on ∂D (under some
constraint to be specified here below). For any n ∈ N∗, consider a subgraph of the
mesh 1

n
G∞ such that its boundary is within O( 1

n
) of ∂D and its height function on

any face incident to the boundary of the graph (which is fixed by the boundary of
the graph up to a constant) is within O( 1

n
) of the value of h∂ on any point on ∂D

of distance O( 1
n
) from that face.

For any n ∈ N∗, and for any height function on the graph normalized by n, the
difference of the heights of any two faces divided by their distance should be within
Newton’s polygon of the characteristic polynomial. Thus, the normalized height
functions are Lipschitz, and in the limit n → ∞ we can approximately view them
as surfaces, and the slope (s, t) (since a Lipschitz function is differentiable almost
everywhere) should be inside the Newton’s polygon whenever it exists. We ask the
boundary function h∂ in the previous paragraph to admit at least one extension h
on D such that h verifies the corresponding Lipschitz condition.

Recall that the entropy ent(s, t) of a periodic graph G∞ is the limit as n → ∞
of the normalized logarithm of the partition function of the dimer configurations of
GN = G∞/(NZ)2 and of slope (s, t). The following results are proved in [CKP01]:

• There is a unique piecewise differentiable height function h0 on D which coin-
cides with h∂ on ∂D and maximizes the entropy Ent(.) defined by

Ent(h) =

∫∫
D

ent

(
∂h

∂x
,
∂h

∂y

)
dxdy.

• For any function h : D → R verifying the Lipschitz condition and that h|∂D
is within a δ-neighborhood of h∂, the partition function of the configurations
such that the height function is within a δ-neighborhood of h, after taking
logarithm and normalization by n2, is proportional to

Ent(h) + o(1)

as δ → 0.

Combining the two arguments above, it is clear that when n → ∞, then with
probability tending to 1 the normalized height functions of the configurations ap-
proximate h0 which is the maximizer of the entropy function Ent(.).



2.4. A VARIATIONAL PRINCIPLE FOR THE DIMER MODEL 21

In Chapter 6 of this thesis we will give a modified version of this variational
principle for some scaling limit of a lozenge tiling model.

2.4.1 Solution of the variational principle

The last section shows that the problem of finding the limit shape of dimer configu-
rations of a finite domain can be reduced to a problem of finding the height function
h that maximizes the entropy Ent(h) or minimizes the surface tension:∫

D

σ(∇h(x, y))dxdy.

A systemical way of doing this is given by [KO07]. In this part of the thesis we
give a summary of their results which will be useful in Chapter 6.

Consider a Z2-periodic bipartite graph G whose characteristic polynomial is P
and consider a feasible scaled domain D. In practice we let the polynomial be
P (z, w) = z + w − 1, which is the dimer characteristic polynomial for the honey-
comb lattice, and we suppose that D is a polygon whose boundary is made up of
the edges clockwise (or anticlockwise) repeated in the directions of the edges of the
honeycomb lattice. So there will be three slopes, and without loss of the generality
we take them as ∞, −1 and 1. We note this condition by (†). Especially, those
polygons whose edges are in these three directions but not necessarily in the re-
quired order can be viewed as polygons satisfying Condition (†) but with certain
edges reduced to zero, see Figure 2.3.

Figure 2.3: A polygon not verifying Condition (†) and a nearby polygon verifying
that condition.

The surface tension, as an analytic and strictly convex function in the liquid
region, should satisfy the Euler-Lagrange equation in the liquid region:

div(∇σ ◦ ∇h) = 0.
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We further more consider a more general version

div(∇σ ◦ ∇h) = c,

where c is a given real constant arising from the volume constrained minimization
problem

h : h minimizes

∫
D

σ(∇h(x, y))dxdy + c

∫
D

h(x, y)dxdy. (2.8)

The authors of [KO07] prove that, up to a constant, the solution of (2.8) is given
by

∇h =
1

π
(argw,−argz), (2.9)

where argw and argz are taken to be on one branch, z and w are two functions
D → C, parameterized by c verifying P (z, w) = 0, and furthermore, for c 6= 0, there
exists an analytic function Q of two variables such that

Q(e−cxz, e−cyw) = 0

in the liquid region, and when c = 0 there is an analytic function Q0 such that

Q0(z, w) = xzPz + ywPw.

So the problem of finding the limit shape for every c is reduced to a problem of
finding such an analytic function Q which verifies the above system. We refer to the
system of P , Q (or Q0), z and w given above by the symbol (♦).

In the case that P (z, w) = z + w − 1 and D being a feasible simply connected
polygon of 3d sides, Q is proved to be an algebraic curve of degree d and genus 0.
The arctic curve C is shown to be a subset of the locus of the points where the system
(♦) has a double real root given by discriminant R(e−cx, e−cy) = 0. The arctic curve
C is tangent to every linear piece of the polygon. In the case of the appearance of
a non-convex vertex, the position that R meets a piece of the boundary can occur
on the extension line. This produces a cusp singularity. A 3d sides polygon which
verifies Condition (†) should have d − 2 non-convex corner. This implies that R is
of degree 2d− 2.

The above constraint (the real discriminant curve should be tangent to the sides
of the boundary) provides 3d incidence conditions to the degree d polynomial Q,
and the degree of freedom is 3d− 1 (the constraint that the polygon is closed shows
that one condition is redundant). This gives a finite set of possibilities.

Among these possibilities it remains to choose the unique one. This can be done
by using the following method. When the given constant c → ±∞, the solution
h∗ of (2.8) will tends to those minimizing/maximizing the enclosed volume. For
example, for the domain D given in Figure 2.3, such surfaces are as in Figure 2.4.
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(a) The full surface. (b) The empty surface

Figure 2.4: The limiting surfaces corresponding to c→ ±∞.

This limiting behavior helps us to eliminate the faulty possibilities of R (and Q).

Here are some other remarks which are also taken from [KO07] and should be
good to be included here. If for every vertex of the corner locus (interior edges in the
figures above) we add 1 or 2 rays in the directions parallel to the boundary edges,
then we get a genus 0 degree d tropical curve. For a general introduction on tropical
geometry, we refer the readers to [Mac12].

Figure 2.5: The tropical curves corresponding to Figure 2.4. The black edges are
the existing corner locus, and the orange rays are newly added.

The tropical curve locally can be viewed as a limit of the amoeba, and the three
rays at each vertex in the figures are the limits of the tentacles. The complement of
the tropical curve is composed of C2

d+2 chambers, corresponding to the lattice points
in the Newton’s polygon of Q.



Chapter 3

Spanning trees, cycle rooted
spanning forests and the dimer
model

In this chapter of the thesis, we focus on spanning trees/spanning forests on planar
graphs and cycle rooted spanning forests (CRSF ) on toroidal graphs. These clas-
sical mathematical objects are shown to be closely related to the dimer model by
Temperley’s bijection. More precisely, planar dimer configurations correspond to
planar spanning trees, and toroidal dimer configurations correspond to CRSF.

Section 3.2 gives a summary of Wilson’s algorithm which not only gives a way to
efficiently generate random spanning trees but also reveals their intrinsic properties.
Section 3.3 gives a summary of [Pem91, BP93], later generalized by [BLPS01], where
the authors prove a series of results on the limiting behavior of spanning trees.

We are interested in the following questions: what is the limiting behavior of
CRSF ? Do the same procedures as in [Pem91, BLPS01] still apply? We will an-
swer this in Chapter 4, and readers can view the current chapter as a preliminary
introduction.

3.1 Definitions

A tree on a given graph G is a connected, contractible union of edges. The tree is
called a spanning tree if it covers every vertex of G. If every edge is directed and
every vertex of G except one has exactly one outgoing edge, then the spanning tree
is called an oriented spanning tree(OST ). The only vertex having no outgoing edge
is called the root of the tree.

We assign a weight function to this graph. Furthermore, the weight function can
be defined on the directed edges, meaning that for any (non-directed) edge e = uv,
c(u, v) can be different from c(v, u), where we recall that (u, v) is a directed edge
from u to v. In particular, if for any edge uv we have c(u, v) = c(v, u), then the

24
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graph is said to be non-directed.

The weight of an oriented spanning tree is the product of the edges present,
and the weight of a non-oriented tree is the sum of the weights of every possible
orientation (i.e. for every possible root). We will consider the weighted measure
on oriented or non-oriented spanning trees, where the probability of a configuration
is proportional to its weight. In particular, if every edge is equally weighted, then
every spanning tree has the same probability of occurrence, and in this case we call
the weighted measure as the uniform measure.

Similar to the definition of spanning trees, a cycle-rooted spanning forest (CRSF )
of a graphG is a union of edges covering every vertex and every connected component
has exactly one cycle which is called root cycle. If edges are directed such that
every vertex has exactly one outgoing edge, then we call it an oriented cycle-rooted
spanning forest (OCRSF ). Clearly, in a CRSF, every edge not on the root-cycles is
oriented towards one root-cycle.

In this thesis, we consider only the CRSF and OCRSF on toroidal graphs which
furthermore have the following property: the cycles are non contractible on the
torus. So the root-cycles in a configuration are all parallel in the sense of homology.

Suppose that F is an OCRSF of a toroidal graph G. Then on G∗, non-directed
edges that do not cross F form a non-oriented cycle-rooted spanning forest. If we
let every edge not on cycles be directed toward the cycle which belongs to the same
connected component, and for every cycle we choose an arbitrary orientation, we
get an OCRSF of G∗. We denote this by F ∗, and we say that F and F ∗ are dual.
The pair (F, F ∗) is an OCRSF -pair. Denote the set of OCRSF -pairs of G and G∗
by F(G,G∗). In Section 4.1 we define a weighted measure on OCRSF or CRSF
naturally yielded by Temperley’s bijection defined in Section 3.4.

3.2 Wilson’s Algorithm

Given an oriented finite planar graph G with weight function c, a random spanning
tree of G with probability measure proportional to weights is automatically related,
by Wilson’s algorithm [Wil96, BLPS01], to a nearest neighbor random walk, which
is a Markov chain Xn on G with transition probability given by

pu,v = P(Xn+1 = v|Xn = u) =
c(u, v)∑

v′∼u c(u, v
′)

if vertices u and v are adjacent and 0 if not.

Let p = (v0, v1, ..., vn) be a path on G. The loop erasure of p is a path LE(p) =
(u0, u1, ..., um), such that u0 = v0, and for any j ∈ N∗, conditioned on uj, if k is the
largest number such that vk = uj, then uj+1 = vk+1.

Wilson’s algorithm [Wil96]: for any finite graph G and root r chosen as a vertex
of G, the algorithm constructs a growing sequence of trees

(
T (i)

)
i

from T (0) = r,
and once T (i) is generated, we pick any vertex v not in T (i), start a random walk
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Xn starting at v and end it once it hits T (i). The new tree T (i+1) is defined as T (i)
plus the loop erasure of the path of Xn. Continue this process until every vertex
is in the tree. The constructed spanning tree has a probability proportional to its
weight [Wil96, BLPS01].

3.3 Limiting behavior of spanning trees

In [Pem91], Pemantle considers the following problem in Zd: let G1, G2, ... be an
increasing sequence of graphs exhausting Zd, and consider the spanning trees of
Gn with uniform measures, n ∈ N+. He shows that, when n → ∞, the measures
converge to a spanning tree if the dimension d is not bigger than 4, and when d
is not less than 5 the measures converge to a measure on spanning forests with an
infinite number of connected components.

The convergence of the measures is proved by an analog to electric networks. To
study the connectivity, the author uses Wilson’s algorithm. The probability that
two vertices v1 and v2 are connected in Zd under the limiting measure is given by

lim
l→∞

lim
n→∞

Pn(v1 and v2 are connected within a ball of diameter l), (3.1)

where Pn is the probability for the events on Gn under the uniform spanning tree
measure. By Wilson’s algorithm, for any l ∈ N∗ and for any n ∈ N∗ large, the
probability of the right hand side of Equation (3.1) is equal to picking a vertex v0 on
the boundary of Gn, starting a LERW at v1 which ends at v0, and starting another
random walk ending at the first LERW, and computing the probability that they
meet within a ball of diameter equal to l. In the limit n→∞, this probability tends
to that of a random walk starting from v2 meeting a LERW starting from v1 within
a ball of diameter l. The last probability is shown to be 1 for d ≤ 4 and strictly less
than 1 when d ≥ 5.

For the limiting measure, in [BP93] the authors prove a transfer impedance the-
orem, which shows that the uniform spanning tree measure of Zd is a determinantal
process whose kernels are differences of Green’s functions. We will give a similar
result for weighted measures of CRSF in Section 4.2.5.

3.4 Temperley’s bijection

Temperley [Tem74] first introduced a bijection on the square grid between span-
ning trees and dimer configurations. It was generalized by Burton and Pemantle in
[BP93] to unweighted planar graphs. Kenyon, Propp and Wilson [KPW00] gener-
alized this construction to directed weighted planar graphs by providing a measure
preserving bijection between oriented, weighted spanning trees of the graph and
dimer configurations of its double graph. The construction also applies to graphs
on other surfaces. In this section, we give a summary of the construction and its
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consequences on both toroidal graphs and on planar graphs. This is for later use in
Chapter 4.

3.4.1 Basic structures

Let G be a connected graph embedded in a 2-dimensional surface, and we take G∗

as its dual, whose vertices correspond to faces of G and two vertices are joined by
an edge of G∗ if and only if these two faces are neighboring in G (G is also called
the primal). If we take the union of G and G∗, color their vertices in black (in the
figures we use grey diamonds to represent vertices of G∗ so that readers can differ
vertices of G and G∗), take the intersections of the primal and dual edges as vertices
and color them in white, then the new graph we obtain is denoted by Gd and called
the double graph of G. The graph Gd is bipartite: every black vertex of Gd has only
white neighbors and vice-versa.

Figure 3.1: Graph G and its double Gd.

Consider weight functions on G, G∗ and Gd. Throughout this thesis, we always
suppose that G and G∗ are directed and Gd is non-directed. There is a natural
bijection between the weight functions on G, G∗ and those on Gd. For every directed
edge (u, v) of G or G∗, on Gd let w be the white vertex between u and v (as in
Figure 3.2). For any weight function c on edges of G and G∗, we define a weight
function c on edges of Gd (we use the same letter c, and in general there is no
ambiguity), where we let c(uw) = c(u, v) and c(vw) = c(v, u). Reciprocally, any
weight function on Gd defines a weight function for G and G∗ in the same way. This
bijection is to be used in the setting of Temperley’s bijection in Section 3.4.2.

c(u, v)

u

v

c(v, u)

(a) Weights of G.

u

vw
c(uw) c(vw)

(b) Weights of Gd.

Figure 3.2: Weights.
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3.4.2 The bijection

We first consider the bijection on the torus. Given a toroidal graph G, and for any
dimer configuration M ∈ M(Gd), we prolong every edge in M by one step (see
Figure 3.3) and we get a subset of the edges of G and G∗. Moreover, we let such
edges be directed in the same direction as we prolong them, and denote the set of
such directed edges of G by F and those of G∗ by F ∗. It is easy to check that F and
F ∗ form an OCRSF -pair.

u

vw

(a) Part of a dimer configura-
tion.

u

v

(b) Part of an OCRSF.

Figure 3.3: Temperley’s bijection.

Conversely, any OCRSF -pair (F, F ∗) of G and G∗ induces a dimer configuration
M ∈M(Gd) by the same rule. This gives a bijection betweenM(Gd) and F(G,G∗).

In the case of a planar graph G, choose a vertex of G named v0 and a face f0

incident to v0 and denote by Gd(v0, f0) the subgraph of Gd where we remove v0, f0

and all edges incident to them. Temperley’s bijection is betweenM(Gd(v0, f0)) and
OST -pairs (T, T ∗) of G and G∗ rooted on v0 and f0.

The weight of (F, F ∗) (resp. (T, T ∗)) is defined as the product of the weights of
all edges present and this gives rise to a weighted measure on OCRSF -pair of G and
G∗ (resp. OST -pairs of G and G∗). If we take the weight setting as in Figure 3.2,
such a bijection is measure preserving.

3.4.3 Height function on the spanning trees, spanning forests
and CRSFs induced by Temperley’s bijection

The height function of the dimer model defined in Section 2.3.1 is one among several
equivalent ways of defining the height function. Here we take another definition from
[KPW00] which is useful when we consider Temperley’s bijection. It induces a height
function defined for the spanning trees, spanning forests and CRSF.

Consider a graph G embedded in R2 or the torus as well as its double graph Gd.
Every face of Gd is a quadrilateral, and when we say a diagonal of a face we mean
the one linking two opposite black vertices. We define height functions defined on
these diagonals. Given a dimer configuration M , we choose a reference face so the
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diagonal of this face has 0 height, then we prolong this to its neighboring diagonals
by the turning angle without passing dimers.

0
π

3

5π

6

3π

2

π

2

π

Figure 3.4: Height function of a dimer configuration before normalization by 2π.

If G is planar, this can be prolonged to the whole plane [KPW00]. The height
hM(.) of a face is defined as the height of its diagonal normalized by 2π. Note that
the height function so defined depends on the embedding of the graph in the plane.
If the graph is toroidal, we write G in this case, and a configuration M ∈ M(Gd)
gives rise to a periodic dimer configuration on Gd

∞ which is the lift of Gd to the whole
plane. The height function of this periodic configuration induces a height change
(hMx , h

M
y ), which is the difference of the height of two (horizontally or vertically)

neighboring copies of the same vertex.

Compared to the height function hM,M0 defined in Section 2.3.1, hM defined as
above does not depend on the choice of a reference dimer configuration M0 but
depends on the precise geometric embedding of the graph. Moving a single edge
will change the height hM of its neighboring faces but won’t affect the others. In
particular, changing the embedding of the graph doesn’t affect the height change
(hMx , h

M
y ). Moreover, these two definitions of height functions are related by:

h(M,M0) = hM − hM0

for any M and M0. In the remainder of this chapter and Chapter 4, when we speak
of height, we use the first definition hM by default.

If Temperley’s bijection maps a dimer configuration M to an OST -pair (T, T ∗) or
an OCRSF -pair (F, F ∗), the height function hM has a natural interpretation using
the winding of T , which is defined, for a finite directed path on G, as the total angle
of the left turns minus the right turns along this path.

A branch γ = (v1, ..., vr+1) of an oriented tree T is a finite directed path of T
co-oriented or anti-oriented with the orientation of T (either every edge vivi+1 is
oriented from vi to vi+1 or from vi+1 to vi).

Denote the white vertex between vi and vi+1 in Gd by wi. Let (f1, ..., fr) be
the faces of Gd lying on the left of γ and every fi is incident to viwi (note that
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fi and fi+1 are not neighboring in Gd). For any i ∈ {1, ..., r}, define αT (fi) as the
counterclockwise angle from the vector viei to the diagonal of fi renormalized by 2π.
Note that for given T , hM(fi) − αT (fi) only depends on the vertex vi and doesn’t
depend on the choice of path (or face).

Theorem 3 in [KPW00] proves that under Temperley’s planar bijection, the
winding of a branch γ = (v1, ..., vr) normalized by 2π is equal to(

hM(fr)− αT (fr)
)
−
(
hM(f1)− αT (f1)

)
.

To simplify notations, we define a height function hT defined on vertices of G:
for any T and v ∈ T , chose a branch passing v, define hT (v) as hM(f)−αT (f) where
f is a face incident to v as above. So Theorem 3 in [KPW00] says that going along
a branch, the change of hT is equal to the renormalized winding.

On the torus, Temperley’s bijection maps a dimer configuration M of Gd to an
OCRSF pair (F, F ∗) of G and G∗. The height change (hMx , h

M
y ) is determined by

the homology class of (F, F ∗). This fact is already showed in [DG15]. Here we give
another proof because some geometric facts revealed in this proof are useful in the
subsequent parts of this thesis (Section 4.2.3).

Suppose that F or F ∗ has k connected components, each component containing
a root-cycle of homology class ±(m,n), m,n ∈ Z, where we choose m to be non-
negative, and when m = 0 we choose n to be positive. Note that m and n are
relatively prime. Suppose that there are k1 (resp. k2) primal (resp. dual) root-
cycles of homology class (m,n), then:

Proposition 3.4.1. [DG15] If we let M be the dimer configuration corresponding to
(F, F ∗) by Temperley’s bijection, then the height change of M is equal to the signed
sum of homology classes of OCRSF-pairs of G and of G∗. If we take the notation
above, then

hMx = −n(k − k1 − k2),

hMy = m(k − k1 − k2).

Proof. The graph G can be lifted to a Z2-periodic graph G∞. A dimer configuration
M of Gd gives rise to a Z2-periodic dimer configuration of Gd

∞. Via Temperley’s
bijection, this gives a spanning-forest-pair (F, F ∗) of G∞ and G∗∞. Each of their
connected component is a tree, and we call a tree on G∞ a primal tree, call a tree
on G∗∞ a dual tree, and call the only bi-infinite path of a tree its root.

Without loss of generality we only calculate the vertical height change. Choose
vertices v0 and v1 as two copies of the same vertex of G, and the copy of G containing
v1 lies above and is neighboring to that containing v0. We construct a path on G∞
connecting v0 and v1 in the following way (illustrated by Figure 3.5). On G∞ and
G∗∞ there are mk primal trees and mk dual trees between v0 and v1. Any edge on
the root of a dual tree (e in Figure 3.5) has two neighboring G∞-vertices (v and
v′ in the figure), lying on each side of the root. For both of them we follow the
branches before we arrive at their roots. This gives a path between roots of two
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neighboring primal trees. We also allow walking along the roots of primal trees.
Thus, by choosing one edge on every dual tree, we construct a path on G∞ from v0

to v1 with k jumps over the roots of dual trees.

e

v

v′

(a) How to choose the neighboring
G-vertices of e. The grey path is
the root of a dual cycle-rooted tree

v1

v0

Path

(b) How to construct such path.

Figure 3.5: Construction of a periodic path.

When such a path jumps over a dual root, the local height change is the renor-
malized winding (by adding an imaginary edge between the two ends of the jump)
minus 1/2 if it is from right to left over the root, and plus 1/2 if it is from left
to right. Walking along a path always co-oriented or anti-oriented gives a height
change equal to the renormalized winding. Entering a root, walking along the root
and exiting into another branch, the observed orientation is reversed exactly once
(from co-orientated to anti-oriented), either at the time of entering the root or at
the time of exiting the root. In both cases it can be viewed as joining another path
and reversing the orientation. Joining from the right side of another path means a
height change equal to the renormalized winding minus 1/2 and from the left side
means winding plus 1/2. The proof is geometrical, as illustrated in Figure 3.6.

So we conclude that the total height change from v0 to v1 is the renormalized
winding plus 1

2
(−a + b) where a is the number of crossings over the roots of both

primal and dual trees from right to left along the path, and respectively b is the
number of crossings from left to right. Since such path can be repeated between
v0 +nŷ and v0 +(n+1)ŷ for any n ∈ Z without self-joining, the winding of this path
between v0 and v1 is 0 and this completes the proof along the y-axis. The proof
concerning the height change along the x-axis is similar.



32 CHAPTER 3. SPANNING TREES, CRSF AND DIMER MODEL

α1

α2

α3

h0 = 0

h1 = α1

h2 = α1−α2

h = α1−α2+α3−2π

(a) Jump: Winding=(α1−π)+(π−
α2)− (π − α3) = h+ π.

α
h0 = 0

h1 = −α

(b) Join: Winding=π − α = h+ π.

Figure 3.6: Jumping or joining from the right side of a directed path.

�



Chapter 4

Limiting behavior of CRSF
measure

Temperley’s bijection relates dimer configurations to spanning trees in the planar
case and to CRSF in the toroidal case (see Section 3.4). We denote by πN,B the
dimer measure on GdN , where B is the magnetic field (Section 2.3.2). When N →∞
πN,B converge to an ergodic Gibbs measure (see Section 2.3.4), denoted by πB.

The measure πN,B gives rise to a measure on primal OCRSF, denoted by µN,B
(see Section 4.1 for complete definitions). The main focus of this chapter is the
limiting behavior of µN,B when N → ∞, more precisely, the connectivity property
and local behaviors of the support of the limiting measure. This is inspired by the
work of Pemantle [Pem91], see Section 3.3. We want to get a similar result for the
OCRSF measures µN,B.

Our main results are Theorems 4.3.2 and 4.4.3 which can be loosely stated as
follows: when the slope of the limiting dimer measure πB is non-zero, then under µB,
there are a.s. infinitely many connected components, and if G∞ is a graph verifying
Condition (?) (Definition 4.4.2), then when the slope of the limiting dimer measure
πB is zero, then under µB, there is a.s. one connected spanning tree.

Condition (?) is verified by all transient graphs and non-directed graphs. An
example is the drifted square grid graph (this name is inherited form [Chh12]), see
Example 4.4.6 for definition.

Combining Theorems 4.3.2 and 4.4.3 gives a full picture of the phase diagram
of the OCRSF measure on graphs verifying Condition (?). The diagram is param-
eterized by the magnetic field B. When the slope of πB is not zero, there are a.s.
infinitely many trees, and when the slope is zero, there is a.s. only one spanning
tree. Zero magnetic field lies in the connected phase. In the case of the drifted
square grid graph, an example of the phase diagram is pictured in Figure 4.1.

33
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B

B

x

y

Connected

Disconnected

Figure 4.1: Phase diagram of a typical weighting of a drifted square grid graph.

Here is the outline of this chapter. Section 4.1 gives the definition of the CRSF
measure. Section 4.2.1 introduces the Laplacian with connections, a notion intro-
duced and studied in [Ken11] useful throughout this chapter. Section 4.2.2 relates
the Laplacian to the dimer characteristic polynomial, shows that the magnetic field
B in the dimer model corresponds to a connection Φ, and as a corollary, gives
a modified weighted measure expression of µN,B. The two following subsections
are on matrix relations. Section 4.2.3 deals with the infinite case and relates the
Laplacian to the inverse Kasteleyn matrix, and this characterizes the measure πN,B
according to [KOS06]. Section 4.2.4 handles the infinite case, and Theorem 4.2.3 in
this section characterizes µB by the Laplacian, which will be used in Section 4.4 to
study the topological properties of the configurations under the limiting measure.

4.1 The CRSF measure, cases finite and infinite

Consider a directed weighted Z2-periodic primal graph G∞, its by-default weight-
setting dual graphG∗∞ (every edge is weighted 1) and the double graphGd

∞ generated
by G∞ and G∗∞. We also take a magnetic field B = (Bx, By) ∈ R2 on Gd

∞. Recall
that adding a magnetic field B means to choose two dual paths γx and γy in Gd1
winding once horizontally or vertically around the torus, and for any edge of Gd

∞
crossing any copy of γx (resp. γy), multiply the weight of that edge by e±Bx (resp.
e±By).

For any N ∈ N∗, the weight setting above naturally yields a weight on edges
of GdN . In particular, for the contribution of the magnetic field B in the weights, a
gauge equivalent way is to consider γx,N and γy,N as dual paths of GdN winding once
horizontally or vertically around the torus, and for any edge of GdN crossing γx,N
(resp. γy,N), multiply the weight of that edge by e±NBx (resp. e±NBy).
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For every N , the dimer measure πN,B on GdN induces a measure of the OCRSF -
pairs of F(GN ,G∗N) by Temperley’s bijection. Given an OCRSF of GN , summing
over all its duals gives rise to a probability measure on OCRSF of GN . We denote
this measure by µN,B.

The consideration of a magnetic field B follows [KOS06] where the authors get
interesting results about the phase transitions using B as parameter. The assump-
tion that G∗∞ is an unweighted graph enables us to focus on the objects on the primal
graphs which is our main interest.

Here we have two remarks on µN,B. The magnetic field B on GdN gives rise to a
modification of the weights of directed edges of GN and G∗N by Temperley’s bijection.
The first remark is that, a priori, this modification is not easy to see directly: readers
can check that it changes the weights of those directed edges crossing γx,N or γy,N in
one direction but not in the other, and these also depend on the positions of γx,N ,
γy,N and those of the edges. Summing over all duals also complicates the calculation.
To understand µN,B, we prove an explicit formula in Section 4.2.2, showing how the
magnetic field influences the measure.

The second remark is that even when B = (0, 0), this measure on primal OCRSF
is not proportional to weights: the weight of a configuration is multiplied by a
factor 2k where k is the number of its connected components. Compared to a
measure where every configuration is equally weighted, the measure µN,B favors
configurations having more cycles.

In this paper we study the behavior of µN,B when N → ∞. In [KOS06], the
authors prove that the dimer measures πN,B in the limit N → ∞ converge to an
ergodic Gibbs measure πB on dimer configurations of Gd

∞. The measure πB is a
determinantal process whose kernel is determined by an infinite matrix K−1

∞ which
is the inverse of the infinite Kasteleyn matrix K∞ of Gd

∞. For any finite set of edges
e = {biwi, i = 1, ...,m} ⊂ Ed

∞, in a random dimer configuration M of Gd
∞,

πB(e ⊂M) =

(
m∏
i=1

Kbi,wi

)
det(K−1

∞ )e, (4.1)

where (K−1
∞ )e is the submatrix of K−1

∞ indexed by bi and wi for i = 1, ...,m.

Temperley’s bijection directly implies that, when N → ∞, OCRSF measures
µN,B converge weakly to a limiting ergodic Gibbs measure µB on configurations
of directed edges of G∞. This measure is a determinantal process whose kernel
is determined by a submatrix of K−1

∞ . However, the use of the inverse Kasteleyn
matrix K−1

∞ , is not natural for the OCRSF measure. In Theorem 4.2.3 we give a
characterization of K−1

∞ using the Laplacian, and the characterization of the measure
µB is given in Proposition 4.2.4, see Section 4.2.4.
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4.2 Characterization of the CRSF measure

4.2.1 Laplacian with connection

Following [Ken11], for any graph G = (V,E) and to every v ∈ V and e ∈ E we assign
a space isomorphic to C, denoted by Cv and Ce. A connection Φ on the graph G
is the choice for every directed edge e = uv of an isomorphism φu,v : Cu → Cv such
that φu,v = φ−1

v,u. This isomorphism is called the parallel transport from Cu to Cv.
This is generalized by assigning to every edge e = uv an isomorphism φv,e : Cv → Ce

with the property that φv,e = φ−1
e,v and letting φu,v = φe,v ◦ φu,e.

On a weighted and directed graph G, the Laplacian associated to this connection
Φ is the operator ∆Φ : CV → CV defined by

∆Φf(u) =
∑
v∼u

c(u, v)(f(u)− φv,uf(v)),

where the sum is over all vertices adjacent to u. Let Λ0(G,Φ) be the space of
0-forms and Λ1(G,Φ) be that of 1-forms. Define dΦ : Λ0(G,Φ)→ Λ1(G,Φ) and
dΦ,∗ : Λ1(G,Φ)→ Λ0(G,Φ), for any f ∈ Λ0(G,Φ), ω ∈ Λ1(G,Φ),

(dΦf)(u, v) = φu,ef(u)− φv,ef(v),

(dΦ,∗ω)(u) =
∑
v∼u

c(u, v)φe,uω(u, v),

where e = uv, then we have the decomposition

∆Φ = dΦ,∗dΦ. (4.2)

The Laplacian ∆Φ and the operators dΦ and dΦ,∗ can all be written in matrix
form if we fix an orientation of the edges of E, see Section 4.2.3 for more details.

For an oriented cycle γ ⊂ F , define the monodromy of this cycle as

w(γ) =
∏

(u,v)∈γ
φu,v.

In [For93], the author proves that for a finite graph G embedded in the torus,

det ∆Φ =
∑

F∈OCRSF(G)

 ∏
(u,v)∈F

c(u, v)
∏
γ⊂F

(1−w(γ))

 , (4.3)

where the second product is the sum over all directed cycles γ of F .

4.2.2 Toroidal dimer model and Laplacian

Using Equations (4.3) and Proposition 3.4.1, we prove in Proposition 4.2.1 below
that the dimer characteristic polynomial of the double graph Gd arising from a
toroidal graph G is the determinant of a Laplacian with connection. See also [BdT10]
where the authors prove this result for non-directed isoradial graphs.



4.2. CHARACTERIZATION OF THE CRSF MEASURE 37

Proposition 4.2.1. On a toroidal graph G, choose two paths γx and γy of its
dual graph, winding once horizontally and vertically respectively, and choose par-
allel transport as follows: φu,v = z (resp. w) if (u, v) traverses γx (resp. γy) from
left to right, and φu,v = z−1 (resp. w−1) if it traverses from right to left, otherwise
let φ = 1. Consider the modified-weight Kasteleyn matrix K on G and the Laplacian
operator ∆Φ on G. Then the dimer characteristic polynomial P (z, w) = detK(z, w)
is equal to det ∆Φ.

Proof. Proposition 3.1 in [KOS06] shows that the characteristic polynomial can
be interpreted using the height changes as follows:

P (z, w) =
∑

M∈M(Gd)

( ∏
e∈M

c(e)
)
z−h

M
x w−h

M
y (−1)h

M
x h

M
y +hMx +hMy . (4.4)

For any F ∈ OCRSF(G), for (m,n) depending on F as the homology class of
F in Proposition 3.4.1, m and n are relatively prime so they can not be both even.
Let a = (k − k1 − k2) (k, k1 and k2 defined as in Proposition 3.4.1 depending on F ),
then the sign in Equation (4.4) can be simplified to:

(−1)h
M
x h

M
y +hMx +hMy = (−1)−nma

2−na+ma = (−1)a.

So,

P (z, w) =
∑

M∈M(Gd)

( ∏
uv∈M

c(uv)
)
z−h

M
x w−h

M
y (−1)h

M
x h

M
y +hMx +hMy

=
∑

(F,F ∗)∈F(G,G∗)

( ∏
(u,v)∈F

c(u, v)
)
z−h

M
x w−h

M
y (−1)h

M
x h

M
y +hMx +hMy

=
∑

F∈OCRSF(G)

( ∏
(u,v)∈F

c(u, v)
) k∑
k2=0

(
k

k2

)
(−znw−m)k−k1−k2

=
∑

F∈OCRSF(G)

( ∏
(u,v)∈F

c(u, v)
)

(1− z−nwm)k1(1− znw−m)k−k1 (4.5)

= det ∆Φ,

which finishes the proof. �

From now on, when we speak of a connection Φ (corresponding to the magnetic
field B or the parity (θ, τ), etc.), we mean:

Definition 4.2.2.
(1) On the Z2-periodic graph G∞, the connection Φ corresponding to the mag-
netic field B is the Z2-periodic connection lifted by that of Proposition 4.2.1 where
z = eBx , w = eBy .
(2) On the graph GN , the connection Φ corresponding to the magnetic field B and
the parity (θ, τ) is the connection lifted by that of Proposition 4.2.1 and further
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more we choose one dual path γx,N (resp. γy,N) winding once horizontally (resp.
vertically) and multiply the parallel transport of the directed edges crossing it by
(−1)θ (resp. (−1)τ ).
(3) For finite planar cases (for example the GN in Section 4.2.4), we take a trivial
connection.

As a corollary of Proposition 4.2.1, if we apply Equation (2.3) to the right hand
side of (4.5), and (by using the remark of the gauge equivalence about the magnetic
field) we let z = (−1)θeNBx and w = (−1)τeNBy , then we get the partition function
of the dimer measure on GdN , i.e. that of the OCRSF measure on GN , as a signed
sum of 4 terms. Denote this by ZN,B, we have

ZN,B =
∑

F∈OCRSF(G)

( ∏
(u,v)∈F

c(u, v)
)

(1 + e−nNBx+mNBy)k1(1 + enNBx−mNBy)k−k1 .

By term-term correspondence, we see that µN,B is a modified weighted measure
on OCRSF(G) where the weight of a configuration F is( ∏

(u,v)∈F
c(u, v)

)
(1 + e−nNBx+mNBy)k1(1 + enNBx−mNBy)k−k1 ,

and the probability of a configuration is just its weight divided by ZN,B. This is
convenient since when computing the probability it suffices to consider the weights
of the primal OCRSF of G.

4.2.3 Laplacian and inverse of Kasteleyn matrix on finite
graphs

Equation (4.2), as is mentioned, can also be viewed as a matrix multiplication for
any connection Φ. We show below that with properly chosen connection Φ, the
matrix of the operator dΦ,∗ is a part of a Kasteleyn matrix.

Let G = (V,E) be a finite graph, where we suppose that G is either planar or
toroidal. Fix any orientation of E and this generates an orientation on edges of
G∗ = (V ∗, E∗) in the following way: for any oriented edge (u, v) of E, denote by
u∗ ∈ V ∗ the dual vertex on the left of (u, v) (i.e. the face incident to (u, v) and lying
on its left) and by v∗ ∈ V ∗ the one on the right. The dual edge u∗v∗ ∈ E∗ is taken
to be directed as (u∗, v∗). The orientation of edges of E and that of E∗ generated as
above give rise to an orientation of the edges of Gd, which is a Kasteleyn orientation.
To see this, we note that every simple face of Gd is a quadrilateral and it is easy to
verify the 4 possible cases.

Now consider the connection Φ defined as in Definition 4.2.2. Then for the fixed
orientation of E, consider the matrix form of dΦ and dΦ,∗, where the rows of dΦ,∗

and columns of dΦ are indexed by the vertices of G, and the rows of dΦ and columns
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of dΦ,∗ are indexed by the edges E with given direction. We can also define the
operators dΦ,∗

dual and dΦ
dual as analog of dΦ,∗ and dΦ on the dual graph G∗. It is not

hard to verify that the matrix

K =

(
dΦ,∗

dΦ,∗
dual

)
is a Kasteleyn matrix whose rows are indexed by vertices of G and G∗ and whose
columns can either be viewed as directed edges or as white vertices of Gd.

Similarly we define the adjacency matrix

M =
(
dΦ dΦ

dual

)
.

Let v ∈ G and v∗ ∈ G∗ be opposite black vertices in any quadrilateral of Gd,
and denote the white vertices in this quadrilateral by e1 and e2. Without loss of
generality we suppose that dual edges are oriented from v∗ to e1 and e2, so the
primal edges are respectively oriented from e1 to v and from v to e2. Note that
c(v∗e1) = c(v∗e2) = 1 by the settings of this chapter, we have(

dΦ,∗
dual d

Φ
)
v∗,v

= φe1,v∗φv,e1 − φe2,v∗φv,e2 = 0,

and in other cases of v and v∗ the entries of dΦ,∗
dual d

Φ is trivially 0.

Thus, we can write a matrix equation:

KM =

(
dΦ,∗

dΦ,∗
dual

)(
dΦ dΦ

dual

)
=

(
∆Φ ?
0 ∆Φ

dual

)
. (4.6)

Formally, by taking the inverse of K (when invertible) we have:

K−1

(
∆Φ ?
0 ∆Φ

dual

)
= M. (4.7)

Equation (4.7) gives a useful characterization of K−1 (Theorem 4.2.3) for study-
ing the limiting behavior of OCRSF (Section 4.2.4).

4.2.4 Infinite Laplacian and inverse of Kasteleyn matrix

Denote the Kasteleyn matrix of GdN by KN and recall that the Kasteleyn matrix
of Gd

∞ is denoted by K∞. Same convention for other matrices (∆, M , etc.). As
mentioned in Section 4.1, in this section we characterize K−1

∞ by the Laplacian.

Equation (4.6) holds for K∞, ∆∞ and M∞ and so does Equation (4.7). By
construction of KN , here the first half columns of K−1

∞ , denoted by (K−1
∞ )V , are

indexed by V , vertices of G∞, and the second half are by those of G∗∞. We are only
interested in the first half (primal OCRSF ), fully described by (K−1

∞ )V . We may
write

K−1
∞ =

(
(K−1
∞ )V (K−1

∞ )V
∗)
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and then by verifying the block product version of (4.7) we have

(K−1
∞ )V ∆Φ

∞ = dΦ
∞.

Fixing a row in this equation means fixing some edge e (i.e. choosing a white
vertex). Denote by (K−1

∞ )Ve and (dΦ
∞)e the corresponding row vectors of (K−1

∞ )V and
dΦ
∞.

Theorem 4.2.3 below gives a description of (K−1
∞ )V by a statement of existence

and uniqueness. A similar argument can be found in [BdT10].

A vertex u of Gd
∞ can be written in the form (x, y; v), where (x, y) ∈ Z2, v ∈ Gd1 .

Define C0(Z2) as the space of Gd1 -vector-valued functions decaying at infinity, and
define CB0 (Z2) as its (magnetic field B) modified version:

CB0 (Z2) := {f : Z2 → Gd1 : (x, y) 7→ exBy+yBxf(x, y) ∈ C0(Z2)}.

Theorem 4.2.3. The matrix (K−1
∞ )V is the unique infinite matrix A such that every

row Ae ∈ CB0 (Z2) and A∆Φ
∞ = dΦ

∞.

Proof. To prove the uniqueness here we use Fourier transform. The space of
rapidly decaying Gd1 -vector-valued functions is

S(Z2) := {f : Z2 → Gd1 : ∀(m,n) ∈ Z2, lim
‖(x,y)‖→∞

‖xmynf(x, y)‖ = 0},

and its B-modified version:

SB(Z2) := {f : Z2 → Gd1 : exBy+yBxf(x, y) ∈ S(Z2)}.

Also denote by S(T2) the space of Gd1 -vector-valued smooth function on the torus.

The Fourier transform of a Gd1 -vector-valued function f , when it exists, is

f̂(z, w) =
∑

(x,y)∈Z2

f(x, y)wxzy, (z, w) ∈ T2,

and we define the Fourier transform with magnetic field B as

f̂B(z, w) =
∑

(x,y)∈Z2

f(x, y)(weBy)x(zeBx)y, (z, w) ∈ T2.

The Fourier transform gives a bijection between S(Z2) and S(T2). Denote by 〈 , 〉Z2

(resp. 〈 , 〉T2) the duality bracket between between S(Z2) and its dual S ′(Z2) (resp.
between S(T2) and its dual S ′(T2)). The Fourier transform extends as a bijection
from S ′(Z2) to S ′(T2) by duality.

The Laplacian acting on the right side is:

f∆Φ
∞(u) =

∑
u′∼u

c(u′u)[f(u)− φuu′f(u′)],
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where the parallel transport is

φu,u′ = φ(x,y;v),(x′,y′;v′) = eBy(x′−x)+Bx(y′−y).

Thus,

f̂∆Φ
∞
B

=
∑

(x,y)∈Z2

(weBy)x(zeBx)y
∑
u′∼u

c(u′u)[f(u)− eBy(x′−x)+Bx(y′−y)f(u′)]

=
∑

(x,y)∈Z2

wxzy
∑
u′∼u

c(u′u)[exBy+yBxf(u)− ex′By+y′Bxf(u′)]

= ĝf∆∞,

where gf (x, y; v) = exBy+yBxf(x, y; v) and ∆∞ is the Laplacian with trivial connec-
tion. By definition we see that when f ∈ CB0 (Z2), then gf ∈ C0(Z2), and the action
of ∆∞ preserves the space C0(Z2).

To prove the uniqueness it suffices to show that the only solution of f∆Φ
∞ = 0

in CB0 (Z2) is 0. Then its Fourier transform with B, which is equal to ĝf∆∞, is also
0. Their Fourier transforms (with or without B) are well defined, and for any test
function h ∈ S(T2),

0 = 〈ĝf∆∞, h〉T2 = 〈gf∆∞, ȟ〉Z2 = 〈gf ,∆∞ȟ〉Z2 = 〈ĝf , ∆̂∞h〉T2 .

The second and fourth equalities are by Parseval’s theorem, the fourth equality
is also by the fact that ∆∞ acts on ȟ as a convolution rather than a product. The
third equality is well defined as gf ∈ C0(Z2) ⊂ S ′(Z2), and ĝf in the forth equality

is in S ′(T2) defined by duality. Since ∆̂∞ is invertible except at (1, 1), the above
calculations show that for all ψ ∈ S(T2) such that ψ̂ has support contained in

T2\{(1, 1)}, let h be ∆̂∞
−1
ψ ∈ S(T2), so the support of ĝf is contained in {(1, 1)}.

For gf ∈ C0(Z2), the only possibility is gf = 0, so f = 0.

To prove the existence, knowing that (K−1
∞ )V exists and verifies (K−1

∞ )V ∆Φ = d,
we should also prove that every row (K−1

∞ )Ve is in the space CB0 (Z2). By definition
it is equivalent to proving that g(K−1

∞ )Ve
∈ C0(Z2), and we have

̂(
g(K−1

∞ )Ve
∆∞
)

= ̂((K−1
∞ )Ve ∆Φ

∞)
B

= d̂e
B

= ĝde .

In the last term gde = eByx+Bxyd0
e, d

0
e is the matrix form of d where the magnetic

field B is 0. Thus, in the case that e satisfies x(e) = y(e) = 0 (i.e. the edge e is
in the copy x = y = 0), (K−1

∞ )Ve ∈ C0(Z2) by the same proof as in Proposition 5 of
[BdT10], where the crucial fact is that Proposition 4.2.1 gives a characterization of
the zeros of detK(z, w) on the torus T2. By translation invariance it is true for all
e. �
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As a corollary of Theorem 4.2.3 and the results of [KOS06, BdT10], we give the
following characterization of the measure µB. Note that the notions in Proposi-
tion 4.2.4 are all interpreted via operators on the primal graph. However, so as not
to introduce too many notations, we use notations similar to those of Equation (4.1)
(which considers the dimer model on the double graph).

Denote by Ku,e the entry of dΦ,∗
∞ corresponding to the vertex u and edge e.

By construction of dΦ,∗
∞ , Ku,e is equal to ±cB(u, v), where the sign depends on the

orientation and the subscript B of c means that the weight c(u, v) is modified by
the magnetic field B.

Proposition 4.2.4. When N → ∞, OCRSF measures µN,B converge weakly to a
limiting ergodic Gibbs measure µB on configurations of directed edges of G∞. For
any finite set of oriented edges e = {(ui, vi), i = 1, ...,m}, if for every i we denote
by ei the non-directed edge uivi, then in a random configuration F ,

µB(e ⊂ F ) =

(
m∏
i=1

Kui,ei

)
det(K−1

∞ )Ve , (4.8)

where (K−1
∞ )Ve is the submatrix of (K−1

∞ )V indexed by ui and ei for i = 1, ...,m,
(K−1
∞ )V characterized by Theorem 4.2.3.

4.2.5 Transfer impedance theorem

In this section we give a brief discussion on the measures on non-oriented edges of
the CRSF of G∞. We prove a transfer impedance theorem which gives a kernel of
the non-oriented-edge measure, and this measure shares an obvious similarity with
that of spanning trees proved in [BP93]. This indicates that in the case of a square
grid with equal weighted edges (the case considered in [BP93]), the limiting measure
of CRSF is supported on spanning trees. This inspires our Section 4.4.

Recall that oriented edges of OCRSF under the limiting measure µB is charac-
terized by Equation (4.8). By entering Kui,ei into columns of (K−1

∞ )V , we can rewrite
the right hand side of Equation (4.8) as a single determinant: under the convention
ei = uivi, the element in the determinantal kernel corresponding to (ei, uj) is

Kuj ,ej

(
K−1
∞
)V
ei,uj

.

Consider the probability of non-directed edges of E, which is a binomial sum
over directed edges. Such probability measure is a determinantal process with an
edge-edge matrix kernel, and the element corresponding to (ei, ej) is

Kuj ,ej

(
K−1
∞
)V
ei,uj

+Kvj ,ej

(
K−1
∞
)V
ei,vj

. (4.9)

We note that when the magnetic field is 0 and the weights of edges are all equal
to 1, formally (4.7) says that (K−1

∞ )V is the difference of two Green’s functions
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g, and by construction the sign of Kuj ,ej is different from that of Kvj ,ej . We can
rewrite (4.9) as

(g(vi, uj)− g(ui, uj))− (g(vi, vj)− g(ui, vj)) ,

although only differences of g make sense.

This result is the same as the kernel of the probability measure on uniform
spanning trees on the equal-weighted square lattice studied in [BP93]. Thus for
G∞ = Z2 with equal weight-setting, the measures on OCRSF of GN converge weakly
to the uniform measure on spanning trees of Z2.

4.3 Non-zero slope

In Section 4.2.5, by comparing to the results of [BP93], we showed that in the
simplest case (square lattice whose edges are equally weighted), under the limiting
measure there is a.s. exactly one connected component. A natural question is to
understand the number of connected components in more general cases. In this
section, we prove that when the slope of the limiting measure is non-zero, then
there are a.s. infinitely many connected components, and in Section 4.4 we prove
that under Condition (?) to be specified, zero slope means exactly one connected
component.

Consider the Z2-periodic planar graph G∞ and a magnetic field B. Following
[Pem91], for two given vertices v1 and v2 in G∞, and for any N ∈ N such that GN
contains v1 and v2, we consider the event in GN that v1 and v2 are connected within
a ball BL by OCRSF of the toroidal graph GN (we ask that the size N of the torus
is larger than the diameter of BL so that BL doesn’t superpose with itself). The
probability that, under the limiting measure µB, v1 and v2 are connected is equal
to:

lim
L→∞

lim
N→∞

µN,B[v1 ↔ v2 within BL].

The measure on OCRSF -pairs of the torus gives rise to a measure on their roots
(oriented cycles). Proposition 3.4.1 proves that for any simple closed curve γx (resp.
γy) that winds once horizontally (resp. vertically), the signed sum of the crossings of
the oriented cycles on such a curve is equal to the horizontal (resp. vertical) height
change. We have the following Lemma.

Lemma 4.3.1. For (F, F ∗) an OCRSF pair on a toroidal graph G, we omit the
branches and look at the cycles. For any vertices v1 and v2, choose a path γ on G
that links v1 and v2. Then for any simply connected region containing v1 and v2,
these vertices are not connected within the region if the absolute value of the signed
sum of the number of cycles of (F, F ∗) passing γ between v1 and v2 is not less than
two.

Proof. For any simply connected finite region on the torus, if two vertices lie on
different side of a dual cycle, then they are not connected within the region. If the
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signed sum of the cycles passing γ between these vertices is not less than two, then
there should be at least one dual cycle passing γ between these vertices. �

The following theorem is the main result of this section. Recall that for the
dimer model on GN , when N →∞, the average height change under πN,B converges
to the slope (s, t) of the Gibbs measure πB [KOS06].

Theorem 4.3.2. If the slope (s, t) of the limiting dimer measure πB is non-zero,
then under the limiting OCRSF measure µB there are a.s. infinitely many connected
components.

Proof. We suppose that t > 0. On G∞ we choose v1 arbitrarily and choose v2 being
a copy of v1 lying k pieces above v1 (we write v2 = v1 +kŷ). Choose γy as a periodic
path on G∞ (so on the path there are only the white vertices and the primal black
vertices of Gd

∞), winding vertically and passing v1 and v2. Let M −1 be the number
of black vertices on γy between v1 and v1 + ŷ, so there are kM − 1 black vertices
and kM white vertices on γy between v1 and v2.

For any ball BL that contains v1 and v2, and for any N large enough such that BL

is contained in GN as a simply connected set, Lemma 4.1 says that the probability
that v1 and v2 are not connected is bounded from below by the probability that the
signed sum of the cycles passing through γ between them are strictly bigger than 1
or strictly less than −1.

For any N , and any OCRSF of GN , the total height change hy along the y-axis
is the total signed sum of primal cycles and dual cycles that pass through the once-
vertically winding curve γy. So for v1 and v2, the expected height difference hy(v1, v2)
is the expected signed sum of the number of crossings of the cycles between v1 and
v2.

As N goes to infinity, E[hy(v1, v2)]→ kt. So ∀α > 0 small, when N is large, we
have E[hy(v1, v2)] ≥ kt− α. As there are at most 2kM − 1 vacancies that allow the
cycles to pass through, the expectation of the signed sum can be written as:

p−2kM+1(−2kM + 1) + ...+ p−1(−1) + p1 + ...+ p2kM−1(2kM − 1),

where pi is the probability that the signed sum is i. And if |i| ≥ 2, then there are
at least two cycles passing between v1 and v2.

By assumption t is positive. We want to maximize p−1 + p0 + p1 under the
constraints

2kM−1∑
i=−2kM+1

pii ≥ kt− α,
2kM−1∑

i=−2kM+1

pi = 1.

If p−1 + p0 + p1 is equal to p, then their contribution to the expectation is at
most p, and the remaining terms contribute at most (1− p)(2kM − 1). So we have

p+ (1− p)(2kM − 1) ≥ kt− α,
which turns to be

p(2kM − 2) ≤ 2kM − kt− 1 + α.
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Choose k bigger than 1/M and 1/t, α sufficiently small, then p < 2kM−1−kt+α
2kM−2

,
which is less than 1, and this is bigger than the probability that v1 and v2 is not
connected. Especially, we remark that this upper bound when N is large enough
doesn’t depend on L. As L tends to infinity, the probability that v1 and v2 are con-
nected is less than 1, so the probability that there is a unique connected component
is less than 1.

By the same method we can generalize this result to finite subset of vertices
v1, ..., vk ∈ V . The probability that any two of them is connected is less than 1, so
the probability that there are at most k − 1 connected components is less than 1.

Since the measure is ergodic, and since the event that there are at most k − 1
components is translation-invariant, the probability that there are at most k − 1
connected components is 0, and the proof is complete. �

4.4 Zero slope

The following lemma is an important observation for a graph Gd
∞ under our setting.

Lemma 4.4.1. In the phase diagram of the dimer measure on Gd
∞, the point B =

(0, 0) always corresponds to a zero slope.

Proof. When B = (0, 0), (z, w) = (e0, e0) = (1, 1) is always a real zero of the
characteristic polynomial detK(z, w) = det ∆Φ, so either B = (0, 0) lies on the
boundary of the amoeba (when (1, 1) is a single root) or in the interior of the
amoeba (when (1, 1) is a double root). In either case, it corresponds to an integer
point in the Newton polygon.

If the graph G∞ has a symmetric weight setting (i.e. c(u, v) = c(v, u) for all
edges uv), then the Laplacian ∆Φ is symmetric in z and z−1 (resp. in w and w−1).
Since detK(z, w) = det ∆Φ, the amoeba is symmetric with respect to the origin and
so is the Newton polygon, and B = (0, 0) corresponds to (s, t) = (0, 0). For this
symmetric Laplacian, (1, 1) is a double real root, so B = (0, 0) lies in the interior
of the amoeba (a liquid phase). Also, as an interior integer point, (s, t) = (0, 0)
corresponds either to a liquid phase or to a gaseous phase.

In general, any weight setting can be obtained from the symmetric weight setting
via continuous deformation. Along this deformation, for any fixed magnetic field B
the slope (s, t) changes continuously, while the point B = (0, 0) always corresponds
to an integer point (s, t). Thus B = (0, 0) always corresponds to (s, t) = (0, 0). This
finishes the proof. �

Note that same slope means same limiting measure. To study the case where the
slope is zero, we just need to study the case where the magnetic field is zero, and
we write µN instead of µN,B and µ instead of µB. The advantage is that B = (0, 0)
enables us to approach µ by another sequence of measures mN but on finite planar
graphs. The later one has a random-walk interpretation, which gives some tools to
study connectivity.
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Similarly, in the following part we omit the connection Φ (which is trivial when
B = (0, 0)) of the Laplacian ∆Φ to simplify the notation.

Let the finite graphs (GN)N form an exhausting sequence of G∞ with a wired
boundary condition, which means gluing every vertex on the boundary into one
single vertex. A spanning tree of GN rooted at the boundary vertex denoted by rN
is called a wired spanning trees (WST ) [Pem91, Häg95, BLPS01]. We denote this
weighted wired spanning tree measure by mN .

In [BLPS01], the authors prove the existence of a weak limit of the measures of
WST on non-directed weighted graphs, also called networks. Such name is given
because of its natural relation to electrical networks. Graphs arising from dimer
models are directed and weighted. We show that the same approach still works.

Let G∗N be the dual of GN and let Gd
N be the double graph. Choose an arbitrary

vertex in G∗N incident to rN , denoted by r∗N , and let T ∗ be the dual of T rooted at
r∗N . Recall that Temperley’s bijection gives a measure preserving bijection between
dimer configurations of Gd

N \ {rN , r∗N} and OST -pairs (T, T ∗), T rooted at rN and
T ∗ rooted at r∗N . Here the weight of T ∗ is always 1 and every T has only one dual
T ∗, so mN is the same measure as the OST -pairs measure (the dimer measure).

Similar to what we have in the toroidal case, the oriented-edge-measure of the
OST of GN rooted at rN forms a determinantal measure. If we denote by K̃N the
Kasteleyn matrix of Gd

N \ {rN , r∗N}, then the measure is described by (K̃−1
N )V , the

submatrix indexed by vertices of GN .

Here the matrix relation (4.2) writes ∆N = d∗NdN . We rearrange the columns
and rows in such a way that the first half of the black vertices are indexed by the
vertices of GN . Removing rN and r∗N corresponds to deleting the corresponding rows
and columns in the matrices. These modified matrices are denoted by symbols with
tilde: (

d̃∗N
d̃∗dual N

)(
d̃N d̃dual N

)
=

(
∆̃N ?

0 ∆̃dual N

)
.

Removing rN and r∗N leaves ∆̃N and ∆̃dual N invertible. The matrix

(
d̃∗N

d̃∗dual N

)
is

exactly the Kasteleyn matrix K̃N . So (K̃−1
N )V is the only matrix AN which satisfies

AN∆̃N = d̃N .

Let DN be a diagonal matrix indexed by u ∈ GN \ {rN}, and (DN)u, u =∑
v∼u c(u, v). Then(

D−1
N ∆̃N

)
u,v

=

{
1 v = u

−c(u, v)/
∑

v′∼u c(u, v
′) v 6= u.

When v 6= u, the (u, v)th entry is the transition probability of the random walk
from u to v. Write

pu,v = c(u, v)/
∑
v∼u

c(u, v).
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The only matrix PN satisfying PND
−1
N ∆̃N = d̃N is (K̃−1

N )VDN . Meanwhile, there
is a natural solution of this equation given by the Green’s function. For the white
vertex w associated to the directed edge (v1, v2) (see Figure 4.2), and for any vertex
v, if we define XGN

a as the random walk on GN starting at a and killed at rN , then(
PN
)
w,v

= E
[
#XGN

v2
visits v −#XGN

v1
visits v

]
. (4.10)

v1

v2w

Figure 4.2: v1,v2 and w.

Definition 4.4.2. If the right hand side of (4.10) converges when N → ∞ and
decays to zero when the distance between w and v tends to infinity, we say that the
graph G∞ verifies Condition (?).

Theorem 4.4.3. When Condition (?) is verified, as N goes to infinity, mN con-
verges to a measure m on spanning trees of G∞. This is the same measure as µ, the
weak limit of µN .

Condition (?) is true for a big class of graphs. See the following propositions.
We postpone the proof of Theorem 4.4.3 after these propositions.

Proposition 4.4.4. If the graph G∞ is transient, then Condition (?) is verified.

Proof. We have

E
[
#XGN

v2
visits v

]
= P

(
XGN
v2

visits v
)
E
[
#XGN

v visits v
]
.

In the transient Z2 case, the second factor on the right hand side converges when
N →∞ and is bounded. The first factor also converges when N →∞, and it tends
to zero when the distance between v2 and v tends to infinity, since in scaling the
random walk γ behaves like a drift of order n plus a term of variance

√
n. For a

fixed-size ball, the probability that such a path visits it decays to zero as the distance
between the ball and the origin tends to infinity. �

Proposition 4.4.5. If the graph is non-directed, then Condition (?) is verified.

For non directed graph, such properties are proved in [BLPS01].

Example 4.4.6. The drifted grid graph.
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Here we look at an example: the drifted square grid graph, which is a square
lattice with drifted weight setting: every vertex has four incident edges with con-
ductances being a, b, c and d clockwise, see Figure 4.3. Its dual is the square lattice
with edges weighted 1. The fundamental domain of its double graph is the same as
the example in Figure 2.1.

a

d

c

b

Figure 4.3: Drifted square grid.

The phase diagram of the dimer model on its double graph with typical weighting
is as in Figure 4.1 (black and grey curves give the amoeba). There is only one
possible bounded gaseous region for any value of (a, b, c, d) such that a 6= c or b 6= d,
otherwise such region vanishes. In Figure 4.1 the gaseous region is in light blue.

If the random walk associated is recurrent, then a = c and b = d, so Proposi-
tion 4.4.5 applies. Otherwise this is a transient graph and Proposition 4.4.4 applies.
So the drifted square grid graph always satisfies Condition (?).

Proof of Theorem 4.4.3. When Condition (?) is verified, any entry of PN converges
when N → ∞. Denote its limit by P∞. Measures (mN)N converge to a limiting
measure m. The entry of P decays to 0 as the distance between two vertices tends
to infinity. Let A∞ = P∞D−1

∞ where D∞ is the infinite diagonal matrix as analogue
of DN . It determines m and satisfies the equation A∞∆∞ = d∞. Each row vector
of the matrix A∞ can be viewed as a function on the vertices of G∞.

Theorem 4.2.3 says that (K−1
∞ )V , the matrix determines µ, is the unique matrix

verifying this equation and decays at infinity. This proves that m = µ. To finish
the proof, we just need to prove that the measure m is supported by spanning trees.
This is Lemma 4.4.7 below.

Lemma 4.4.7. The measure m is supported on spanning trees of G∞.

Proof. In [Pem91], the author shows that spanning trees of equal weighted square
grid converge to trees of Z2 if and only if independent simple random walk and loop
erased random walk intersect infinitely often a.s. The same argument still applies to
other cases. This is also known to the authors of [LPS03] in their Proposition 3.4.1.
Here in our case where the weight function is defined on directed edges, there is
nothing new.
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Theorem 1.1 in [LPS03] shows that, for two independent transient Markov chains
X1 and X2 on the same graph and having the same transition probabilities, if the
path of X1 and that of X2 intersect infinitely a.s., then LE(X1) and X2 intersect
infinitely a.s. too.

In our case, in scaling the random walk X1,2
n behaves like a drift term of order

n plus a term of variance
√
n. The paths of two independent random walk meets

infinitely a.s. as the time tends to infinity. This finishes the proof. �

Remark: Here we choose wired spanning tree measures mN to approach µ. How-
ever, we conjecture that the local behavior of the spanning tree finally does not
depend on the choice of root rN on the boundary of GN , i.e. we choose the root
vertex simply to be a vertex on the boundary of GN instead of gluing the boundary,
and when N → ∞ this always converges to the same measure no matter where
the root is. Readers can imagine the following situation, where we construct the
spanning tree by starting the first LERW at some boundary vertex in the direction
of the drift of the graph, and the LERW is killed at the chosen boundary vertex
rN . Denote this path by γ1. If γ1 isn’t dense anywhere, then for any window far
away from γ1, continuing the construction of the spanning tree is as if to construct
a spanning tree rooted at γ1, which is a big object so a random walk has a big
probability to meet it before too long, so we can expect that the local behavior of
such trees will only depend on the property of the random walk and not rN .

However, it will be interesting to see what is the behavior of the first branch,
i.e. a LERW in a finite domain killed at a single boundary vertex.that meets every
open set in the limit), then for vertices far from this branch, starting a second

Our result is true for any graph satisfying Condition (?), among which the drifted
square grid graph is an interesting example. Proposition 5.4 works for all transient
graphs. So the main difficulty for getting such results as Theorem 5.3 on general Z2-
periodic graphs is that we don’t know how to prove that the difference of the Green’s
function for recurrent random walk on directed graphs killed at wired boundary
converges when the size of the graph tends to infinity and decays when the distance
of the vertices tends to infinity. We conjecture that this is true, and we note that
without boundary conditions, the decay of the difference of the Green’s function can
be found in some references, for example, [KU08].

4.5 Phase diagram

Combining the results in Section 4.3 and Section 4.4, we can give a full picture of
the phase diagram for graphs verifying Condition (?). The diagram is parameterized
by the magnetic field B. When the slope of πB is not zero, there are a.s. infinitely
many trees, and when the slope is zero, there is a.s. only one spanning tree. Zero
magnetic field lies in the connected phase. In the case of the drifted square grid
graph, this can be pictured as in Figure 4.1.

The bounded closed set corresponding to a (0, 0) slope (the region in light blue)
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corresponds to the phase where there is a.s. exactly one connected component (a
spanning tree). Outside this set there are a.s. infinitely many connected components
(a spanning forest). This bounded set corresponds to a gaseous phase in the dimer
model (as in Figure 4.1 and Figure 4.4) or reduces to a single point in the liquid
phase.

We give another example to show the existence of multiple gaseous phase but
among them there is only one corresponding to a connected phase: for the same
G∞ we take G2 as its fundamental domain and for each of its four vertices we
independently assign an arbitrary weighting, the phase diagram is as Figure 4.4.

B

B

x

y

Connected

Disconnected

Figure 4.4: Phase diagram of a square grid graph with fundamental domain 2× 2.

There are also some interesting properties other than connectivity. Some are just
repetitions of the results on the dimer model, see [KOS06]. In the liquid phase, the
oriented edge-edge correlations decay polynomially and the variances of the height
functions grow at a logarithm order. In the gaseous phases, the oriented edge-
edge correlations decay exponentially, and the variances of the height functions are
bounded. In the frozen phase, some of the height differences are deterministic.

4.6 Remarks and open questions

When we talk about the height, we mean the height function hM rather than h̃(M,M0).
The zero height change has a specific role in our problem. Note that (0, 0) slope is an
integer point in Newton polygon, if the weights are arbitrarily chosen, this is likely
to correspond to a gaseous phase, and the origin B = (0, 0) lies on its boundary.

Measure corresponding to slope (0, 0) gives spanning trees whose branches are
described by LERW . When slope is not (0, 0), there are bi-infinite bands. Inside
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such bands there are free spanning forests rooted at boundaries of bands, which are
bi-infinite paths. It is interesting to see what such paths are.

When the slope is zero and Condition (?) is verified, the toroidal dimer measure
on GN and the wired-spanning-tree measure on GN converge to the same limiting
measure. By this fact we may conclude that their asymptotic entropies are the same.
In fact, [CKP01] states that the asymptotic entropy of a region depends loosely on
the boundary height function. For spanning-tree measures on GN , the boundary
height function is given by the winding of a LERW killed at boundary, and by
geometric intuition this is about zero when renormalized by N .



Chapter 5

Bead model and standard Young
tableaux

The bead model is a random point field on Z × R or a subset of it. A bead con-
figuration is composed of a collection of parallel vertical threads. On each thread
there is a collection of points which we call the beads. We furthermore ask an inter-
lacing relation on the vertical positions of the beads (see Section 5.1 for the formal
definition). Figure 5.1 shows a typical local configuration.

Figure 5.1: A local view of a bead configuration.

Boutillier [Bou09] considers this model on the infinite plane and constructs a
family of ergodic Gibbs measures. This measure is constructed as a limit of the dimer
model measures on a bipartite graph when some weights degenerate, in particular
the hexagon lattice which is equivalent to lozenge tilings. The author proves that
under this measure the beads form a determinantal point process whose marginal is
the sine process.

In this chapter, we consider the bead model on finite planar simply connected
domains and on the torus, and we take the uniform measure on configurations. We
describe the general setting of a bead model (Section 5.1.1), define the height func-
tion (Section 5.1.3), precisely define the boundary conditions considered in this thesis
(Section 5.1.4) and define the uniform measure of the bead model (Section 5.1.5).
We also show that the bead model in such cases can be viewed as a limit of the

52
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dimer model (Section 5.1.2 and 5.1.6).

Young diagrams and standard Young tableaux are classical combinatorics objects
which describe the irreducible representations of the symmetric and general linear
groups. Some problems such as the values of the characters or its decomposition
into irreducible representations can be solved by using the exact formulas proved for
Young diagrams and tableaux.

In the second part of this chapter we give the definition of (skew) Young diagrams
and tableaux (Section 5.1.2). In Section 5.2.2, we show that every Young diagram
(which can be skew) corresponds to one specific bead model. We also show that
there is a map from bead configurations to standard tableaux of the given diagram,
and the map is measure preserving when considering the uniform measure.

5.1 Presentation of the bead model

5.1.1 General setting of a bead configuration

A general bead configuration is a random collection of points on the whole of Z×R
or a subset of it, which we denote by B. Furthermore, we ask that the positions of
the beads present in a configuration respect the following geometric restrictions:

• The beads are interlacing: for two consecutive beads on a thread, on each
of its neighboring thread there is exactly one bead whose vertical position is
between them.

• The configuration is locally finite.

In this thesis we focus on the case where the number of threads and that of beads
are large but finite, so the locally finite property is automatically satisfied.

Denote by (i, y) the coordinate of a bead. We suppose that there are n threads
for some n ∈ Z. Without loss of generality we suppose that the threads are
{i = 1, 2, ..., n}. For the vertical coordinates y of the beads, we always suppose
that y takes value in [0, 1].

As mentioned in the beginning of this chapter, we consider the bead model on
finite, planar, simply connected domains and on the torus. Here below we make this
more precise:

• The case of a finite planar simply connected domain. Consider a planar simply
connected domain R ⊂]0, n+ 1[×[0, 1]. A bead configuration on the domain
R means that the coordinates of the beads (i, y) take value in R ∩ (Z× [0, 1]).
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• The case of a torus. We suppose that (i, y) ∈ (Z/nZ)× (R/Z), so we can
writes i ∈ {1, ...n} in the sense of modulo n and y ∈ [0, 1[ in the sense of
modulo 1.

Among the simply planar domains we are particularly interested in the rectan-
gular case where R = [1, n] × [0, 1], but due to some technical reasons we will also
consider the case that R is a right triangle.

5.1.2 Bead configurations as limit of lozenge tilings: a first
view

The bead model can be viewed as a limit of lozenge tilings [Bou09], which is equiv-
alent to the dimer model on the hexagonal lattice. Throughout Chapters 5 and 6
we consider the following three types of lozenges:

• , generated by the vectors (1,−1
2
) and (1, 1

2
),

• , generated by the vectors (1,−1
2
) and (0, 1),

• , generated by the vectors (1, 1
2
) and (0, 1).

In a lozenge tiling, any vertical line where the centers of horizontal tiles locate
is considered as a thread, and consider the highest points of horizontal lozenges in a
tiling as particles, then such particles on threads automatically verify the interlacing
property. The vertical positions of the particles take discrete values, but if we let the
vertical size of the domain or that of the torus tend to infinity and then vertically
scale the domain into [0, 1] or R/Z, the step length tends to zero, and the vertical
positions of the particles take continuous values.

In the limit where the step size tends to 0, the strict inequalities between the
vertical coordinates which give the interlacing property (in the case of torus we can
locally compare them) can turn to be non-strict, but under the measure we study
(to be defined in Section 5.1.5) this possibility is of negligible probability.

Figure 5.2: A lozenge tiling corresponding to the bead configuration in Figure 5.1.



5.1. PRESENTATION OF THE BEAD MODEL 55

5.1.3 Height function

We define the height function of the bead model in this section. So as to make
this more intuitive, we first define the height function of lozenge tilings and then
introduce the definition on bead configurations as an analogue. We first consider
the case of a simply connected domain and then consider that of torus.

Throughout Chapters 5 and 6 we use the following definition of the height func-
tion H for lozenge tilings. For a horizontal lozenge , the upper vertex is 1 higher
than the lower vertex, and the other two are equal to the average. For or , vertices
along the same vertical edge have the same height, and going right-up or left-up one
step will raise the height by 1

2
.

0

1
2

1
2

1
2

1
2

1

1

Figure 5.3: Discrete height function H.

By properties of the height function of the dimer model (Section 2.3.1), for every
simply connected domain tileable by lozenges, if we fix the height of a given vertex
on the boundary, then for every tiling, the definition above gives a unique height for
every vertex (as vertex of a lozenge) in the tiling. It is clear that the heights of the
vertices on the boundary of the tiled domain do not depend on the tiling.

We consider the height function of the bead model as the limit of the above height
functions which is defined on vertices when the vertical step size tends to 0. In this
limit, the vertices become a finite subset of the set of threads {1, 2, ..., n} × [0, 1].
We have the following natural definition, in which we define the height function on
the threads. We still use the same letter H as that of the lozenge tilings. Normally
this won’t cause ambiguity.

Definition 5.1.1. Consider a finite planar simply connected domainR ⊂]0, n+ 1[×[0, 1].
Given a bead configuration B of the domain R, the height function H = HB (for
convenience we omit B) is the function

H : R ∩ (Z× [0, 1])→ R

unique up to a constant which verifies the following conditions. The constant is
fixed once we fixe the height of any point of R ∩ (Z× [0, 1]).

• The function H is up-continuous, i.e., for any point (i0, y0) ∈ D,

lim
y→y+0

H(i0, y) = H(i0, y0).
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• For any i ∈ {1, ..., n}, and for any y1, y2 ∈ [0, 1], y1 < y2, H(i, y2)−H(i, y1) is
equal to the number of beads on the ith thread between y1 and y2.

• If there is a bead at some point (i0, y0), then on the neighboring threads
i = i0 ± 1, we have

lim
y→y−0

H(i0 ± 1, y) = H(i0, y0)− 1

2
.

The definition of the height function of the bead model on the torus is an ana-
logue of that on a simply connected region. In the toroidal case, the coordinates
of beads take values in (Z/nZ)× (R/Z). Any toroidal bead configuration lifts to a
configuration on Z×R, and there exists a unique (up to a constant) un-normalized
height function defined on the whole plane that corresponds to this configuration.
This height function is n-periodic in x and 1-periodic in y, so this defines a unique
(up to a constant) multivalued height function H defined on (Z/nZ) × (R/Z), or
equivalently (without considering the topology) defined on {1, 2..., n} × [0, 1[.

5.1.4 Boundary conditions and periodic conditions

The way to define the boundary conditions may seem a little bit artificial. We first
give an intuitive explanation: for a bead model in a simply connected region R, the
interlacing property yields a collection of inequalities between the vertical coordi-
nates of some pairs of beads on neighboring threads. For almost every bead, given
the position of every other bead, the position of the underlying bead is restricted
by four inequalities, but those near the boundary of R may have less restrictions.
We consider the boundary condition as a collection of supplementary restrictions
for these beads.

We begin by defining the fixed boundary conditions.

Definition 5.1.2. For any planar simply connected domain R ⊂]0, n+ 1[×[0, 1], the
bead model on it is said to have fixed boundary condition if, given a fixed exterior
bead configuration Bext on (Z × R)\R, the union of any bead configuration of R
and Bext is a bead configuration of Z× R.

A fixed boundary condition means fixing the number of beads on every thread
i ∈ {1, 2, ..., n} and giving a collection of inequalities on the vertical coordinates of
the beads inside R. It is uniquely determined by the exterior bead configurations
Bext on (Z× R)\R modulo an equivalence relation: if two exterior configurations
give the same restriction on the vertical coordinates of the beads inside R, then they
are equivalent.

In some cases it is easier to describe the boundary condition by fixing the height
function on the boundary. For example, it is simple to verify that when R =
[1, n] × [0, 1], the following definition of a fixed boundary condition is reduced to
Definition 5.1.2.
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Definition 5.1.3. For the bead model on R = [1, n]× [0, 1], a function

H∂ : ({0, n+ 1} × [0, 1]) ∪ ({1, 2, ..., n} × {0, 1})→ R

is called boundary height function if

• H∂ takes value in 1
2
Z up to a constant.

• Restricted to {0} × [0, 1] or {n + 1} × [0, 1], H∂ viewed as a function of y is
non-decreasing, piecewise constant and every jump is equal to 1.

• For every i ∈ {0, 1, ..., n+ 1}, H∂(i, 1)−H∂(i, 0) ∈ N.

• For every i ∈ {0, 1, ..., n}, H∂(i + 1, 1) −H∂(i, 1) and H∂(i + 1, 0) −H∂(i, 0)
take values in {±1

2
}.

A bead model on R is said to have fixed boundary condition given by H∂ if every bead
configurations B can be extended to a bead configuration of {0, ...n+ 1} × [0, 1],
and the height function of the extended configuration coincides with H∂ where H∂

is defined.

Clearly, the number of beads is fixed by the height function, and it is equal to

n∑
i=1

(
H∂(i, 1)−H∂(i, 0)

)
.

It is not hard to adapt the above definition into a more general shape of R.
Define the neighborhood of a bead model on R as the following polygon P , where

P =
⋃

(i,y)∈R∩(Z×R)

([i− 1, i+ 1]× {y}) = R ∩ (Z× R) + [−1, 1]× {0},

see Figure 5.4 for an example of polygon P . There the boundary function H∂ is
defined on

∂P ∩ (Z× [0, 1]).

x

1

y

O 1 2 3 4 9 10 115 6 7 8

Figure 5.4: An example of polygon P .

We end this part by the following definition.
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Definition 5.1.4. Let R ⊂]0, n+1[×[0, 1] be a simply connected domain, and let U
be a subset of fixed boundary conditions of the bead model on R. The bead model
is said to have the U-boundary condition if it contains all the configurations with
fixed boundary conditions taken from U .

Especially, if U has only one element, the U -boundary condition is just a fixed
boundary condition, and if U contains all possible fixed boundary conditions, we
say that the bead model has free boundary conditions.

Now consider the toroidal case. A toroidal bead configuration gives rise to a
configuration in Z× R, n-periodic in i and 1-periodic in y. As in the dimer model,
for any (i0, y0) ∈ Z× R, define the horizontal height change as

Hx = H(i0 + n, y0)−H(i0, y0),

and the vertical height change as

Hy = H(i0, y0 + 1)−H(i0, y0).

It is not hard to see that when the number of beads is not 0, (Hx, Hy) takes
value in {

−n
2

+ 1,−n
2

+ 2, ...,
n

2
− 2,

n

2
− 1
}
× N∗,

independent of the choice of (i0, y0).

Definition 5.1.5. For every given pair

(a, b) ∈
{
−n

2
+ 1,−n

2
+ 2, ...,

n

2
− 2,

n

2
− 1
}
× N∗,

we say that a toroidal model has periodic boundary condition (a, b) if its height
change (Hx, Hy) is equal to (a, b).

Clearly, the number of beads is fixed by the periodic conditions and equal to
nHy = nb.

5.1.5 The uniform measure of the bead model

Consider a bead model with fixed boundary condition or periodic condition, which
fixes the number of beads in the model. Denote the number of beads by N . The
vertical coordinates can be viewed as a subset of [0, 1]N or TN (the N -dimensional
torus). Moreover, the fixed boundary condition is equivalent to a collection of in-
equalities, so the set of the vertical coordinates is a convex set. The meaning of
inequality is not clear for the toroidal case, but it is not hard to verify that the
periodic condition also gives a convex subset of TN . In both cases, it makes sense
to talk about the Lebesgue measure of the set of the vertical coordinates. Thus, we
can define the uniform bead measure:
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Definition 5.1.6. For a fixed, resp. periodic, boundary condition of the bead
model with N beads, the uniform bead measure is the uniform probability measure
of the vertical coordinates on the convex set determined by the fixed, resp. periodic,
boundary condition, viewed as a subspace of [0, 1]N , resp. TN , equipped with the
Lebesgue measure.

In particular, under the uniform measure, the event that any two beads have
the same vertical coordinate is a subspace of the convex of coordinates with lower
dimension. So with probability 1, the vertical coordinates of the beads are all
different.

5.1.6 Bead configuration as limit of lozenge tilings: a second
view

Now that we have defined the fixed and periodic conditions of a bead model and
the uniform measure, the argument that “the bead model is a limit of the lozenge
tiling model” in Section 5.1.2 can be described in a more detailed way. As usual, we
respectively discuss the case of a simply connected planar domain and that of torus.

To simplify the discussion, we suppose that the simply connected planar domain
is R = [1, n] × [0, 1] where n as usual is the number of threads. Given a boundary
condition H∂ as in Definition 5.1.3, for any l ∈ N∗ big enough, we construct a very
tall polygon Rl,H∂ tileable by lozenges as follows.

We first construct two piecewise linear paths p0 and p1. The path p0 is a piecewise
linear continuous path defined on [0, n+1], which is a linear extension of H∂(x, 0)−
H∂(0, 0) on every interval x ∈ [i, i + 1], i ∈ {0, 1, ..., n}. Define analogously p1 on
[0, n+ 1] as a piecewise linear extension of H∂(x, 1)−H∂(0, 1) + l. The paths

p0, p1, {0} × [0, l],

{n+ 1} × [H∂(n+ 1, 0)−H∂(0, 0), H∂(n+ 1, 1)−H∂(0, 1) + l]

enclose a region of R2 when l is big enough so that p0 and p1 do not intersect. The
paths p0 and p1 correspond to the upper and lower boundary conditions of R, and
we still need to remove some tiny triangles from this region so that it corresponds
to the left and right boundary condition.

For any j ∈ N, define ∆0
j as the triangle defined by the three vertices

(0, j), (0, j + 1), (1, j +
1

2
)

and for any j′ ∈ N define ∆1
j′ as the triangle defined by

(n+ 1, H∂(n+ 1, 0)−H∂(0, 0) + j′), (n+ 1, H∂(n+ 1, 0)−H∂(0, 0) + j′ + 1),

(n,H∂(n+ 1, 0)−H∂(0, 0) + j′ +
1

2
).
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Suppose that the jumps of H∂(0, y) (resp. H∂(n + 1, y)) are at (0, yk) (resp.
(n + 1, yk′)), we remove the triangles ∆0

blykc and ∆1
blyk′c (when l is large enough,

these triangles are all different) from the region defined above, and we define Rl,H∂

as the new domain. A removed triangle is called a crack on the left or on the right
boundary of Rl,H∂ . It is not hard to check that Rl,H∂ is tileable.

For some reason that will be clear in Chapter 6, we are particularly interested
in the case where there are no cracks, i.e. the function H∂ restricted to i = 0 or
on i = n+ 1 is constant. This domain is tileable in the following way: consider the
case l = 0, the region R0,H∂ is tileable and only tileable by all . Now for l > 0, the
region Rl,H∂\R0,H∂ is enclosed by two pairs of parallel paths, and it is easy to see
that this difference is tileable by and .

Figure 5.5 gives an illustration of a bead model of 9 threads and boundary
condition H∂. On the left, the grey region is R0,H∂ , tiled in the only possible way.
It is enclosed in a bigger polygon R7,H∂ , which can be tiled by and . On the right
is a general tiling. Readers can think of a pile of boxes in R3 and a lozenge tiling is
its projection on R2 in the direction (1, 1, 1). The height function H on the vertices
is given by the projection of the pile in the direction (1, 1, 0) (the up-down direction
may be contradictory to the intuition). The number of horizontal lozenges in a tiling
is the projection of this pile on R2 in the direction (0, 0, 1), so it is independent of
the exact pile of boxes and l (the height of that pile).

Figure 5.5: Tiling R0,H∂ and R7,H∂ .

If we consider the uniform measure on the tilings, it is not hard to check that
when l →∞, the joint Dirac measure of the positions of the horizontal lozenges
in a uniform tiling of Rl,H∂ and vertically normalized by l converges weakly to that
of the uniform bead measure with boundary condition H∂.

The torus is much simpler. We consider Tl,n as a torus of size n × l where l is
big enough. Its height change (Hx, Hy) can take value in{

−n
2

+ 1,−n
2

+ 2, ...,
n

2
− 2,

n

2
− 1
}
× N∗ ∪

{
(±n

2
, 0)
}
,
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where (±n
2
, 0) correspond to the cases that there are only or , so they should

not be taken into consideration. If we fix (Hx, Hy), then the number of is fixed
and equal to nHy. When l →∞ the joint Dirac measure of the positions of in a
uniform tiling of Tl,n and vertically normalized by l converges weakly to that of the
uniform bead measure with periodic condition (Hx, Hy).

5.2 Standard Young tableaux and bead model

5.2.1 Young diagrams and Young tableaux

A Young diagram is a finite collection of boxes, left aligned, and the lengths of
the lines are in non decreasing order from bottom to top. It is named in honor of
Young who constructs the irreducible representations of the symmetric groups Sn
[You28, You30]. It is also called a Ferrers diagram if we replace the boxes by dots.
Note that in the definition above we use the French convention. In the English
convention, the lines are placed non decreasing from top to bottom, and in the
Russian convention the diagram is turned by 45◦, see Figure 5.6.

(a) French (b) English (c) Russian

Figure 5.6: Three conventions for the Young diagrams.

The diagrams containing n boxes give integer partitions of n, which are sequences
of non decreasing integers that sum up to n. The conjugate of a Young diagram λ
is defined as the transpose of the diagram, and we denote it by λ⊥. The number of
boxes of λ is denoted by |λ| and called the dimension of the diagram. If |λ| = n, we
write λ ` n.

Given two Young diagrams µ and η, if η is contained in µ as its bottom-left most
part under the French convention (we write η ≤ µ in this case), then their difference
is called a skew Young diagram µ\η. A skew diagram can also be simply denoted
by a single Greek letter, for example we let λ = µ\η.
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(a) Diagram µ (b) Diagram η (c) Diagram λ = µ\η

Figure 5.7: An example of skew Young diagrams.

A Young tableau of a Young diagram or a skew Young tableau of a skew Young
diagram is obtained by filling the boxes of the corresponding diagram with integer
numbers given in an alphabet as a subset of N∗. Denote the diagram by λ. If
we take the alphabet to be {1, 2, ..., |λ|} and fill the diagram in such a way that
the numbers in each row and column (under the French convention) are increasing,
then such a tableau is called standard. If in the tableau the numbers of each row is
non-decreasing but those of each column are strictly increasing, then the tableau is
called semi-standard (in the semi-standard case we have no specific restriction on
the choice of the alphabet).

5.2.2 A map from the bead configurations to the standard
Young tableaux

In Section 5.1.6 we have considered a specific case with fixed boundary conditions of
the bead model, where the domain is taken to be R = [1, n]×[0, 1], and the boundary
function H∂ restricted on i = 0 and i = n + 1 is constant. In Figure 5.5, we give
an example of a lozenge tiling corresponding to this kind of boundary condition,
and we see that R0,H∂ is a skew Young diagram under the Russian convention if
we view every horizontal lozenge in the tiling of R0,H∂ as a box. We generalize this
observation.

For every (skew) Young diagram λ written under the Russian convention, let n
be the number of columns (i.e. the number of possible horizontal positions that a
box may be located at). Consider a bead model defined in the region [1, n] × [0, 1]
with a boundary function H∂ such that H∂ is constant if restricted on i = 0 and
i = n + 1, and the path p0 (resp. p1) constructed as in Section 5.1.6 is exactly the
lower (resp. upper) boundary of the Young diagram (vertically scaled by 2).

There is a natural way to encode the boxes of the Young diagram with the
beads in the corresponding bead model: the jth bead on the ith thread naturally
corresponds to the jth box on the ith column of the (skew) Young diagram under
the Russian convention. In particular, the number of beads is equal to |λ|.

For any bead configuration, let yi,j be the vertical coordinate of the jth bead on
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the ith thread. We sort them in a non-decreasing order:

yi1,j1 ≤ yi2,j2 ≤ ... ≤ yi|λ|,j|λ| .

As under the uniform measure, the probability that any two coordinates coincide
is equal to 0, with probability 1 we can rewrite the inequalities above as

yi1,j1 < yi2,j2 < ... < yi|λ|,j|λ| . (5.1)

For the given diagram λ, define Tλ as the set of standard tableaux of λ and Bλ
as the space of bead configurations with same constraint. Any inequality on the
vertical coordinates of a pair of beads on neighboring threads interprets itself to be
an inequality relation between the ranks of neighboring boxes, which is exactly the
inequality relation of the neighboring entries in the definition of a standard Young
tableau. So conditioned to that all vertical coordinates yi,j are different, if we define
the following map Y as:

Y : Bλ → Tλ,
B 7→ T,

where T = Y(B) is a filling of λ such that T (ik, jk) = k for any k ≤ |λ| (define
T (i, j) as the number in the cell (i, j) of T ). Then for every configuration B ∈ Bλ,
T = Y(B) is a tableau whose entries are all different and verify the constraint of a
Young tableau, thus T ∈ Tλ.

In short, the map Y just turns the continuous coordinates y to its total rank
among all the coordinates. If we take the uniform measure of the bead model, the
measure induced by Y on the standard (skew) tableaux is the uniform measure. In
fact, for any T ∈ Tλ, the induced probability measure is by definition proportional
to the Lebesgue measure of its preimage Y−1(T ), i.e., the volume of the simplex

0 < yi1,j1 < yi2,j2 < ... < yi|λ|,j|λ| < 1,

which is always equal to 1
|λ|! for any T . Thus the induced measure is uniform.

The fact that the map Y from Bλ to Tλ preserves uniform measure and that this
gives a way to study Tλ is known to the authors of [BR10]. They enumerate the
standard Young tableaux of a diagonal strip (see Figure 5.8), a particular type of
skew shapes. Their work is based on [Elk03], which studies the case where the strip
is of width 2 (the width means the maximal number of boxes on the same column
under the Russian convention) so Inequalities (5.1) can be written as a series of
inequalities like

y1,1 > y2,1 < y3,1 > y4,1 < ...

Figure 5.8: A diagonal strip of width 3.



Chapter 6

A variational principle of the bead
model and limit shape of random
standard Young Tableaux

It is known by [CKP01] (see also Section 2.4) that for the dimer model, when the size
of the domain tends to infinity while the normalized boundary condition tends to a
fixed asymptotic function, the normalized random surface converges in probability
to the surface that maximizes a functional called entropy. As the bead model is
some kind of limit of the dimer measure, we can expect that the results of the dimer
model also apply to the bead model in some way.

The limit shape of standard Young tableaux with given asymptotic shape of dia-
gram is studied in [PR07] and [Ś06] via different approaches. In [PR07], the authors
consider a rectangular shape and use the hook formula to establish a variational
principle, while in [Ś06] the author consider a tableau of a (not skew) Young dia-
gram as a subrepresentation of the symmetric group. We summarize these results
in Appendix A.

By the map constructed in Section 5.2.2 from the uniform bead configurations
to standard (skew) Young tableaux, once we have proved the existence of a limit
shape for the bead model, it is natural to think of the existence of the limit shape
of standard tableaux as corollary of the corresponding results in the bead model.

Since it is already very interesting, and also due to some technical reasons, in this
chapter we will mainly consider the bead model corresponding to a (skew) Young
diagram, which means with fixed boundary condition constant on the left and right
side, see Sections 5.1.6 and 5.2.2. Consider a sequence of such bead models whose
numbers of threads and beads tend to infinity. If their normalized boundary func-
tions have an asymptotic limit, then we prove that the normalized height function
under the uniform norm converges in probability to the unique surface that maxi-
mize a functional Ent(.) called the entropy function. With the help of the results on
the bead model, in Section 6.6, we generalize the results of the limit shape random
Young tableaux of [PR07] and [Ś06] to a more general shape, notably containing
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also the skew shapes.

Here is an outline of this chapter. In Section 6.1, we define the (adjusted) com-
binatorial entropy S(.) of the bead model. The definition may appear not natural,
but we prove that it is some kind of limit of that of the dimer model to have the
good order in the limit.

In [CKP01] the authors compare planar dimer configurations having some slope
with those on the torus having the same slope. Using the same idea, in Section 6.2,
we consider the toroidal bead model and compute its free energy and the local
entropy function ent(., .). We postpone the proof of the relation between the local
entropy function ent and the combinatorial entropy S to Section 6.4.

Sections 6.3 and 6.4 can be viewed as an adaption of the ideas of [CKP01] and
[CEP96] to the bead model. We prove that there is a functional Ent(.) defined
on the space of surfaces (to be precised), and there is a variational principle there.
The large deviation property (Theorem 6.4.10) particularly yields that when the
size of the bead model is big, the random surface converges to the maximizer of the
functional Ent (Theorem 6.4.15).

Please pay attention to the different uses of the same terminology “entropy” in
this chapter:

• the adjusted combinatorial entropy S of the bead model, see Section 6.1.

• the local entropy function ent as a function of the slope, see Section 6.2.2.

• the entropy function Ent as a functional on the space of admissible functions,
see Section 6.3.2.

As the bead model is a limit of the dimer model, it is natural to consider the
following question: is the limit shape of the bead model a limit of the limit shapes
of the dimer model? We give a positive answer to this question. Theorem 6.5.1 of
Section 6.5 proves the commutative diagram (6.39). Authors of [KO07] provide a
way to find the limit shape of the dimer model, especially for that of the hexagon
lattice on domains with an asymptotic boundary condition piecewise linear in the
direction of the edges of the hexagons. By the commutative diagram, their result
implies directly a way to find the limit shape of the bead model. We give an example
at the end of Section 6.5.

In Section 6.6, we apply the results on the bead model to random standard Young
tableaux with a given asymptotic shape. We prove a surface version (Theorem 6.6.1)
and a contour line version (Theorem 6.6.2) of convergence of the tableaux. In
Section 6.6.2, we consider a jump process encoding the standard Young tableaux,
originally proposed in [Rom12] for square tableaux and prove the existence of an
arctic curve for a general piecewise shape.
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6.1 Entropy of the bead model

Our first task is to define the combinatorial entropy. Once defined, we will use the
letter S to denote it.

First consider the classical case where a random variable X takes a countable
number of possible different values (or states) with pi be the corresponding probabil-
ity. For example, we can consider the dimer model. In this case, the combinatorial
entropy is defined as

S(X) =
∑
i

−pi ln pi,

and if every state has the same probability, then

S(X) = lnZ,

where Z is the number of states, known as the “partition function”.

One significant difference between the bead model and the dimer model is that
rather than considering the “number” of dimer configurations in a state, here we
should consider the volume of similar bead configurations. Moreover, in practice we
will adjust it by adding an additional term to let the entropy be of the good order.
We give the definition here below.

Definition 6.1.1. Consider a bead model with fixed number of beads. Let N be the
number of beads and n be that of threads. Consider a random bead configuration
as a random vector X taking values in [0, 1]N , where every component of X is the
vertical coordinates of the corresponding bead (in the toroidal case the coordinates
are in the sense of modulo 1).

For any point y = (y1, y2, ..., yN) ∈ [0, 1]N , define ρ(y) as the density of the bead
measure P at the point y with respect to the Lebesgue measure of [0, 1]N whenever
it exists, i.e.,

ρ(y) = lim
ε→0

P(X ∈∏N
i=1[yi − ε, yi + ε])

(2ε)N

whenever this limit exists.

If we consider the uniform bead measure, and if we define V as the N -dimensional
Lebesgue measure of the convex set of coordinates, then

ρ(y) =

{
1
V

if h is an inner point of the convex set of the admissible coordinates,

0 otherwise,

and the undefined points are negligible.

We use the same letter S to denote the adjusted combinatorial entropy of the
bead model.

Definition 6.1.2. If the density ρ is well defined almost everywhere, then for the
bead model with a fixed boundary condition or periodic condition, we define the
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(adjusted) combinatorial entropy S associated to the random variable X of the bead
model as

S(X) =

∫
[0,1]N

−ρ(y) ln ρ(y)dy1...dyN +N lnn,

where N is the number of beads and n is the number of threads.

The term N lnn may seem not natural, but soon we will see that this term helps
to adjust the entropy so that it is of a proper order if we consider a sequence of bead
models where n→∞ and N is of order n2.

In particular, if we consider the uniform measure, we have

S(X) = lnV +N lnn.

The following lemma is a general result for entropies.

Lemma 6.1.3. Suppose E = {E1, E2, ...} is a countable partition of the state space,
and IE is a random variable that tells X is in which Ei, and Xi is the variable
equipped with the conditional law of X restricted on Ei. We have

S(X) = S(IE) +
∑
i

P(X ∈ Ei)S(Xi). (6.1)

The proof is straightforward.

We want to remark that the decomposition (6.1) allows us to define the entropy
S for a union of conditions that not necessarily have the same number of beads once
we have defined the probability of taking different number of beads N :

Definition 6.1.4. For a random bead configuration X that with probability pi to
be in the state of Ni beads, define

S(X) = −
∑
i

pi ln pi +
∑
i

piS(Xi),

whereXi is the random configuration equipped with the induced probability measure
conditioning to have Ni beads.

The following proposition proves that the entropy of the bead model under the
uniform measure is the limit of the entropies of the corresponding lozenge tiling
models. This discrete approximation is useful in the remaining part of this chapter.

Consider a bead model with n threads and N beads, with a fixed boundary
condition H∂ or a given periodic condition (Hx, Hy). Consider the corresponding
lozenge tiling model, where for l sufficiently large we tile a simply connected domain
Rl,H∂ or a toroidal region Tl,n. In each of the cases, we define Zl,n as the partition
function of the lozenge tilings of the region, and V as the volume of the convex set
in [0, 1]N or (R/Z)N formed by the vertical coordinates of the beads.



68 CHAPTER 6. VARIATIONAL PRINCIPLE OF THE BEAD MODEL

Proposition 6.1.5. For either a fixed boundary condition H∂ or a given periodic
condition (Hx, Hy), we have the following relation between Zl,n and V :

lnV = lim
l→∞

(
lnZl,n −N ln l

)
. (6.2)

In particular, if we let l = mn, then for fixed n and N , l → ∞ is equivalent to
m→∞, and we have that the entropy of the bead model is equal to

S(X) = lim
m→∞

(
lnZmn,n −N lnm

)
. (6.3)

Proof. Consider the convex set of the vertical coordinates of the beads. For any
l ∈ N∗ big enough, Zl,n is approximately equal to the number of points on the lattice(

1
l
Z
)2

inside the convex set, so we have

lim
l→∞

Zl,n
lN

= V,

and by taking logarithm we get Equation (6.2) in the proposition. Replacing l by
mn, we obtain Equation (6.3). �

We now explain why the combinatorial entropy S defined in Definition 6.1.2 is
adjusted by N lnn, and why we use the substitution of l by mn in Proposition 6.1.5.
As mentioned, we are interested in the asymptotic behavior of the bead model,
i.e. in the limit n → ∞. If the boundary function H∂ of the bead model has an
asymptotic limit when n → ∞, then N is asymptotically proportional to n2. We
write H∂ = H∂(n) and N = N(n) to emphasize their dependances on n.

For every given m and n, consider Rmn,H∂(n) as in Section 5.1.6. Since we fix
the asymptotic shape of H∂(n) in the remaining part of this thesis, from now on we
simply write Rmn,n instead of Rmn,H∂(n) to simplify the notation. Consider

lnZmn,n −N(n) lnm

n2
. (6.4)

If we fix m and let n → ∞ (we pretend to forget that m should be chosen large
enough depending on n), the boundary condition of Rmn,n has an asymptotic limit,
so by [CKP01, KOS06], (6.4) converges when m is fixed and n → ∞. Meanwhile,

Proposition 6.1.5 proves that (6.4) converges to S(X)
n2 when m→∞ for fixed n.

For this reason, it is natural to ask the following questions:

• In (6.4), can we take the limit m→∞ first and then the limit n→∞?

• If this limit exists, does it have a good order?

• Can we exchange the order of the limits in m and in n?

We give a positive answer to each of them in Sections 6.4 and 6.5, but before
that we want to give some discussion.
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We first give an intuitive explanation for the first and the second questions in
a specific case. When the boundary condition of the bead model corresponds to a

square Young diagram (Section 5.2.2), then N = (n+1)2

4
. The volume V is equal to

the number of possible total ranking of the vertical coordinates (which is the number
of standard Young tableaux for a n+1

2
× n+1

2
square diagram) times the volume of

the convex set of the coordinates totally ranked (which is equal to 1
N !

). Thus, by
the hook formula (Appendix A.1.1), we have

S(X)

n2
=

lnV +N(n) lnn

n2

=
1

n2

(
ln

(
N(n)!∏

1≤i,j≤n+1
2

(i+ j + 1)

1

N(n)!

)
+N(n) lnn

)

=
1

n2

 ∑
1≤i,j≤n+1

2

ln

(
n

i+ j + 1

)
' 1

4

∫∫
x,y∈[0,1]

ln
1

x+ y
dxdy.

This double integral also appears in [PR07], which studies the limit shape of a
random square Young tableaux using hook formula, see Appendix A.1.2.

For the third question, we show why a priori it is not obvious that we can ex-
change the order of the limits in n and in m. In fact, in the proof of Proposition 6.1.5
we use an approximation of the volume of a convex set of dimension N(n) = O(n2)
by a mesh of size 1

mn
, and this approximation is not uniform in m and n for whatever

type of convex set. For example, if we consider a simplex

0 ≤ y1 ≤ y2... ≤ yN(n) ≤ 1,

the volume of this simplex is 1
N(n)!

, while the number of lattice points of a (Z/mn)N(n)

mesh inside this simplex is equal to the number of choosing N(n) + 1 non-negative
ordered integers that sum to mn, which is equal to

(
mn+N(n)
N(n)

)
. Thus, the approxi-

mation has a relative error of order

(
mn+N(n)

N(n)

)(
1

mn

)N(n)(
1

N(n)!

)−1

− 1

=

(
1 +

1

mn

)(
1 +

2

mn

)
...

(
1 +

N(n)

mn

)
− 1.

We see that as in Proposition 6.1.5, for fixed n, the relative error tends to 0 when
m→∞, while this is not uniform in n.
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6.2 Free energy and local entropy function of the

bead model

In this section, we consider a sequence of toroidal bead models with given asymptotic
periodic condition (which means that the height change (Hx, Hy) is proportional to
the number of threads n), and we calculate its entropy when the size of the torus
tends to infinity. In the computation we mainly use the discrete approximation
given by Proposition 6.1.5.

In [Bou09], the author defines a family of ergodic Gibbs bead measures which
are limits of the ergodic Gibbs measures of the dimer model on the hexagonal lattice
when some weights degenerate. We begin by considering this parameterized weight
setting of the dimer model, then apply a Legendre transform on the adjusted par-
tition function of the dimer model to obtain the local entropy function ent. The
proof of that ent is equal to the normalized combinatorial entropy S is postponed
to Theorem 6.4.10 of Section 6.4.

6.2.1 Free energy

Throughout this section, suppose that a lozenge has weight a, has weight b and
has weight c, see Figure 6.1.

a

b c

Figure 6.1: The lozenges respectively weighted a, b and c.

Consider a fundamental domain as Figure 6.2. The characteristic polynomial is

a2z − (b+ cw)2/w.

a

bc

Figure 6.2: The fundamental domain.

The advantage of taking this domain is that it has an obvious horizontal-vertical
decomposition. We consider Gmn,n as a toroidal graph which is mn× n this funda-
mental domain. The dimer model on Gmn,n corresponds to a toroidal lozenge tiling
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model defined in Section 5.1.6 where we use the substitution of l by mn. But pay
attention, Gmn,n corresponds to Tmn,2n rather than Tmn,n.

We take two parameters α ∈ R+, γ ∈] − 1, 1[, and let a = α/m, b = eαγ/m,
c = 1. The author of [Bou09] proves that the ergodic Gibbs dimer measure under
such setting, which is to first take n → ∞ for a dimer model on Gmn,n, converges
to an ergodic Gibbs measure on the configurations of the beads on threads when
m → ∞, and the limiting measure is parameterized with respect to α and γ. We
will take the reverse order, i.e., we first take m→∞ and then n→∞.

Denote the dimer partition function of Gmn,n by Zmn,n(α, γ). The set of dimer
configurations is denoted by M = M(Gmn,n). Let Na (resp. Nb and Nc) be the
number of edges with weight a (resp. b and c), then the partition function is

Zmn,n(α, γ) =
∑
M∈M

aNa(M)bNb(M)cNc(M) =
∑
M∈M

(α/m)Na(M)eαγNb(M)/m.

To simplify the notation we denote the weight of a configuration (α/m)Na(M)eαγNb(M)/m

by w(M).

Here the order of lnZmn,n(α, γ) is n2 (while for fixed a, b and c the logarithm
of the partition function should be of order mn2). In fact, if we differentiate
lnZmn,n(α, γ) with respect to γ or α, we get:

∂ lnZmn,n(α, γ)

∂γ
=

1

Zmn,n(α, γ)

∂Zmn,n(α, γ)

∂γ
=

∑
M∈M αNb(M)w(M)

m
∑

M∈Mw(M)
=
αE[Nb]

m
,

∂ lnZmn,n(α, γ)

∂α
=

1

Zmn,n(α, γ)

∂Zmn,n(α, γ)

∂α
=

∑
M∈M

(
1
α
Na(M) + γ/mNb(M)

)
w(M)∑

M∈Mw(M)

=
1

α
E[Na] +

γ

m
E[Nb].

When divided by n2, we get

∂

∂γ

lnZmn,n(α, γ)

n2
= α

E[Nb]

mn2
. (6.5)

∂

∂α

lnZmn,n(α, γ)

n2
=

1

α

E[Na]

n2
+ γ

E[Nb]

mn2
. (6.6)

Since we expect that the number of edges a is of order n2 and that of edges b and
c is of order mn2, Equations (6.5) and (6.6) show that lnZmn,n(α, γ) normalized by

n2 is of the good order. The aim of this section is to compute the limit of lnZmn,n(α,γ)

n2 ,
where we first take m→∞ and then n→∞.

Proposition 6.2.1. For any given n ∈ N∗, when m→∞, Zmn,n(α, γ) converges.

Assuming Proposition 6.2.1, we define the partition function of the bead model
of the torus of size n and of parameters α and γ as

Z̃n(α, γ) = lim
m→∞

Zmn,n(α, γ).
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Proposition 6.2.2. When n→∞, ln Z̃n(α, γ) is of order n2, and

lim
n→∞

ln Z̃n(α, γ)

n2
=

2α

π

(
γ arccos(−γ) +

√
1− γ2

)
.

This limit is called the free energy of the bead model with parameters α and γ
per fundamental domain. This value depends on the choice of fundamental domain.

Proof of Propositions 6.2.1 and 6.2.2. Fix the parameters α and γ so we can simply
write Zmn,n and Z̃n (this notation is only limited to this proof because the notation
Zmn,n is already used for the partition function of lozenge tilings of Rmn,n or Tmn,n).
The characteristic polynomial is

det K̂(z, w) = a2z − (b+ cw)2/w = (α/m)2z − (eαγ/m + w)2/w. (6.7)

The partition function Zmn,n can be written as a linear combination of 4 terms

Z
(θ,τ)
mn,n, where θ, τ ∈ {0, 1}, and the term Z

(θ,τ)
mn,n is defined by

Z(θ,τ)
mn,n =

∏
zn=(−1)θ,
wmn=(−1)τ

det K̂(z, w) =
∏

zn=(−1)θ,
un=(−1)τ

∏
wm=u

(
(α/m)2z − (eαγ/m + w)2/w

)
.

In the linear combination, the coefficient for every term is either 1
2

or −1
2
, where

three terms have positive signs and one has negative sign. See Equation (2.3) of
Section 2.2.3.

Taking logarithm, we have

lnZ(θτ)
mn,n =

∑
zn=(−1)θ,
un=(−1)τ

∑
wm=u

ln
(
(α/m)2z − (eαγ/m + w)2/w

)
. (6.8)

We rewrite (6.7) as

− (w − w1)(w − w2)/w, (6.9)

where w1 and w2 are two roots of the polynomial (6.7) given by

w1,2 = −1 +
α

m
(−γ ±

√
−z) + o

(
1

m

)
, (6.10)

which are close to −1 when m is large.

For given parameters α and γ, parity (θ, τ) ∈ {0, 1}2, and n ∈ Z, for fixed z ∈ S1,
we first calculate the sum over m. As in the dimer model, we hope to approximate
this sum by an integral. However, as we have stated, now the sum is of order 1 so
the integral (which approximates the sum divided by m) is of order 1/m. So rather
than to compare the sum divided by m to the integral as usual, we compare the
sum to m times the integral. As a result, the difference between them is something
a priori not negligible and should be determined precisely.
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For every (θ, τ), the term Z
(θ,τ)
mn,n is a real number, so lnZ

(θ,τ)
mn,n is either real or

purely imaginary. Since the partition function Zmn,n satisfies

Z(θ,τ)
mn,n ≤ Zmn,n ≤ 2 max

(θ,τ)
Z(θ,τ)
mn,n,

we can just consider the case where lnZ
(θ,τ)
mn,n is real. Especially, we can just consider

it real part.

For every (θ, τ), by (6.8), the real part of the logarithm lnZ
(θ,τ)
mn,n can be written

as a sum over z, u and w. Consider first the sum over w, which by (6.9) can be
rewritten as∑

wm=u

(
Re ln(−1) + Re ln(w − w1) + Re ln(w − w2)−Re lnw

)
.

Since ln(−1) and lnw are purely imaginary, the above sum is always equal to∑
wm=u

(
Re ln(w − w1) + Re ln(w − w2)

)
. (6.11)

We need to compare this to the following value, which is an integral over the
unit circle S1 = {w ∈ C : |w| = 1}:

Re
(
m

∫
S1

(
ln(w − w1) + ln(w − w2)

) dw

(2πi)w

)
. (6.12)

We calculate the integral (6.12) first. Its value depends on whether the root w1

and w2 are inside or outside of the unit circle S1. If a root is inside the unit circle
S1, we denote this root by win, and by the fact that lnw is purely imaginary we
have

Re
(
m

∫
S1

ln(w − win)
dw

(2πi)w

)
= Re

(
m

∫
S1

ln
(
1− win

w

) dw

(2πi)w

)
.

Since
∣∣win
w

∣∣ < 1, we can develop ln
(
1− win

w

)
into a power series of win

w
, whose powers

in w are not bigger than −1. The contour integral of any term in this series times
dw

(2πi)w
around S1 is 0, so for an root inside S1 we have

Re
(
m

∫
S1

ln(w − win)
dw

(2πi)w

)
= 0.

If a root is outside S1, denote it by wout, we have

Re
(
m

∫
S1

ln(w − wout)
dw

(2πi)w

)
= Re

(
m lnwout +m

∫
S1

ln
(
1− w

wout

) dw

(2πi)w

)
.

Again, we develop the logarithm ln
(
1− w

wout

)
into a power series of w

wout
with powers

in w bigger than 1, so the contour integral is 0.
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In conclusion, if we use the indicator function 1out to tell whether a root w1,2 is
outside S1, then the integral (6.12) is equal to

m
∑
j=1,2

Re
(
1out ln(wj)

)
. (6.13)

When m is large, the roots w1 and w2 are both close to −1, so whether a root is
inside or outside the unit circle mainly depends on its real part. When m→∞, we
just need to check whether Re(−αγ ± α√−z) is positive or negative, and when it
is negative, the root wj is outside S1, and in the logarithm of ln(wj), the only term
of order 1

m
is αγ ∓ αRe

√−z. Thus, when m→∞, (6.12) tends to∑
+,−

(
α(γ ∓Re

√
−z)

)
+
, (6.14)

where (x)+ is defined to be max{x, 0}.
Summing this term for u ∈ S1, un = (−1)τ just multiply it by n. Summing this

for z ∈ S1, zn = (−1)θ and divided by n can be approximated by an integral over
S1:

∫
S1

(∑
+,−

α
(
γ ∓Re

√
−z
)

+

) dz

(2πi)z

=

∫ 2π

0

α

2π

((
γ + cos

(
− θ/2

))
+

+
(
γ − cos

(
− θ/2

))
+

)
dθ

=

∫ 2π

0

α

π
(γ + cos(θ))+dθ =

2

π

(
αγ arccos(−γ) + α

√
1− γ2

)
, (6.15)

and the error term between the sum over u and z and the integral (6.15) is negligible.

Now we consider the difference between (6.11) and (6.12). It suffices to consider
the difference between terms of w1, and the argument for w2 is similar. We use
Euler-Maclaurin formula, and to simplify the notation we denote by f the function

f(x;w1) = ln(ei(
2πx+Argu

m
) − w1),

then our problem is reduced to estimating the real part of

m∑
k=1

f(k;w1)−
∫ m

0

f(x;w1)dx. (6.16)

A little remark is that here the function f(.;w1) is taken in the class C∞. Both
the sum and the integral in (6.16) differ from the original ones but only by imaginary
constants, which causes no effect.
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Apply the Euler-Maclaurin formula to (6.16) to order two, then we have

m∑
k=1

f(k;w1)−
∫ m

0

f(x;w1)dx

=
1

2

(
f(m;w1)− f(0;w1)

)
+ 1/12

(
f ′(m;w1)− f ′(0;w1)

)
−
∫ m

0

1

2
f ′′(x;w1)B2(x− bxc)dx

= 1w1∈Dπi−R(w1),

where the first term is imaginary and the second term R(w1) is the remainder term
of the Euler-Maclaurin formula,

R(w1) =

∫ m

0

1

2
f ′′(x)B2(x− bxc)dx, (6.17)

where B2 is the Bernoulli polynomial of order 2 and f ′′ is equal to

f ′′(x;w1) =
ei(

2πx+Argu
m

)w1(
ei(

2πx+Argu
m

) − w1

)2

(
2π

m

)2

.

The remainder term R(w1) is a priori not negligible. We will split the unit
circle S1 into the following three parts and respectively consider (6.16) there. If we

let w = ei(
2πx+Argu

m
), then considering the following partition of S1 is equivalent to

considering a partition of x ∈ [0,m]:

SI :=

{
w ∈ S1 : |w + 1| > C1

lnm√
m

}
SII :=

{
w ∈ S1 : C1

lnm√
m

> |w + 1| > C2
lnm

m3/4

}
SIII :=

{
w ∈ S1 : |w + 1| < C2

lnm

m3/4

}
.

Here C1 is an arbitrary positive real number and C2 is a positive real number
small enough. When m is sufficiently large, on SI, f

′′ = O( 1
m(lnm)2

), so its contri-

bution in the remainder term R(w1) (an integral over SI) tends to 0 when m→∞.
On SII, f

′′ = O( 1√
m(lnm)2

). The length of SII is lnm√
m

so the terms in total is of order√
m lnm, so its contribution in R(w1) also tends to 0.

To calculate the difference on SIII, we approximate the sum and integral on the
arc SIII respectively by the sum and integral on a line segment passing w1 orthogonal
to the x−axis whose length is of order C2

lnm
m3/4 . In fact, if w1 ∈ D, this is a part of a

chord passing w1, whose length is O
(

1√
m

)
.

Without loss of generality we suppose that m is even, let x′ = x−m/2, so near
−1 we have

ei(
2πx+Argu

m
) = −ei( 2πx′+Argu

m
) = −1− 2πx′ + Argu

m
i+

1

2

(2πx′ + Argu)2

m2
+ o

(
1

m2

)
,
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where |x′| < C2m
1/4 lnm. We have

ln(−ei( 2πx′+Argu
m

) − w1)− ln(−1− 2πx′ + Argu

m
i− w1) = O

(
lnm

m3/4

)
.

This difference, if summed over {k ∈ Z, |k| < C2m
1/4 lnm} or integrated over

{|x| < C2m
1/4 lnm}, tends to zero when m→∞. Consider the sum

A−1∑
k=−A

ln(−1− 2πk + Argu

m
i− w1) =

A−1∑
k=−A

(
− lnm+ ln

(
αγ ∓ α

√
−z − (2πk + Argu)i

))
,

and the integral∫ A

−A
ln(−1− 2πx′ + Argu

m
i− w1)dx′ =

∫ A

−A

(
− lnm+ ln

(
αγ ∓ α

√
−z − (2πx′ + Argu)i

))
dx′.

Their difference is independent of m. Let

g(x′) = ln
(
αγ ∓ α

√
−z − (2πx′ + Argu)i

)
,

and apply the Euler-Maclaurin formula to g, we get

A−1∑
k=−A

g(k)−
∫ A

−A
g(x′)dx′

=
1

2

(
g(A)− g(−A)

)
+

1

12

(
g′(A)− g′(−A)

)
− 1

2

∫ A

−A

−4π2

(αγ ∓√−z − (2πx′ + Argu)i)2
B(x′ − bx′c)dx′.

For A large, the first term is close to π
2
i so its real part is close to 0, and the

second term is close to 0. Considering the property of
∫

dx
(z+xi)2

, it is clear that the

third part (the remainder term of Euler Maclaurin formula) is converging. Moreover,
∀ε > 0, there exits C(ε) ∈ N∗ such that outside [−C(ε), C(ε)], uniformly on u and
z, the remainder term is less than ε. Note that we have proved the convergence
of (6.16) when m → ∞, and we still need to prove that it can be arbitrarily small
when n→∞.

For any given ε, we consider the difference of the finite sum
∑C(ε)−1

k=−C(ε) g(k) and

the integral
∫ C(ε)

−C(ε)
g(x′)dx′.

We calculate the sum first. Fix k ∈ Z ∩ [−C(ε), C(ε)− 1], the sum of g(k) over
z : zn = 1 divided by n is approximated by

lnα +

∫
S1

ln
(
γ ∓
√
−z − 2πk + Argu

α
i
) dz

(2πi)z

within o(1) as function of n. Let s = s(k, u) = γ − 2πk+Argu
α

i. We consider the sum
of those corresponding to w1 and w2,∫

S1

ln(s+
√
−z)

dz

(2πi)z
+

∫
S1

ln(s−
√
−z)

dz

(2πi)z
, (6.18)
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and by taking
√−z = Z, Z ∈ S1, ArgZ from π

2
to 3π

2
, (6.18) is equal to∫

S1

ln(s+ Z)
2dZ

(2πi)Z
+ C,

where C is imaginary so we don’t need to consider. By a power expansion similar
to what we used for w, we have

Re
(∫

S1

ln(s+ Z)
2dZ

(2πi)Z

)
= 2Re(1s 6∈D ln s).

We now approximate the sum over u divided by n. Again this term can be
approximated by an integral over u. Note that in fact if we glue the interval of
2πk−Argu for every k ∈ [−C(ε), C(ε)− 1], this gives exactly a continuous interval
of [−2πC(ε), 2πC(ε)], and the double sum of g over u and z is equal to

2Re
(∫ 2πC(ε)

−2πC(ε)

1(γ− y
α
i)6∈D ln(γ − y

α
i)dy

)
.

If we do the same thing for the double integral of g over u and z, this gives exactly
the same form. We see that integral over z and u makes disappear the difference
between the sum and the integral of g.

By taking ε→ 0, we have proved the proposition.

�

As a corollary, by (6.5) and (6.6), we get an estimate of the numbers of the
different types of edges:

E
(
Na

n2

)
=

2α

π

√
1− γ2, E

(
Nb

mn2

)
=

2

π
arccos(−γ), E

(
Nc

mn2

)
=

2

π
arccos(γ).

The following proposition allows us to take the limit m,n→∞ in an arbitrary
way.

Proposition 6.2.3. The limit m→∞ and the limit n→∞ can be exchanged when
calculating the partition function, i.e.,

lim
m→∞

lim
n→∞

lnZmn,n(α, γ)

n2
= lim

n→∞
ln Z̃n(α, γ)

n2
.

Moreover, this convergence is uniform for any compact of parameters K such that
α and α√

1−γ2
are bounded in K.

This proposition says that the free energy of the bead model is some kind of
limit of that of the dimer model on the hexagonal lattice.

Proof. We prove this by computation. Consider the dimer model on the mn × n
torus whose fundamental domain is given by Figure 6.2 where a, b, c ∈ R+. This is
two times another frequently used fundamental domain, given by Figure 6.3.
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a

bc

Figure 6.3: Another fundamental domain.

For this fundamental domain and for fixed m, a, b, c, the free energy of lozenge
tilings, denoted by F�, is known [CKP01, Ken09] to be

F�(a, b, c) =
1

π
(L(θa) + L(θb) + L(θc) + θa ln a+ θb ln b+ θc ln c)

if three edges of length a, b and c form a triangle and in this case θa, θb and θc are
the angles opposite the edges a, b and c in the triangle, and L is the Lobachevsky
function defined by

L(θ) = −
∫ θ

0

ln |2 sin t|dt.

In particular, for all θ ∈ [0, π], L(θ) + L(π − θ) = L(π) = 0.

If we take a = α/m, b = eαγ/m, c = 1, and define Fm
� (α, γ) = F�(α/m, eαγ/m, 1),

then in the triangle,

θa =
α

m

√
1− γ2 + o

(
1

m

)
,

θb = arccos(−γ)− α(1− 2γ2)

2m
√

1− γ2
+ o

(
1

m

)
,

θc = arccos(γ)− α

2m
√

1− γ2
+ o

(
1

m

)
,

and when m→∞ the o
(

1
m

)
are uniformly converging to zero on any compact where

α and α√
1−γ2

are bounded.

We have

L(θa) = −θa ln 2 + θa − θa ln θa + o

(
1

m

)
,

L(θb) + L(θc) =

∫ arccos(γ)+
α(1−2γ2)

2m
√

1−γ2
+o( 1

m)

arccos(γ)− α

2m
√

1−γ2
+o( 1

m)
ln |2 sin t|dt

=
α

m
ln(2

√
1− γ2)

√
1− γ2 + o

(
1

m

)
,

so we have

θb ln b =
αγ

m
arccos(−γ) + o

(
1

m

)
,

θc ln c = 0,

Fm
� =

1

πm
(αγ arccos(−γ) + α

√
1− γ2) + o

(
1

m

)
=

1

2m
F + o

(
1

m

)
,
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where F is the value we have computed in Proposition 6.2.2. Here all the o
(

1
m

)
are

uniform on any set that α and α√
1−γ2

are bounded. In particular, we have

lim
m→∞

2mFm
� =

2

π

(
αγ arccos(−γ) + α

√
1− γ2

)
,

which is the same value as in Proposition 6.2.2, and the convergence is uniform on
any region that α and α√

1−γ2
bounded.

We remark that the coefficient 2 is just caused by the choice of different funda-
mental domains. �

6.2.2 Surface tension, local entropy function

We now turn to the uniform measure on the periodic bead model with given height
change, which corresponds to the uniform bead measure with given periodic bound-
ary condition introduced in Section 5.1.4. Take the definition of height function of
Section 5.1.3, and let Na, Nb and Nc respectively be the number of , and in a
tiling of Tmn,n, then the height change (Hx, Hy) is given by

Na = nHy, Nb −Nc = −2mnHx, Na +Nb +Nc = mn2.

Recall that Tmn,n corresponds to Gmn,n/2 (without loss of generality we suppose

that n is even). If we fix the height change (Hx, Hy) and define Z
Hx,Hy
mn,n as the

partition function for a uniform tiling of Tmn,n, then the partition function of Gmn,n/2
with parameters α, γ is given by

Zmn,n/2(α, γ) =
∑
Hx,Hy

ZHx,Hy
mn,n

(
1

m

)nHy
en

2
(

lnα
Hy
n

+αγ(−Hx
n

+ 1
2

)+o(1)
)
, (6.19)

where o(1) is in m. Recall that in Proposition 6.1.5 we proved that for given
(Hx, Hy), the term

ZHx,Hy
mn,n

(
1

m

)nHy
converges when m→∞. Later in Section 6.4 we prove that moreover the logarithm
of this limit value divided by n2 converges when n → ∞ and the limits depends
and is continuous on the average slope (Hx

n
, Hy
n

), which by construction should be

included in [− 1
n
] × [0,+∞]. The case where Hy

n
= ∞ (i.e. Hy is beyond the order

O(n)) is possible, but this has a negligible contribution because otherwise the right
hand side of (6.19) explodes if we take an α bigger than 1, which is not the case.

Following the idea of [KOS06], for (s, t) ∈ [−1
2
, 1

2
] × [0,∞[, and for any m,n,

consider the lozenge tilings of Tmn,n of height change

(Hx, Hy) = (bnsc, bntc),
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and by the discussion above we can define the surface tension as

σ(s, t) = − lim
n→∞

lim
m→∞

(
lnZ

bnsc,bntc
mn,n

n2
− t lnm

)
.

If we consider a fundamental domain as in Figure 6.3 (which is half of that of
Figure 6.2), and consider the free energy per fundamental domain which is equal to

F (α, γ) = lim
n→∞

lim
m→∞

lnZmn,n(α, γ)

n2
=

1

π

(
αγ arccos(−γ) + α

√
1− γ2

)
,

(it is half of the limit in Proposition 6.2.2), then equation (6.19) implies that

F (α, γ) = max
s,t

(
− σ(s, t) + lnαt+ αγ(

1

2
− s)

)
.

Let A = lnα, B = −αγ, then we get that

α = eA, γ = −B
eA
. (6.20)

Replace α and γ by A and B, and define

F̃ (A,B) = F (α, γ)− αγ

2
=

1

π

(
−B arccos(

B

eA
) +

√
e2A −B2

)
+
B

2
.

Its Hessian matrix is positive-definite so F̃ is strictly convex. Since the σ as a limit
of strictly convex function (the surface tension in the dimer model) is convex, F̃ and
σ(s, t) are Legendre duals, so we have

σ(s, t) = max
A,B

(
− F̃ (A,B) + At+Bs

)
= −

(
1 + ln

(
cos(πs)

πt

))
t.

Define the local entropy ent of the bead model as −σ. More precisely,

Definition 6.2.4. For any slope (s, t) ∈ [−1
2
, 1

2
] × [0,∞], define the local entropy

function ent(s, t) of the bead model as the following function:

ent(s, t) =


0 if t = 0,

−∞ if s = ±1
2
, t 6= 0,(

1 + ln
(

cos(πs)
πt

))
t otherwise.

The function ent(s, t) is concave in s and t and strictly concave on any domain
where t > 0.
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Figure 6.4: The local entropy function as a function of slope.
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Figure 6.5: Contour lines of the local entropy function.

In Section 6.3, we consider the problem of maximizing (roughly speaking) the
integral of ent over D where t will be taken to be ∂h

∂y
and s = ∂h

∂x
. For later use, we

here take a look at the expression of the local entropy ent(s, t) (Definition 6.2.4):(
1 + ln

(
cos(πs)

πt

))
t,

The integral of any constant times ∂h
∂y

on D is fixed by the boundary condition.

Also, −u lnu ≤ 1
e
. So maximizing the integral of ent is equivalent to maximizing

the integral of

ln

(
cos(πs)

t

)
t− 1

e
,
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which is non-positive and we call it the active part of ent(s, t). In Section 6.3,
without loss of generality, sometimes we consider the active part and assume that
ent is bounded above by 0 for the sake of simplification.

Meanwhile, it is good to remark that ent(s, t) tends to −∞ when t to infinity or
when s tends to ±1

2
while t not tends to 0 fast enough.

We end this section by an analog of Proposition 6.2.3 for entropy. Denote by
ent� the entropy of the dimer model on the honeycomb lattice.

Proposition 6.2.5. For any (s, t) ∈ [−1
2
, 1

2
] × [0,+∞[, the entropy function of

the bead model ent(s, t) is the following limit of that of the dimer model on the
honeycomb lattice:

ent(s, t) = lim
m→∞

m ent�(s, t/m)− lnmt. (6.21)

Also, we have the following properties concerning the convergence:
(a) for any compact set of possible slopes that doesn’t contain points where s = ±1

2
,

the above convergence (6.21) is uniform.
(b) for any ε > 0, there exists δ < 0 and M ∈ N∗ such that for all possible slopes
(s, t) such that t ≤ δ and for all m ≥M , we have

m ent�(s, t/m)− lnmt < ε.

Note that in (b) we just claim an arbitrarily small upper bound and the lower
bound is in fact −∞.

Proof. The surface tensions are Legendre transforms of the free energy, so the
convergence of the entropy function is implied by the convergence of Fm

� in the
liquid region proved in Proposition 6.2.3 altogether with other necessary properties.
But to make this more clear we choose to give a direct proof.

By [CKP01, Ken09], the dimer entropy of slope (s, t) is

ent�(s, t) =
1

π

(
L(πt) + L(π(

1

2
− s− t

2
)) + L(π(

1

2
+ s− t

2
))
)
,

so

m ent�(s,
t

m
) = −m

π

∫ π t
m

0

ln |2 sin t|dt+
m

π

∫ π( 1
2
−s+ t

2m
)

π( 1
2
−s− t

2m
)

ln |2 sin t|dt. (6.22)

The first term of (6.22) is equal to(
1 + lnm− ln 2− lnπ − ln t

)
t+ o(1)

where the o(1) tends to 0 when m → ∞ and this is uniform on any set where t is
bounded.
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For the second term of (6.22), for any (s, t), when m is big this is equal to

ln |2 sin(π(
1

2
− s))|t+ o(1), (6.23)

so we have proved the pointwise convergence in the lemma:

m ent�(s, t/m)− lnmt =

(
1 + ln

(
cos(πs)

πt

))
t+ o(1) = ent(s, t) + o(1).

Clearly, the convergence (6.23) is uniform on any compact set of slopes that
excludes the points where s = ±1

2
, which finish the proof of (a). The convergence is

not uniform on a bounded set containing (±1
2
, 0), as for all m the function ent�m is

continuous on any possible point of slopes, while ent is not continuous at (±1
2
, 0).

To prove (b), we have

m ent�(s, t/m)− lnmt

=

[
−m
π

∫ π t
m

0

ln |2 sin t|dt+ (− lnm+ ln 2)t

]
+
m

π

∫ π( 1
2
−s+ t

2m
)

π( 1
2
−s− t

2m
)

ln | sin t|dt.

For any δ > 0, the term in the bracket converges uniformly to (1 − lnπ − ln t)t
on the set t ≤ δ when m→∞ and (1− ln π− ln t)t converges to 0 when t→ 0, so it
suffices to choose a δ small enough and M large enough so that for all m > M this
term is less than ε. Meanwhile, the second term is always negative. Thus we have
finished the proof. �

6.3 Entropy-maximizing problem

Our main aim is to establish a variational principle for the bead model as in [CKP01].
This mainly consists of three parts: giving an entropy function, proving that there
exists a unique maximizer and proving that there is a large deviation type behavior
around that maximizer. In this section we focus on the first two parts, i.e. raise a
functional Ent and prove that there exists a unique maximizer of it.

Since the bead model is just some kind of limit of that of the dimer, there are
a lot of similarities between our case and that in [CKP01]. It is natural to think
of defining a global entropy function Ent(h) as the integral of ent ◦ ∇h on some
domain with given boundary condition, where h is the normalized height function.
However, some delicate differences make the proof in the case of the bead model not
a trivial and direct corollary of the dimer model. As we will see, the most remarkable
difference is the unboundness of ent.

We consider a bead model normalized into the unit square D = [0, 1] × [0, 1],
define a normalized height function h and define the space of admissible functions
H in Section 6.3.1. In Section 6.3.2 we define the functional Ent on the admissible
functions, and in Section 6.3.3 we prove that there is a unique admissible function
that maximizes the entropy Ent.
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6.3.1 Bead model normalized into unit square

We normalize the bead configuration into the unit square D = [0, 1]×[0, 1]. Consider
a bead model with n threads as in Section 5.1 but take the threads as{(

x =
i− 1

n− 1
, y

)
: i = 1, 2, ..., n, y ∈ [0, 1]

}
,

and we normalize the bead height function H defined in Section 5.1.3 by n − 1.
Moreover, we extend this function to the whole of D in a piecewise linear way.

Definition 6.3.1. Given a bead configuration B on threads x ∈
{
i−1
n−1

, i = 1, 2, ..., n
}

,

y ∈ [0, 1], the normalized height function h = hB (again for convenience we omit B)
is defined as

h(x, y) =
1

n− 1
H
(
(n− 1)x+ 1, y

)
along every thread {

i− 1

n− 1
, i = 1, 2, ..., n,

}
× [0, 1],

then extended to the whole unit square D in the following way: for every y ∈ [0, 1],
the height function x 7→ h(x, y) viewed as a function of x is taken to be the piecewise
linear extension of h( i−1

n−1
, y).

For a toroidal bead model, we can also define a normalized multivalued height
function h on (R/Z)2 analogously to Definition 6.3.1.

From now on, when we speak of the bead model with n threads defined on the
unit square D, we mean a normalized bead model as above, with normalized height
function extended to D.

Clearly the function h’s horizontal partial derivative is equal to ±1
2

almost every-
where and its vertical partial derivative equals to 0 almost everywhere. Restricted
to the upper and lower boundaries of D, h(x, 1) and h(x, 0) are continuous in x,
piecewise linear of slope ±1

2
, while restricted to the left and right boundaries of D,

h(0, y) and h(1, y) are piecewise constant and increasing in y.

To describe the boundary condition by the normalized height function h, com-
pare this to Section 5.1.4, we should introduce two imaginary threads x = − 1

n−1
and

x = 1 + 1
n−1

where we define the boundary height function. So we sometimes con-

sider a bead model on [− 1
n−1

, 1 + 1
n−1

]× [0, 1] if necessary. The domain of definition

of the boundary height function depends on n, so we denote it by h∂n.

Definition 6.3.2. Consider a bead model with n threads defined on D. The normal-
ized height function h : D → R is said to have one of the boundary conditions below
if there exists a normalized bead model height function h′ : [− 1

n−1
, 1 + 1

n−1
]× [0, 1]→ R

such that h′|D = h and
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(a) if U is a subspace of the functions h∂n : ∂
(
[− 1

n−1
, 1 + 1

n−1
]× [0, 1]

)
→ R, then we

say h has a boundary condition lying in U if

h′|
∂
(

[− 1
n−1

,1+ 1
n−1

]×[0,1]
) ∈ U .

(b) we say h has a fixed boundary condition h∂n : ∂
(
[− 1

n−1
, 1 + 1

n−1
]× [0, 1]

)
→ R if

h′|
∂
(

[− 1
n−1

,1+ 1
n−1

]×[0,1]
) = h∂n, i.e., U has only one element.

When n→∞, the domain [− 1
n−1

, 1 + 1
n−1

]× [0, 1] tends to the unit square D, so

if we talk about an asymptotic boundary condition, it means a function h∂ defined
on ∂D, non-decreasing in y and 1

2
-Lipschitz in x.

Given an asymptotic height function h∂, for any n ∈ N∗, we want to consider a
boundary height function h∂n close to h∂. However, as we will see later in Section 6.4,
the dependence of the entropy of the bead model on the boundary condition is
delicate, so the meaning of “close to h∂” should be clarified with attention. We
postpone this problem to Section 6.4, and in this section we focus on analytic results.

For every given asymptotic boundary condition h∂, we define the space of ad-
missible functions as the closure of the normalized height function, i.e.,

Definition 6.3.3. Given the unit square D and a boundary condition h∂ defined
on ∂D, a function h is called admissible if it is horizontally 1

2
-Lipschitz, vertically

non decreasing, and when restricted on ∂D it is equal to h∂. Denote by H the space
of admissible functions.

We have the following generalization of Dini’s theorem, which will be used later:

Lemma 6.3.4. For any sequence of admissible functions (hi)i=1,2,..., if they converge
pointwise to some continuous function, then the convergence is uniform.

Proof. Denote the limiting function by h∞. For any x, as hi(x, .) is non-decreasing
and h∞(x, .) is continuous, the convergence of hi(x, .) to h∞(x, .) is uniform on
y ∈ [0, 1] by Dini’s theorem.

For all ε > 0 and for all x, there exists Ix such that for all i > Ix,

sup
y∈[0,1]

|hi(x, y)− h∞(x, y)| < ε

2
.

By the Lipschitz condition on x, for fixed x0, for every x in the interval [x0− ε
2
, x0+ ε

2
]

we have that
sup
y∈[0,1]

|hi(x, y)− h∞(x, y)| < ε

for all i > Ix0 and for all y. By compactness of [0, 1], we can choose I such that for
i > I we have

sup
y∈[0,1]

|hi(x, y)− h∞(x, y)| < ε

for all (x, y) ∈ D. �
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6.3.2 Statement of the entropy-maximizing problem

From now on we consider a specific case: the bead models on the unit square D
with fixed asymptotic boundary condition

h|∂D = h∂,

where the left and right boundary conditions are given by a constant function. More
precisely, we have h(0, y) = C0, h(1, y) = C1 for C0, C1 ∈ R, h(x, 0) and h(x, 1) are
1
2
-Lipschitz and h(x, 1) ≥ h(x, 0) for x ∈ [0, 1]. Recall that any such boundary

condition corresponds to an asymptotic shape of (skew) Young diagram, and the
bead model with this kind of boundary condition corresponds to the standard Young
tableaux (Section 5.2.2). The shape of the diagram is given by the projection of
h(x, 0) and h(x, 1) in the direction of y to the same plane:

λ = {(x, z) : 2h(x, 0) ≤ z ≤ 2h(x, 1)}. (6.24)

In the case where h(x, 0) = h(x, 1) for some x ∈]0, 1[, the diagram can be decom-
posed into two independent regions, so without loss of generality we can always
suppose that h(x, 1) > h(x, 0) for all x ∈]0, 1[.

We want to define a global entropy function Ent(.) on the space of admissible
functions. According to the definition, an admissible function is differentiable almost
everywhere so ent ◦ ∇h is well defined almost everywhere too. Naturally we can
define the entropy of a function h ∈ H as the integral of ent ◦ ∇h in D. However,
for several reasons we are not satisfied with this choice.

The first problem is that under the common uniform norm, the space H is not
equicontinuous, so an Arzelà-Ascoli-type theorem says that the space is not compact,
and in a variational principle problem compactness is needed when we hope to prove
the existence of an entropy-maximizer.

The second one is that if we take a discontinuous function as

h(x, y) =

{
h(x, 0) if y ≤ 1

2
,

h(x, 1) if y > 1
2
,

then the integral of ent ◦ ∇h is equal to 0. However, in the bead model this corre-
sponds to a phenomenon where almost all the beads are located on one horizontal
segment, which should be very rare. Even if we only consider the continuous func-
tions, we can imagine a case where the vertical differential ∂h

∂y
is 0 almost everywhere

but the height changes (such a function can be constructed via Cantor set). In nei-
ther case the definition of a normal integral seems reasonable. To fix this problem,
we could define an integral in the sense of distributions by finding a way to well
define the integral of ent at the exploding points.

Instead, the solution we use is to think of a new space where we fix the x−axis
and turn the space in the y − z plane by π

4
so that the vertically monotonicity
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converts to a 1−Lipshitz condition. This turning map is denoted by ∼, and the new
coordinate system is denoted by x̃, ỹ and z̃.

After taking the map ∼, by properly choosing the 0 of the coordinates of the
system or by thinking of a linear transformation within a constant, we have the
following relation

x̃ = x,

ỹ =
√

2
2

(y + z),

z̃ =
√

2
2

(y − z),


x = x̃,

y =
√

2
2

(ỹ − z̃),

z =
√

2
2

(ỹ + z̃).

Consider the surface of any admissible function h as the set S ⊂ R3 containing
the points (x, y, z) where for any x, y it contains such z that

lim
δ→0−

h(x, y + δ) ≤ z ≤ lim
δ→0+

h(x, y + δ).

We call the surface S under new coordinates as S̃ and let h̃ : D̃ → R be the function
that give the new surface S̃ under the turned coordinates, where D̃ is its domain of
definition which is uniquely determined the boundary condition of H. Denote by H̃
the space {h̃ : h ∈ H}. We will still call the functions in H̃ as admissible function,
but under the coordinates (x̃, ỹ).

The first advantage of this change is that the new space H̃ is compact under
the uniform metric, as we see that for fixed x = x̃, the monotonicity in y of h(x, y)
turns to 1-Lipschitz in ỹ of h̃(x̃, ỹ). More precisely we have the following relations
between (s, t) and (s̃, t̃) corresponding to the same point (x, y), (x̃, ỹ):{

s̃ = s
t+1
,

t̃ = t−1
t+1
,

{
t = 1+t̃

1−t̃ ,

s = 2s̃
1−t̃ .

Now consider in the double integral of ent◦∇h in D the change of variable (x, y)
to (x̃, ỹ). As the Jacobian is equal to

J =
∂x

∂x̃

∂y

∂ỹ
− ∂x

∂ỹ

∂y

∂x̃
=

√
2

2
(1− t̃), (6.25)

so the new entropy under the variable change is

ẽnt(s̃, t̃) =

√
2

2
ln

(
1 +

(1− t̃) cos( 2πs̃
1−t̃)

π(1 + t̃)

)
(1 + t̃).

Readers can verify that the new entropy ẽnt is also strictly concave in the interior
of its domain of definition.

We see that the entropy function ẽnt is equal to −∞ when the slope t̃ = ∂h̃
∂ỹ

is
equal to 1, the case corresponding to the discontinuity or quasi-discontinuity in H.
If we check the examples we considered as the typical cases that the integral of ent
doesn’t reflect the entropy, in the new integral they both give an integral equal to
−∞. So we take the following definition.
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Definition 6.3.5. For any admissible function h̃ ∈ H̃, its entropy is defined as

Ẽnt(h̃) =

∫∫
D̃

ẽnt

(
∂h̃

∂x̃
,
∂h̃

∂ỹ

)
dx̃dỹ,

and for any admissible function h ∈ H, its entropy is defined as

Ent(h) = Ẽnt(h̃).

We can announce the main theorem of Section 6.3 now:

Theorem 6.3.6. There exists a unique h0 ∈ H (resp. h̃0 ∈ H̃) which maximizes

Ent(.) (resp. Ẽnt(.)) among all admissible functions of H (resp. H̃).

Later, Definition and Lemma 6.3.9 will show that there exists at least one ad-
missible function whose entropy is not −∞, so this set H (resp. H̃)is not empty.

6.3.3 Proof of the existence and uniqueness of entropy-maximizer

We prove Theorem 6.3.6 in this section. For some technical reason that we will see
soon, we still hope to calculate directly Ent(h) by integrating ent ◦∇h on D in the
normal sense of Lebesgue.

Definition 6.3.7. Define the following subspace of the admissible functions:

H0 = {h ∈ H : Ent(h) =

∫∫
D

ent ◦ ∇hdxdy},

where Ent(h) = Ẽnt(h̃) (Definition 6.3.5). We define H̃0 as the image of H0 in H̃.

Check the Jacobian in Equation (6.25), we directly get that

Lemma 6.3.8. The space H̃0 is the subspace of H̃ where for every function h̃ ∈ H̃,
the Lebesgue measure of the set

{(x̃, ỹ) :
∂h̃

∂ỹ
= 1}

is equal to 0.

In particular, any function in H0 is continuous, so a pointwise convergence of
any sequence of admissible functions to a function in H0 is uniform (Lemma 6.3.4).

Obviously for any function h ∈ H̃\H̃0, Ent(h) = Ẽnt(h̃) = −∞ (while its con-
verse is false). As in Theorem 6.3.6 we are only interested in finding the maximizer
of the entropy, we can restrict ourselves to any subspace which excludes only some
functions whose entropy is −∞, so it suffices to consider Theorem 6.3.6 in H0 and
H̃0.
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Although with the new coordinates we have compactness, the proof of the semi-
continuity of [CKP01] does not apply here because the local entropy ẽnt here is no
longer bounded. Under the coordinates (x, y), it explodes (tends to −∞) when the
vertical slope tends to∞, or when the horizontal slope tends to 1

2
but the horizontal

one is not 0. These are cases that we should take into consideration because later
we will see that typically the slope explodes at some boundary points, which causes
a singularity.

The method we use is to give a way to construct for every admissible function
a good approximation. However, as the construction highly relies on the boundary
condition, and it is hard to describe the boundary condition in H̃ in a simple and
clear way, we choose to do the construction still in H. So in the remaining part of
this section, we will often switch between H̃ andH. We hope that this inconvenience
will not cause too many difficulties to the reader.

We introduce successive technical constructions which will be used in the proof
of Theorem 6.3.6.

Definition and Lemma 6.3.9. Given a rectangular domain [0, 1] × [a, b] with a
boundary condition where h(0, y) and h(1, y) are constant, h(x, a) and h(x, b) are
1
2
-Lipschitz and h(x, b) > h(x, a) for x ∈]0, 1[, then we can construct an admissible

function
ht : [0, 1]× [a, b]→ R,

whose vertical partial derivative ∂ht

∂y
only take two possible values, and ent ◦ ∇ht is

bounded on D.

Proof. Since h(x, b) > h(x, a) for all x ∈]0, 1[, there exists a (1
2
− ε)-Lipschitz

function h̄(x) for some ε > 0 such that h(x, b) ≥ h̄(x) ≥ h(x, a) for all x ∈ [0, 1].
Let A = maxx∈[0,1](h̄(x) − h(x, a)) and B = maxx∈[0,1](h(x, b) − h̄(x)), consider D′

as a subdomain of [0, 1]× [a, b] given by

D′ =

{
(x, y) ∈ [0, 1]× [a, b] :

b− a
A+B

(A+ h(x, a)− h̄(x)) ≤ y − a ≤ b− a
A+B

(A+ h(x, b)− h̄(x))

}
.

We take

ht(x, y) =


h(x, b) if y ≥ a+ b−a

A+B
(A+ h(x, b)− h̄(x)),

h(x, a) if y ≤ a+ b−a
A+B

(A+ h(x, a)− h̄(x)),

λah(x, a) + λbh(x, b) otherwise,

where λa =
a+ b−a

A+B
(A+h(x,b)−h̄(x))−y

b−a
A+B

(h(x,b)−h(x,a))
and λb = 1−λa. In short, what we do is inscribing

into the domain [0, 1]× [a, b] a domain D′ of shape corresponding to the boundary
condition of D. Outside D′ we have ∂ht

∂y
= 0 so the height function on the boundary

of D extends vertically to the boundary of D′, and inside D′ we construct the
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surface of ht by linking every pair of points with the same horizontal coordinate by
line segment.

Outside D′ we have ∂ht

∂y
= 0 so ent ◦∇ht is equal to 0. Inside D′ we always have

∂ht

∂y
(x, y) =

A+B

b− a
∂ht

∂x
(x, y) =

∂h̄

∂x
(x),

so ht satisfies the conditions in the statement. �

The construction of ht is not unique: it depends on the choice of h̄. Figure 6.6
is an illustration of an example ht where the domain of definition is taken to be the
unit square D and h|∂D corresponds to the square Young diagrams and h̄ is taken
to be constant. In this example, ht is piecewise linear.

xy

O

Figure 6.6: An example of ht.

The following corollary is direct.

Corollary 6.3.10. For all h∂ as given asymptotic boundary function on ∂D satis-
fying that h(0, y) and h(1, y) are constant, h(x, 0) and h(x, 1) are 1

2
-Lipschitz, and

h(x, 1) ≥ h(x, 0) for x ∈]0, 1[, there exists at least an admissible function whose
entropy is not −∞.

We give a series of definitions for technical reasons. Although they are long and
redundant, some of them may be used more than one time, so we decide to list them
here rather than putting them separately into the proofs. Reader may skip this part
and go back once some notion defined here appears later in an announcement or a
proof.

Definition 6.3.11.

• For any δ ∈]−∞, 1
2
[, Dδ is defined as the domain [δ, 1−δ]×[δ, 1−δ]. Attention,

when δ < 0, the new domain is bigger than the unit square, see Figure 6.7
where the dashed square is the unit square D.
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Dδ

D

δ
{ δ

{

D

D−δ

Figure 6.7: Examples of Dδ and D−δ for δ > 0.

• For any δ1, δ2 ∈]−∞, 1
2
[ and z0 ∈ R, define the operator of contraction

Pδ1,δ2,z0 : {h : Dδ1 → R} → {h : Dδ2 → R},

where for any bounded function h : Dδ1 → R, we apply on the surface given
by h the following map:

(x, y, z)→
(
δ2 − δ1

1− 2δ1

+
1− 2δ2

1− 2δ1

x,
δ2 − δ1

1− 2δ1

+
1− 2δ2

1− 2δ1

y, z0 +
1− 2δ2

1− 2δ1

z

)
.

In other words, the surface of Pδ1,δ2,z0(h) is taken to be geometrically similar
to that of h and to fit the domain Dδ2 .

• For any boundary function h∂ which is respectively constant on the left and
right boundaries of D, and for δ > 0 and any function h : Dδ → R which is re-
spectively constant on the left and right boundaries ofDδ, define Tδ(h) : D → R
as the following extension of h on D whenever possible:

– Respectively on [0, δ]× [δ, 1−δ] and on [1−δ, 1]× [δ, 1−δ], Tδ(h) is taken
to be flat and fitting the boundary conditions on ∂D and ∂Dδ.

– If for the function constructed in the last step respectively we have

h(x, 1) > Tδ(h)(x, 1− δ) for x ∈]0, 1[,

h(x, 0) < Tδ(h)(x, δ) for x ∈]0, 1[,

then extend Tδ(h) respectively on these two domains by using the function
ht in Definition and Lemma 6.3.9.

• For any admissible function h ∈ H and any δ > 0, its flat extension on
D−δ = [−δ, 1 + δ]× [−δ, 1 + δ] is the function

Fδ(h) : D−δ → R

which is the unique extension of h on D−δ whose vertical partial derivative is
equal to 0 everywhere outside D and the horizontal derivative is equal to 0 if
x 6∈ [0, 1].
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Definition and Lemma 6.3.12. Fix a family of non-negative functions Uδ ∈ C∞(R2)
parameterized by δ > 0, whose integral is equal to 1 and whose support is contained
in a disc centered at the origin and of radius δ. Define the operator

Cδ : H → {h : D−δ → R}

such that for any admissible h ∈ H, we extend h to

D−2δ = [−2δ, 1 + 2δ]× [−2δ, 1 + 2δ]

by using the flat extension defined above, and Cδ(h) is taken to be the convolution
of Uδ and the extended h on D−δ.

This new function Cδ(h) is horizontally 1
2
-Lipschitz and vertically non-decreasing.

Moreover,
(a) the integral of ent ◦ ∇Cδ(h) on D−δ is bigger than that of ent ◦ ∇h on D.
(b) if h ∈ H0, then the integral of ent ◦ ∇

(
Cδ(h)

)
on D−δ tends to Ent(h) when

δ → 0.

Remark: the letter C stands for convolution.

Proof. The function Cδ(h) is obviously horizontally 1
2
-Lipschitz and vertically

non-decreasing.

To prove (a), it suffices to note that ent is concave and outside D the local
entropy of the extended h is always 0, so for any admissible function h the value of
ent◦∇(Uδ∗h) at any point is bigger than Uδ∗ent◦∇h (define by default ent◦∇h = 0
on D−2δ\D).

If h ∈ H0, then Ent(h) is equal to the integral of ent ◦ ∇h on D. As we have
already proved (a), to prove the convergence it suffices to prove that

lim sup
δ→0

∫
D−δ

ent ◦ ∇
(
Cδ(h)

)
dxdy ≤

∫
D

ent ◦ ∇hdxdy.

Let δi be any sequence tending to 0, as ∇h ∈ L1, by property of the convolution
we have the convergence in L1 of Uδ ∗ (∇h) to ∇h. We can take a subsequence δij of
δi such that the convergence is almost everywhere, so ent◦∇Cδ(h) tends to ent◦∇h
almost everywhere for this subsequence of δ.

Since ent is a non-positive function, apply Fatou’s lemma for this subsequence
we have

lim sup
j→∞

∫
D−δi1

1D−δij
ent ◦ ∇

(
Cδij (h)

)
dxdy ≤

∫
D−δi1

ent ◦ ∇hdxdy,

while by construction the right hand side is equal to Ent(h). As the sequence of δi
can be chosen arbitrarily, so the inequality above is true for any δ → 0. �
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We remark that the convolution provides us a function of better regularity but
breaks the boundary condition. Using the convolution technique here above, in
Lemma 6.3.13 we construct an admissible function of good enough regularity.

We also remark that, restricted on the left (resp. right) boundary of D−δ, it is
constant and equal to the value of h on the left (resp. right) boundary of D, while
its restriction on the upper and lower boundaries are functions that only depend on
the boundary condition of h on the upper and lower boundaries of D.

Lemma 6.3.13. For any given boundary condition, any δ < 1
2
, and for any δ′ small

enough (depending on δ and the boundary condition), then there exists a family of
operators

Aδ,δ′ : H → H,
parameterized by δ and δ′, verifying that
(a) for all functions h ∈ H,

Ent
(
Aδ,δ′(h)

)
≥ (1− 2δ)2Ent(h) +O(δ ln δ),

where the function O(.) only depends on δ and the boundary condition.
(b) for any h ∈ H0, then for δ′ sufficiently small depending on h, we have

Ent
(
Aδ,δ′(h)

)
= (1− 2δ)2Ent(h) +O(δ ln δ).

(c) if Ent(h) > −∞, then ent ◦ ∇Aδ,δ′(h) is bounded from below on D by some
constant depending on δ, δ′ and Ent(h) (and not on the precise h).

The letter A stands for approximation.

Proof. Technically we will limit ourselves to the case that the domain

λ = {(x, z) : x ∈ [0, 1], z ∈ [2h(x, 0), 2h(x, 1)]}

is star convex, i.e. there exist points (x0, z0) such that for any α ∈]0, 1[ and x ∈ [0, 1],
we have

α(h(x, 1)− z0) < h(x0 + α(x− x0), 1)− z0,

α(h(x, 0)− z0) > h(x0 + α(x− x0), 0)− z0.

Moreover, we ask that every straight line passing (x0, z0) is not tangent to the
boundary of this domain at any point. This assures a distance of order 1 − α
between the domain and the one multiplied by α, α close to 1.

For example, the function h(x, 1) = 1
2
|x− 1

2
| and h(x, 0) = −1

2
|x− 1

2
| verify the

condition above for (x0, y0) = 1
2
. In the case that the domain does not verify such

condition, by the Lipschitz condition and compactness we can cut the domain ver-
tically into disjoint parts such that every part verifies this condition. The following
procedure still works with small modifications if we treat each part simultaneously.
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Without loss of generality throughout the remainder of this chapter we will
always suppose the star convexity with respect to (x0, z0) = (1

2
, 0). In this case, for

every δ < 1
2
, we take δ′ small enough (to be specified below) so that we can define

TδP−δ′,δ,0Cδ′(h),

where T and P are operators defined in Definition 6.3.11. In this case, we just let

Aδ,δ′ = TδP−δ′,δ,0Cδ′ .

We will prove that such defined Aδ,δ′ verifies the conclusion in the Lemma. For
h such that Ent(h) = −∞, the results (a) and (b) are automatical. So without loss
of generality we consider the h such that Ent(h) > −∞, so these h are in H0, and

Ent(h) =

∫
D

ent ◦ ∇h dxdy.

As proved in Definition and Lemma 6.3.12, for any h ∈ H,∫
D−δ′

ent ◦ ∇
(
Cδ′(h)

)
dxdy ≥ Ent(h), (6.26)

and for any h ∈ H0, when δ′ → 0,

lim
δ′→0

∫
D−δ′

ent ◦ ∇
(
Cδ′(h)

)
dxdy = Ent(h). (6.27)

The map P−δ′,δ,0 keeps gradient, so∫
Dδ

ent ◦ ∇
(
P−δ′,δ,0Cδ′(h)

)
dxdy =

(1− δ)2

(1 + δ′)2

∫
D−δ′

ent ◦ ∇
(
Cδ′(h)

)
dxdy. (6.28)

Consider the function P0,δ,0(h) : Dδ → R, and we claim that TδP0,δ,0(h) is well
defined for δ small enough, i.e., it is possible to fill in D\Dδ piecewisely by ht

constructed in Definition and Lemma 6.3.9. Moreover, we will prove that the filling
function will give a contribution of order O(δ ln δ) when δ → 0 in the integral of ent.

On [0, δ] × [δ, 1 − δ] and [1 − δ, 1] × [δ, 1 − δ], it is always possible to define the
extended function TδP0,δ,0(h), which is of 0 vertical slope so gives 0 contribution in
Ent. In the following, without loss of generality we only treat the region near the
upper boundary of D, that is [0, 1]× [1− δ, 1].

By the star convex hypothesis, there exists a (1
2
−Kδ)-Lipschitz function h̄ for

some constant K > 0 not depending on δ such that

h(x, 1) ≥ h̄(x) ≥ P0,δ,0(h)(x, 1− δ),

since P0,δ,0(h)(x, 1− δ) is already defined on [0, 1]× [δ, 1− δ]. By construction (see
Definition and Lemma 6.3.9), the local entropy ent is at most of order O(ln δ), thus
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the contribution of this region in Ent is at most of order O(δ ln δ). The function
O(.) only depends on the constant K we just mention.

Now consider P−δ′,δ,0Cδ′(h) instead of P0,δ,0(h). Clearly for δ′ small enough de-
pending only on δ and the boundary condition, all the results above are still true.

Combining this with (6.26), (6.27) and (6.28), we prove (a) and (b).

To prove (c), it suffices to note that on Dδ, Aδ,δ′(h) is constructed via convolution.
By concavity of ent,

ent ◦ ∇
(
Aδ,δ′(h)

)
(x, y) ≥ (1− δ)2

(1 + δ′)2
Uδ′ ∗ (ent ◦ ∇h(x, y)) ,

and the right hand side has a trivial lower bound depending on Ent(h) and Uδ′ .
Outside Dδ, Aδ,δ′(h) is constructed via ht in Definition and Lemma 6.3.9, whose
local entropy function ent has also a lower bound only depending on the boundary
condition and δ. Thus we prove (c). �

For any λ ∈ R+, let Hλ be the subspace of the admissible functions such that
ent ◦ ∇h(x, y) ≥ −λ for (x, y) ∈ D̊ almost everywhere. Clearly Hλ is an increasing
sequence of space of functions in λ. Definition and Lemma 6.3.9 constructs a function
ht whose entropy ent ◦ ∇ht is bounded, so Hλ is not empty for all λ bigger than
some Λ ∈ R+.

We furthermore have the following two lemmas.

Lemma 6.3.14. For δ and δ′ such that Aδ,δ′(h) verifies Lemma 6.3.13, for any
ε > 0, there exists l > 0 such that we can construct a function h′ as below:
(a) h′ agrees with Aδ,δ′(h) on D\Dδ.
(b) on Dδ it is piecewise linear on a triangle mesh of size O(l).
(c) the sup norm between h′ and Aδ,δ′(h) is less than ε, and

|Ent(Aδ,δ′(h))− Ent(h′)| < ε.

We need the triangulation to avoid the possible explosion of ent near the sin-
gularity (s, t) = (±1

2
, 0). Readers will see later that the lemma above plays the

same role as Lemma 2.2 of [CKP01] where the authors give an approximation by
triangulation, and it is interesting to compare them. In [CKP01], the main problem
the authors deal with is the lack of smoothness, and thanks to Lemma 6.3.13 this
is not the main focus in our case.

Proof. Define respectively for + and − the set of frozen points as

K± :=

{
(x, y) ∈ Dδ :

∂h

∂x
(x, y) = ±1

2

}
,

and for all η, define respectively for + and − the set

K±η :=
{

(x, y) ∈ Dδ : dist((x, y), D\K±) ≥ η
}
.
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For any δ′ small enough we have the following equality:

K±δ′ =

{
(x, y) ∈ Dδ :

∂Aδ,δ′(h)

∂x
(x, y) = ±1

2

}
.

The Lebesgue measure of K+
η ∪K−η is a decreasing function in η so it is continuous

almost everywhere. From now on we take δ′′ close enough to δ′ such that δ′′ is a
continuous point of the measure of K+

η ∪ K−η , the sup norm between Aδ,δ′′(h) and
Aδ,δ′(h) is less than ε

2
, and |Ent(Aδ,δ′(h)) − Ent(Aδ,δ′′(h))| < ε

2
(by the arguments

we used in the proof of Lemma 6.3.13 it is possible to do so).

The function Aδ,δ′′(h) belongs to some Hλ.

For any l small enough and dividing 1−2δ, consider a l-grid on Dδ, and consider
the mesh of isosceles right triangles constructed by linking the northeast and south-
west vertices of every l-square of the grid. Consider the only function h′ which is a
linear function on every triangle of the mesh and agrees with Aδ,δ′′(h) on vertices of
triangles and outside Dδ we just take h′ = Aδ,δ′′(h).

As Aδ,δ′′(h) is C∞ on Dδ, for l sufficiently small, h′ agrees with h within ε
2
, so

the first approximation in (c) is direct.

We also conclude that there exists λ′ ∈ R+ such that h′ ∈ Hλ′ (i.e. ent ◦ ∇h′
is bounded from below by −λ′ almost everywhere) and λ′ is independent of l. The
boundness on D\Dδ is trivial. Inside Dδ, consider any triangle of the l-mesh. Its
slope is equal to the integrals of the partial differentials of Aδ,δ′′(h) along the edge
which is the diagonal of the l-square then normalized by the length

√
2l. Since on

any point the partial differentials (∂Aδ,δ′′(h)/∂x, ∂Aδ,δ′′(h)/∂y) is within the set

{(s, t) : ent(s, t) ≥ −λ},

the normalized integral of the partial differentials is within the convex hull of this
set, which is easy to be shown to be included in {(s, t) : ent(s, t) ≥ −λ′} for some
finite λ′, so we get the wanted property.

We will respectively treat the case where s = ±1
2

(note that whenever this is
true we have also {t = 0}) and where s 6= ±1

2
. We show that for l small enough,

ent ◦ ∇h′ approximates well ent ◦ ∇h on most points in the interior of these sets,
and the rest points have a contribution arbitrarily small.

As the Lebesgue measure of K±η is continuous at δ′′, for the ε given, find d small
enough such that the Lebesgue measure of (K+

δ′′ ∪K−δ′′)\(K+
δ′′+d∪K−δ′′+d) is less than

ε
8λ′

.

For any l < d√
2
, the l-squares respectively intersecting K±δ′′+d gives a cover of

K±δ′′+d, and they are contained in K±δ′′ . In other words, we give an inner approxima-
tion of K±δ′′ by disjoint squares of length l. The measure of the difference set is less
than that of (K+

δ′′ ∪K−δ′′)\(K+
δ′′+d ∪K−δ′′+d), which is less than ε

8λ′
.

Note that ent ◦∇h′(x, y) = 0 on K±δ′′+d, so the local entropy of the function h′ is
equal to that of Aδ,δ′′(h) there.
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On the other hand, for any point (x0, y0) ∈ Dδ such that ∂h
∂x

(x0, y0) 6= ±1
2
, there

exists r (which depends on (x0, y0)) such that within the r-neighborhood of (x0, y0),
∇h is within a small convex neighborhood of ∇h(x0, y0) where

|ent ◦ ∇h(x, y)− ent ◦ ∇h(x0, y0)| < ε

4
.

This gives an open cover of the points that ∂h
∂x
6= ±1

2
. We may choose ρ small

enough such that the area of the union of the balls of diameters bigger than ρ is
bigger than the measure of

{(x, y) ∈ Dδ :
∂h

∂x
(x, y) 6= ±1

2
}

minus ε
8λ′

.

Now take l < min{ d√
2
, ρ}, for the piecewise linear function h′, we have

|ent ◦ ∇h(x, y)− ent ◦ ∇h(x0, y0)| < ε

4

on all points except a set of measure ε
2λ′

, thus

|Ent
(
Aδ,δ′′(h)

)
− Ent(h′)| < ε

2
,

thus we have finished the proof. �

Figure 6.8 gives an illustration of several notions used in the proof above: the
l-mesh, the frozen point set K± and the set K±δ′′ .

K+
K+

δ′′

Dδ

D

} l

Figure 6.8: The l-mesh, the frozen point set K± and the set K±δ′′ .

Lemma 6.3.15. The space Hλ is compact and semicontinuous with respect to the
sup norm of H, and there exists a unique function hλ that maximizes Ent(.) among
all functions of Hλ.

Proof. When ∂h
∂y

tends to plus infinity, the entropy ent(∂h
∂x
, ∂h
∂y

) tends to minus

infinity. So for any λ, the boundness condition implies that ∂h
∂y

is bounded from
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above by a constant depending on λ. Thus we have a Lipshitz condition on y for
Hλ, so Hλ is relative compact in H under the uniform norm.

To prove the compactness we should also prove that Hλ is closed in H. This
is because the constraint ent ◦ ∇h(x, y) ≥ −λ can be interpreted as a constraint on
the horizontal and vertical slope. By the argument of the local convexity near the
points (±1

2
, 0), a space verifying such geometric constraint is closed.

As for the semicontinuity of Ent, thanks to Lemma 6.3.14 and the boundness of
ent on Hλ, the proof is nothing different from Lemma 2.3 in [CKP01].

All these imply the existence of a maximizer: taking a sequence of height func-
tions whose entropies tend to sup{Ent(h) : h ∈ Hλ}, then there exists a converg-
ing subsequence. By semicontinuity, the entropy of the limit height function is
sup{Ent(h) : h ∈ Hλ}. �

Corollary 6.3.16. We have

sup
h∈H

Ent(h) = lim
λ→∞

sup
h∈Hλ

Ent(h).

Proof. This is a direct corollary of Lemma 6.3.13 and Lemma 6.3.15.

Proof of Theorem 6.3.6. Choose I ∈ N such that HI is not empty. For any i ≥ I,
consider the function hi as the maximizer of Ent among all functions of Hi. We
first take the turned coordinates (x̃, ỹ). By compactness of H̃, the sequence h̃i
given by Corollary 6.3.16 has a converging subsequence h̃ij under the uniform norm.

Denote the limit by h̃0, and denote its preimage by h0 ∈ H. The function h0 is
well defined except for the discontinuous points, and on these points we will take
h0(x, y) = lim sup(a,b)→(x,y) h(a, b). It is easy to verify that the convergence of hij to
h0 is pointwise except on the discontinuous points.

To simplify the notation, here rather than a subsequence of h̃i, we suppose that
the sequence h̃i converges. This simplification does not lose generality: we prove
below that the limit of the subsequence is the unique function that maximizes Ent(.),
so by the uniqueness of the limit of the subsequence, the sequence itself converges
to the same limit.

We now prove that h̃0 ∈ H̃0. Otherwise, the set ∆ defined by

∆ = {(x̃, ỹ) ∈ D̃ :
∂h̃0

∂ỹ
= 1}

has a positive measure µ > 0.

For all ε, there exists an open set U ⊂ R2 such that ∆ ⊂ U and the R2-Lebesgue
measure of U is less than µ(1 + ε). Denote the R2-Lebesgue measure by | . |. The
set U is the union of at most countable open discs, and we choose finite discs such
that the 2−Lebesgue measure of their union is bigger than µ, and we can cut their
union into finite disjoint convex parts.
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Let ∆1, ∆2,...,∆M respectively be their closures. The sum of |∆k| for k = 1, 2, ...,M
is less than µ(1+ε) and bigger than µ, and the sum of |∆k∩∆| is bigger than µ(1−ε).
Thus, there exists a subset K of {1, 2, ..M} such that for every k ∈ K, |∆k∩∆|

|∆k| ≥ 1−3ε

and
∑

k∈K |∆k| ≥ 1
3
µ.

For any h̃ ∈ H̃ and k ∈ K, define the average vertical slope on ∆k as

av∆k
y (h̃) :=

1

|∆k|

∫∫
∆k

∂h̃

∂ỹ
dx̃dỹ.

As ∂h̃
∂ỹ
≥ −1, for all k ∈ K, we have

av∆k
y (h̃0) ≥ |∆k ∩∆|

|∆k|
−
(

1− |∆k ∩∆|
|∆k|

)
= 1− 6ε.

As the convergence of h̃i to h̃0 is uniform, there exists J such that for all i ≥ J ,
h̃i is within a εmink∈K{diam∆k}-neighborhood of h̃0, then av∆k

y (h̃i) ≥ 1− 8ε for all
k ∈ K and i ≥ J .

By concavity of Ẽnt, negativity of ẽnt, we get

Ẽnt(h̃i) ≤
∑
k∈K

∫∫
∆k

ẽnt

(
∂h̃i
∂x̃

,
∂h̃i
∂ỹ

)
dx̃dỹ ≤

∑
k∈K

∫∫
∆k

ẽnt(av∆k
x , av∆k

y )dx̃dỹ,(6.29)

where the average horizontal height change av∆k
x is defined as analogue of av∆k

y .

When ε→ 0, the average vertical slopes on all ∆k uniformly tend to 1 so ẽnt(av∆k
x , av∆k

y )
uniformly tend to −∞. As the sum of the 2−Lebesgue measure of ∆k is bigger than
1
3
µ, we prove that Ẽnt(h̃i) tend to −∞. However, by definition it should be finite

and increasing, thus we get a contradiction and prove that h̃0 ∈ H̃0, so h0 ∈ H0.

By Lemma 6.3.13 for all hi and h0, for all ε > 0, there exist δ and δ′ such that
the function O(δ ln δ) depending only on the boundary condition is less than ε, and

Ent
(
Aδ,δ′(hi)

)
≥ (1− 2δ)2Ent(hi)− ε, i = I, I + 1, ...

Ent
(
Aδ,δ′(h0)

)
∈ [(1− 2δ)2Ent(h0)− ε, (1− 2δ)2Ent(h0) + ε].

(6.30)

By construction, for all i,

Ent
(
Aδ,δ′(hi)

)
≥ (1− 2δ)2Ent(hI)− ε,

and by Lemma 6.3.13 (c) there exists Λ(δ, δ′) ∈ R such that for all i = I, I + 1, ...,
Aδ,δ′(hi) ∈ HΛ(δ,δ′).

The convergence of hi to h0 when i→∞ implies the convergence of Aδ,δ′(hi) to
Aδ,δ′(h0). By semicontinuity of Ent for functions of HΛ(δ,δ′), we have

Ent
(
Aδ,δ′(h0)

)
≥ lim sup

i→∞
Ent

(
Aδ,δ′(hi)

)
.

Compare this inequality to (6.30), we prove that Ent(h0) ≥ lim supi→∞Ent(hi),
and by Lemma 6.3.16, h0 maximizes Ent(.) among functions of H. It is the unique
maximizer because of the strict concavity of ent in the interior of its domain of
definition. �
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6.4 The variational principle

Our next step is to establish a variational principle to prove a large deviation result
for the bead model that reveals a limit shape of the model when the size tends to
infinity. In [CKP01], the authors prove that the number of dimer configurations of
height functions around an admissible function is proportional to exponential of its
entropy times n2, by which they prove that in the limit the height functions converge
to the entropy maximizing one in probability. As the bead model is a limit of the
dimer model, we expect a similar behavior here.

Since a lot of notations will appear in this section and probably the readers may
be confused, we decide to give here, in the very beginning of this section, a general
convention on the use of notation.

• The number of beads or the number of horizontal lozenges is denoted by N(n),
where n emphasizes its dependence on the number of threads n.

• For any upper index u and lower index l,

– Hu
l will denote the space of configurations.

– Xu
l is a uniformly chosen random configuration of Hu

l .

• If the lower index l is n, we mean the bead model with n threads, and if l
is mn, n, that means we are considering a discrete approximation of the bead
model by lozenge tilings.

• The letter h is used for the normalized bead height function. H with a lower
index n means the un-normalized bead height function, and with a lower index
mn, n means a height function of lozenge tiling.

• We use h∂n to denote a fixed boundary condition of the normalized bead height
function, while that of the lozenge tiling is given by the domain Rmn,n.

The main result of this section is the following theorem. Consider a fixed nor-
malized boundary condition as in Section 6.3.2, i.e., a normalized boundary function
h∂ defined on ∂D where D is the unit square, and we furthermore ask that h∂(0, y),
h∂(1, y) viewed as functions of y are constant functions, while h∂(x, 0) < h∂(x, 1) as
functions of x are 1

2
-Lipschitz.

Fix the asymptotic boundary function h∂. For any n ∈ N∗, consider the following
boundary height function h∂n of a bead model with n threads and normalized into
D:

h∂n :

(
[− 1

n− 1
, 1 +

1

n− 1
]× [0, 1]

)
→ R.

We furthermore ask that the function h∂n is constant if restricted to x = − 1
n−1

or

x = 1 + 1
n−1

and that for any x ∈ [0, 1],

max
{
|h∂n(x, 0)− |h∂(x, 0)|, |h∂n(x, 1)− |h∂(x, 1)|

}
<

1

n− 1
.
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Theorem 6.4.1. For any admissible function h : D → R that agrees with h∂ on ∂D
and Ent(h) > −∞, define Vδ(h) as the δ-neighborhood of h under the supremum
norm. For any n ∈ N∗, consider the normalized bead model on D with n threads
and fixed boundary condition h∂n. Let HVδ(h)

n be the space of configurations whose

normalized height function is in Vδ(h) and let X
Vδ(h)
n be a random configuration

uniformly chosen in this space, then we have

lim
δ→0

lim
n→∞

S(X
Vδ(h)
n )

n2
= Ent(h), (6.31)

where we recall that S(X) is the adjusted combinatorial entropy of the random vari-
able X.

Note that, in order to differ with U (the letter we use to a set of boundary
condition), here we use V to denote the neighborhood of an admissible function h
which is a subspace of the height functions of the bead configurations.

Here we give an outline of the proof of this theorem, which will later be formalized
and proved via a series of lemmas and propositions. Recall that with the help of
Lemma 6.1.5, we are able to approach the entropy S of a bead model via that of
dimer model, which is well studied in [CKP01].

The main idea of the proof is to use triangulations. Although most results in this
thesis are given for the bead model on the unit square, it is not hard to generalize
the definition to triangles, discs or other simply connected regions. As we are going
to prove the variational principle by using triangulation, it is particularly interesting
to consider the isosceles right triangles. Proposition 6.4.13 proves that the entropy
on the isosceles right triangles shares all the needed property of that on the squares.

We first study a bead model on the unit square D with almost planar boundary
condition. Unlike in [CKP01], in the bead model, close boundary condition (under
the uniform norm on ∂D) does not imply close entropy: if a boundary condition of
the vertical sides has an arbitrarily small jump, then the entropy is equal to −∞.
Thus, in any neighborhood of a nearly planar boundary condition we can always
find two boundary conditions that give entropies arbitrarily far apart.

To solve this problem, we give a more precise definition that clarify what is an
“almost planar” boundary condition (Definitions 6.4.3 and 6.4.4). We prove that the
normalized (and adjusted) entropy of a bead model with almost planar boundary
condition converges (Lemma 6.4.5).

Then we prove a series of technical lemmas (Lemma 6.4.6, 6.4.7, 6.4.8) which
the readers can find their origins in [CKP01] and [CEP96]. They serve to prove
Lemma 6.4.9, which concludes that among all nearby boundary conditions, the
almost planar ones have the biggest entropy. Theorem 6.4.10 proves that it is equal
to ent(., .), and the entropy of the bead model whose boundary condition is the
union of nearby functions in a neighborhood of an almost planar function has the
same limit when the radius of the neighborhood tends to 0.

Lemma 6.3.14 and Lemma 6.4.14 give two triangulations of a surface of bead
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configurations respectively for a lower bound and an upper bound of entropy. This
proves Theorem 6.4.1, a variational principle of the bead model.

As a corollary of the variational principle, in the end of this section, we prove a
limiting behavior for the bead model with fixed boundary condition: when n→∞,
the random surface of the bead configuration converges in probability to the function
h0 that maximizes Ent(h).

In the beginning we give a lemma which is somehow independent of the others.
It proves that the combinatorial entropy S is bounded from above by a constant.
This is reminiscent of the fact that the local entropy function ent is also bounded
from above. This lemma will be used when we prove the upper bound of the entropy
in Theorem 6.4.1.

Lemma 6.4.2. We have a global constant C such that uniformly for any asymptotic
fixed or periodic boundary condition of bead model, when n→∞, we have

lim sup
n→∞

S(X)

n2
≤ C.

Proof. We use the discretization based on Proposition 6.1.5 to prove this lemma.
For any fixed or toroidal boundary condition of N(n) beads, consider its discrete
version of lozenge tiling of a rectangle-like region Rmn,n, so we should study

lim sup
n→∞

lim
m→∞

1

n2

(
lnZmn,n − lnmN(n)

)
.

We consider the tiling of Rmn,n column by column from left to right. Suppose
that the number of horizontal lozenges on the ith column is Ni. Given the positions
of the ith column, for the i + 1th column, the number of possible positions of the
columns are the product of the length of the intervals between the neighboring

horizontal lozenges on the ith thread, thus at most
(
mn
Ni

)Ni+1

. Thus we have

Zmn,n ≤
n∏
i=1

(
mn

Ni

)Ni+1

.

We derive that

1

n2

(
lnZmn,n − lnmN(n)

)
≤ 1

n2

( n∑
i=1

Ni(lnn− lnNi+1)
)

(6.32)

If mini=1,...,nNi = 0, then the model can be decomposed into independent models
(one can be trivial, i.e. no bead at all). Without loss of generality we suppose that
mini=1,...,nNi ≥ 1.

For any ε > 0, we consider the following partition of {1, 2, ..., n}:
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• set I≤εn := {i : Ni ≤ εn},

• set I>εn := {i : Ni > εn}.

By construction, the numbers of beads on neighboring threads differ at most by
1, so for i ∈ I≤εn, we have

ln

(
Ni

Ni+1

)
≤ ln 2,

so
Ni(lnn− lnNi+1) ≤ Ni(lnn− lnNi) + ln 2.

By the same reason, for i ∈ I>εn, we have

Ni(lnn−lnNi+1) ≤ Ni

(
lnn− lnNi + ln

(
1 + εn

εn

))
≤ Ni

(
lnn− lnNi +

(
1

εn

))
.

Thus, the right hand side of Inequality (6.32) is less than

1

n2

 n∑
i=1

Ni

(
lnn− lnNi) +

∑
i∈I≤εn

ln 2Ni +
∑
i∈I>εn

(
1

εn

)
Ni


≤ 1

n2

(
n∑
i=1

Ni

(
lnn− lnNi)

)
+ ε ln 2 +

1

ε
O

(
1

n

)
,

where we use the fact that N(n) = O(n2). Let n → ∞, and by the fact that ε is
arbitrarily small, the right hand side of Inequality (6.32) is less than

1

n2

(∑
i

Ni(lnn− lnNi)
)

+ o(1),

which takes maximum if Ni are almost all equal, thus less than

1

n2

(
n
N(n)

n

(
lnn− ln

N(n)

n

))
+ o(1) = −N(n)

n2
ln
N(n)

n2
+ o(1). (6.33)

Let C be any constant bigger than maxx>0(−x lnx) = 1
e

and we have finished the
proof. �

Readers may compare this lemma to the expression of ent, and the term−N(n)
n2 ln N(n)

n2

of Equation (6.33) corresponds to the term −t ln t in ent(s, t).

As we have already seen, the dependence of the entropy of a random bead con-
figuration on the boundary condition is more delicate than that of the dimer model.
So rather than roughly speaking that one boundary condition is close to a plane, we
need to have a more precise definition.
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Definition 6.4.3. Given a tilt (s, t) ∈] − 1
2
, 1

2
[×]0,+∞[, for any n ∈ N∗, a fixed

boundary condition h∂,0n of a bead model with n threads is called almost planar if
there exists a plane of tilt (s, t) and h∂,0n is chosen to give the best approximation of
that plane.

We remark that being chosen to give the best approximation of a plane implies
that on the left and right boundaries of [− 1

n−1
, 1+ 1

n−1
]×[0, 1], the distances between

neighboring jumps of h∂,0n are all equal.

We will equally need its discrete version:

Definition 6.4.4. Given a tilt (s, t) ∈]− 1
2
, 1

2
[×]0,+∞[, for any n ∈ N∗ and m ∈ N∗

large, an almost planar region R0
mn,n is a tall region tileable by lozenges correspond-

ing to h∂,0n constructed as in Section 5.1.6.

According to the construction of R0
mn,n, the distance between the neighboring

cracks on the left and right boundaries of R0
mn,n are all equal except for an error

smaller than 1. We also remark that an equivalent way to describe this region is
that there exists a parallelogram in R3 corresponding to the tilt, and the boundary
height function of R0

mn,n is chosen to fit best to that parallelogram.

By construction, the almost planar bead boundary condition (Definition 6.4.3) is
the continuous limit of its discrete version (Definition 6.4.4). It is also clear that for
any tilt (s, t), it is always possible to find at least one boundary function h∂n verifying
Definition 6.4.3 and to find at least one region R0

mn,n verifying Definition 6.4.4.

Lemma 6.4.5. For any tilt (s, t) ∈]− 1
2
, 1

2
[×]0,∞[,

(a) let Ht
n(s, t) be the space of bead configurations on the torus with n threads and

the height change of H is equal to (bnsc, bntc), and let X t
n(s, t) be a randomly chosen

element of Ht
n(s, t), then

lim inf
n→∞

S
(
X t
n(s, t)

)
n2

> −∞.

(b) let H0
n(s, t) be the space of almost planar bead configurations on D with n threads

best fitting a plane of tilt (s, t), and let X0
n(s, t) be a randomly chosen element of

H0
n(s, t), then

lim inf
n→∞

S
(
X0
n(s, t)

)
n2

> −∞.

Proof. The existence of the lim infn→∞ is a result of subadditivity. �

We give a series of technical lemmas following [CEP96, CKP01].

Lemma 6.4.6. For any two bead models having the same number of threads but
with different boundary conditions, consider the un-normalized height function H.
If the two boundary conditions differ by at most ∆, then on every common vertex,
the expected value of these two unnormalized height functions differ by at most ∆+2
under the supremum norm.
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Proof. This is a corollary of Proposition 20 of [CEP96]’s analog in the case of
lozenge tilings.

Define the distance between two vertices as the length of the shortest path be-
tween them, and define the distance between two sets as the sup inf of the distances
between vertices from two sets. Proposition 20 of [CEP96]’s analog in lozenge tiling
says that, for any two lozenge-tileable domains, if their boundaries differ by ∆1, and
if for any pair of points on the first and the second domain with a distance smaller
∆1 their heights differ at most by ∆2, then the average height function of these two
domains differ at most by ∆1 + ∆2 + 1.

For the bead model, suppose that the number of thread is n, and for any
m ∈ N∗ big enough, consider the discrete version where we consider two regions
Ri
mn,n, i = 1, 2, both with n columns, tileable by lozenges and corresponding to the

boundary conditions given in this lemma. The distance between their left-most (or
right-most) boundaries is 1, and for the upper and lower boundaries, the difference
of the boundary height functions at a point on the boundaries of the bead model is
equal to the vertical distance of the boundaries of the corresponding lozenge tiling
model. Thus we can apply Proposition 20 of [CEP96] and take the limit m → ∞.
�

Lemma 6.4.7. For a bead model with n threads, if the average height function is
vertically A-Liptshitz, then there exists a constant C > 0 and C ′ > 0 depending on
A such that for any simply connected region contained in D with given boundary
condition of the bead model and two points (x1, y1) and (x2, y2) in the this region,
the probability that h(x1, y1) − h(x2, y2) differs from its expected height change by

more than α
√
|x1−x2|+|y1−y2|

n−1
is less than Ce−C

′α2
.

Proof. This is the bead-model-version of Theorem 21 and Proposition 22 of
[CEP96]. To prove this, consider the path(

(n− 1)x1, (n− 1)y1

)
→
(
(n− 1)x2, (n− 1)y1

)
→
(
(n− 1)x2, (n− 1)y2

)
in the domain [0, n− 1]× [0, n− 1], and consider the height function (n− 1)h(x, y)
(attention, this is not the un-normalized height function H).

Let N1 = b(n− 1)|x1− x2|c be the number of threads between these two points.
For the first step (the horizontal step), consider the same martingale as in Theorem
21 of [CEP96], and using Azuma’s inequality [AS16], the probability that the dif-
ference between the exact height change and expected height change is bigger than
1
2
α
√
N1 is less than C1e

−C2α2
for some constant C1, C2 > 0.

Now consider the vertical step. To do this, we turn the space by π
4

again so that
the new space is vertically Lipshitz (see Section 6.3.2) under the turned coordinates
(x̃, ỹ, z̃) and the surface is z̃ = H̃(x̃, ỹ). Since the space is Lipschitz, we can apply
Azuma’s inequality again. Take a discretization in ỹ and for any two points on the
same thread and with vertical coordinates ỹ1, ỹ2, the number of steps is equal to
b(n− 1)|ỹ1 − ỹ2|c, and we get a result for ỹ similar to that for x. For any surface



106 CHAPTER 6. VARIATIONAL PRINCIPLE OF THE BEAD MODEL

(n − 1)h, turning (x̃, ỹ, z̃) back into the original space (x, y, z) will lead to another
difference, but it is bounded by a constant depending on A times the difference of the
real and expected height change of (n− 1)h. Thus, there exist constants C3, C4 > 0
such that (n− 1)h(x, y) changes by more than 1

2
α
√
N2 is less than C3e

−C4α2
, where

N2 = b(n− 1)|y1 − y2|c.
In conclusion, the probability that h and its expected value differs by more than

α
√
|x1−x2|+|y1−y2|

n−1
is at most Ce−C

′a2 for well chosen C and C ′. �

For any tilt (s, t) ∈] − 1
2
, 1

2
[×]0,+∞[, any δ > 0 and n ∈ N∗, define Uδ,n(s, t) as

the space of fixed boundary condition of the normalized bead model with n threads,
where the boundary functions h∂n are in the δ-neighborhood of a plane of tilt (s, t).

Lemma 6.4.8. Under the setting above, for n sufficiently large, for any fixed bound-
ary condition h∂n ∈ Uδ,n(s, t), the average normalized height function of the bead
model is given within δ + o(1) by that plane, o(1) tending to 0 when n→∞.

Proof. This is a direct corollary of Proposition 3.4 of [CKP01]. �

Lemma 6.4.9. Under the same setting of Lemma 6.4.8, for any ε > 0, if we let X
h∂n
n

be any random bead model whose fixed boundary condition is given by h∂n ∈ Uδ,n(s, t),
then for δ sufficiently small and n sufficiently large, we have

S(X
h∂n
n )

n2
≤ S

(
X0
n(s, t)

)
n2

+ ε,

where recall that X0
n(s, t) is the random bead configuration with an almost planar

fixed boundary condition.

This lemma corresponds to Proposition 3.6 of [CKP01], where the authors prove
that the entropies of the dimer models of nearby boundary conditions are close. As
we have already explained, this is no longer true for the bead model, and the lemma
above tells that among all the boundary conditions near a planar, the one that is
almost planar has the biggest entropy, with an error tending to 0 when n→∞. In
short, we have an approximating inequality rather than an approximating equality.

We remark that in the proof below there is a technical assumption. We don’t
succeed to find a rigorous proof of this point but we have reason to believe that it
is true.

Proof. To prove this lemma, we will look at the discrete version of the bead model.
There we use the same idea of [CKP01], where the authors compare the entropy of
two different boundary conditions by applying a coupling-like method between the
surfaces. In our case this is more complicated since even a tiny region may have big
negative contribution in the entropy, so some more detailed construction is needed.

Given a tilt (s, t) ∈] − 1
2
, 1

2
[×]0,+∞[, we define h∂,0 : ∂D → R as the linear

function fitting a plane of tilt (s, t). For any n ∈ N∗, we denote by h∂,0n an almost
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planar boundary condition fitting best h∂,0, and for any m ∈ N∗ large, consider an
almost planar region R0

mn,n as in Section 5.1.6.

Now given any other boundary condition h∂n ∈ Uδ,n(s, t), consider another region
Rmn,n that corresponds to h∂n as in Section 5.1.6.

As rising the whole boundary by the same amount doesn’t change the entropy,
without loss of generality we can suppose that h∂n ≥ h∂,0n . We superpose R0

mn,n and
Rmn,n in such a way that their left and right sides are on the same lines (except for
the positions of cracks corresponding to the jumps of h∂,0n and h∂n), and the upper
and lower boundaries differ by at most O(δn).

Define respectively Hmn,n and H0
mn,n as the space of tilings of Rmn,n and of

R0
mn,n, and a random tiling uniformly chosen respectively from Hmn,n and H0

mn,n is
denoted by Xmn,n and X0

mn,n. We want to compare the adjusted entropies of Xmn,n

and X0
mn,n. To do this, we use a surface coupling method as in [CKP01] but more

delicate (in some sense).

For a given tilt (s, t), we fix some ρ > 0 such that the ρ-neighborhood of (s, t)
lies within ]− 1

2
, 1

2
[×]0,∞[. Define h0,+ : D → R as the supremum of the admissible

function fitting h∂,0 on ∂D and of tilt within the ρ-neighborhood of (s, t) almost
everywhere. Such h0,+ is a piecewise linear surface on D. For any n, we let h0,+

n

be a bead height function that fits best to h0,+ and let H0,+
mn,n be a height function

of tiling of R0
mn,n which approximates h0,+ best when normalized horizontally by n

and vertically by mn.

For any r ∈]0, 1
2
[, for every Hmn,n, whenever possible, define γr(Hmn,n) to be the

maximal curve made up by the points of the intersection of Hmn,n and H0,+
mn,n and

enclosing Dr = [r, 1− r]× [r, 1− r]. Here the “curve” means a path along the edges
of lozenges, and “maximal” means having the biggest enclosed area.

We decompose the set of tilings of Rmn,n by γr(Hmn,n). In case that γr(Hmn,n)
doesn’t exist, we just note γr(Hmn,n) = ∅. According to Lemma 6.1.3, we have the
following decomposition for γ ∈ {γr(Hmn,n) : Hmn,n ∈ Hmn,n} ∪ {∅}:

S(Xmn,n)− lnmN(n) =
∑
γ

pγ
(
− ln pγ + S(Xmn,n|γr(Hmn,n)=γ)− lnmN(n)

)
,(6.34)

where N(n) is the number of horizontal tiles in a tiling of Rmn,n and pγ is the
probability that γr(Hmn,n) = γ. We will compare this to S(X0

mn,n) − lnmN0(n),
where N0(n) is the number of horizontal tiles in a tiling of R0

mn,n.

We first treat the term γ = ∅ and fix r = 2δ
ρ

as a function of δ. The probability

that γ = ∅ is less than the probability that there is some point on ∂Dr such that on
the corresponding point in the discrete version we have Hmn,n > H0,+

mn,n.

By Lemmas 6.4.6 and 6.4.7, on any such point this probability is exponentially
small in n. Moreover, there are only O(n) points that need to be checked: on
the upper and lower sides there are only O(n) point, and on the other two sides
it suffices to check O(n) with fixed distance between neighboring ones. The unit
distance should be small enough depending on ρ so that if two neighboring points
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verify the condition then on the whole interval the same condition is automatically
verified. Thus, the total probability tends to 0 when δ → 0 and n → ∞, and the
term −pγ ln pγ tends to 0 too.

By Lemma 6.4.2 the remaining part is bounded from above by a global constant
times the area, so in conclusion, we can choose δ small enough so that this term is
less than ε

4
for any n large enough.

We now restrict ourselves to the case where γ 6= ∅. For any γ, denote respectively
the number of horizontal lozenges on the curve by Nγ, the number of lozenges not
enclosed by γ by Nγ

out and the number of lozenges enclosed by γ by Nγ
in. Conditioned

to γ, the tiling of the regions inside and outside γ are independent, so we can write
every term (corresponding to γ) in the sum on the right hand side of (6.34) as a
sum of:
(a) pγ times the adjusted entropy of a tiling of the region enclosed by γ,
(b) that of a tiling of the region not enclosed by γ,
(c) pγ(− ln pγ − lnmNγ).

We take the following technical assumption: we assume that for δ small enough,
when n → ∞ and m → ∞ (depending on n), the term (c) summed over all γ and
normalized by n2 will be finally smaller than ε

4
. In fact, the sum over all γ of (c)

can be viewed as an expectation, and we consider a typical boundary. If on the left
piece there are Nl horizontal lozenges, and we suppose that the winding contributes
not too much so the left piece behaves as a lazy random walk with fixed number of
moves, starting position and ending position. The way to take this piece is around(
nm
Nl
2

)2

, so typically the probability is of order

(
mn

Nγ

)−1

, and

1

n2
E
[∑

γ

pγ(− ln pγ − lnmNγ)
]

should be of order lnn
n

. By this argument, our assumption seems to be reasonable,
but we wish to find a way to make this argument rigorous.

For terms (a) and (b), we consider the following subspaces of the tiling of R0
mn,n:

for every given γ, define

H0,+
mn,n(γ) = {H0

mn,n ∈ H0
mn,n : H0

mn,n|γ = H0,+
mn,n|γ}. (6.35)

Denote by X0,+
mn,n(γ) a random tiling uniformly chosen in this space. We prove that

the normalized and adjusted entropy

1

n2

(
S(X0,+

mn,n(γ))− lnm(N0(n)−Nγ)
)

is at least not much smaller than

1

n2

(
S(Xmn,n|γr(Hmn,n)=γ − lnm(N(n)−Nγ)

)
.

In fact, both of them can be written as a sum of the adjusted and normalized
entropy on the region enclosed by γ and that on the region not enclosed by γ.
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Obviously their contributions of the region enclosed by γ in the entropy are equal.
On the region not enclosed by γ, by Lemma 6.4.2 we have

1

n2

(
S(Xout

mn,n|γr(Hmn,n)=γ)− lnmNγ
out

)
is less than a global constant C times the area of region, which tends to 0 when
δ → 0 (so r → 0). Here Xout

mn,n|γr(Hmn,n)=γ is the conditioned random tiling outside
the region enclosed by γ and of boundary condition ∂Rmn,n.

Meanwhile, if let Xout,0,+
mn,n |γr(Hmn,n)=γ be the conditioned random tiling outside

the region enclosed by γ and of boundary condition ∂R0
mn,n, then for

1

n2

(
S(Xout,0,+

mn,n |γr(Hmn,n)=γ)− lnmNγ,0
out

)
,

where Nγ,0
out = N0(N) − Nγ − Nγ

in is the number of horizontal lozenges outside γ,
its boundary condition restricted on ∂R0

mn,n and γ fits best to a piecewise linear
function h0,+. We can decomposed the region into a union of disjoint squares, and
by Lemma 6.4.5, the adjusted normalized ventropy normalized entropy is bounded
from below by some constant (depending on (s, t) and ρ) times the area of this region
when n→∞ and m→∞ depending on n. Since when δ → 0, the normalized area
of the region between curve γ and ∂R0

mn also tends to 0, as conclusion, for δ small
enough, for n big enough and for m big enough, we have

1

n2

(
S(Xout,0,+

mn,n |γr(Hmn,n)=γ)− lnmNγ,0
out

)
> −ε

4
.

Finally, since the space H0+
mn,n|γr(Hmn,n)=γ is a subspace of H0

mn,n, the normalized
adjusted entropy of X0+

mn,n|γr(Hmn,n)=γ for every γ is less than that of X0
mn,n. Together

with the technical assumption on (c), in conclusion we have: for δ small enough, n
large enough, we have∑
γ

pγ
(
− ln pγ + S(Xmn,n|γr(Hmn,n)=γ)− lnmN(n)

)
<

1

n2

(
S(X0

mn,n)− lnmN0(n)
)

+ ε.

�

Lemma 6.4.9 proves that among the fixed boundary conditions that are close to
a plane, the almost planar one has almost the biggest entropy. As a corollary, we
have the following theorem. Recall that for bead models with n threads, X t

n(s, t)
is the random bead configuration of toroidal boundary condition given by tilt (s, t),
and X0

n(s, t) is that of almost planar fixed boundary condition.

Theorem 6.4.10. For any tilt (s, t) ∈]− 1
2
, 1

2
[×]0,+∞[, we have

lim
n→∞

S
(
X t
n(s, t)

)
n2

= lim
n→∞

S
(
X0
n(s, t)

)
n2

= ent(s, t).

Moreover, for any δ > 0, n ∈ N∗, if we consider the union of bead models with fixed
boundary conditions taken in Uδ,n(s, t), then the combinatorial entropy of a random
bead configuration in this set normalized by n2 is also equal to ent(s, t) + o(1) when
n→∞ and δ → 0.
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If we take any two fixed boundary function of Uδ,n(s, t), they do not necessarily
have the same number of beads. So to define the adjusted combinatorial entropy
for the union of boundary conditions in Uδ,n(s, t), we need Definition 6.1.4, which a
priori furthermore asks fixing the probability that a random bead configuration has
some given number of beads. However, in the proof below, we show that the choice
of the probability doesn’t affect the limit of the normalized adjusted entropy.

Proof. By Lemmas 6.4.2 and 6.4.5, for any tilt (s, t),
S
(
Xt
n(s,t)

)
n2 is bounded, so there

exists a subsequence nk of n, and along this subsequence, for every nk we can choose
an almost planar boundary conditions whose normalized entropies as sequence in nk
converge.

Lemma 6.4.9 proves that among all nearby boundary conditions the almost pla-
nar one has the almost biggest normalized entropy. In particular, this implies that
for any given tilt (s, t) and any n ∈ N∗ big enough, two almost planar boundary
conditions have close entropy. Thus, the convergence along nk in the last paragraph
doesn’t depend on the choice of the precise almost planar boundary condition.

Moreover, this convergence is not just for a subsequence of nk but a convergence
in n. In fact, in the following we prove that along nk, the normalized adjusted
entropies converge to ent(s, t). As this is also true for any subsequence of n, we
conclude that the normalized adjusted entropy converge as n→∞. Thus, without
loss of generality, in the following we only consider a sequence in n.

Now for every n ∈ N∗ fix the sequence N(n) ∝ n2 and consider the bead mod-
els with n threads, N(n) beads and with boundary conditions be any function in
Uδ,n(s, t). We claim that the normalized entropy of this sequence of models converges

to the same limit of S(X0
n(s,t))
n2 when δ → 0 and n → ∞. This claim corresponds to

the second part of this theorem.

We first suppose that upper, lower and right boundaries are fixed and the left
boundary boundary is free within δ neighborhood of the almost planar one. The
number of beads on the left boundary is fixed (by the given upper and lower bound-
aries) and we denote it by K. For all m, consider the discrete version where we tile
Rmn,n by lozenges. There are

(
mn
K

)
different possibilities, and by Stirling’s formula

ln
(
mn
K

)
−K lnm

n2

=
1

n2

[
ln
( √

2πmn√
2π(mn−K)2πK

(mn)mn

(mn−K)mn−KKK

)
+ o(1)−K lnm

]
=

1

n2

[
ln

√
mn

2π(mn−K)K
−K ln

K

n
+ (mn−K) ln

mn

mn−K + o(1)
]

=
1

n2

[
ln

√
mn

2π(mn−K)K
−K ln

K

n
+
mn−K
mn

K + o(1)
]

= O(
1

n
),

where o(1) is for m big enough. Thus, the entropy of the bead model of free left
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boundary will be at most O( 1
n
) bigger than that of the fixed almost planar one. It

is not hard to show that for any of other three boundaries there is a similar result.
Thus, if the number of N(n) is fixed, then our claim is true.

Now we allow N(n) to vary but under the constraint that the boundary functions
are within Uδ,n(s, t). For any n and δ, denote by N = N (s, t, δ, n) be the set of
possible N(n), then |N | is of order O(2δn2). According to Definition 6.1.4, if for
any Ni ∈ N , the probability that N(n) = Ni is given and equal to pNi , then the
entropy of the bead configurations with boundary conditions taken in Uδ,n(s, t) is
equal to

−
∑
Ni∈N

pNi ln pNi +
∑
Ni∈N

pNiSNi , (6.36)

where SNi is the entropy of the model whose number of beads is equal to Ni. Since

we have proved that
SNi
n2 is at most S(X0

n(s,t))
n2 +o(1), and

−∑
Ni∈N

pNi ln pNi
n2 is at most of

order lnn
n2 , we have proved our claim that the normalized entropies of the bead con-

figurations with Uδ,n(s, t)-boundary condition converge to the same limit of S(X0
n(s,t))
n2

when n→∞ and δ → 0.

It remains to prove the first part of this theorem.

First, by construction, we can find an almost planar boundary condition whose
opposite sides matches. So we have

lim
n→∞

S
(
X t
n(s, t)

)
n2

≥ lim
n→∞

S
(
X0
n(s, t)

)
n2

.

On the other hand, given a toroidal boundary condition (so the number of beads
is fixed), consider the fixed boundary conditions of Uδ,n(s, t) that yield the same
number of beads. Since the bead configuration with periodic boundary condition
not included in Uδ,n(s, t) has a negligible contribution, by our claim proved above,
we have

lim
n→∞

S
(
X t
n(s, t)

)
n2

≤ lim
n→∞

S
(
X0
n(s, t)

)
n2

.

Finally, as for any δ > 0, Uδ,n(s, t) also includes the almost planar boundary
conditions of tilts near (s, t), by applying a similar argument as above we conclude

that for (s′, t′) close to (s, t),
S
(
Xt
n(s′,t′)

)
n2 is also close to

S
(
X0
n(s,t)

)
n2 . Thus,

S
(
Xt
n(s,t)

)
n2 is

continuous in the tilt. This allows us to use the Legendre transform in Section 6.2.2,
so we have proved this theorem. �

Definition 6.4.11. For any ε > 0 and for any (s, t) ∈]− 1
2
, 1

2
[×]0, 1[, define

ρε(s, t) = sup
ρ>0
{ρ : (||(s′, t′)− (s, t)|| < ρ)⇒ (|ent(s, t)− ent(s′, t′)| < ε)} .

The following lemma is a direct corollary of Lemma 6.4.9 and Theorem 6.4.10.
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Lemma 6.4.12. Consider the unit square D. For any ε > 0, and for any tilt

(s, t) ∈]− 1

2
,
1

2
[×]0,+∞[,

consider the bead model on D with n treads and with the fixed boundary condition
fitting to a plane of tilt (s, t) within ρε(s, t). Then for n sufficiently large, the entropy
S of the bead configurations normalized by n2 is at most the entropy of a bead model
with an almost planar periodic boundary condition h∂,0n plus ε+o(1) where o(1) tends
to 0 when n→∞.

Proposition 6.4.13. Lemma 6.4.9 and Theorem 6.4.10 hold if the region is an
isosceles right triangle instead of a square.

Proof. The proof is exactly the same as that of Corollary 4.2 of [CKP01]. An
isosceles right triangle can be approached from interior by a union of squares, and
combining two triangles gives a square. These operations naturally yield a lower
bound and an upper bound of the entropy of a bead model on a isosceles right
triangle, which is both equal to ent(s, t) + o(1) when n→ 0.

The following Lemma is another version of Lemma 6.3.14 which we will see is
related to an upper bound of the entropy S.

Lemma 6.4.14. For any admissible function h such that Ent(h) > −∞ and for
any ε1, ε2 > 0, for l > 0 sufficiently small, then the piecewise linear function h′ on
the l-right-triangle mesh verifies the following two properties.
(a) For all but a fraction of ε1 of the triangles in the mesh, for every triangle, denote
the tilt of h′ on that triangle by (s, t), then the function h is within ρε2(s, t)l of h′.
(b) Ent(h′) < Ent(h) + ε2.

Proof. The proof of part (a) is the same as in Lemma 2.2 of [CKP01]. We now
prove (b). Define the space of possible tilts as

V0 = [−1

2
,
1

2
]× [0,+∞[,

and for any A > 0, d > 0, define the following subset of V0:

V A,d
0 = {(s, t) : |s− 1

2
| < d, or |s+

1

2
| < d, or t > A}.

Since Ent(h) > −∞ and ent(., 0) = 0, we can take A sufficiently large and d
sufficiently small so that the points{

(x, y) :

(
∂h

∂x
,
∂h

∂hy

)
(x, y) 6∈ V A,d

0

}
gives a contribution of absolute value less than ε2

4
in Ent(h).

Let V1, V2, ..., Vn be a open cover of V0\V A,d
0 such that within each set Vi the

function ent(s, t) changes at most by ε2
4

. For any i ∈ {1, 2, ..., n} and for any
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ηi ∈]0, 1[, consider the set S̄(Vi, ηi) which is composed of possible tilts (s̄, t̄) that
there exists a probability density function (in the sense of distribution) on V0 such
that the average slope is equal to (s̄, t̄), and a proportion bigger than ηi is in Vi.
This gives a family of convex subsets of V0 indexed by ηi. When ηi → 1, the set
S̄(Vi, ηi) tends to Vi + {0} × R+, where the sum of two sets is defined as the set of
the sums of any pair of elements.

By the property of ent, for ηi close enough to 1 we have that for any average tilt
(s̄, t̄) ∈ S̄(Vi, ηi),

ent(s̄, t̄) ≤ sup
(s,t)∈Vi

ent(s, t) +
ε2

8
,

and
(1− ηi) inf

(s,t)6∈V A,d0

ent(s, t) ≥ −ε2

4
.

Now we can apply an argument of metric density from [Rud87] similar to the
way [CKP01] uses it. For any ε′ > 0, ηi > 0, if li is sufficiently small, then for any

δ ≤ li, on all but an 1 − ε′ fraction of the points (x, y) such that
(
∂h
∂x
, ∂h
∂y

)
∈ Vi, at

least a ηi fraction of the ball centered at (x, y) and of radius δ lies in Vi.

If there is some triangle where h verifies (a) for some ε′, the tilt of the piecewise
linear function h′ differs from the average tilt on that triangle by at most 2ε′. Take
ε′ less than ε1

2
such that for all i and for all (s, t) in the 2ε′ neighborhood of S̄(Vi, ηi)

we have

ent(s, t) ≤ sup
(s,t)∈Vi

ent(s, t) +
ε2

4
. (6.37)

Also, for ε′ small enough, the integral of ent ◦ ∇h is bigger than − ε2
4

on any subset
of D whose measure is less than 2ε′.

For all l ≤ mini{li} and less than the l in (a) where we replace ε1 by some ε′

less than ε1 and verifying the conditions above, on at least a 1 − ε′ fraction of the
triangles, (a) is verified.

Now compare Ent(h) to Ent(h′) where h′ is the piecewise linear function on the
l-mesh. There is at least a 1 − 2ε′ fraction of triangles such that for each triangle,
there exists i such that in this triangle a proportion of at least ηi of points (x, y)
verifies that ent ◦ ∇h(x, y) is contained in Vi, thus the average slope of h is in
S̄(Vi, ηi). Meanwhile, as the tilt of h′ lies within 2ε′-neighborhood of the average
slope of h, according to (6.37) we have that on this triangle

ent ◦ ∇h′ ≤ sup
(s,t)∈Vi

ent(s, t) +
ε2

4
≤ inf

(s,t)∈Vi
ent(s, t) +

ε2

2
.

In conclusion, we compare Ent(h) and Ent(h′) respectively for the following two
cases:

• On the 2ε′ fraction of triangles and on the points in the 1 − 2ε′ fraction of
triangles where ent ◦ ∇h(x, y) ∈ V A,d

0 :
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– the integral of ent ◦ ∇h is bigger than − ε2
2

by construction.

– the integral of ent ◦ ∇h is less than 0 by negativity.

• On the 1− 2ε′ fraction of triangles and where ent ◦ ∇h(x, y) 6∈ V A,d
0 , for each

triangle, there exists i such that a proportion bigger than ηi of points is in Vi.
The contribution of the other (1− ηi) proportion of points in Ent(h) is most
− ε2

4
times the area. On other points,

ent ◦ ∇h′ < ent ◦ ∇h+
ε

4
,

so the contribution of these points in Ent(h′)− Ent(h) is at most ε
2
.

Thus we have proved the lemma. �

Now we can prove our main theorems of this section.

Proof of Theorem 6.4.1. We will separately prove that Ent(h) is asymptotically
the upper bound and lower bound of the normalized entropy on the left hand side
of (6.31).

We begin by the part of lower bound. For any ε > 0, by Lemma 6.3.13, we can
find some h̃ such that ||h̃−h||L∞ < δ

4
, |Ent(h̃)−Ent(h)| < ε

4
, and there exists some

K such that ent ◦ ∇h̃ > −K on D (in other words h̃ ∈ HK). By Lemma 6.3.14,
for any l small enough, we can construct a l-isosceles-right-triangle mesh and find a
function h′ such that on every triangle of the mesh h′ is linear and ||h′ − h̃||L∞ < δ

4

and |Ent(h′)− Ent(h̃)| < ε
4
.

By Theorem 6.4.10 and Proposition 6.4.13, on any triangular of the mesh, when
n → ∞, the entropy normalized by n2 of the bead model with fixed almost planar
boundary condition fitting the boundary of triangle converges to the contribution
of this triangle in Ent(h′), and the configurations whose maximal height difference
from h′ is bigger than δ

4
is exponentially small in n. The fixed boundary conditions

of the triangles together with the control on the maximal height difference gives a
lower bound of S(X

Vδ(h)
n ), so as conclusion we prove that for any δ and for n small

enough,

S(X
Vδ(h)
n )

n2
≥ Ent(h)− ε.

Now we prove the upper bound. For any ε > 0, since h has no atom and
Ent(h) > −∞, there exists ε1 such that for any subset of D of Lebesgue measure
less than ε1, the integral of ent◦∇h on that set is bigger than − ε

4
. By Lemma 6.4.14,

for l > 0 small enough, the piecewise linear function h′ on the l-right-triangle mesh
satisfies that
(a) for at least a fraction of 1 − ε1 of triangles in the mesh, on every triangle, the
function h is within ρ

ε
2 (s, t)l of h′ where (s, t) is the tilt of that triangle.

(b) Ent(h′) < Ent(h) + ε
4
.
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Lemma 6.4.2 says that the at most ε1 fraction of triangles, the entropy S is
at most C times the area of the triangles, and Theorem 6.4.10 says that on every
triangle, if the tilt h′ is (s, t) there, then the normalized entropy of all the con-
figurations whose height on the boundary of the triangle is within ρ

ε
2 (s, t)l is less

than ent(s, t) + ε
2

+ o(1) times the area of the triangle, o(1) converging to 0 when n
tends to infinity. Summing this gives an upper bound of entropy, which is less than
Ent(h) + ε+ o(1). This finishes the proof. �

The above large-deviation theorem naturally yields the following theorem about
the convergence of a random bead configuration.

Theorem 6.4.15. Given an asymptotic boundary condition function h∂ defined on
∂D which is constant if restricted to x = 1 or x = 0, for any n ∈ N∗, consider
the bead model on D with n threads and with fixed boundary condition that approxi-
mates best h∂. Then the normalized height function h converges (under the uniform
norm) in probability when n→∞ to an admissible function h0, which is the unique
maximizer of Ent(.).

Proof. Theorem 6.4.1 proves that for any admissible function h : D → R such that

Ent(h) > −∞, for any δ > 0, when n → ∞,
S
(
X
Vδ(h)
n

)
n2 converges to Ent(h) when

n→∞. We should also take the functions that Ent(h) = −∞ into consideration.

If h ∈ H0, it is easy to see that Lemma 6.3.14 and the upper bound part of
Theorem 6.4.10 still apply. Thus, for any h ∈ H0 such that Ent(h) = −∞, we have

lim
δ→0

lim
n→∞

S
(
X
Vδ(h)
n

)
n2

= −∞.

If h 6∈ H0, we consider the turned space H̃ under the uniform norm. By definition,
if h 6∈ H0, then there exists a subset of (x̃, ỹ) with Lebesgue measure µ > 0 where
∂h̃
∂ỹ

= 1. By the same argument of metric density used in Lemma 6.4.14, for all ε > 0

small enough, there exists a subset of D̃ as a union of disjoint squares such that on
every square the average vertical slope is bigger than 1− ε and the measure of this
subset is bigger than µ − ε. It is not hard to see that if we take ε > 0 arbitrarily
small, then for δ̃ small enough, the entropy within the δ̃-neighborhood in H̃ of h̃ can
be arbitrarily small.

An open set of admissible functions in the original height function space H
is also an open set in the turned space H̃, and the turned space H̃ is compact
under the uniform norm. Thus, from any open cover of the admissible functions
we can choose a finite cover. By the definition of entropy, if we consider all the
bead configurations with the same fixed boundary condition, then for any δ > 0,
any admissible function h such that Ent(h) > −∞ and for n large enough, the
probability that a random bead configuration is in Vδ(h), which by definition is
equal to the proportion of the volume of this set with respect to the volume of the
whole set of possible configurations, is proportional to eEnt(h)n2

. When n→∞, the
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probability that h is within the neighborhood of h0 dominates the other possibilities,
and we have proved the theorem. �

6.5 Solutions of the entropy maximizing problem

In this section, we will characterize h0, the solution of the variational principle. The
variational principle naturally yields a Euler-Lagrange equation of the limit shape
h0: since ent is smooth, to maximize the integral of ent over a region with given
boundary condition, the height function should satisfies the equation:

div∇ent ◦ ∇h = 0,

which implies

π2(1 + tan2(πhx))hyhxx +
hyy
hy

+ 2πhxy tan(πhx) = 0. (6.38)

However, in general it is hard to solve Equation (6.38) directly, and we hope
to have a systematical way to find the solutions. A possible option is applying
directly the results of [KO07] to the bead model, where the authors prove that
finding the solution h of the Euler-Lagrange equation can be done via finding and
solving a system of algebraic equations. To do so, we prove in Theorem 6.5.1 that
the maximizer of the bead model is a properly normalized limit of those of the dimer
models.

This theorem can be summarized by a commutative diagram (6.39) here below.
For any given asymptotic fixed boundary condition h∂ defined on ∂D and constant
if restricted to x = 0 or x = 1, for any n, we consider the bead model with n threads
and an almost planar boundary condition h∂n. Moreover, for any m big enough we
consider Rmn,n as the domain constructed in Section 5.1.6. We have:

Lozenge tiling of Rmn,n, −−−→
m→∞

Bead configuration with n threads,yn→∞ �

yn→∞
Limit shape of a uniformly −−−→

m→∞
Limit shape of the bead model.

chosen tiling of Rmn,n,

(6.39)

This result seems quite natural as the bead model is a continuous scaling limit of
the dimer model. However, it is not trivial since there is no theory yet that ensures
the commutativity of the limit in m (from dimer models to bead models) and that
in n (from finite cases to asymptotic limit).

For every Rmn,n, rather than considering m → ∞ while keeps n as when we
defined the bead model, here we consider the limit n→∞ while keeping the asymp-
totic shape of the region. Let Rm be the region Rmn,n normalized by n. Define

σ := sup{|y1 − y2| : (x1, y1), (x2, y2) ∈ Rm} −m.
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In other words, the height of the region Rm is equal to m+σ. Thus, if we vertically
normalize Rm by m + σ, then the new region, denoted by Dm, fits inside the unit
square D.

The boundary condition of Dm also naturally yields a boundary condition of D
by vertically extending the boundary height function of Dm, i.e. for x ∈ [0, 1],

h(x, 1) = h(x, sup{y : (x, y) ∈ Dm}),
h(x, 0) = h(x, inf{y : (x, y) ∈ Dm}),

while h(0, y) and h(1, y) are constant.

The (dimer) admissible function on Rm, defined as the closure of the height
function H of lozenge tilings normalized to Dm as above (see Figure 5.3), forms
the space of functions on Rm which are horizontally 1

2
-Lipschitz, vertically non-

decreasing and 1-Lipschitz. If naturally extended from Dm to the whole of D, they
forms such following subspace of functions H0: define

H̄m =

{
h ∈ H0 :

∂h

∂y

∣∣∣
D\Dm

= 0, h is (m+ σ)-Lipschitz

}
.

It is easy to see that (H̄m)m form an increasing subsequence exhausting H0 when
m→∞.

Recall that ent� as the local entropy function of the dimer model on the hexagon
lattice. Considering Proposition 6.2.5, we define entm as the normalized and ad-
justed local entropy function of the dimer model, i.e.,

entm(s, t) = (m+ σ) ent�(s, t/(m+ σ))− ln(m+ σ)t, (6.40)

and for any h ∈ H̄m define

Entm(h) =

∫
D

entm ◦ ∇h dxdy.

Recall that Proposition 6.2.5 says that the right side of Equation (6.40) converges
to ent(s, t) for any (s, t) and the convergence is uniform on any compact of slopes
that doesn’t contain exploding points. We also remark that the concavity of ent
simply implies the concavity of entm.

By [CKP01], for any m ∈ N∗, there exists a unique height function h̄m ∈ H̄m

that maximizes Entm. The following theorem is the main result of this section.

Theorem 6.5.1. The normalized height functions h̄m converge to h0 on D when
m→∞.

Proof. Similar to Theorem 6.3.6, if we consider the turned space H̃, by compact-

ness there is a converging subsequence of (˜̄hm)m, saying (˜̄hml)l. Denote the limit
function’s preimage in H by h̄0 (it may depends on the choice of the subsequence
but we will prove that this is not the case).
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We prove that it is the same function as h0, and we do this by showing that
Ent(h̄0) is equal to Ent(h0). The proof is divided into the following three parts.
We first prove that

Ent(h0) ≤ lim inf
l→∞

Entml(h̄ml), (6.41)

then we show that h̄0 ∈ H0, so we can apply Lemma 6.3.13, and finally we prove
that

Ent(h̄0) ≥ lim sup
m→∞

Entml(h̄ml), (6.42)

thus Ent(h̄0) ≥ Ent(h0). By uniqueness of Theorem 6.3.6 we prove that h̄0 = h0.

Finally, as we can apply this argument to any subsequence of (˜̄hm)m and prove
that any subsequence has a converging subsubsequence whose limit is h0, so the

convergence of subsequence is in fact a convergence of the sequence (˜̄hm)m itself.

Thus, without loss of generality, here below we suppose (˜̄hm)m converges so as to
simplify the notation.

Begin by proving Inequality (6.41), and without loss of generality we still take the
setting of star-convexity used in Lemma 6.3.13. For any ε > 0, by Lemma 6.3.13 and
Lemma 6.3.14 there exist δ, δ′ > 0, functions Aδ,δ′(h) and h′, such that the function
h′ agrees with Aδ,δ′(h) on D\Dδ, is piecewise linear on a l-triangle mesh of Dδ, and

Ent(h′) ≥ Ent(h0)− ε

2
.

The local entropy ent ◦∇h′ is bounded, so by the same reason mentioned in the
proof of Lemma 6.3.15, there exists some M ∈ Z+ such that the vertical partial
derivative is less than M . Still by construction, on the band [0, 1] × [1 − δ, 1] and
that [0, 1] × [0, δ], we have some frozen-like regions of shapes corresponding to the
height function near the boundaries, so there exists M ′ ∈ Z+ such that outside DM ′

the vertical slope of h′ is 0.

Thus, for all m ≥ max{M,M ′} we have h′ ∈ H̄m. Especially,

Entm(h̄m) ≥ Entm(h′).

As h′ is piecewise linear on Dδ and the number of pieces is finite, and on D\Dδ it
is taken to be the naive function in Definition and Lemma 6.3.9, ∇h′ only takes the
values of t = 0 together with a finite number of possible values. By Lemma 6.2.5,

lim
m→∞

Entm(h′) = Ent(h′)

so for m sufficiently large we have

Entm(h′) ≥ Ent(h′)− ε

2
.
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In conclusion, we have that for m sufficiently large,

Entm(h̄m) ≥ Ent(h0)− ε,

which proves Inequality (6.41).

Now we prove that ˜̄h0 ∈ H̃0. As in Theorem 6.3.6, if the set that ∂˜̄h0
∂ỹ

= 1 is
positive, then for any ε > 0, there exist a finite number of disjoint convex compacts
Kj, j = 1, 2, ..., J of a positive measure independent of ε and M ∈ Z∗ such that on

each compact the average vertical height change av∆k
y (˜̄hm) is greater than 1− 8ε if

m ≥ M . By an argument similar to that used in Theorem 6.3.6, it can be proved
that

lim sup
m→∞

Ẽntm(˜̄hm) = −∞.

However, this contradicts to Inequality (6.41) which says that

Ẽntm(˜̄hm) = Entm(h̄m)

has a lower bound, so we have proved that h̄ ∈ H0.

Now we are allowed to use Lemma 6.3.13 to approximate h̄0 by a function of
better regularity. For all ε > 0, we can choose δ, δ′ small enough so that

Ent
(
Aδ,δ′(h̄0)

)
= (1− 2δ)2Ent(h̄0) +O(δ ln δ),

so for any ε > 0 we may choose δ and δ′ so that the absolute value of the term
O(δ ln δ) is less than ε.

Furthermore, by construction of the operator Aδ,δ′ , for the same δ and δ′ as
above, we have that for any admissible function h:
(a) if h ∈ H̄m, then the integral of local entropy function entm of Aδ,δ′(h)|Dδ is bigger
than that of h|Dδ (by concavity of entm).
(b) Aδ,δ′(h)|D\Dδ is the same function for any h, with two possible vertical derivative,
and when the vertical derivative is non-zero, the horizontal one is bounded away from
±1

2
by some constant of order δ. Thus, the integral of entm ◦ (∇Aδ,δ′(h)) on D\Dδ

converges in m uniformly for all h to a term of absolute value less than ε.

In conclusion, for any ε > 0, there exists δ, δ′ > 0 and M ∈ N∗ such that for any
m ≥M we have

Entm
(
Aδ,δ′(h̄m)

)
≥ (1− 2δ)2Entm(h̄m)− ε.

The boundness of Entm(h̄m) and concavity of entm implies the uniform bound-
ness of entm ◦ ∇Aδ,δ′(h̄m) on D.
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We also claim that ∇Aδ,δ′(h̄m) converges uniformly to ∇Aδ,δ′(h̄0) on D. In fact,
by construction, they are all identical on D\Dδ so have the same gradient there,
and on Dδ we have that for any m,

∇Aδ,δ′(h̄m) = −∇Uδ′ ∗ P0,δ,0h̄m.

According to Lemma 6.3.4, P0,δ,0h̄m converge uniformly to P0,δ,0h̄0, so the con-
vergence of ∇Aδ,δ′(h̄m) to ∇Aδ,δ′(h̄0) is uniform.

Define
(
Kl(Aδ,δ′(h̄0))

)
l=1,2,...

as the following increasing sequence of subsets of D:

Kl(Aδ,δ′(h̄0)) =

{
(x, y) ∈ D :

∂Aδ,δ′(h̄0)

∂x
(x, y) ∈ [−1

2
+

1

l
,
1

2
− 1

l
]× [0, A]

}
,

and the limit of this sequence is

K∞(Aδ,δ′(h̄0)) =

{
(x, y) ∈ D :

∂Aδ,δ′(h̄0)

∂x
(x, y) ∈]− 1

2
,
1

2
[×[0, A]

}
.

By the uniform convergence of ∇Aδ,δ′(h̄m) to ∇Aδ,δ′(h̄0), for all l, there exists M
such that for all m > M , on Kl(Aδ,δ′(h̄0)) we have

∂Aδ,δ′(h̄m)

∂x
∈ [−1

2
+

1

2l
,
1

2
− 1

2l
],

By Lemma 6.2.5 argument (a), the convergence of entm(s, t) to ent(s, t) is uni-
form for any (s, t) ∈ [−1

2
+ 1

2l
, 1

2
− 1

2l
] × [0, A], i.e., for any ε > 0, there exists M ′

such that for all m′ > M ′ and all (s, t) ∈ [−1
2

+ 1
2l
, 1

2
− 1

2l
]× [0, A], we have

|entm(s, t)− ent(s, t)| < ε

2
. (6.43)

The uniform convergence also implies that the space

{entm(., .),m ≥M} ∪ {ent(., .)}

viewed as a subspace of continuous functions on the compact set

(s, t) ∈ [−1

2
+

1

2l
,
1

2
− 1

2l
]× [0, A]

is compact. Especially, by Arzela-Ascoli, they are equicontinuous: for the same ε,
there exists ε′ > 0 such that for any (s, t) and (s′, t′) in [−1

2
+ 1

2l
, 1

2
− 1

2l
]× [0, A] and

for any m > M ,

||(s, t)− (s′, t′)|| < ε′ ⇒ |entm(s, t) + entm(s′, t′)| < ε

2
.

Again by the uniform convergence of∇Aδ,δ′(h̄m) to∇Aδ,δ′(h̄0), there exists M ′′ >
M such that for all m′′ ≥M ′′,

sup
(x,y)∈Kl

||∇Aδ,δ′(h̄m′′)−∇Aδ,δ′(h̄0)|| < ε′.
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Thus for all m′ > M ′, m′′ > M ′′, (x, y) ∈ Kl, we have

|entm′ ◦ ∇Aδ,δ′(h̄m′′)(x, y)− ent ◦ ∇Aδ,δ′(h̄0)(x, y)|
≤ |entm′ ◦ ∇Aδ,δ′(h̄m′′)(x, y)− entm′ ◦ ∇Aδ,δ′(h̄0)(x, y)|

+|entm′ ◦ ∇Aδ,δ′(h̄0)(x, y)− ent ◦ ∇Aδ,δ′(h̄0)(x, y)|
≤ ε.

Thus, on Kl, we have the following uniform convergence on m′ and m′′:

lim
m′→∞,m′′→∞

entm′ ◦ ∇Aδ,δ′(h̄m′′)(x, y) = ent ◦ ∇Aδ,δ′(h̄0)(x, y),

so

lim
m→∞

EntKlm (Aδ,δ′(h̄m)) = EntKl(Aδ,δ′(h̄0)). (6.44)

When l tends to infinity, by bounded convergence, the right hand side of (6.44)
tends to EntK∞(Aδ,δ′(h̄0)) which is equal to Ent(Aδ,δ′(h̄0)). For the left hand
side, the difference between EntKlm (Aδ,δ′(h̄m)) and EntK∞m (Aδ,δ′(h̄m)) also converges
to 0 by bounded convergence, and the difference between EntK∞m (Aδ,δ′(h̄m)) and
Entm(Aδ,δ′(h̄m)) is equal to∫∫

D\K∞
entm(Aδ,δ′(h̄m))dxdy,

and by Lemma 6.2.5 (b), for l sufficiently large, then for m large enough, the term
above will be uniformly bounded from above by ε.

In conclusion, for m large enough, we have

Ent
(
Aδ,δ′(h̄0)

)
≥ Entm

(
Aδ,δ′(h̄m)

)
− 2ε,

and let ε→ 0 we get
Ent(h̄0) ≥ lim sup

m→∞
Entm(h̄m),

which is Inequality (6.42). �

Inspired by the results of [KO07], in the following part of this section, we are
furthermore interested in the case where the asymptotic upper and lower boundary
functions of the bead model are piecewise linear where every piece is of slope ±1

2

and that the length of every piece is rational.

Consider the discrete version of this bead model, i.e. tiling a regions Rmn,n by
lozenges for m,n ∈ N∗ large enough. Consider a subsequence of n such that 1

n
divides

the length of every piece of the boundary. The advantage of taking this subsequence
is that it verifies the the assumptions of [KO07]. Meanwhile, by Theorem 6.4.15,
the limit shape along such subsequence of n is the same for the sequence in n itself.
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Thus, without loss of generality, we can apply the results of [KO07] to our case
about the limit shape when n→∞ for fixed m.

By [KO07], for every Rmn,n, we can complete the boundary by adding some imag-
inary vertical edge so that the region can be viewed as a polygon whose boundary is
made up of the edges clockwise (or anticlockwise) repeated in the directions of the
edges of the honeycomb lattice. If the number of edges is 3d, [KO07] proves that
when n→∞, the limiting height function (h̄m if normalize this to D) exists and is
determined by

∇h =
1

π
(Argw,−Argz),

in the liquid region, where w and z are found by solving a system of algebraic
equations

P (z, w) = 0,

Q0(z, w) = xzPz + ywPw,

P (z, w) as the characteristic polynomial and Q being a polynomial of degree at
most d. We remark that coefficients of Q0 effectively depend on m. Also, there is an
algebraic arctic curve (the frozen boundary) of degree at most 2d− 2 that separates
the liquid and frozen region, see Section 2.4.1 for a summary.

Theorem 6.5.1 says that the normalized limit height functions h̄m converge to h0

(the limit height function of the bead model) when m→∞, so the frozen boundary
converges too. Denote the frozen boundaries of h̄m by γm and that of h0 by γ0. The
algebraic curves of degree less than some integer d is a finite dimensional object,
so the convergence of these algebraic curves is equivalent to the convergence of
their coefficients, which means that γ0 is still an algebraic curve whose degree is at
most 2d− 2. Moreover, γm is tangent to every side of the polygon (perhaps on the
extended line). As m→∞, these tangent relations is interpreted to be the tangent
relations between γ0 and ∂D. It is easy to see that the only possibility is given by
the following proposition.

Proposition 6.5.2. Suppose that the upper boundary of D can be divided into the
following 2ku intervals

[0, 1] =
⋃

i=1,...,ku

(
[aiu, b

i
u] ∪ [biu, a

i+1
u ]
)
,

(by convention we take a1
u = 0, aku+1

u = 1), and on every interval of [aiu, b
i
u] (resp.

[biu, a
i+1
u ]) the upper boundary height function h(., 1) is of slope 1

2
(resp. −1

2
). Simi-

larly, suppose that the lower bound of D can be divided into the intervals

[0, 1] =
⋃

j=1,...,kl

(
[ajl , b

j
l ] ∪ [bjl , a

j+1
l ]
)
,

and on every interval of [ajl , b
j
l ] (resp. [bjl , a

j+1
l ]) the upper boundary height function

h(., 0) is of slope −1
2

(resp. 1
2
). Then the frozen boundary h0 is an algebraic curve
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of degree 2(ku + kl)− 2 and genus 0 such that it is tangent to ∂D at the points( ⋃
i=1,...,ku

{(biu, 1)}
)
∪
( ⋃
j=1,...,kl

{(bjl , 0)}
)
,

tangent to the lines x = aiu, i = 2, ..., ku and the lines x = ajl , i = 2, ..., kl in the
interior of D with cusp singularities, and tangent to the left and right boundaries of
D.

We give an explicit example here below. Consider a boundary condition we
considered in Chapter 1:

f(x, y) =

{
1
4
− 1

2
|x− 1

2
| if y ≤ 0,

−1
4

+ 1
2
|x− 1

2
| if y > 0.

Here d = 2, so the frozen boundary is of degree at most 2d − 2 = 2. By
symmetry and we have at once that the frozen boundary is a circle, the only degree
2 algebraic curve that verifies Proposition 6.5.2. Moreover, this boundary condition
corresponds to an hexagonal domain in the dimer model, a particular case studied
in [CLP98] where the author gives explicit solutions. If we let the length of two
vertical edges tend to infinity, readers can easily verify that the following function
h(x, y) = 1

2π
H(2x− 1, 2y − 1), where

H(x, y) =


arctan y√

1−x2−y2
− x arctan xy√

1−x2−y2
if x2 + y2 ≤ 1

π
2
(1− |x|) if x2 + y2 > 1, y > 1

2
π
2
(|x| − 1) if x2 + y2 > 1, y < 1

2

is a particular solution of the Euler-Lagrange equation (6.38).

1-0.3

-0.2

-0.1

1

0

0.1

0.2

0.3

0.50.5
00

Figure 6.9: The function h0 for this boundary condition.

We remark that this shape corresponds to a square Young diagram. We will use
this result to recover the limit shape of a random square Young tableau calculated
in [PR07].
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6.6 Limit shape of standard Young tableaux

6.6.1 Limit shape of standard (skew) Young tableaux

In this section we study the limiting behavior of a random standard Young tableau
with a given asymptotic shape (which can be skew). We use the map from uniform
bead configurations and the convergence result of a random bead configuration.

More precisely, we fix an arbitrarily chosen (skew) shape of Young diagram λ,
given by two 1

2
-Lipschitz function

h(., 0), h(., 1) : [0, 1]→ R

such that h(x, 1)− h(x, 0) > 0 on ]0, 1[, and λ is given by

λ = {(x, z) : 2h(x, 0) ≤ z ≤ 2h(x, 1)}.
Without loss of generality we can suppose that h(0, 0) = h(0, 1) = 0. Readers can
compare this to (6.24), page 86.

For any n ∈ N∗, define λn as the normalized (skew) diagram that approximates

λ to an order of O( 1
n
), and the diagram is made of boxes of edge length

√
2
n

and
written under the Russian convention. We use the x− z coordinates.

Recall that Tλn is the set of standard tableaux of diagram λn. We can view a
random tableau T ∈ Tλn as a random piecewise constant function on λn.

Consider Ω as a probability space, and consider Bn = Bn(ω) be a random bead
configuration for the bead model corresponding to λn. By the map Y constructed
in Section 5.2.2 from bead configurations to the standard Young tableaux, we define
the following random surface

τn : R2 × Ω → [0, 1],

(x, z;ω) 7→ 1(x,z)∈λn
Y(Bn(ω))(x, z)

|λn|
,

where we extend the function to the whole R2 plane and outside λn we take 0 by
default. We have the following theorem.

Theorem 6.6.1. For a sequence of (skew) Young diagram λn with an asymptotic
shape λ, when n → ∞, the random surfaces τn converge on any compact subset of
the interior of λ in probability and under uniform metric to a surface S supported
on λ. The surface S is explicitly determined by the unique function h0 ∈ H that
maximizes Ent(.) with a boundary condition corresponding to λ. If we define for
any x ∈ [0, 1]

z−(x) = inf{z : (x, z) ∈ λ},
z+(x) = sup{z : (x, z) ∈ λ},

and for any value e ∈ [h(x, 0), h(x, 1)], define

h−1
0,x(e) = inf{y ∈ [0, 1] : h0(x, y) ≥ e},
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then the surface is given by

S(x, z) =

{
h−1

0,x

(
h0(x,0)(z+(x)−z)+h0(x,1)(z−z−(x))

z+(x)−z−(x)

)
if (x, z) ∈ λ,

0 otherwise.

Proof. Consider the corresponding sequence of bead models, which by construction
has an asymptotic boundary condition h∂ determined by λ. By Theorem 6.4.15, the
normalized height function h converges in probability to h0 under the uniform metric.

For any such compact K in the interior of λ, there exists N(K) ∈ N∗ such that
for any n > N(K) we have K ⊂ λn. To prove that τn converges to S on K, we
define another random function ηn. Recall that yi,j = yi,j(ω) is the random vertical
coordinate of the jth bead on the ith thread (page 63). For any bead configuration
Bn with n threads, n > N(K), consider

ηn : K → [0, 1],

(x, z;ω) 7→ ybxnc,b(z−z−(x))nc(ω),

i.e., for all n we associate the box containing the point (x, z) to a value equal to the
y-coordinate of the bead corresponding to that box.

When n → ∞, the random function ηn converges in probability to S(x, z) on
K. In fact, restricted to every x, ηn(x, ., ω) viewed as a stepwise constant function
of z is roughly the inverse (which can be well defined by using inf and sup) of the
normalized height function h as a stepwise constant function of y. Meanwhile, still
restricted to x, the surface S viewed as a function of z is merely the inverse function
of h0 as a function of y, while the degenerating case (where the inversion fails) only
happens in the frozen region of h0, and by construction this doesn’t matter. Thus
the fact that a random surface h converges to h0 implies that ηn converges to S.

Now consider the difference between τn and ηn. For any bead configuration,
conditioning to any ordering of yi,j, the difference of τn and ηn on a box i, j is just
equal to the difference of yi,j and its rank normalized by |λn|. So

sup
(x,z)∈K

|τn − ηn|(x, z) ≤ sup
k=1,2,...,|λn|

∣∣∣∣yik,jk − k

|λn|

∣∣∣∣ ,
where the right hand side converges to 0 in probability since the array (yik,jk)k=1,2,...,|λn|
is of the same law than a random ordered |λn|-dimensional array under the uniform
measure on [0, 1]. �

We remark that the random surface ηn in the proof can be viewed as the limit of
a normalized plane partition, which also gives the bead model. So the convergence
of ηn when n→∞ is nothing different from the convergence of bead configurations
in Theorem 6.4.15.

We call Theorem 6.6.1 the “surface version” convergence of a random (skew)
Young tableau. It will be interesting to recover for a general skew case the results
of [PR07] and [Ś06], which we call as the “contour curve version” convergence.
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For any (skew) Young diagram λn, any standard tableau T ∈ Tλn , and for any
α ∈]0, 1[, define Yα,n(T ) as the set composed of the boxes whose entries are less than
α|λn|, i.e. a sub (skew) diagram of λn given by

Yα,n(T ) :=

{(
i

n
,
j

n

)
: T (i, j) ≤ α|λn|

}
. (6.45)

If we consider T as a random standard tableau, then Yα,n such defined is a random
subdiagram of λn. We have

Theorem 6.6.2. When n→∞, the Dirac measures of the upper boundary of Yα,n
converges to a Dirac measure on a curve determined explicitly by h0. The curve is
the contour line of height α of the surface S in Theorem 6.6.1.

Proof. Consider a boundary condition on D of the bead model corresponding to λ
and a line segment y = α in D. Then for any n ∈ N∗, define the following random
subdiagram of λn formed by the boxes corresponding to the beads under the line
y = α, i.e.,

Y ′α,n =

{(
i

n
,
j

n

)
: yi,j ≤ α|λn|

}
.

The upper boundary of Y ′α,n normalized by n is a 1-Lipschitz function on [0, 1].
By the same reason than in Theorem 6.6.1, this curve converges to a limiting curve
determined by h0.

Consider the difference of the diagrams Y ′α,n and Yα,n. If α|λn| ≤ yibα|λn|c,jbα|λn|c ,
then Y ′α,n ≤ Yα,n and if α|λn| ≥ yibα|λn|c,jbα|λn|c then Y ′α,n ≥ Yα,n. In either case, their
difference is a random skew diagram, and the number of boxes in this diagram is∣∣α|λn| − yibαnc,jbαnc|λn|+O(1)

∣∣.
Thus, the area of this diagram normalized into λ is equal to the difference of α

and the bα|λn|cth biggest element in a random array uniformly taking |λn| points in
[0, 1], which converges to 0 in probability when n→∞. By the Lipshictz condition
of the upper boundary of a Young diagram under the Russian convention, the norm
sup of these upper boundaries converges to 0 in probability. Thus the Dirac measure
of the upper boundary of Yα,n converges to the same limit than that of Y ′α,n. �

Figure 6.10: Contour curves of a Young tableaux for 1
6
, 1

3
, 2

3
and 5

6
.



6.6. LIMIT SHAPE OF STANDARD YOUNG TABLEAUX 127

As an example, we consider the boundary function

f(x, y) =

{
1
4
− 1

2
|x− 1

2
| if y ≤ 0,

−1
4

+ 1
2
|x− 1

2
| if y > 0,

which corresponds to the shape of a random square standard Young tableau. For a
sequence of odd positive integers n, let λn be a sequence of squares n+1

2
× n+1

2
, so

the corresponding bead model has n threads. This is the case studied in Section 6.5,
where h0 is given explicitly via an existing result of [CLP98]. For any α ∈]0, 1[,
if we write the square diagram under the Russian convention and let the scale be
[0, 1] × [0, 1], define zα(x) as the limiting upper boundary of the first α proportion
of boxes. This corresponds to a level line y = α, and the difference of zα(x) and
the lower boundary of the diagram (i.e. z = |x− 1

2
|) corresponds to the number of

beads on the thread x and between y = α and y = 0. Since the total area is 1
2
, we

have that

zα(x) = 2
(
h0(x, α)− h0(x, 0)

)
+ |x− 1

2
|

=



1
π

(
arctan 1−2α√

1−(1−2x)2−(1−2α)2
− (1− 2x) arctan (1−2α)(1−2x)√

1−(1−2x)2−(1−2α)2

)
+ 1

2

if 1− (1− 2x)2 − (1− 2α)2 ≥ 0,

|x− 1
2
| if 1− (1− 2x)2 − (1− 2α)2 < 0, α < 1

2
,

1− |x− 1
2
| if 1− (1− 2x)2 − (1− 2α)2 < 0, α > 1

2
.

Thus we recover the result in [PR07].

0.0 0.2 0.4 0.6 0.8 1.0

0.2

0.4

0.6

0.8

1.0

Figure 6.11: Level line of a standard square tableau, for α = 0.05, 0.15 and 0.3.

6.6.2 Arctic curve of a uniform particle jumping process

We end this chapter by considering a particle jumping process encoding the stan-
dard Young tableaux, proposed in [Rom12], where the author finds an arctic curve
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separating frozen regions and mixing regions. This behavior has an obvious similar-
ity to those of the bead model and dimer model, and we show that they are in fact
equivalent.

The jumping process we consider is as follows. Suppose on Z there are p particles.
Every particle occupies a site of Z at time 0, which we call as the initial state, which
can be viewed as a set E0 ⊂ Z where |E0| = p. At every time t ∈ N∗, there is exactly
one particle which jumps, at it is allowed to jump one unit to its right if that site
is not occupied. We also fix a time T as well as the ending state E1 ⊂ Z, |E1| = p.
It is obvious that there exists such a jump process if and only if for any k ∈ Z, the
number of the elements of E0 that is less than k is smaller than that of the elements
of E1. Moreover, we have

T =
∑
k∈E1

k −
∑
k′∈E0

k′.

We will consider the uniform probability measure on this process, i.e. every possible
configuration has the same probability.

For every (skew) Young diagram, there exists a corresponding particle jumping
process such that every configuration of the jumping process corresponds to ex-
actly one standard tableau. The process is constructed as below. For any (skew)
Young diagram λ, write the diagram under the Russian convention. As in Fig-
ure 6.12, we draw one line above the diagram and on below the diagram. For every
northwest-southeast going edge on the lower (resp. upper) boundary of the diagram,
we associate to it a particle right below (resp. above) it on the line.

E1

E0

E1
t

O

Figure 6.12: An example of associating a Young diagram to 8 particles.

Obviously the number of particles on the line below the diagram is equal to
that on the line above the diagram, and this is equal to the number of rows of the
diagram (under the French convention). We associate the ith row (under the French
convention) to the ith particles counted from right on the line above and below the
diagram. Given any standard tableau T ∈ Tλ, let particles begin at their positions
on the line below the diagram, and at every time t, t ∈ {1, 2, ..., |λ|}, if Ti,j = t,
then the ith particle jump one step to its right, and finally it will go to the position
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of the ith particle on the line above the diagram, see Figure 6.13 for an illustration.
It is clear that this correspondence between standard tableaux and configurations
of particle jump process is 1 to 1 and measure preserving if both are under uniform
measure.
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(b) Corresponding process.

Figure 6.13: The process corresponding to a random tableau, 8 particles.

When the size of the diagram goes to infinity, we observe the appearance of an
arctic curve. Figure 6.14 gives a simulation of 40 particles.

-40 -20 0 20 40
0

200

400

600

800

1000

1200

Figure 6.14: The process corresponding to a random tableau of shape Figure 6.12,
40 particles.

We have the following result as a generalization of Theorem 2 of [Rom12] for
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more general diagrams.

Suppose that there is a shape of Young diagram λ written under the Russian
convention whose boundary is piecewise linear and the projection of every piece on
the x axis is rational. Suppose that n0 is the smallest positive integer such that
the length of every piece of boundary of λ is integer if multiplied by n0. Then we
consider a sequence of diagram λkn0 = kn0λ.

Consider the jump processes corresponding to λkn0 . Clearly, the number of par-
ticles is proportional to k and the number of jumps (equal to |λkn0|) is proportional
to k2. To simplify the notation we let n = kn0.

Scale this process into a unit square [0, 1] × [0, 1], so the horizontal step size is
1

n−1
and the vertical step size is 1

|λn| . For any i ∈ N∗, define t−n (i) (resp. t+n (i)) be

the first (resp. last) moment that there is a particle jump from or jump into the
line x = i

n−1
. Then we have the following arctic-curve theorem for random (skew)

Young tableaux.

Proposition 6.6.3. The exist two functions

ϕ± : [0, 1]→ [0, 1],

such that for any ε > 0, when n→∞, the probability of the event{
max

1≤i≤n−1

∣∣∣∣t−n (i)

|λn|
− ϕ−(

i

n− 1
)

∣∣∣∣ < ε

}
∩
{

max
1≤i≤n−1

∣∣∣∣t+n (i)

|λn|
− ϕ+(

i

n− 1
)

∣∣∣∣ < ε

}
converges to 1.

Proof. It suffices to note that the constructed point process is nothing else but a
discretization of a bead model: for any bead configuration with vertical coordinates
ordered as

yi1,j1 < yi2,j2 < ... < yi|λn|,j|λn| ,

then the corresponding process replaces yik,jk by k for any k ∈ {1, 2, ..., |λn|}. Since

max
k≤|λn|

∣∣∣∣yik,jk − k

|λn|

∣∣∣∣
converges to 0 in probability, the proposition is just a corollary of the corresponding
result on the bead model where there is an arctic curve in the limit that separating
frozen regions and non-frozen one(s) if the boundary condition is given by piecewise
linear functions. �



Appendix A

We give a summary of two papers that study the limit shape of standard Young
tableaux when the sizes go to infinity.

Section A.1 is based on the work of [PR07], where the authors use the hook
formula for non-skew diagrams to prove and explicitly compute the limit shapes for
rectangular shapes. We give a short summary of the hook formula(s), including a
general hook formula [Nar14] that enumerates the standard tableaux of skew shapes.
But note that this tool does not directly allow us to generalize the results of [PR07].

Section A.2 is based on the work of [Ś06] and also [VK77, Bia98, Bia01, IO02a].
The limit shape of a random diagram has been studied in [Bia01, Bia98, IO02b,
LS77], where the authors consider the representations of symmetric groups. The
limit shape of a random tableau is in correspondence with a subrepresentation.
Section A.2.1 provides background on representation theory and Section A.2.2 con-
cludes with the existence of a limit shape of a random tableau. It is not obvious
how to explicitly calculate the limit shape of standard tableaux using this approach,
and not obvious that this result can be generalized to skew shapes.

A.1 Limit shape of standard Young tableaux via

hook formula

A.1.1 Hook formula(s)

In this section we give a short summary of an important combinatorial result about
the standard Young tableaux, the hook formula(s).

The classical hook formula is first proved in [FRT54] and later by several different
approaches ([Ban08, CFKP11, GNW79, Kra95, NPS97, Pak02, Rem82, Ver89] and
others). It is generalized to skew shapes first by Naruse [Nar14] and a series of
papers [MPP16, MPP17] continue this work.

Consider the standard Young tableaux of shape λ, |λ| = n. The number of such
tableaux is given by the hook formula: for each cell at the position (i, j) in the
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Young diagram λ, let hλ(i, j) be the number of the cells of position (i′, j′) such that
either i′ = i, j′ ≥ j or i′ ≥ i, j′ = j. Then the number of standard Young tableaux
of diagram λ, denoted by |Tλ|, is equal to

|Tλ| =
n!∏

(i,j)∈λ hλ(i, j)
. (A.1)

This formula gives an easy way to count the number of standard Young tableaux
of a given shape. The fact that the right hand side of (A.1) is written as a prod-
uct yields the possibility of approximating the normalized logarithm of |Tλ| by an
integral. This is one of the crucial facts that leads to [PR07], see Section A.1.2
below.

For the skew shapes, in [Nar14] the following result is proved.

An excited move is a family of mappings between skew Young diagrams of the
same number of boxes. A hole (a location without box) (i, j) can be moved to
(i+ 1, j + 1) if both (i, j + 1) and (i+ 1, j) are occupied by a box.

Let µ ≤ λ be two Young diagrams. For the skew Young diagram λ\µ, a (skew)
Young diagram ξ is called its excited diagram if ξ can be obtained from λ\µ via
successive excited moves. Denote the set of the excited diagrams of λ\µ by Ξ(λ\µ),
then the number of standard skew Young tableaux of the shape λ\µ is equal to

|Tλ\µ| =
∑

ξ∈Ξ(λ\µ)

n!∏
(i,j)∈ξ hξ(i, j)

. (A.2)

where n = |λ\µ|.
Note that the skew hook formula (A.2) gives a sum of products rather than a sin-

gle product, so the generalization of the sum-to-integral method to study asymptotic
behavior is not direct.

A.1.2 A variational principle for rectangular Young tableaux
via the hook formula

In [PR07], the authors prove the existence of a limit shape of the rectangular Young
tableaux and explicitly compute its shape. The tool they use is the classical hook
formula. Similar arguments also appeared in [LS77, VK77] and others.

Consider without losing generality a square Young diagram λn of size n × n
written under the Russian convention (the same approach will apply to any rectangle
shape without difficulty), and we normalize the diagram λn by n. Denote by Tλn
the set of standard Young tableaux. For any T ∈ Tλλn and any k ∈ N∗, 1 ≤ k ≤ n2,
let λkT be the union of the boxes of T whose entrance is not bigger than k. Clearly,
such λkT is a sub Young diagram of λ of dimension k, and its upper boundary is a
1-Lipschitz function having k boxes below it.

If we fix this Lipschitz upper boundary function, denoted by f , the boxes below
the boundary and those above it form two Young diagrams. Denote them respec-
tively by λ−f and λ+

f . If we consider the uniform measure on the standard Young
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tableaux, then the probability that the upper boundary of the set of the smallest k
boxes is f is

P(T ∈ Tλn : λkT = λ−f ) =
k!∏

(i,j)∈λ−f
hi,j

(n2 − k)!∏
(i,j)∈λ+f

hi,j

1

|Tλn|
.

When n→∞, this product formula, as mentioned in the last section, naturally
yields the use of an integral to approximate the logarithm of the probability of finding
a specific f in a random tableau. Authors of [PR07] prove that, when n→∞,

lnP(T ∈ Tλn : λkT = λ−f )

n2
= −I

(
f,

k

n2

)
+ o(1).

This formula gives a variational principle. Together with some other arguments,
it yields that for any α ∈]0, 1[, when n→∞, the normalized upper boundary of the
set of first bαn2c boxes of a random tableau of size n× n converges uniformly to a
function f that minimizes the functional I(f, α).

The authors also get the explicit minimizer fα via such approach. They provide
a technique for systematically deriving it using an inversion formula for Hilbert
transforms on a finite interval.

The above method has raised a beautiful and fruitful result. However, it applies
(as far as we know) only to rectangular Young diagrams, as this is the only case
where the number of tableaux of the diagram above and below a given path can be
written in the forms of products. If we apply this to a general shape, we would have
at least one skew diagram, and unluckily the hook-type formula for a skew shape is
no longer a single product but rather a sum of products.

A.2 Limit shape of standard Young tableaux via

representation theory

A.2.1 Young diagrams, Young tableaux and representation
theory

The Young tableaux and diagrams are useful in representation theory. As the Young
diagrams of size n are in bijection with the partitions of n, they are in one-to-
one correspondence with the conjugacy classes of irreducible representations of the
symmetric group Sn. If ρ is an interesting finite dimensional representation of Sn
(for example we can take the defining representation or regular representation, which
respectively is the representation of Sn on C[1,2, ...,n] or C[Sn]), then we have the
following decomposition of ρ:

ρ = ⊕λ`nmλρλ, (A.3)
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where ρλ is an irreducible representation of Sn corresponding to the diagram λ and
mλ is its multiplicity in ρ. For any ρ we can define a canonical probability measure
on all Young diagrams {λ : λ ` n} to be proportional to the total dimension of the
irreducible components of diagram λ in ρ, i.e.,

P(λ) =
mλdimρλ

dimρ
, (A.4)

where dimρ =
∑

λ`n dimρλ.

Consider the Specht module on the space of polytabloids (for the details we refer
the readers to the references on the representation theory of the symmetric group,
for example [Sag01]). There, a basis of (ρλ)λ`n in the decomposition (A.3) is given
by the standard tableaux of λ. The dimension of ρλ is equal to the number of the
standard Young tableaux of λ, and as all the ρλ such that λ ` n form a complete
list of irreducible representations, the dimension is also equal to the multiplicity mλ.
Then we recover the relation ∑

λ`n
(|Tλ|)2 = n!,

where |Tλ| is the number of the standard tableaux of λ.

This identity can also be found by using a purely combinatorial method called
the Robinson-Schensted algorithm [Rob38, Sch61], which gives a bijection between
Sn and the pairs of standard Young tableaux of size n such that the tableaux of
each pair is of the same shape.

The measure defined by (A.4) is the Plancherel measure

P(λ) =
(|Tλ|)2

n!
.

This measure is also known to describe the measure of the longest increasing sub-
sequence of a random permutation under the uniform probability measure [Sch61].

Now consider a chosen diagram λ, λ ` n, and let ρλ be the irreducible rep-
resentation corresponding to λ in (A.3). For l ≤ n consider ρλ ↓SnSl , which is the

restriction of ρλ to Sl as a subgroup Sn. As a Sl representation, we have the following
decomposition of ρλ ↓SnSl :

ρλ ↓SnSl = ⊕imiρ
(i), (A.5)

where ρ(i) are pairwise inequivalent irreducible representations of Sl of dimension di

and mi are the corresponding multiplicities.

For any Young sub-diagram µ, µ ≤ λ and |µ| = l, let ρµ be the space spanned by
the elements of the basis of ρλ where the numbers no-bigger than l are all included
in µ (the notation ρµ is not exact as it depends on λ, and we hope that this simpli-
fication in notation will not cause ambiguity). Clearly, ρµ is invariant under Sl, so
ρµ gives a subrepresentation of Sl. This subrepresentation can be decomposed into
a direct sum of the copies of the Specht module for S|µ|, whose dimension is |Tµ|,
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and the multiplicity (co-dimension) is just the number of the skew Young tableaux
of λ\µ. Finally, it is easy to see that the following decomposition is unique (so this
gives a decomposition of ρλ into irreducible representations):

ρλ ↓SnSl = ⊕µ, µ≤λ|Tλ\µ|ρµ.

Consider the probability measure defined as an analogue of (A.4): for µ ≤ λ,
µ ` l,

Plλ(µ) =
|Tλ\µ|dimρµ

dimρλ
, (A.6)

then Plλ is in fact the marginal measure of the support of the first l elements under the
uniform λ-Young tableaux measure. With this observation, the limiting behavior
of Young tableaux, which is our main interest, can be translated as the limiting
behavior of the subrepresentation of the symmetric group, which is studied in [Ś06]
and is to be summarized in Section A.2.2.

A.2.2 The existence of the limit shape of standard Young
tableaux via representation theory

The main result in this appendix is a corollary of Theorem 8 of [Ś06] which proves
the existence of a limit shape of the standard Young tableaux of given asymptotic
shape. The tools are originally used to study the limit shape of the Young diagrams.
From Appendix A.2.1 we see that both can be reduced to the problem of the limiting
behavior of the symmetric group Sn.

The problem of the limit shape of Young diagrams of size n while n tends to
infinity is a topic discussed in a number of papers, including but not limited to
[VK77, Bia98, Bia01, IO02a, Ś06].

The results we summarize below in this appendix are mainly taken from [Bia01]
and [Ś06]: if we consider the canonical measure (A.4) (as a particular example
they are interested in the Plancherel measure so we may take the regular repre-
sentation or equivalently the Specht module), then if the normalized representation
approximately factorizes (the definition will be given later), the Young diagrams’
contribution to some finite-dimensional reducible representation of the symmetric
group Sn will concentrate around some limit shape. More precisely, the measure of
the boundary will converge in probability to a Dirac measure of the limit shape.

In this appendix we only summarize the necessary notions and results used to
prove the existence of the limit shape of Young tableaux. In fact the Gaussian
fluctuation of this limit shape is also indicated by these results.

Consider the canonical measure (A.4) when the representation ρ verifies certain
properties yet to be precised. The authors of [Bia01] and [Ś06] consider the space
of continuous Young diagrams, which are the 1-Lipschitz functions ω such that
ω(x)− |x| is non-negative and of compact support. Readers can easily see that this
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is the space of the properly scaled Young diagrams under the Russian convention.
We define a function s : R → R, s(x) = 1

2
(ω(x) − |x|), and we consider s′′ as a

(signed) measure in the sense of distributions. This measure is of compact support,
so the following map [Bia01, IO02a]

p̃n(λ) =

∫
R
xns′′(x)dx (A.7)

determines uniquely the Young diagram λ. Thus the existence of the limit shape
can be reduced to the convergence of p̃n (both properly normalized), so we call p̃n
the shape functionals.

Define the transition measure µω on the continuous Young diagrams as

log

∫
R

1

z − xdµ
ω(x) = −1

2

∫
R

1

z − xs
′(x)dx = −

∫
R

log(z − x)s′′(x)dx. (A.8)

The Cauchy transform appearing here is reminiscent of Appendix A.1.2 where we
have mentioned the Hilbert transform used in calculating the limit shape of a rect-
angle Young tableau. We mention it here but we have no intent to go deep into the
comparison of these results.

Let Mn be the nth moment of µω, then the Cauchy transform of µω is given by

Gµ(z) =
1

z
+
∑
n≥1

Mnz
−n−1.

Let Kµ be the inverse of Gµ, and the free cumulants Rn of µ are defined as the
coefficient in the expansion

Kµ(z) =
1

z
+
∑
n≥1

Rnz
n−1.

The classical cumulants are the coefficients of the formal expansion of the log-
arithm of the multidimensional Fourier transform. For more introduction to the
free cumulants, we refer the readers to [Spe03]. The shape functionals (A.7) can be
expressed as polynomials in the free cumulants and vice versa. So Theorem A.2.1
[Ś06] in the following implies the existence of the limit shape of the Young tableaux
(and the Gaussian fluctuation of the boundary measure).

Before we announce the theorem we need to introduce the notion of approximat-
ing factorization [Bia01, Bia98, Ś06]. For given n, and for any σ ∈ Sn, we define
the length of σ (denoted by |σ|) as the minimal number of transpositions that σ can
be decomposed into their product. A functional χ of the permutations is said to
approximately factorize if for any permutations σ1, σ2, ..., σk, if their supports (the
non-fixed points) are disjoint, then we have

χ(σ1σ2...σk) ≈ χ(σ1)...χ(σk),

where the ≈ means with an error term of order

O(n−
|σ1|+|σ2|+...+|σk|+2(k−1)

2 ),
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where note that the order of χ(σ) is n−
|σ|
2 [Bia01].

Here in practice we will take the functional χ as the normalized character of
the representation ρ, i.e., for any π, χ(π) is equal to the trace of ρ(π) divided
by Tr(ρ(ε)). The regular representation is one of the example that verifies the
approximate factorization.

It is the following theorem that proves the existence of the limit shape of the
Young tableaux and its Gaussian fluctuations.

Theorem A.2.1. [Ś06] Suppose that the sequence of representation ρq has the char-
acter factorization property. Let mq be a sequence of integers such that mq ≥ q and
the limit α = limq→∞

q
mq

exists. Then if we consider ρ′q as the restriction of the

representation ρmq to the subgroup Sq ⊆ Smq , then

• The sequence (ρ′q)q also have the factorization property.

• Consider the free cumulants related to ρ′. For every l, there exists the limit
limq→∞ E(Rl)q

− l
2 , and the joint distribution of

q−
i−2
2 (Ri − ERi)

converges to a Gaussian distribution in the weak topology.

In Appendix A.2.1 we have shown that the canonical measure associated to the
representation ρλ ↓SnSl (we recall that it is the representation ρλ restricted to Sl)
is in fact the uniform measure of the standard Young tableaux corresponding to
diagram λ. So to apply Theorem A.2.1 to our case, it suffices to note that for
any given shape λ1, let (λn)n be a sequence of Young diagrams of the same shape
but with a scale of n times that of λ1 (so |λn| = n2|λ1|), then the representation
ρλn , as a subrepresentation of the regular representation, also has the approximate
factorization. So for any α ∈]0, 1[, the representation

ρλn ↓S|λn|Sbα|λn|c

is the ρ′q in Theorem A.2.1, thus by the theorem the limit shape exists.
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[Ś06] Piotr Śniady. Gaussian fluctuations of characters of symmetric groups
and of Young diagrams. Probab. Theory Related Fields, 136(2):263–297,
2006.



142 BIBLIOGRAPHY

[Sag01] Bruce E. Sagan. The symmetric group, volume 203 of Graduate Texts in
Mathematics. Springer-Verlag, New York, second edition, 2001. Repre-
sentations, combinatorial algorithms, and symmetric functions.

[Sch61] C. Schensted. Longest increasing and decreasing subsequences. Canad.
J. Math., 13:179–191, 1961.

[She03] Scott Sheffield. Phd. Thesis, Standford Univ., 2003.

[Spe03] R. Speicher. Free probability theory and random matrices. In Asymptotic
combinatorics with applications to mathematical physics (St. Petersburg,
2001), volume 1815 of Lecture Notes in Math., pages 53–73. Springer,
Berlin, 2003.

[Tem74] Combinatorics. pages 202–204, 1974. London Mathematical Society Lec-
ture Note Series, No. 13.

[Tes00] Glenn Tesler. Matchings in graphs on non-orientable surfaces. J. Combin.
Theory Ser. B, 78(2):198–231, 2000.

[TF61] H. N. V. Temperley and Michael E. Fisher. Dimer problem in statistical
mechanics—an exact result. Philos. Mag. (8), 6:1061–1063, 1961.

[Ver89] A. M. Vershik. The hook formula and related identities. Zap. Nauchn.
Sem. Leningrad. Otdel. Mat. Inst. Steklov. (LOMI), 172(Differentsial-
cprime naya Geom. Gruppy Li i Mekh. Vol. 10):3–20, 169, 1989.

[VK77] A. M. Vershik and S. V. Kerov. Asymptotic behavior of the Plancherel
measure of the symmetric group and the limit form of Young tableaux.
Dokl. Akad. Nauk SSSR, 233(6):1024–1027, 1977.

[Wil96] David Bruce Wilson. Generating random spanning trees more quickly
than the cover time. pages 296–303, 1996.

[You28] Alfred Young. On Quantitative Substitutional Analysis. Proc. London
Math. Soc. (2), 28:255–292, 1928.

[You30] A. Young. Corrigenda. On Quantitative Substitutional Analysis. Proc.
London Math. Soc. (2), 31:556, 1930.


	Introduction
	Dimer model
	Spanning trees/forests, cycle rooted spanning forests
	Bead model, standard (skew) Young tableaux

	Dimer model
	Definition
	Partition function
	General planar case
	Bipartite planar case
	Bipartite toroidal case

	Bipartite dimer model
	Height function
	Gauge equivalence and magnetic field
	Amoeba
	Ergodic Gibbs measure, surface tension and phases

	A variational principle for the dimer model
	Solution of the variational principle


	Spanning trees, cycle rooted spanning forests and the dimer model
	Definitions
	Wilson's Algorithm
	Limiting behavior of spanning trees
	Temperley's bijection
	Basic structures
	The bijection
	Height function on the spanning trees, spanning forests and CRSFs induced by Temperley's bijection


	Limiting behavior of CRSF measure
	The CRSF measure, cases finite and infinite
	Characterization of the CRSF measure
	Laplacian with connection
	Toroidal dimer model and Laplacian
	Laplacian and inverse of Kasteleyn matrix on finite graphs
	Infinite Laplacian and inverse of Kasteleyn matrix
	Transfer impedance theorem

	Non-zero slope
	Zero slope
	Phase diagram
	Remarks and open questions

	Bead model and standard Young tableaux
	Presentation of the bead model
	General setting of a bead configuration
	Bead configurations as limit of lozenge tilings: a first view
	Height function
	Boundary conditions and periodic conditions
	The uniform measure of the bead model
	Bead configuration as limit of lozenge tilings: a second view

	Standard Young tableaux and bead model
	Young diagrams and Young tableaux
	A map from the bead configurations to the standard Young tableaux


	A variational principle of the bead model and limit shape of random standard Young Tableaux
	Entropy of the bead model
	Free energy and local entropy function of the bead model
	Free energy
	Surface tension, local entropy function

	Entropy-maximizing problem
	Bead model normalized into unit square
	Statement of the entropy-maximizing problem
	Proof of the existence and uniqueness of entropy-maximizer

	The variational principle
	Solutions of the entropy maximizing problem
	Limit shape of standard Young tableaux
	Limit shape of standard (skew) Young tableaux
	Arctic curve of a uniform particle jumping process


	Appendix A
	Limit shape of standard Young tableaux via hook formula
	Hook formula(s)
	A variational principle for rectangular Young tableaux via the hook formula

	Limit shape of standard Young tableaux via representation theory
	Young diagrams, Young tableaux and representation theory
	The existence of the limit shape of standard Young tableaux via representation theory



