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“Originally created by its inventor Trin Tragula as a way to get back at his wife (who was
always telling him to get a “sense of proportion”), the Vortex is now used as a torture and
(in effect) killing device on the planet Frogstar B. The prospective victim of the TPV is placed
within a small chamber wherein is displayed a model of the entire universe - together with a
microscopic dot bearing the legend “you are here”. The sense of perspective thereby conveyed
destroys the victim’s mind; it was stated that the TPV is the only known means of crushing
a man’s soul. ”

The Hitchhiker’s Guide to the Galaxy
Douglas Adams
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Theoretical context
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Chapter 1

A precise mathematical framework

1.1 Historical overview

Matter surrounds us at any time. It is no surprise that it was one of the main topics
of interest of philosophers, scientists or clerics. Many conceptions have fought and
succeeded each other to explain the nature of matter. The antic greek philosophers
had two explanations. One hypothetized that if one cuts many times a sand grain
in half, a piece which can not be reduced anymore can be obtained. This piece has
been called atom. However, this theory mostly stayed in the shadow of the dominant
theory which proclaimed for 20 centuries that matter was composed of the four ele-
ments (earth, wind, water and fire) in different composition depending on the type
of material. Alchemists of the western middle age also worked within this theory
in order to be able to manipulate matter, without much successes. The next major
step in understanding the matter was due to 18th century chemists who classified
first materials and then elements with respect to their chemical properties. Contrary
to the previous theory that was proposed a priori, this new categorisation relied on
observed properties and also proposed predictions.

The study of matter entered the era of modern scientific method. The follow-
ing century will see a huge increase in knowledge of matter. Thomson proposed
the atom as a sphere of positive charges in which light negative charges (the elec-
trons) move. A few years later, Rutherford will prove that the positive charges are
actually concentrated in a very small volume, the nucleus : the modern conception
of the atom was born. The study of the newly discovered radioactive effect led to
the hypothesis that the core of the atom was itself a combination of smaller con-
stituents. While the proton and the neutron were being discovered in 1919 and 1932,
Pauli proposed a theory to explain the energy spectrum of electrons in beta decays
which postulated the existence of a new particle : the neutrino. At this point, the el-
ementary constituents of ordinary matter were known but new kind of "rays" were
observed : muons, pions, kaons, etc. . . which were not part of the model. In the
60’s, Gell-Mann [1] and Zweig [2] proposed a framework in which the numerous
proton-like particles which had been observed were combination of smaller parts,
the quarks, which existence was confirmed several years later at SLAC [3, 4].

The theory of matter went hand in hand with the observational results. Mix-
ing the two new theories of the beginning of the 20th century, quantum mechanics
and special relativity, has given birth to quantum field theory to try to fit the matter
knowledge into an elegant mathematical framework. Observed structures were ob-
tained by imposing symmetries on the system. Perturbation theory allowed for easy
computation of observable quantities. Renormalisation removed divergencies in a
full class of theories. Symmetry breaking allowed to give some properties to parti-
cles which were forbidden by symmetries. Many contributions which can not be all
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FIGURE 1.1: Evolution of experimental output for particle physics
over time. Left picture shows a glowing cathodic tube of 1900’s. Cen-
tral picture shows the tracks in a clound chamber in 1930’s. Right

picture show an event display in 2010’s.

listed here led the theory of matter from a set of revolutionary ideas to a complex
but elegant mathematical framework which yields a strong predictive power.

Finally, this cross improvement between theory and observation has been greatly
improved with the performances of detectors. 120 years ago, Thomson discovered
the electron by observing the light emitted by a gas when traversed by a charged
current. This equipment only allowed him to observe a macroscopic number of elec-
trons. But the development of cloud chambers and bubble chambers later changed
that. Now, one could directly detect a single particle, follow its trajectory and even-
tually witness its interactions. Those visible marks could be photographed and
many new particles were discovered by the interpretations of those pictures. Fi-
nally, with the dawn of electronics, it was possible to detect and use very small elec-
tric signal created in a detector by a passing particle. Using an always increasing
precision, detectors allow us to "see" the trajectory of particles within them and then
to reconstruct their "history". In fig. 1.1, one can see a comparative of the available
information at these three epochs. This increase of technology also changed the way
the observed particles are produced. The first experiments were using the particles
produced in the atmosphere or by radioactive decays. Recently, developments in
accelerator technology allowed for a less elegant but more effective particle produc-
tion. By smashing particles against each other and observing the results, we were
able to observe more energetic and more rare processes in order to better probe our
ignorance.

The Standard Model of particles (SM), which will be detailed later, is the cur-
rent understanding of the matter, proposed in a well-defined mathematical frame-
work. The Large Hadron Collider (LHC) and its multi-billion Swiss francs invest-
ment among dozens of countries is a leading collaboration to probe this model and
eventually identify hints of the next model to come. Its main objective was to detect
the last unseen particle of the SM, the Brout-Englert-Higgs (BEH) boson (sometimes
called the Higgs boson, both terms will be used in this thesis). With the detection
of this particle in 2012, the SM is now complete. The LHC and its four major exper-
iments now aim at breaking the model by looking for discrepancies between data
and predictions. Up until now this task is more a failure as always improving pre-
cision measurements impressively follow the prediction over many energy scales of
processes.

The search for physics beyond the SM (BSM) is mainly focused on three axes.
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First, as was already mentioned, precision measurements may allow to observe dis-
crepancies between data and predictions. In particular, the existence of heavy par-
ticles not yet observed may have an indirect effect on measurable processes. Sec-
ondly, some models propose new particles within direct reach of the LHC. By di-
rectly searching the signature of those particles one can get a first direct entrance to
the BSM physics. Finally, the search for rare decays is a combination of the two pre-
vious cases. Some processes in the SM suffers from very low (if not null) probability
to happen. However, some models predict an enhancement or an opening of some
processes. This axis then relies on the search of a SM signature which should not be
observable.

This thesis will focus on the first axis as the objective is to measure the properties
of the Higgs boson and compare them with its predicted values. In this chapter I
will present the theoretical framework of this analysis, namely the Standard Model
and the Higgs mechanism. The way in which the model is described depends a lot
on the type of experimentation one performs. This chapter will then conclude on the
phenomenology of the Higgs boson in the SM at the LHC experiments.

1.2 Gauge theories

1.2.1 Least action principle

The formalism that will be developed in this chapter relies on the use of a La-
grangian. This mathematical function represents the state of a system and depends
on the space-time coordinates of the system (qi) and their derivative (q̇i). In classical
mechanics, it is expressed as the difference between a kinetic term of the system and
its interactions (or potential energy), as in eq. 1.1 for a simple system.

L = T − V =
m~̇q2

2
− V (~q) (1.1)

In the lagrangian formalism, the dynamics of a system is imposed by the least
action principle. The action is a functional which depends on the lagrangian accord-
ing to eq. 1.2. The principle states that the system must follow a path in its phase
space such that its action remains minimal. Imposing the derivative of the action
with respect to a coordinate to be null leads to the famous Euler-Lagrange equation
(eq. 1.3) which is used in practical cases. This equation is widely used in classical
mechanics and has a similar form in quantum field theory.

S =

∫
L(qi, q̇i)dt (1.2)

∂L

∂q
− d

dt

∂L

∂q̇i
= 0 (1.3)

1.2.2 Symmetries

A symmetry is a transformation that leaves a (physical) system invariant. As an ex-
ample consider a free particle following a straight trajectory. If one changes the ori-
gin of the coordinates, hence performing a translation of the trajectory by a constant
vector, the dynamics of the particle will remain the same. Because the translation
vector can take any real value in any direction, this symmetry is called continuous.
Similarly, observing the free particle a given day or the next should not change its
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trajectory. The system is also invariant under time translation. Continuous sym-
metries have an additional property : Noether’s theorem [5] states that they also
conserve a quantity or current. In the case of space translation, the quantity which
is conserved is the momentum of the particle. For time translation, the energy of the
particle is conserved.

There exists a second class of symmetries : the discrete symmetries. By oppo-
sition to continuous symmetries, the discrete symmetries are labelled by a finite or
infinite set of integers. An example of such symmetry is the parity : the transforma-
tion which changes a system into its image through a mirror.

So far, the symmetries mentioned consisted in a transformation of the space-time
coordinates of the system. Internal symmetries refer to transformations which do
not affect the space-time coordinates. They are heavily used in the quantum field
theory in order to create inner structures of mathematical objects within the model.
Internal symmetries can be either discrete or continuous.

1.2.3 Groups

A group is a set G of elements with a product law ( G, .) such that :

• for two elements g1 and g2 in G, g1.g2 belongs to G

• there exists an identity element e such for any g in G, e.g = g.e = g

• for three elements g1, g2 and g3 in G one has : (g1.g2).g3 = g1.(g2.g3)

• if for g1, g2 ∈ G g1.g2 = g2.g1, then the group is called Abelian or commutative

A group can be representated by a set of matrices (a representation) with a 1 to 1
matching to all elements of the group. The multiplication law of matrices must then
reproduce the product law of the group such that :

g1.g2 = g3 →M(g1)×M(g2) = M(g3) (1.4)

with M(gi) the matrix associated with the member gi of the group.
Groups of continuous symmetries are described using Lie groups. The matrices

elements of a Lie group can be written as U = eαaT
a
, where αa are continuous pa-

rameters and Ta are the generators of the Lie algebra of the group considered. The
commutation relations of the generators, usually written as [Ta, Tb] = fabcTc where
fabc are called the structure constants, are sufficient to describe the full algebra of a
Lie group.

Two types of Lie groups are often used in particle physics and will appear in the
construction of the Standard Model : U(n) which consists in the set of n× n unitary
matrices such that |det(U)| = 1, and SU(n) which further imposes the determinant
to be equal to 1.

1.2.4 Gauge theories

1. Dirac Lagrangian

Field theory proposes to describe the dynamics of fields in the same way par-
ticles are described in classical mechanics. A field is a function of space-time
coordinates ψ(qi,t) which can interact with external forces. As in classical me-
chanics, one can define a Lagrangian of the field, which should be invariant
under Lorentz transformations, and apply the least action principle in order
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to obtain the equations of motion. One of the simplest cases is the Dirac La-
grangian :

L = ψ̄(i/∂ −m)ψ (1.5)

where m is the mass of the particle described by the field ψ and

ψ̄ = ψ†γ0

/∂ = γµ∂µ
(1.6)

The γ matrices are four dimensional objects which can be expressed in terms
of the Pauli matrices.

γ0 =

(
1 0
0 1

)
, γk =

(
0 σk

−σk 0

)
(1.7)

A theory defined by this Lagrangian is not so interesting as it describes a sin-
gle free moving field. In order to enrich the theory, one can postulate symme-
tries that the theory must enforce : transformations on the fields such that the
Lagrangian remains invariant. A great variety of properties and phenomena
must appear in the theory, depending on the imposed symmetries. Later, the
construction of the Standard Model will be detailed by expliciting those sym-
metries. Equation 1.8 proposes a continuous transformation independent of
the space-time coordinates (global). Because of the constant value of α with re-
spect to space time coordinates, the exponential isn’t affected by the derivative
term so this transformation is a natural symmetry of this Lagrangian.

ψ(x)→ eiαψ(x) (1.8)

2. Gauge transformation

One may wonder why we imposed α to be a constant instead of the general
case of a space-time dependent transformation. Because of the derivative term
in the Lagrangian, one can anticipate that such a transformation is not a natu-
ral symmetry of the theory, so imposing it may change the possible phenom-
ena. We’ll leave aside the debate on the aesthetics of such a theory to focus
on its consequences. Let’s first discuss the implications of such transformation
in classical mechanics as proposed in [6]. Figure 1.2 shows the trajectory of
a free particle before and after applying a global transformation consisting of
a constant translation. In this case, the trajectory remains a straight line. In
the second case, the translation vector is defined as position dependent. The
new trajectory is not anymore compatible with one of a free particle. Instead,
one can propose that this new trajectory corresponds to a particle under ex-
ternal forces. With this interpretation, imposing a local symmetry leads to the
creation of an interaction.

Let’s observe this concept in the case of our Dirac field theory by imposing the
transformation in eq. 1.9.

ψ(x)→ eiα(x)ψ(x) (1.9)

Because the parameter α is now space-time dependent, the derivative term will
affect the exponential, hence leading to an additional term in the Lagrangian.
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Fig. 1: A space translation by a constant vector ~a

where ~τ are proportional to the Pauli matrices and ~θ are the three angles of a general rotation in a three
dimensional Euclidean space. Again, the transformations do not apply on the points of ordinary space.

Heisenberg’s iso-space is three dimensional, isomorphic to our physical space. With the discovery
of new internal symmetries the idea was generalised to multi-dimensional internal spaces. The space of
Physics, i.e. the space in which all symmetry transformations apply, became an abstract mathematical
concept with non-trivial geometrical and topological properties. Only a part of it, the three-dimensional
Euclidean space, is directly accessible to our senses.

3.3 Gauge symmetries
The concept of a local, or gauge, symmetry was introduced by Albert Einstein in his quest for the theory
of General Relativity1. Let us come back to the example of space translations, as shown in Fig. 1.

The figure shows that, if A is the trajectory of a free particle in the (x,y,z) system, its image, A’, is
also a possible trajectory of a free particle in the new system. The dynamics of free particles is invariant
under space translations by a constant vector. It is a global invariance, in the sense that the parameter ~a is
independent of the space-time point x. Is it possible to extend this invariance to a local one, namely one
in which ~a is replaced by an arbitrary function of x; ~a(x)? One calls usually the transformations in which
the parameters are functions of the space-time point x gauge transformations2. There may be various,
essentially aesthetic, reasons for which one may wish to extend a global invariance to a gauge one. In
physical terms, one may argue that the formalism should allow for a local definition of the origin of the
coordinate system, since the latter is an unobservable quantity. From the mathematical point of view local
transformations produce a much richer and more interesting structure. Whichever one’s motivations may
be, physical or mathematical, it is clear that the free particle dynamics is not invariant under translations
in which ~a is replaced by ~a(x). This is shown schematically in Fig. 2.

We see that no free particle, in its right minds, would follow the trajectory A”. This means that, for
A” to be a trajectory, the particle must be subject to external forces. Can we determine these forces? The
question sounds purely geometrical without any obvious physical meaning, so we expect a mathematical
answer with no interest for Physics. The great surprise is that the resulting theory which is invariant
under local translations turns out to be Classical General Relativity, one of the four fundamental forces
in Nature. Gravitational interactions have such a geometric origin. In fact, the mathematical formulation
of Einstein’s original motivation to extend the Principle of Equivalence to accelerated frames, is pre-
cisely the requirement of local invariance. Historically, many mathematical techniques which are used
in today’s gauge theories were developed in the framework of General Relativity.

1It is also present in classical electrodynamics if one considers the invariance under the change of the vector potential
Aµ(x) → Aµ(x) − ∂µθ(x) with θ an arbitrary function, but before the introduction of quantum mechanics, this aspect of the
symmetry was not emphasised.

2This strange terminology is due to Hermann Weyl. In 1918 he attempted to enlarge diffeomorphisms to local scale transfor-
mations and he called them, correctly, gauge transformations. The attempt was unsuccessful, but, when in 1929 he developed
the theory for the Dirac electron, although the theory is no more scale invariant, he still used the term gauge invariance, a term
which has survived ever since.
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Fig. 2: A space translation by a vector ~a(x)

The gravitational forces are not the only ones which have a geometrical origin. Let us come back
to the example of the quantum mechanical phase. It is clear that neither the Dirac nor the Schrödinger
equation are invariant under a local change of phase θ(x). To be precise, let us consider the free Dirac
Lagrangian:

L = Ψ̄(x)(i∂/−m)Ψ(x) (8)

It is not invariant under the transformation:

Ψ(x)→ eiθ(x)Ψ(x) (9)

The reason is the presence of the derivative term in (8) which gives rise to a term proportional to
∂µθ(x). In order to restore invariance, one must modify (8), in which case it will no longer describe a
free Dirac field; invariance under gauge transformations leads to the introduction of interactions. Both
physicists and mathematicians know the answer to the particular case of (8): one introduces a new field
Aµ(x) and replaces the derivative operator ∂µ by a “covariant derivative” Dµ given by:

Dµ = ∂µ + ieAµ (10)

where e is an arbitrary real constant. Dµ is called “covariant” because it satisfies

Dµ[eiθ(x)Ψ(x)] = eiθ(x)DµΨ(x) (11)

valid if, at the same time, Aµ(x) undergoes the transformation:

Aµ(x)→ Aµ(x)− 1

e
∂µθ(x) (12)

The Dirac Lagrangian density becomes now:

L = Ψ̄(x)(iD/−m)Ψ(x) = Ψ̄(x)(i∂/− eA/−m)Ψ(x) (13)

It is invariant under the gauge transformations (9) and (12) and describes the interaction of a
charged spinor field with an external electromagnetic field! Replacing the derivative operator by the
covariant derivative turns the Dirac equation into the same equation in the presence of an external elec-
tromagnetic field. Electromagnetic interactions admit the same geometrical interpretation3. We can
complete the picture by including the degrees of freedom of the electromagnetic field itself and add
to (13) the corresponding Lagrangian density. Again, gauge invariance determines its form uniquely and
we are led to the well-known result:

3The same applies to the Schrödinger equation. In fact, this was done first by V. Fock in 1926, immediately after
Schrödinger’s original publication.
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FIGURE 1.2: Trajectory of a free particle after a global (left) and local
(right) space translation. [6]

If one wants to impose the invariance of the Lagrangian under this transfor-
mation, one has to introduce an additional (gauge) field Aµ in the system and
replace the derivative operator by a co-variant derivative as in eq. 1.10. When
transforming the Lagrangian according to eq. 1.9, the gauge field must trans-
form according to eq. 1.11.

∂µ → Dµ = ∂µ + ieAµ(x) (1.10)

Aµ → Aµ(x)− 1

e
∂µα(x) (1.11)

with e an arbitrary real constant. Provided these transformation rules, the new
Lagrangian is then invariant under the gauge transformation. Finally, if we
develop the Dirac Lagrangian with these new definitions, one gets eq. 1.12.
Compared to our initial Lagrangian, this new version has an interaction term
between the gauge field A and the fermion field ψ. The degrees of freedom of
the field must then be included to complete the model. Their form is uniquely
determined by gauge invariance as in eq. 1.13, which leads to the total La-
grangian expressed in eq. 1.14.

L = ψ̄(/∂ − ie /Aµ(x)−m)ψ (1.12)

Fµν(x) = ∂µAν(x)− ∂νAµ(x) (1.13)

L =
1

4
Fµν(x)Fµν(x) + ψ̄(x)(i /D −m)ψ(x) (1.14)

3. Non-Abelian gauge transformation

The class of transformations proposed so far can be represented by the group
of unitary matrices U(1). As can be seen from the equations, applying two suc-
cessive transformations will lead to the same result, whatever the order. U(1)
is then called Abelian. Again, one may wonder why we should restrict our
theory to Abelian groups and the answer would be that we should not. The
calculations of the non-Abelian case are performed in detail in the literature
and are not of interest in this discussion. Applying non-Abelian local gauge
transformations to the Lagrangian leads to additional derivative terms which
can be removed by the addition of a set of additional gauge fields with appro-
priate transformation rules. The QCD Lagrangian for instance then takes the
form given in eq. 1.15.
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LQCD = Ψ̄(i/∂ − gs
2
/G.t−m)Ψ− 1

4
Tr(GµνG

µν) (1.15)

where Gµν is the non-abelian equivalent of Fµν , G the bosonic field of the the-
ory, t the generators of the Lie group and gs an arbitrary real constant.

1.3 Spontaneous symmetry breaking

The mass is an intrinsic parameter of a field. It appears in a Lagrangian in the form
mΨ̄Ψ. Such terms are present for the fermionic field ψ in the theory we developed
so far but not for the gauge field. A mass term for the gauge field would appear as

−m2AµA
µ (1.16)

which would not be invariant under the transformation of eq. 1.11. As a result, those
terms are forbidden in the Lagrangian.

In 1933, Fermi proposed a model [7, 8] to explain the radioactivity with a direct
interaction between a proton, a neutron, an electron and a neutrino, as shown in
fig. 1.3. This model was limited to low energy as cross-sections computed in this
framework diverged at high energy. A way to remove this divergence was to remove
the contact interaction and replacing it with a mediated one. This is shown on the
right part of fig. 1.3, where the date 1938 corresponds to the proposal by Klein [9] of
a boson exchange model for radiative decays, anticipating Yang-Mills theories [10].
However, the mediator of the interaction should be massive and even extremely
heavy with respect to the standards of the time. Later data confirmed the theory of
a heavy mediator with the indirect observation of neutral current by the Gargamelle
experiment [11, 12] and the discovery of W± and Z0 at the Spp̄S at UA1 [13, 14] and
UA2 [15, 16].

FIGURE 1.3: Diagrams representing the β decay in Fermi theory (left)
and in weak interactions (right).

The solution came from BCS theory of supra-conductivity [17] which was able to
give a mass term to photons by spontaneously breaking a symmetry in the ground
state of their system. The mechanism made its way into particle physics, in partic-
ular thanks to Nambu and Jona Lasinio [18, 19, 20, 21], and was applied in abelian
gauge theory by Brout and Englert [22], and Higgs [23] independently. The mecha-
nism, applied to the electroweak interaction [24, 25], required a new particle in the
theory which will later be the Standard Model : the so called (Brout-Englert-)Higgs
boson (often called H). Englert and Higgs won the Nobel prize in 2013 (Brout was



10 Chapter 1. A precise mathematical framework

deceased at that time) after the discovery [26, 27] of a resonance which properties
are compatible with the Higgs boson the previous year at the LHC.

The mass-generating mechanism that will be loosely referred as Higgs mecha-
nism relies on the assumption that the ground state of a system does not show the
same symmetries that the Lagrangian from which it is derived. Consider the simple
example in fig. 1.4 in which a pencil is initially put vertically on a plane surface.
Classical mechanics tells us that this position is an unstable equilibrium so that the
pencil will fall so as to reach a stable equilibrium. The Lagrangian of the pencil was
initially invariant under rotation around its axis. In the final state, the pencil fell
in one direction so space is not isotropic anymore. The pen spontaneously left an
unstable rotation-invariant state to go in a state with less symmetry.

FIGURE 1.4: Visualisation of a symmetry breaking with a pen at un-
stable equilibrium. [28]

Let’s consider this principle in a bosonic field theory invariant under the gauge
transformation of eq. 1.9. The Lagrangian of the theory is enriched with a poten-
tial in the form given in 1.17. Under the gauge transformation of the field φ, this
potential is naturally invariant.

V (φ) =
1

2
µ2φ∗φ+

1

4
λ(φ∗φ)2 (1.17)

If λ is negative, the potential does not have a lower bound : the system is unsta-
ble. For λ and µ2 positive, the minimum of the potential is at 0 so the ground state
respects the symmetry of the potential. Finally, for negative µ2, the potential allows
for a non trivial minimum. In the case of a complex field, there is an infinite number

of generated minima defined by {veiα, α ∈ R} as shown in fig. 1.5. v =
√
−µ2

λ is
the vacuum expectation value. The system must choose spontaneously one ground
state among the available minima, hence leaving its trivial symmetric initial one.

Consider that the system chooses the minimum φ0 = v + i × 0. A generalisa-
tion can be easily performed by rotating the system. The dynamic of the theory is
obtained by perturbation theory around this minimum. One can re-parametrize the
two degrees of freedom of the field around the ground state using eq. 1.18.

φ(x) =
v + σ(x) + iπ(x)√

2
(1.18)

This new parametrization is then injected into a bosonicU(1) gauge theory. Some
computation leads to the following form for the Lagrangian.

L =
1

2
|∂µσ|2 +

1

2
|∂µπ|2− v2λσ2 +−λ(π2σ2 + 2π2vσ)− λ

2
(σ4 +π4 + 4vσ3) +C (1.19)

where C is a calculable constant.
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FIGURE 1.5: Potential for U(1) symmetry breaking. [29]

The first two terms are the kinetic terms for the two degrees of freedom. The
third term is proportional to σ2 : it a mass term for this field. The σ field characterises
the excitation in the radial direction, as energy is required to climb the walls of the
potential. On the other hand, there is no quadratic term in π. This field corresponds
to the lateral excitation of the field which needs no energy to go from a minimum
to any other one because of the degeneracy. The presence of this mass-less boson
is the result of a theorem demonstrated by Goldstone [30]. This theorem states that
for every spontaneously broken continuous symmetry there should be a mass-less
scalar boson. These bosons have not been observed. This issue may be solved by the
Higgs mechanism in a local gauge invariance.

Finally, the initial gauge theory for radioactivity imposed mass-less gauge bosons
as a price for mathematical elegance (and precision of physical predictions). How-
ever, it was quickly understood that gauge bosons had to be massive and even very
heavy for the experiments to be understood. Finally, using spontaneously broken
symmetry, imported from condensed matter, allowed for massive gauge bosons.
This improvement is at the price of adding the scalar Higgs boson to the theory

1.4 The Standard Model

1.4.1 Construction of the SM

The main ingredients to create a gauge theory have been presented. The Standard
Model and most Beyond Standard Model (BSM) theories are only different recipes.
To summarise, a gauge theory is built by following those steps :

• choosing the group invariances,

• choosing the particle content of the theory (fermions),

• including (or not) one or many symmetry breaking mechanisms and corre-
sponding fields.

There is a vast choice of gauge invariances available for gauge theory. While
restricting to (special) unitary groups, the possibilities in term of combinations are
limitless. The choice between abelian and/or non-Abelian groups may give rise to
a wide variety of phenomena. The only constraint on the choice in our case is the
possibility to interpret observed phenomena. In the case of the SM, the lagrangian is
imposed invariant under SU(3)c×SU(2)I ×U(1)Y . The particles (fields) which will
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be included later will then have as property a combination of color (c), hypercharge
(Y) and isospin (I), which will impose their behaviour under each gauge invariance.
SU(3) group will manage the strong interaction. It is a non-abelian group which
is defined by 8 generators which will translate into 8 massless gauge bosons : the
gluons. SU(2)I × U(1)Y will be responsible for the electroweak sector. This non-
abelian group will generate 4 electroweak gauge bosons : the charged bosons W±,
and the two neutral Z0 and photon (γ). The gauge group is often written SU(3)c ×
SU(2)L × U(1)Y since SU(2) acts only on left chiral fermions.

The particle content of the theory is mostly arbitrary. However, the easiest way
to be in agreement with the experimental results is to add fields corresponding to
some observed states. Additional fields can be added to fulfil the philosophy of
the theory. Finally, fields can be added a posteriori to the theory in order to tune
some phenomena. In the SM, 12 fermion fields are injected in the theory along with
the Higgs field. The remaining boson states arise due to gauge invariances. The
fermions form two groups of equal size (6 fermions in each) : quarks and leptons.
The former will be sensitive to all gauge interactions while the latter only to the
electroweak part. In each group, the fermions are paired. For the leptons (quarks),
members of the pair will be either charged or neutral (up or down types). Finally
there exist a hierarchy between pairs, with ranks called family. The quark and lepton
pair of the same rank are labelled as part of the same family : leading to a total of 3
families. Fig. 1.6 proposes a visualisation of this organisation of fermions. The first
family consist in fields which make ordinary matter : up and down quarks combine
to create protons and neutrons, and electron (and electronic neutrino). The second
family is composed of the charm and the strange quarks, the muon and the muonic
neutrino. Every particle of the second family is identical to its counterpart in the
first family but with a higher mass. While not part of ordinary matter, the second
family is "naturally" present as muons are heavily produced in the upper atmosphere
(although they decay rapidly). The third family is made of particles identical to the
second family but with higher masses : top and bottom quarks, τ lepton and tau
neutrino.

FIGURE 1.6: Qualitative particle content of the Standard Model. [31]

Spontaneously symmetry breaking is heavily used in BSM theories, for instance
in supersymmetry. The Standard Model only breaks the electroweak symmetry in
order to give a mass term to electroweak bosons. Choices have been made both in
term of the representation for the Higgs field but also on the shape of the potential.
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The SM chooses the simplest potential as in section 1.3. Still, two free parameters
remain, λ and µ, so they will be set to values obtained from by data. Since the mea-
surement of the Fermi constant GF, which is related to weak bosons masses, a con-
straint is set on the vacuum expectation value of the potential. Until 2012, no more
information was available to constraint the system. Indirect searches and theory
asumptions only reduced the available phase space. The mass of the Higgs boson
was necessary to complete the model. Direct searches were performed successively
by LEP, Tevatron and finally LHC. Finally in 2012 the last parameter of the SM could
be measured.

1.4.2 Electroweak sector

The lifetimes involved in weak interaction are significantly higher than ones for
strong interaction. Indeed, weak radioactive decays constant times are of the or-
der of the second or higher while strong interaction barely last longer than 10-14s.
These long lifetimes were attributed to a weaker interaction, hence its name. After
some developments, it turned out that the couplings of the weak interaction were of
the order of the electromagnetic coupling. The weakness of the interaction was then
attributed to large masses of the vector bosons which mediated the interaction.

The electroweak theory is imposed invariant under the gauge symmetry SU(2)I×
U(1)Y . This symmetry imply the presence of 4 gauge bosons : 3 for SU(2) (Wi

µ) and
1 for U(1) (Bµ). The covariant derivative has the following formula :

Dµ = ∂µ − i
g

2
σi.W

i
µ − i

g′

2
Y Bµ (1.20)

with σ the Pauli matrices, g and g′ two arbitrary real constants.

1. Higgs sector

The representation chosen for the Higgs field is a SU(2)L complex doublet with
a hypercharge Y = 1. Its most general form is

Φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2
φ3 + iφ4

)
(1.21)

with φi’s properly normalised real scalar fields.

The dynamic of the Higgs field is described by the Lagrangian :

LH = (DµΦ)†(DµΦ)− µ2Φ†Φ− λ(Φ†Φ)2 (1.22)

The minimum potential of this field is a four dimensional sphere such that :

Φ†Φ =
1

2
(φ21 + φ22 + φ23 + φ24) = −µ

2

2λ
=
v2

2
(1.23)

The Higgs field can be re-parametrized around the minimum < φ3 >= v and
< φ1 >=< φ2 >=< φ4 >= 0. A specific choice of gauge, called the unitary
gauge lead to :

Φ =
1√
2

(
0

v + h

)
(1.24)
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Combining the covariant derivative formula with the expression of the Higgs
field in the unitary gauge, the kinetic term of the Higgs field takes the form :

(DµΦ)†(DµΦ) =
1

2
(∂µh)(∂µh)+

1

8
(v+h)2

[
g2(W 1

µ − iW 2
µ)(W 1µ + iW 2µ) + (−g′Bµ + gW 3

µ)2
]

(1.25)

The first term correspond to the properly normalised kinetic term for the real
scalar field h. The first part of the second term correspond to the charged boson
W± which are defined such that

W±µ =
W 1
µ ∓ iW 2

µ√
2

(1.26)

Developing this term leads to the expression of the mass term for these bosons
:

mW =
vg

2
(1.27)

The last term can be identified with the interaction of the Z boson with the
Higgs mass. It is a linear combination of the third generator of SU(2) and the
generator of U(1). Properly normalised, this field and its orthogonal take the
form :

Zµ = cosθWW
3
µ − sinθWBµ

Aµ = cosθWBµ + sinθWW
3
µ

cosθW = g√
g2+g′2

sinθW = g′√
g2+g′2

(1.28)

The field Aµ is not coupled to the Higgs fields hence will not have a mass
term. This field is identified with the photon. The mass term for these two
fields finally take the form :

mZ =
v
√
g2+g′2

2 = mW
cosθW

mA = 0
(1.29)

2. Fermions representation

In the electroweak theory, the W boson interacts only to the "left" component of
the fermions, which corresponds to the projection of the field using the opera-
tor PL = 1

2(1−γ5). The left components of the fermion fields are then organised
into two doublets and the right components are assigned to singlets. Finally,
the fermion fields will be defined as follow :

Lil = PL

[
νi(x)
li(x)

]
; Liq = PL

[
ui(x)
di(x)

]
; i = 1, 2, 3 (1.30)

Rf (x) = (1− PL)ψf (x) (1.31)

with f representing any fermion (from any family).

Right handed neutrino have no interaction with the electroweak sector (and
the strong sector) and as such can be removed from the SM.
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Finally, the leptonic sector of the electroweak theory takes the form.

L ⊃ iL̄lγµDµLl + iR̄lγ
µDµRl (1.32)

No mass term is present is this lagrangian. As for the weak bosons, it will be
generated by their interaction with the Higgs field. The only possible solution,
given the choice of Higgs boson representation, is a Yukawa coupling between
fermions and the Higgs field.

LYukawa,l ⊃ −
[
ylR̄lΦ

†Ll + y∗l L̄lΦRl
]

= −
(
ylv√

2

)
L̄lRl−

yl√
2
hL̄lRl+h.c. (1.33)

where yl is the dimensionless couplings of the lepton to the Higgs boson. The
second step of the equation is obtained with the Higgs field in the unitary
gauge.

A similar approach for the quarks would lead to a mass term only for the up
type quark. The issue can be solved if the conjugate of the Higgs field Φ̃ = iσ2Φ
is used instead. The total interaction term of the quark field from the first
family with the Higgs fields then takes the form :

LYukawa,Q ⊃ −[yuR̄uΦ†Lu + ydR̄dΦ̃
†Ld + h.c.] (1.34)

The discussion about fermion parametrization focused on the first family. The
two other families are parametrized in the same way as the first.

3. Quarks mixing

The quark mixing is another characteristic of the weak interaction. Cabibbo
[32] proposed in 1963 that the quark eigen-states for the weak interaction were
different from the mass eigen-state. This allowed the weak interaction to change
the flavour of quarks. This model has been extended by Kobayashi and Maskawa
in 1973 [33]. Within this model, the mass eigen-states (d’, s’, b’) are related to
the interaction eigen-states by the CKM matrix :ds

b

 = VCKM

d′s′
b′

 (1.35)

with :

VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

 (1.36)

1.4.3 Higgs boson production and decay predictions at the LHC

The strength of a model is the precision at which it describes observed phenomena
but also mainly its ability to predict new phenomenon. The spontaneous symmetry
breaking formalism allows in an elegant framework to provide a mass to fermions
and weak bosons at the cost of a new (scalar H) boson. One prediction of the the-
ory lies in the properties of this new particle and in its interactions with the other
particles of the SM.
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The Higgs boson theoretical predictions at the LHC are summarised in ref. [34].
This document details the level of precision as well as assumptions included in the
computation of various Higgs boson properties. An overview of the production and
decay of the H boson is proposed in the following sections.

The mass of the H boson is the only free parameter of the SM to be determined
after the discovery of the top quark [35] so properties of the boson can only be com-
puted as a function of its mass. Before the LHC, the various electroweak measure-
ments [36] and the direct LEP limits [37] restrained the mass of a light H boson to be
within [114, 152] GeV at 95% CL. Even within this limited range, its properties have
large variations depending on its mass. The discussions on production modes and
decay width will include the mass dependence in order to propose a broad view of
the context at the start of the LHC. Since the measurement of the H boson mass [38],
the paradigm has evolved to a situation where properties have only small variations
between masses in the measured confidence interval.

1. Production modes

At the LHC, proton collisions allow for a large variety of interactions. Indeed,
through the sea (with quarks and gluons) of the proton, important at this en-
ergy, one can consider virtually all type of quarks and gluon as initial states
of processes. Therefore, several processes leading to the creation of a Higgs
boson are accessible. Fig. 1.7 presents the H boson cross section (as a function
of its mass) of the main production processes for protons colliding at a center
of mass energy of

√
s = 14 TeV.
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FIGURE 1.7: Inclusive Higgs boson production cross-section as a
function of its mass at

√
s = 14 TeV at the LHC. [34]

Five production processes are considered to give a measurable contribution
to the total cross-section within the run 2 of the LHC. These processes, which
diagrams are shown in fig. 1.8, differ by the partons required in the initial state
but also of the particle content present in the final state along with the H boson.
It is then possible to infer the process which produced a Higgs boson by the
study of the rest of the event. This is the target of the coupling measurements.
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(a) Gluon fusion (ggH) (b) Weak vector boson fusion
(VBF)

(c) Higgsstrahung (d) Associated production with tt̄
pair (ttH)

Figure 1.10: Main Higgs production modes at the LHC.
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Figure 1.11: Higgs production cross section for the Vve main production modes of the Standard Model [27].
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FIGURE 1.8: SM Higgs boson leading order production processes at
the LHC. [39]

The dominant mode at the LHC is the fusion of gluons (ggH). Like for most
of the processes the ggH cross section was first computed at the leading or-
der, corresponding to the top left diagram of fig. 1.8. However, this leading
order approximation is in many cases insufficient, and large uncertainties de-
rive from its dependence on the unphysical renormalisation and factorisation
scales. Next to leading order (NLO) computation were done in the finite top
mass approximation [40] and then N2LO and N3LO computations were done
[41, 42] in the infinite top mass limit. One sees in fig. 1.9 that the dependence
of the cross section on a common renormalisation and factorisation scale de-
creases when higher orders are used. The latest computation of the ggH in-
clusive cross section gives σggH = 48.58+4.56%

−6.72% (theory) ± 3.2 (PDF + αs) pb
at mH = 125 GeV at a center of mass energy of 13 TeV. It represents roughly
86% of the total Higgs boson cross-section. It is interesting to notice that this
process contains a loop of heavy quarks (mainly top but with a small contribu-
tion of bottom and charm) at leading order. It has been decided ([43] section
1.9) for the couplings analysis to consider this theory uncertainty as a 100% flat
interval. Since one wants to have a Gaussian uncertainty, the interval was sym-
metrized and the “Gaussian” standard deviation is (6.7 + 6.7)%/

√
12 = 3.9%.

The second most important production mode is the vector boson fusion (VBF)
which is initiated by quarks radiating weak bosons which fuse into a Higgs
boson. This process accounts for about 10% of the total cross-section. It is
particularly interesting as it probes the coupling of the Higgs boson to the
gauge bosons. Furthermore, this production process can be differentiated from
the main ggH production by the two quarks in the final state which will cre-
ate two forward jets. Tagging those jets is the core concept of VBF coupling
measurement. The two following production modes also probe the coupling
of the Higgs boson with electroweak bosons : WH and ZH, also called Hig-
gstrahlung, both result from a production of a weak boson which will radiate
a H. The weak boson which remains in the final state can also be tagged.

Finally, H can be produced by the interaction of a pair of top quarks. This
production process mode has a lower cross-section than the previous ones and
has some similarities with the VBF process, as a top pair is also present in
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FIGURE 1.9: Dependence of the ggH cross section on a common
renormalisation and factorisation scale. [42]

the final state and create a jet. The study of this production process rely on
identifying jets produced by bottom quarks produced by the decay of the top
quarks. The ttH production has a dedicated analysis in ATLAS.

With the increase of the energy of the LHC in 2015 up to 13 TeV, the production
cross-sections of many reactions (including Higgs boson production) increase.
Fig. 1.10 shows the ratio between the 13 TeV cross section and the 8 TeV for a
set of processes. It shows that even for the Higgs boson, this ratio is different
depending on the production mode : ranging from 2.0 for WH to 3.9 for ttH.
Finally, this increase of energy plays a major role in the improvement of mea-
surement of the Higgs boson properties, in particular for the identification of
the ttH production mode.
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The Higgs boson is not a stable particle and will quickly decay into a variety of
final states. Its total width as a function of its mass is given in fig. 1.11. Above
160 GeV, the total width quickly increases as new decay channels fully open.
This could have been problematic as most search analyses rely on observing a
narrow resonance over the background. On the contrary, a light Higgs boson
would have a width so small compared to the detector resolution(' 2 GeV)
that it would be difficult to measure it. The observation favours the latter case
: at 125 GeV the SM Higgs boson width is predicted to be 4.1 MeV.
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FIGURE 1.11: Width of the SM Higgs boson as a function of its mass.
[34]

The set of available decay channels heavily depends on the mass of the boson.
Figure 1.12 shows the branching ratio for different decays as a function of the
mass. Given the constraints on the Higgs boson mass imposed by LEP and
TEVATRON, most of the decay channels presented in fig. 1.12 were good can-
didates for measurements. A large variety of analyses were then possible in
order to constraint the Higgs boson properties.

FIGURE 1.12: Standard Model Higgs boson branching ratio as a func-
tion of its mass. [34]
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At 125 GeV, the leading decay channel is bb̄. This channel is a priori the most
promising as the leading one with about 58% of branching fraction. How-
ever, its final signature is a pair of jets which suffers a large background in
an hadronic collider, even when identifying b jets. As a result, the search of
bottom decay of the Higgs boson is mainly limited to the Higgsstralung pro-
duction mode (see fig. 1.8) in order to use the weak boson signature to reduce
the background. This decay channel was not observed at a 3σ level in run 1
in ATLAS [44, 45] or in ATLAS+CMS [46]. However, a recent ATLAS analy-
sis [47, 47] of combined run 1 and run 2 data shows a measured (expected)
significance of 3.6(4.0)σ. An even more recent preliminary CMS analysis [48]
shows a measured (expected) significance for the combined run 1 and run 2 of
3.8(3.8)σ.

The gluon decay channel, along with cc̄ decay, is not observable. Indeed, the
experimental signature of these decays is only a pair of jets, which is widely
produced in an hadronic collider. However, the diagram of the gluon decay is
the same as the gluon fusion production process but inverted. The information
of the effective couplings of gluons to the Higgs boson is then already present
in the H boson cross-section.

The Higgs boson decay into a tau or muon pair is an opportunity to probe the
Higgs boson couplings to leptons. ATLAS run 1 analysis observed an excess
of 4.5σ (wrt null hypothesis) in the tau decay channel [49]. This level of excess
is compatible with the SM.

The decay of the H boson into a pair of weak bosons has a large branching
ratio. However, the bosons will themselves decay into various stable particles.
The most promising channel in term of identification is a decay into a pair
of Z bosons which themselves decay into a pair of leptons. This channel is ex-
tremely rare due to the leptonic branching ratio of the Z boson (3.363% [50]) but
this is compensated by a low level of background. This channel contributed to
the discovery of the H boson and remains a leading one for measurement of
its properties.

The H → γγ channel has peculiar characteristics. It suffers from a very low
branching ratio (' 2.10−3) which makes it rare. However the final state, two
isolated photons, can be efficiently detected by an electromagnetic calorime-
ter. Given that the background has a monotonous shape, the H signal can be
observed above the background. This particular decay is described by the di-
agrams in fig. 1.13. Even at the leading order, it consists in a loop of t and b
quarks and of W boson. This allows to probe the couplings to these particles
and brings additional complementary information to other dedicated chan-
nels. Finally, since the decay is done through a loop, this process is sensitive
to the contribution of heavy BSM particles inside the loop so contributes to
indirect BSM searches.

CHAPTER 1. STANDARD MODEL OF PARTICLE PHYSICS

(a) Br (b) σ × Br

Figure 1.8: Higgs decay branching ratio in the Standard Model [27]
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Figure 1.9: Higgs decay to two photons at lowest order in the Standard Model.

1.5.6.2 Production

The Higgs production rate is dictated by the collider conVguration. In the latter accelerators, where
protons and/or anti-protons collide, the main four production modes are drawn in Figure 1.10.

Their importance is quantiVed by their cross section, related to the number of events produced (see
Chap. 3). At the LHC, a proton-proton collider, the main production mode is the gluon fusion (87% for
a 126.5 GeV Higgs and a centre of mass energy of

√
s = 8 TeV), followed by the weak Vector Boson

Fusion (7.2%), the Higgsstrahlung (3.1% or WH and 1.9% for ZH) and the associated production
with top/anti-top pair (0.6%, excluding the bb̄H production which is slightly larger than tt̄H). The
mass dependence of the cross sections is shown in Figure 1.11. The energy dependence is illustrated in
Figure 1.12 (with the bb̄H contribution) where one can see that, as expected tt̄H increases a lot with
energy.
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FIGURE 1.13: Leading order Feynman diagrams of SM Higgs boson
decay to a photon pair. [39]
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1.5 LHC results

The LHC primary goal was to provide conditions for the observation of the source
of electroweak symmetry breaking (the Higgs boson in the SM) and to search for
BSM particles in the two general purpose experiments. It is also a great instrument
at which to probe the SM and precisely measure its parameters and its consistency.
Some tests of the SM are provided in fig. 1.14. It is impressive to see that the SM is
able to predict phenomena through 14 orders of magnitude.
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SM prediction. [51]

The major highlight of the run 1 of the LHC was the discovery by ATLAS and
CMS collaborations of the Higgs boson. This observation was driven by three de-
cay channels : H → γγ, H → ZZ∗ → 4l and H → WW ∗ → lνlν. Since then,
the measurement of the mass of the resonance has been performed for each decay
channel available as well as a combined one [52, 53]. ATLAS and CMS decided to
combine [38] their results in order to get a single LHC mass measurement. This
combination of four measurements (diphoton and four leptons for each experiment)
took place with approximately 25 fb-1 in each experiment. The results for each mea-
surement and for the combined ones are shown in fig. 1.15. The final LHC run 1
Higgs boson mass measurement is mH = 125.09 ± 0.21(stat.) ± 0.11(syst.). Since
then, a compatible measurement by CMS of the Higgs boson mass in the 4l channel
of mH = 125.26± 0.21 = 125.26± 0.20 (stat) ± 0.08 (syst) GeV occurred [54, 55].

The couplings of the H to various particles is related to the masses of the decay
particles. As these measurements have already been performed, the SM is in princi-
ple complete. However, the newly discovered Higgs sector can probe BSM effects.
It is then of major importance to try and measure all these couplings, including the
effective ones containing loops, so as to spot any possible deviation from the theory.
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 Run 1LHC 						Total      Stat.    Syst.

l+4γγ CMS+ATLAS  0.11) GeV± 0.21 ± 0.24 ( ±125.09 

l 4CMS+ATLAS  0.15) GeV± 0.37 ± 0.40 ( ±125.15 

γγ CMS+ATLAS  0.14) GeV± 0.25 ± 0.29 ( ±125.07 
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γγ→H CMS  0.15) GeV± 0.31 ± 0.34 ( ±124.70 

γγ→H ATLAS  0.27) GeV± 0.43 ± 0.51 ( ±126.02 

Figure 2: Summary of Higgs boson mass measurements from the individual analyses of AT-
LAS and CMS and from the combined analysis presented here. The systematic (narrower,
magenta-shaded bands), statistical (wider, yellow-shaded bands), and total (black error bars)
uncertainties are indicated. The (red) vertical line and corresponding (gray) shaded column
indicate the central value and the total uncertainty of the combined measurement, respectively.

for the prefit case and

δmHpostfit = ±0.22 GeV = ±0.19 (stat.) ± 0.10(syst.) GeV (7)

for the postfit case, which are both very similar to the observed uncertainties reported in Eq. (3).

Constraining all signal yields to their SM predictions results in an mH value that is about
70 MeV larger than the nominal result with a comparable uncertainty. The increase in the
central value reflects the combined effect of the higher-than-expected H → ZZ → 4` measured
signal strength and the increase of the H → ZZ branching fraction with mH. Thus, the fit
assuming SM couplings forces the mass to a higher value in order to accommodate the value
µ = 1 expected in the SM.

Since the discovery, both experiments have improved their understanding of the electron, pho-
ton, and muon measurements [16, 30–34], leading to a significant reduction of the systematic
uncertainties in the mass measurement. Nevertheless, the treatment and understanding of
systematic uncertainties is an important aspect of the individual measurements and their com-
bination. The combined analysis incorporates approximately 300 nuisance parameters. Among
these, approximately 100 are fitted parameters describing the shapes and normalizations of the
background models in the H → γγ channel, including a number of discrete parameters that al-
low the functional form in each of the CMS H → γγ analysis categories to be changed [35]. Of
the remaining almost 200 nuisance parameters, most correspond to experimental or theoretical
systematic uncertainties.

Based on the results from the individual experiments, the dominant systematic uncertainties
for the combined mH result are expected to be those associated with the energy or momentum
scale and its resolution: for the photons in the H → γγ channel and for the electrons and
muons in the H → ZZ → 4` channel [14–16]. These uncertainties are assumed to be uncor-
related between the two experiments since they are related to the specific characteristics of the
detectors as well as to the calibration procedures, which are fully independent except for negli-
gible effects due to the use of the common Z boson mass [36] to specify the absolute energy and

FIGURE 1.15: Review of Higgs boson mass measurement in ATLAS
and CMS at run 1. [38]

Both ATLAS [56] and CMS [52] measured the ratio (κ) of the measured couplings
with respect to the SM ones. A combination of both experiments [46] has been per-
formed which main results are presented in fig. 1.16. No significant deviation from
the SM is observed.

Direct and indirect measurements of the Higgs boson width have been performed.
The direct measurement rely on testing an hypothetized value of the width and fit-
ting the invariant mass distribution by a convolution of the detector resolution and
a Breit-Wigner representing the signal propagator. The results of this measurement
[57, 53] set the upper limit on ΓH of a few GeV. The recent result of CMS [54, 55]
gives ΓH < 1.1 GeV at 95% Confidence Level (CL). This direct model indepen-
dent methodology does not bring much constraint on Higgs boson properties due
to the large detector resolution with respect to the signal width. An indirect model-
dependent method was proposed [58] to use the on-shell interference between the
H → γγ signal and the background. In addition, the interference of Higgs 4l decay
off-shell signal with the background can also be used to make indirect model depen-
dent limits, as proposed in [59]. With this method, one can set an indirect limit on
the Higgs boson width by comparing the signal yield within and outside the peak
in the 4 leptons and WW channels. With this method ATLAS [60, 61] was able to
constrain the width to ΓH < 22.7 MeV at 95% CL.

1.6 Conclusion

The dawn of quantum field theory allowed for a common elegant mathematical
framework able to describe the observed behaviour of the matter. The Standard
Model of particle physics has been tested to an impressive precision. However, sev-
eral observed phenomenon can not be explained in this context. The SM does not
include information about dark matter, dark energy, or neutrino oscillation for exam-
ple. New theories are then developped Beyond the Standard Model (BSM) in order
to describe both the SM and those new effects. Most of the current proposed theories
are build on the same mathematical framework as the SM, but with different sym-
metries, particle content and/ord symmetry breakings. Constraints on BSM physics
are searched through either the direct observation of new resonnances or by indirect
observation of deviations from the SM. So far the last observed prediction of the SM,
the Higgs boson, is fully compatible with the expectations. The challenges for run 2
and beyond of the LHC will be to reduce statistical and experimental uncertainties
to probe the Higgs boson parameters at the percent level.
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Figure 18: Best fit values of parameters for the combination of ATLAS and CMS data, and separately for each
experiment, for the parameterisation assuming the absence of BSM particles in the loops, BBSM = 0. The hatched
area indicates the non-allowed region for the parameter that is assumed to be positive without loss of generality. The
error bars indicate the 1σ (thick lines) and 2σ (thin lines) intervals. When a parameter is constrained and reaches
a boundary, namely |κµ| = 0, the uncertainty is not defined beyond this boundary. For those parameters with no
sensitivity to the sign, only the absolute values are shown.

pressed as a function of a mass scaling parameter ε, with a value ε = 0 in the SM, and a free parameter M,
equal to v in the SM: κF,i = v · mε

F,i/M
1+ε and κV,i = v · m2ε

V,i/M
1+2ε . A fit is then performed with the

same assumptions as those of Table 18 with ε and M as parameters of interest. The results for the com-
bination of ATLAS and CMS are ε = 0.023+0.029

−0.027 and M = 233+13
−12 GeV, and are compatible with the

SM predictions. Figure 19 shows the results of this fit with its corresponding 68% and 95% CL bands.

6.3. Parameterisations related to the fermion sector

Common coupling modifications for up-type fermions versus down-type fermions or for leptons versus
quarks are predicted by many extensions of the SM. One such class of theoretically well motivated models
is the 2HDM [130].

The ratios of the coupling modifiers are tested in the most generic parameterisation proposed in Ref. [32],

43

FIGURE 1.16: ATLAS and CMS combined measurement of couplings
deviation from the Standard Model for the run 1 of LHC. These re-
sults assume no invisible decay of the Higgs boson, no decay to BSM

particles and no BSM particles in the loops. [46]
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Chapter 2

Statistics

The statistical treatment of the data is the transition between the experimental mea-
surement of quantities and the interpretation of the collected data into a theory. This
interpretation usually aims at determining the values of a set of parameters of the
theory (parameters of interest ~µ) which best describe the data. The inputs of the
statistical framework are a set of events for which observables have been measured
{ ~xe}. The procedure will rely on the determination of the probability to observe the
data under the assumption of a given model P ({ ~xe}|~µ).

2.1 Model building

The modelling of the problem is performed by the creation of a likelihood, i.e. a func-
tion which quantifies the level of agreement between the data and a given theory. In
a simple cut and count analysis, the model predicts an amount of observed events
K by combining the tested theory and experimental considerations. The probability
of observing N events when K are expected, which is equivalent to the agreement
between data and the model, follows a Poisson distribution.

PK(N) =
KN

N !
e−K (2.1)

Usually, a set of observable quantities are measured for each event and can be
used to improve the statistical model. The probability to observe the observables
~xe is defined by the model, using either MC simulations, data driven techniques or
analytic forms. This distribution takes into account the correlations between all the
variables. If there are no correlations, the total probability density function (PDF) is
simply the product of the individual PDF of each observable. Finally, the probability
to observe the dataset { ~xe} is the product of the probabilities to observe each event.
The total likelihood f({ ~xe}) is finally the combination of the Poisson probability and
the product of PDF for the observables.

f({ ~xe}) =
KN

N !
e−K

N∏
e=1

f( ~xe) (2.2)

The dependence of the likelihood with respect to the underlying theory has been
kept implicit so far. For two different models, the number of expected events and
the PDF of the observables are model dependent. Usually, the theories tested against
each other belong to the same class of theories and can be indexed by a set of pa-
rameters of interest (POI) ~µ. The number of expected events and the PDF of the
observables usually depends on ~µ, which allows to differentiate theories.
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In particle physics events are usually classified into two categories : the signal
which is a process that the analysis tries to observe or measure, and the background
which represents known processes. In the cross-section measurement of the H bo-
son, the tested models differ only by the amount of signal events (S) that is expected
in the analysis. These signal events are then mixed in the analysis with background
events for which we will assume we have a (almost) perfect knowledge. The set of
observables in this analysis is reduced to the distribution of the reconstructed invari-
ant mass of the diphoton system, parametrized as a weighted average of the PDF of
the signal and the background. The difference in expected yields between models is
then translated in the statistical model into a difference in the shape of the mass dis-
tribution. In this context, the probability to observe the data under the assumption
of S signal events takes the form :

f( ~xe|S) =
(S +B)N

N !
e−(S+B)

N∏
e=1

SfS( ~xe) +BfB( ~xe)

S +B
=

1

N !
e−(S+B)

N∏
e=1

(SfS( ~xe)+BfB( ~xe))

(2.3)
where fS and fB are the expected mass pdf distribution of the signal and the back-
ground, and B the expected background yield.

A single analysis is usually optimised and the selection of events removes some
part of the signal in order to better reject background. There may be a region in the
remaining phase space from where signal information could also be extracted. It
is then interesting to combine the information from both analyses in order to reach
signal constraints stronger than from either of the individual analyses. Furthermore,
an analysis is usually optimised for a reduced set of POI. A more complete model
could be created by combining different analyses which target different POI. A com-
bination of these multiple analyses, then referred as categories, is obtained by mul-
tiplying the corresponding likelihood together. The correlations between analyses
in taken into account by identifying common parameters between categories. In
run 1, H boson mass measurement was performed by combining 10 categories with
different resolutions and signal significances.

In large datasets, it can become expensive in term of computing power to com-
pute the likelihood (and especially to maximise it). Instead of considering the prob-
ability to observe each event separately, it is possible to replace the PDF of observ-
ables by histograms. The expected number of event in each bin (as a function of ~µ)
can be computed as the integral of the PDF of the observable over the bin width. A
likelihood equivalent for un-binned events is achieved by considering each bin as a
simple cut and count analysis and combining all of them.

2.2 Uncertainties treatment

The statistical model depends on parameters of interest but also on external in-
puts, the nuisance parameters (NP), for which one does not have a perfect knowl-
edge. They can be the result of an experimental measurement, or being an uncertain
theoretical parameter. Most of those parameters take the form of correction or re-
weighting factors measured on dedicated analyses, such as the energy scale factors
which are applied on photons and electrons and which are measured using Z → ee
analysis (see sec. 6).
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A proper modelling of the data must consider the uncertainties on those nui-
sance parameters by combining the statistical model with the auxiliary measure-
ment. Many analyses do not have a sufficient knowledge of the background so mea-
sure the background in control regions where no signal is expected. The information
on the background is included in the statistical model by considering the control re-
gion as a category and correlating the background parameters between the control
and the signal region. However in the H boson to diphoton analysis, background
shape and yield are measured in the side-bands of the data.

The auxiliary measurement may not use a similar statistical procedure to mea-
sure parameters most probable values (MPV) and uncertainties. It may then not be
possible to easily combine it with the statistical model. Instead, the performances
of the auxiliary measurement are simplified into a probability density function for
the nuisance parameter and combined with the main model. Usually it is assumed
that this constraint is a Gaussian function, centred on the MPV of the NP, and with
a RMS equal to the total uncertainty of the NP.

In practice, a NP is η and pT dependent and affect each event differently. De-
pending on the properties of its selection, each category has a different effective
dependency on a nuisance parameter. As a result, each category should impose its
own Gaussian constraint on a NP, with complicated correlations with other cate-
gories. The likelihood of a category which depends only on a single NP χ, with
MPV χ0 and an uncertainty δ, takes the form :

Ltot = L(χ)e−
(χ−χ0)

2

2δ2 (2.4)

Usually, correction factors parameters do not appear explicitly in the likelihood
as it parametrizes the corrected data. The parametrization proposed in eq. 2.4 can
not be used as the χ parameter may not appear explicitly in the model. Instead, the
change of variable proposed in eq. 2.5 allows to include the same information in
the statistical framework but with a major simplification. The Gaussian constraint is
now only dependent on a parameter θ which represents the deviation of the param-
eter NP, in units of its uncertainty, with respect to its MPV. The information about
the deviation is also included into the category by the multiplicative term (1 + δθ).
Without any category dependent variable, all Gaussian constraints are not identical
and can be merged into a single global constraint. Finally, this parametrization can
be used in the case where the NP is effectively absorbed into another variable as its
MPV is not required anymore.

χ→ χ0(1 + δθ); e−
(χ−χ0)

2

2δ2 → e−
θ2

2 (2.5)

The estimation of the POI and NP which best describe the data is performed by
maximising the likelihood (or in practice minimising -2ln(L)). Auxiliary measure-
ments are usually dedicated analyses with optimal sensitivity. It is not expected that
the data of a Higgs boson measurement for instance contribute significantly to the
NP determination. On the contrary, it is expected that the value of the NP showing
the best agreement with data is close to its nominal value, meaning θ=0. Similarly,
the constraining power of the data on the NP is expected to be negligible with re-
spect to the one of the dedicated auxiliary measurement. Hence, only the Gaussian
constraint should have a contribution on the uncertainty of the NP, which implies
an uncertainty of 1. A coherence check is performed after minimisation to ensure
that the NP have the expected best value and uncertainty. An illustration of such a
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check, performed on an Asimov, can be seen for a set of NP in theH → γγ couplings
analysis in fig. 2.1 where the black markers represent the measured values for the
θ’s of selected NP.
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Figure 118: Nuisance parameters ranking and pulls on the inclusive signal strength at mH = 125.09 GeV. The pulls
(black dots and bars) correspond to the bottom axis while the top axis describes the pre and post fit impact on the
signal strength (yellow and blue bands). Left plot is for the asimov data, right plots is for the data.
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FIGURE 2.1: Ranking of nuisance parameters on an Asimov dataset
(see sec. 2.3.4) in the H → γγ couplings analysis. The black markers

represent central pull and overconstraints of NP.[62]

The parametrization in eq. 2.5 allows the parameter χ to be negative. This may
be unphysical for some parameters such as the detector resolution or selection effi-
ciencies. The constraint on the parameter χ is then changed to a log-normal (eq. 2.6)
which prevent any negative value of the parameter.

logNorm(χ;χ0, σ) =
1

χ
exp

(
−(ln(χ/χ0))

2

2σ′2

)
' Cexp

(
−(ln(χ/χ0))

2

2σ′2

)
(2.6)

A re-parametrization, shown in eq. 2.7 of the likelihood is performed in the same
spirit as for the Gaussian constraint by defining θ = 1

σ′ ln(χ/χ0).

χ→ χ0e
θσ′ ; exp

(
−(ln(χ/χ0))

2

2σ′2

)
→ e−

θ2

2 (2.7)
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In practice, the change of constraint is then limited to a change of the multiplicative
factor in the likelihood. σ’ is related to δ by imposing the RMS of the log-normal
function to be equal to the uncertainty on χ0. One must then solve :

δ2 = eσ
′2

(eσ
′2 − 1) (2.8)

Finally, the log-normal constraint is obtained by changing the χ parameter with

χ→ χ0e
θ

√
ln

(
1+
√

1+4δ2

2

)
' χ0e

θ
√
ln(1+δ2) (2.9)

2.3 Compatibility measurement

2.3.1 Confidence interval

In a measurement, one wants to find values of the parameters of interest (~µ) which
are compatible up to a certain level with the data and eventually the values which
show the best agreement. The most probable value is obtained by maximising the
likelihood over the set of parameters of interest (~µ) and the nuisance parameters (~θ).
The construction of a confidence interval is detailed in the case of a single POI µ and
no NP. The generalisation with a more complex likelihood is mentioned later.

An exclusion region at the level of α defines an ensemble of values of µ such that
the probability to observe them under the tested hypothesis is smaller than α. From
the probability distribution of the observed µ under the assumption of µtest, one can
arbitrarily decide the definition of the exclusion region as long as the integral of
the distribution over this region is equal to α. Two definitions are widely used,
depending on the objective of the analysis. The one-sided case assumes that all
incompatible values are the extreme values on a single side of the distribution with
respect to µtest. The exclusion region is defined as all values of µ above (or below)

µ0 such that |
±∞∫
µ0

f(µ|µtest)| = α. On the other hand, the two-sided method shares

equally the α probability between both sides of µtest. The exclusion region is then

defined as ] − ∞, k] ∪ [k′,+∞[ such that
+∞∫
k′
f(µ|µtest) =

k∫
−∞

f(µ|µtest) = α/2. A

visual representation of these two definitions is proposed in fig. 2.2.

FIGURE 2.2: Visualisation of the two-sided (left) and one-sided
(right) exclusion regions of size α=5%.

Using this definition of exclusion region, Neyman proposed in 1937 a method to
define confidence intervals [63], which have a probability β = 1 − α of containing
the true value of µ. For each tested µtest one looks if the observed µobs falls into the
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rejection region. If so, µtest is considered not compatible with the data and is rejected
from the confidence interval. If µobs does not fall in the rejection region, µtest is kept
in the confidence interval [50]. A visualisation of this construction is proposed in fig.
2.3 for the case of an observable x representative of an underlying theory parameter
θ.

Coverage is the probability that the interval will contain (cover) the parameter α when it is true,

coverage(α) = P (α ∈ I |α) . (13)

The equation above can easily be mis-interpreted as the probability the parameter is in a fixed interval
I; but one must remember that in evaluating the probability above the data D, and, thus, the corre-
sponding intervals produced by the procedure I(D), are the random quantities. Note, that coverage is a
property that can be quantified for any procedure that produces the confidence intervals I . Intervals pro-
duced using the Neyman Construction procedure are said to “cover by construction”; however, one can
consider alternative procedures that may either under-cover or over-cover. Undercoverage means that
P (α ∈ I |α) is smaller than desired and over-coverage means that P (α ∈ I |α) is larger than desired.
Note that in general coverage depends on the assumed true value α.

Since one typically is only interested in forming confidence intervals on the parameters of interest,
then one could use the supremum p-value of Eq. 11. This procedure ensures that the coverage is at least
the desired level, though for some values of α it may over-cover (perhaps significantly). This procedure,
which I call the ‘full construction’, is also computationally very intensive when α has many parameters
as it require performing many hypothesis tests. In the naive approach where each αp is scanned in a
regular grid, the number of parameter points tested grows exponentially in the number of parameters.
There is an alternative approach, which I call the ‘profile construction’ [8, 9] and which statisticians call
an ‘hybrid resampling technique’ [10, 11] that is approximate to the full construction, but typically has
good coverage properties. We return to the procedures and properties for the different types of Neyman
Constructions later.

x0

Fig. 4: A schematic visualization of the Neyman Construction. For each value of θ one finds a region in x

that satisfies
∫
f(x|θ)dx (blue). Together these regions form a confidence belt (green). The intersection of the

observation x0 (red) with the confidence belt defines the confidence interval [θ1, θ2].

Figure 4 provides an overview of the classic Neyman construction corresponding to the left panel
of Fig. 5. The left panel of Fig. 5 is taken from the Feldman and Cousins’s paper [12] where the parameter
of the model is denoted µ instead of θ. For each value of the parameter µ, the acceptance region in x
is illustrated as a horizontal bar. Those regions are the ones that satisfy T (D) < kα, and in the case of
Feldman-Cousins the test statistic is the one of Eq. 53. This presentation of the confidence belt works

13

FIGURE 2.3: Sketch of the Neyman contruction of confidence inter-
val. [64]

The construction of Neyman becomes more complicated to visualise in practical
case of many POI and observables. A test statistic is then used to translate all of
the information into a real number. The usual test statistic used for measurement in
LHC experiment is the profile likelihood ratio :

t~µ = −2ln

L(~µ,
ˆ̂
~θ)

L(~̂µ, ~̂θ)

 = −2ln(λ(~µ)) (2.10)

X̂ is the value of X which allows the best agreement with data (i.e. maximises the

likelihood). ˆ̂
θ is the value of θ which maximises the likelihood under some condi-

tions, usually fixing the value of ~µ ( see [65] for instance). The value of tµ is null for
the best agreement between the model and data, and increases with further disagree-
ment. No differentiation is done between disagreements above and below the tested
value so this test statistic corresponds to a two-sided confidence interval. Depend-
ing on the type of confidence interval one wants to create, different definitions of
profiles likelihoods are possible. Practical examples for analyses in particle physics
are proposed in [65].

The test statistic formalism allows to reduce the determination of possibly com-
plicated rejection region, into a simple one-sided rejection region on a single variable
(t~µ). Fig. 2.4 shows an illustration of the distribution of a similar test, qµ, under two
different hypotheses of true µ : either identical with the one tested or different. If one
computes the distribution of the test statistic for events corresponding to the same
µ than the one used in the test statistic, (i.e. this is what we would see if we com-
pute the agreement between data and the true theory), there is a larger probability
to observe a low value (good agreement), hence the tµ distribution has larger prob-
ability close to zero. On the contrary, if the µ of the test statistic and of the events
tested are different, there is in average a larger disagreement between the data and
the distribution of tµ is peaked at a large value.

The definition of the confidence interval for ~µ is derived from the definition of a
rejection region for t~µ. From the distribution of t~µ under the hypothesis of ~µtest, one
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µ
q

)µ|µf(q
’]µ|µmed[q

’)µ|µf(q

p−value

Figure 2: Illustration of the the p-
value corresponding to the median
of qµ assuming a strength parame-
ter µ′ (see text).

procedure can be extended to the case where several search channels are combined, and in
Sec. 4.3 we describe how to give statistical error bands for the sensitivity.

4.1 The median significance from Asimov values of the test statistic

By using the Asimov data set one can easily obtain the median values of q0, qµ and q̃µ, and
these lead to simple expressions for the corresponding median significance. From Eqs. (53),
(60) and (68) one sees that the significance Z is a monotonic function of q, and therefore
the median Z is simply given by the corresponding function of the median of q, which is
approximated by its Asimov value. For discovery using q0 one wants the median discov-
ery significance assuming a strength parameter µ′ and for upper limits one is particularly
interested in the median exclusion significance assuming µ′ = 0, med[Zµ|0]. For these one
obtains

med[Z0|µ′] =
√
q0,A , (79)

med[Zµ|0] =
√
qµ,A . (80)

When using q̃µ for establishing upper limits, the general expression for the exclusion
significance Zµ is somewhat more complicated depending on µ′, but is in any case found by
substituting the appropriate values of q̃µ,A and σA into Eq. (68). For the usual case where one
wants the median significance for µ assuming data distributed according to the background-
only hypothesis (µ′ = 0), Eq. (68) reduces in fact to a relation of the same form as Eq. (60),
and therefore one finds

med[Zµ|0] =
√

q̃µ,A . (81)

4.2 Combining multiple channels

In many analyses, there can be several search channels which need to be combined. For
each channel i there is a likelihood function Li(µ,θi), where θi represents the set of nuisance
parameters for the ith channel, some of which may be common between channels. Here
the strength parameter µ is assumed to be the same for all channels. If the channels are
statistically independent, as can usually be arranged, the full likelihood function is given by
the product over all of the channels,

20

FIGURE 2.4: Illustration of qµ distribution under the different hy-
pothesis.[65]

can define t0 such that
+∞∫
t0

f(t~µ|~µtest) = α. This correspond to the set of measure-

ments which are the least compatible with the model. This region is represented in
blue in fig. 2.4. If the value of the observed t~µtest is larger than t0, then the hypothesis
~µtest is rejected. Otherwise, µtest belongs to the confidence interval. By scanning the
available phase space of ~µ, the confidence interval is created by keeping the values
for which the observed test statistic does not belongs to the rejection region.

2.3.2 tµ distribution

In the description of the confidence interval there was no mention of how to compute
the distribution of t~µ under a ~µtest hypothesis f(t~µ| ~µtest). Two methods are widely
used in particle physics.

The first method consists in the generation of pseudo experiments called toys.
For each toy, one must generate random pseudo-data according to a model (~µtest) to
simulate "data" one would obtain by performing again the experiment. The set of
generated toys aims at being representative of the statistical fluctuations of the data.
The t~µ of each toy can be computed by fitting the toy dataset with the statistical
model. The distribution of t~µ can be unveiled by a sufficiently large amount of toys.

The statistical fluctuation of the toys are obtained by randomly generating the
number of event observed in each bin using a Poisson distribution. The cost of the
method is linked to the rejection power (α) one wants to achieve : an analysis reject-
ing at 5% or 0.01% will not have the same requirements on tail description, hence
in the number of toys required. In any case, the method is intrinsically expensive in
term of cpu as one has to generate a large number of dataset and fit (twice) the statis-
tical model over it. In the case of complex models, the fitting procedure can itself be
extremely time consuming (hours or days). Examples of very time consuming toys
can be found in section 5.4 of [57]. Because of the cost, this method is mostly used
for analyses for which the distribution differ significantly from a Gaussian and for
which no lighter procedure would give correct results.

While the current cpu capacities usually allow to consider the toy method, alter-
nate solutions to obtain the distribution of t~µ where studied both because of lack of
cpu at the time and to save time for simple cases. Following the results of Wilks [66]
and Wald [67], an analytic formulation of the problem was proposed in the case of
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large statistics. The procedure is detailed in the context of particle physics in [65].
Under the assumption of large statistics (N), µ is expected to have a Gaussian distri-
bution and tµ is a function of the estimator of the parameter and its uncertainty only
:

tµ = −2lnλ(µ) =
(µ− µ̂)2

σ2
+O(1/

√
N). (2.11)

When neglecting the term O(1/
√
N), the tµ distribution follows a noncentral chi-

square distribution for one degree of freedom (eq. 2.12). The shape of the tµ distri-
bution was also computed for models with more parameters of interest in [65] : in
that case the distribution follows a non-central chi-square distribution for r degrees
of freedom. The knowledge of the analytical form of f(t~µ|~µ′) allows to easily com-
pute its cumulative distribution which is then used to define the rejection region.
As a result the confidence interval can be obtained by studying this single function
instead of generating a large amount of toys.

f(tµ|µ′) =
1√
8πtµ

[
exp

(
−1

2
(
√
tµ +

µ− µ′
σ

)2
)

+ exp
(
−1

2
(
√
tµ −

µ− µ′
σ

)2
)]
(2.12)

2.3.3 Practical cases

The construction of confidence interval presented so far is mostly theoretical and
practical uses differ. One common way of estimating the confidence interval in the
Gaussian approximation is to compute the covariant matrix Vij of the maximum
likelihood. This uses the well known equation :

V −1ij = −∂
2ln(L)

∂θj∂θk
(2.13)

By indexing µ=θ0, the confidence interval is defined as [µ̂−√V00, µ̂+
√
V00]. This

computation is performed by the MINUIT [68] algorithm. In the case a of Gaussian
distributed variable, this interval corresponds to the values within one standard de-
viation from the centre, and corresponds to a 68% confidence interval. In the case
of a confidence region in two or more dimensions, one has to take into account the
off-diagonal terms in the covariance matrix to ensure a proper coverage of the true
values. This method, which gives symmetric uncertainty on the POI, can not be used
in cases of non-symmetric distributions.

Usually, physicists use only eq. 2.11 to define the confidence interval, so still
using Gaussian assumption. Assuming µ̂ is the true value, one can compute the tµ
for µ 6= µ̂ and obtain the σ. In practice at the LHC, one displays the curve of tµ
as a function of µ which in the Gaussian assumption is a positive parabola which is
minimal at µ̂ as in fig. 2.5. The curve is usually shifted in order to match its minimum
with 0. Eq. 2.11 tells us that the borders of the 68% confidence interval are values of
µ such that µ−µ̂ = σ hence tµ = 1. Similarly, the 95% confidence interval is bounded
by tµ = 4 1. While more graphically oriented, this method allows to see the shape
of the minimum which is probed and eventually observe up/down asymmetries.
Usually, it is assumed that the method is still reliable for large asymmetries such
as in fig. 2.6. This methods also allows for visualisation of several minima in the

1Actually, tµ = 4 for the 95% confidence interval is an approximation. The 95% confidence interval
of a Gaussian is defined as µ± 1.96σ, which lead to tµ = 1.962 = 3.84. Both definitions are commonly
used.
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likelihood provided some small constraints in the choice of initial state of the fit. A
typical example of plot showing two minima is also provided in fig. 2.6. Finally, in
the case of several parameters of interest, one can scan their phase space and plot
the contour line for which tµ reaches the relevant values (1 and 2.3 at respectively 1
and 2 dimension). This kind of plot which is provided in fig. 2.6 takes account of the
correlation between parameters of interest (and NP) by construction. More details
in statistics can be found in [69, 70, 57] and in [71] for the CLs definition.
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Figure 1: Scans of twice the negative log-likelihood ratio−2 ln Λ(mH) as functions of the Higgs
boson mass mH for the ATLAS and CMS combination of the H → γγ (red), H → ZZ → 4`
(blue), and combined (black) channels. The dashed curves show the results accounting for
statistical uncertainties only, with all nuisance parameters associated with systematic uncer-
tainties fixed to their best-fit values. The 1 and 2 standard deviation limits are indicated by the
intersections of the horizontal lines at 1 and 4, respectively, with the log-likelihood scan curves.

and

m4`
H = 125.15± 0.40 GeV
= 125.15± 0.37 (stat.)± 0.15 (syst.) GeV.

(5)

The corresponding likelihood ratio scans are shown in Fig. 1.

A summary of the results from the individual analyses and their combination is presented in
Fig. 2.

The observed uncertainties in the combined measurement can be compared with expectations.
The latter are evaluated by generating two Asimov data sets [26], where an Asimov data set is
a representative event sample that provides both the median expectation for an experimental
result and its expected statistical variation, in the asymptotic approximation, without the need
for an extensive MC-based calculation. The first Asimov data set is a “prefit” sample, generated
using mH = 125.0 GeV and the SM predictions for the couplings, with all nuisance parameters
fixed to their nominal values. The second Asimov data set is a “postfit” sample, in which mH,
the three signal strengths µ

γγ
ggF+tt̄H, µ

γγ
VBF+VH, and µ4`, and all nuisance parameters are fixed to

their best-fit estimates from the data. The expected uncertainties for the combined mass are

δmHprefit = ±0.24 GeV = ±0.22 (stat.)± 0.10 (syst.) GeV (6)

FIGURE 2.5: Final run 1 combined ATLAS+CMS Higgs boson mass
measurement.[38]
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Figure 13: Results of fits for the benchmark model described in Section 5.5.1 that probes the ratio of scale factors
between down- and up-type fermions: profile likelihood ratios as functions of the coupling strength scale factor
ratios (a) λdu (λVu and κuu are profiled), (b) λVu (λdu and κuu are profiled), and (c) the overall scale factor κuu

(λdu and λVu are profiled). The dashed curves show the SM expectations. The red(green) horizontal lines indicates
the cutoff values on the profile likelihood ratio corresponding to a 68%(95%) confidence interval on the parameter
of interest, assuming the asymptotic χ2 distribution for the test statistic.

5.5.2. Probing the quark and lepton symmetry

Here the ratio λlq of coupling strength scale factors to leptons and quarks is probed, while vector boson
coupling scale factors are assumed to be unified and equal to κV . The indices l , q stand for all leptons and
quarks, respectively. The free parameters are:

λlq = κl/κq

λVq = κV /κq

κqq = κq · κq/κH .

The lepton coupling strength is constrained through the H → ττ and H → µµ decays.

Figure 14 shows the results of the fits for this benchmark. Similar to the case above, the likelihood curve
is nearly symmetric around λlq = 0. The fit results for the parameters of interest are:

λlq ∈ [−1.34, −0.94] ∪ [0.94, 1.34] (68% C.L.)

λVq = 1.03+0.18
−0.15

κqq = 1.03+0.24
−0.20.

The value of λlq around the SM-like minimum at 1 is λlq = 1.12+0.22
−0.18. A vanishing coupling strength

of the Higgs boson to leptons is excluded at the ∼ 4.4σ level due to the H → ττ measurement. The
three-dimensional compatibility of the SM hypothesis with the best-fit point is 53%.
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Figure 13: Results of fits for the benchmark model described in Section 5.5.1 that probes the ratio of scale factors
between down- and up-type fermions: profile likelihood ratios as functions of the coupling strength scale factor
ratios (a) λdu (λVu and κuu are profiled), (b) λVu (λdu and κuu are profiled), and (c) the overall scale factor κuu

(λdu and λVu are profiled). The dashed curves show the SM expectations. The red(green) horizontal lines indicates
the cutoff values on the profile likelihood ratio corresponding to a 68%(95%) confidence interval on the parameter
of interest, assuming the asymptotic χ2 distribution for the test statistic.

5.5.2. Probing the quark and lepton symmetry

Here the ratio λlq of coupling strength scale factors to leptons and quarks is probed, while vector boson
coupling scale factors are assumed to be unified and equal to κV . The indices l , q stand for all leptons and
quarks, respectively. The free parameters are:

λlq = κl/κq

λVq = κV /κq

κqq = κq · κq/κH .

The lepton coupling strength is constrained through the H → ττ and H → µµ decays.

Figure 14 shows the results of the fits for this benchmark. Similar to the case above, the likelihood curve
is nearly symmetric around λlq = 0. The fit results for the parameters of interest are:

λlq ∈ [−1.34, −0.94] ∪ [0.94, 1.34] (68% C.L.)

λVq = 1.03+0.18
−0.15

κqq = 1.03+0.24
−0.20.

The value of λlq around the SM-like minimum at 1 is λlq = 1.12+0.22
−0.18. A vanishing coupling strength

of the Higgs boson to leptons is excluded at the ∼ 4.4σ level due to the H → ττ measurement. The
three-dimensional compatibility of the SM hypothesis with the best-fit point is 53%.
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Figure 9: Results of fits for the benchmark model that probes for contributions from non-SM particles in the H→γγ,
H → Zγ and gg → H loops, assuming no extra contributions to the total width: (a) overview of fitted parameters,
where the inner and outer bars correspond to 68% CL and 95% CL intervals, and (b) results of the two-dimensional
fit to κγ and κg , including 68% and 95% CL contours (κZγ is profiled).
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FIGURE 2.6: Illustrations of application of test statistic for the deter-
mination of confidence interval for asymmetric (left), multi-minima

(center) and multi variable (right) likelihood.[56]

2.3.4 Asimov dataset

Prior to the actual measurement, one may be interested in the precision that the
analysis is able to reach. A solution to characterise quickly the sensitivity relies in
the so called Asimov dataset, inspired by the famous science fiction novelist, and
detailed in [65]. This dataset is representative of the tested model without any statis-
tical fluctuation but with the correct statistical uncertainty such that one gets exactly
the expected estimators (µ̂ = µtrue) when fitting the pseudo-data. It is constructed
by imposing in each bin a number of events exactly equal to the expectation. Non
integer values are not important as the factorial parts of the likelihood cancel in the
tµ definition. With this construction one ensures the measured tµ will be the median
of f(tµ|µtrue). The median confidence interval of the measurement can finally be
obtained by applying the procedure described on this dataset.
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Part II

Experimental setup
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Chapter 3

The LHC

3.1 Overview

Since the discovery of the atom by Rutherford in 1909 and the first collisions of par-
ticles, the study of matter relied heavily on colliding particles at the highest possi-
ble energy. Such collisions would induce processes which final states could be de-
tected. Starting in the 50’s bunches of particles could be accelerated and thrown into
each other. The European Organisation for Nuclear Research (CERN), located at the
swiss-french border near Geneva, has been hosting high energy accelerators and col-
liders since its creation in 1954. Today, its main facility is the Large Hadron Collider
(LHC). This accelerator was designed in the 90’s in order to reach unprecedented
center of mass energies to search for the Higgs boson and look for BSM physics.

The LHC is a circular hadron accelerator and collider of 27 km of circonference.
It mainly works with protons but it also collides heavy ions (mostly lead) in order
to study quark-gluon plasma and early universe. It has been built in the tunnel of
the previous large scale accelerator, the LEP, which collided electrons and positrons.
With the constraint of a 27 km accelerator, the reachable energy is function of the
intensity of the magnetic field used to curve the trajectory of protons. At design time,
the technology did not allow superconducting magnets to withstand a field high
enough to bend 7 TeV protons with the required radius. However, the technologies
improvements were nevertheless forecast and were finally achieved before the start
of the construction of the LHC. The inauguration of the LHC was followed in 2008
by a major incident due to a short circuit which in turn created major Helium leak
in the tunnel. Some consolidations were performed but the operating point was
lowered at 7 TeV for 2010 and 2011, and 8 TeV in 2012. These two years are the first
large scale data-taking period and are referred as Run 1. From 2013 to 2015, the LHC
went into a planned shutdown for consolidation and updates. The Run 2 started in
2015 at a center of mass energy of 13 TeV. This energy will remain for the whole run
2, until the end of 2018.

3.2 Injection chain

The LHC uses a large fraction of the accelerator complex present at CERN in order
to bring protons at sufficiently high energy to be injected. The path of the protons is
also a path of history as the protons start at the oldest accelerators in order to reach
the latest. They pass from a generation of accelerator to the next in order to increase
their energy and probe more deeply matter. Some accelerator facilities, like the PS,
have been working for more than 40 years, however with some upgrades, and are
still heavily used to test the SM.
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Protons start their journey as hydrogen atoms in a bottle. After being stripped
off their electron, they are accelerated in a 80 m linear collider, the LINAC 2, which
brings them to 50 MeV. For run 3, the LINAC 4 will be used as first accelerating
machine. H− ions will then be accelerated to 160 MeV and both electrons will be
removed at the injection in the next machine. The LINAC is also responsible for
squeezing the protons in bunches of 1011. From the LINAC, bunches are injected
into a 157 m circular accelerator called the Proton Synchrotron Booster (PSB). Once
filled with several bunches, the PSB increases their energy up to 1.4 GeV and in-
ject them into the Proton Synchrotron (PS). This 628 m circular accelerator again
increases the energy of bunches to 26 GeV. Again, the bunches are injected in the Su-
per Proton Synchrotron (SPS) which brings them to 450 GeV. Finally, the SPS injects
the bunches into a the LHC as a new bunch train, with a separation with the other
trains much above 25 ns. Once filled, it takes about 30 min to bring the protons to
their final energy of 6.5 TeV. Filling a given accelerator may require several cycles
of the previous accelerator. Finally, the full process of injection in the LHC can take
about 2 hours. A representation of the succession of accelerators up to the LHC is
provided in fig. 3.1.

FIGURE 3.1: Injection chain of the LHC.[72]

Once filled the LHC contains 2544 proton bunches in each ring in 2017 (2208 in
2016), separated by 25 ns, ordered into trains. The space between trains is required
for the proper running of the LHC. The train structure will have a significant impact
on the energy response of the detector. This is further discussed in chapter 5.
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3.3 Magnets

Circular colliders have the particularity that they can re-use the particles that they
trap. The particles which did not interact during a bunch collision will perform an-
other circle within the accelerator and will then collide again in a new bunch cross-
ing. The second asset of circular machines is that they can integrate the energy in-
crease of the particles over many turns, hence reducing the number of accelerating
cavities. As explained previously, once filled, the LHC increases slowly its mag-
netic field and cavity fields so that protons reach 6.5 TeV. A linear accelerator on the
other side should accelerate protons at the required energy within one length of the
accelerator. The drawback of the circular geometry is that bending the trajectory of
particles make them loose energy through synchrotron emission. First, this emission
reduces slightly the amount of energy of the particles during one rotation. Secondly,
the energy emitted will be absorbed by the beam pipe which should be able to with-
stand the levels of radiation and evacuate the heat. The radiation also deteriorates
the vacuum within the beam pipe. Finally, synchrotron emission is proportional to
m−4, with m the mass of the particle. The choice of the particles one wants to in-
ject in the collider is decisive regarding that energy losses for electrons will be much
higher than for protons at the same energy.

Naively, a circular accelerator requires only two types of components. First an ac-
celerating cavity is necessary to provide an energy boost to circulating particles. This
accelerating cavity has low constraints on its accelerating field as bunches can in-
crease their energy by successive passages. The second component is dipole magnets
which are used to bend the trajectory of particles into a circle. The field generated
by the magnets should be variable to deal with the increasing energy of bunches.
In a proton bunch, not all protons have exactly the same momentum. Over many
periods, the slight difference between different protons lead to an energy spread
widening and bunch lengthening. Two additional types of magnets are used in ac-
celerators in order to correct for momentum inhomogeneities : quadrupoles and
sextupoles. The quadrupoles are mainly used to squeeze the bunch along one trans-
verse direction hence they are usually used in pair. The longitudinal spread of the
momentum of protons is also corrected by RF cavities.

Another point to raise in the choice of the particle content is the structure of the
beam pipe. Opposite charge particles bend in opposite direction under the same
magnetic field. For an electron-positron collider (or a proton-antiproton collider), it
is then possible to circulate both beams within the same pipe. By selecting trajecto-
ries in the available phase space, one can achieve collisions in the desired interaction
points. In the case of a proton-proton collider, one can not put both beams in the
same magnetic fields. In order to get opposite magnetic fields, both beams must be
in different pipes, shielded from one another. Another difficulty is then to merge the
beam pipes at the interaction point and to separate the beams after. For the LHC,
dedicated magnets have been designed in order to provide an energy of 7 TeV for
each beam with a 8.3 T magnetic field of opposite directions to two independent
beam pipes within a single cryostat. The final design of those magnets is shown in
fig. 3.2.

3.4 Luminosity

The luminosity is a major variable to consider on a collider. From the standpoint
of machine experts, it represents the quality of the colliding beams. Consequently,
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FIGURE 3.2: Schematic of the cross-section of an LHC dipole magnet
with cold mass and vacuum chamber.[73]

it represents how much interactions an experiment will be able to observe, hence
how much the statistical uncertainties will contribute to final measurement. From
the point of view of an experiment, the luminosity (L) can be expressed by :

dN

dt
= Lσε (3.1)

where dN
dt is the rate of observed events of a given process, σ the cross-section

of the process and ε the acceptance and efficiency of the detector, representing the
fraction of produced events that can effectively be observed. This formula can be
seen and used differently depending on the parameter of interest. As it is formulated
in eq. 3.1, it can be used to predict the number of events from a given process. If
inverted, the formula can be used to measure the cross section of a given process, by
relating it to the number of observed events. The measurement of the Higgs boson
couplings uses this strategy as it will be described in section IV.

Even though the luminosity is of crucial importance for collisions analysis, the
luminosity is firstly an accelerator property. It describes the properties of the collid-
ing beams. It is expressed as follow :

L =
kN2f

4πσ∗xσ∗y
F (3.2)

with f the particle frequency in the ring (11246 Hz), N the number of protons in
each bunch (1011), k the number of bunches per beam. σ∗ represents the transverse
beam size at the collision point. In the case of LHC, σ∗x ' σ∗y ' 15 µm. Finally, F is
a reduction factor due to the crossing angle between the bunches at the interaction
point.

Good measurement of the luminosity is essential for analyses : it is a major sys-
tematic in some precision measurements of cross-sections. It is fully performed a
couple times a year in dedicated runs, called Van der Meer Scans [74], which allow
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the measurement of the parameters σ’s. During a scan, beams are moved with re-
spect to each other to change their overlap, hence modifying the visible interaction
rate. Studying the interaction rate as a function of the spatial separation of the two
beams, it is possible to unfold the size of each beam. On the other hand, the amount
of proton within each bunch (N1 and N2) are measured continuously by a dedicated
LHC instrument.

In between those scans, it is necessary to monitor the luminosity to ensure its
stability. This is performed by measuring the visible average number of interactions
per bunch crossing µvis. This quantity can be related to the luminosity using :

L =
µvis

σvis
kf (3.3)

with σvis the visible cross-section for a specific detector and algorithm. σvis can
also be expressed as the total inelastic scattering cross-section times the efficiency of
the analysis. It is measured during the Van der Meer scan :

σvis = µvisMAX

2πσeffx σeffy

N1N2
(3.4)

where σeffx and σeffy are different (with a factor ∼
√

2) from the σ∗x and σ∗y of eq. 3.2
and µvisMAX is the visible interaction rate per bunch crossing observed at the peak of
the Van der Meer scan curve. For more details see [75].

Two sub-detectors in ATLAS are specifically designed to measure the visible in-
teraction rate per bunch crossing [76]. LUCID is a Cherenkov detector consisting in
aluminium tubes filled with gas, placed around the beam pipe, 17m away from the
interaction point, on both sides. The BCM detector is composed of diamond sensors
placed at z = ±1.84 m around the interaction point. Both detectors use an algorithm
which requires at least one particle hit in either the full detector or one of its sub-
parts. Given the acceptance of the detector and a Poisson distribution of the number
of interactions for each bunch crossing, µvis can be obtained using [77]

µvis = −ln(1− NOR

NBC
) (3.5)

withNOR the number of bunch crossings for which a least one hit have been recorded
and NBC the total number of bunch crossings recorded. This algorithm loses sensi-
tivity with increasing luminosity as there are fewer bunch crossings which do not
record any hit.

The luminosity is assumed to be proportional to the number of tracks recorded
in the inner detector (see sec. 4.2). A dedicated ATLAS trigger selects randomly
collisions at a rate of 100 Hz. With a uniform probability over all bunches, it is in
theory possible to obtain information for each of them. However the statistics is
limiting so only average rate over a specific time period is measured. Additional
methods, using various detector part, are able to measure the integrated luminosity
over a time period, and are used to monitor the stability of the luminosity over time.

The results presented in this thesis will concern the combination of data from
2015 and 2016. During those two years a maximum instantaneous luminosity of 1.4×
1034 cm−2s−1 has been reached, with a 3.2% uncertainty [78, 62]. This uncertainty
will be used in this thesis, even though an improved uncertainty of 2.1% has recently
been achieved [78]. The evolution of the instantaneous luminosity over time during
2016 can be seen in fig. 3.3. One can observe that the LHC reached its designed
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luminosity (L = 1034cm−2s−1) in 2016 and went even higher.
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FIGURE 3.3: Instantaneous luminosity recorded by ATLAS as a func-
tion of time for the 2016 data-taking period.[79]

A more commonly used variable is the integrated luminosity which integrates
the luminosity over the full data-taking period. Its evolution since the beginning of
LHC runs can be seen in fig. 3.4. One can see that the restart of the LHC for the run
2 in 2015 was a bit slow. 3.2 fb−1 of luminosity has been recorded by ATLAS in 2015
compared to the expected 10 fb−1. This slow start was a choice in order to better un-
derstand the machine in 2015 in order to provide a large luminosity in 2016, which
even exceeded the expectations. Overall, the LHC has provided astonishing perfor-
mances in run 2, above expectations, and is a major contributor to the improvement
of run 2 results with respect to run 1.
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Chapter 4

ATLAS : A Toroidal LHC
ApparatuS

A proton collision creates a large number of particles of different types. Only a
subset have a lifetime long enough to reach the detector; the rest (for example b
hadrons or top quark) decays within the beam pipe into more stable particles. The
purpose of the ATLAS apparatus is to detect and measure the properties of the final
state particles in order to reconstruct the history of the collision.

In order to recover a maximum of information, the ATLAS detector is a general
apparatus with an almost 4π coverage : it can detect particles in all directions of
space around the collision point. It has a structure of cylinder with a main body,
the barrel, closed by the end-caps. It is centred at the nominal interaction point
and is fully symmetric with respect to the transverse plane. The detector is also de-
signed to be fully symmetric in φ around the beam axis. The full coverage allows
ATLAS to gather information about particles which do not interact with the detec-
tor. Because of the composite nature of the proton, the momentum of the colliding
partons is unknown. However, given that two beams are colliding, one can consider
at first approximation that the momentum of both partons in the transverse plane
is null. By conservation of the momentum, the sum of transverse momenta of the
final state should cancel. Measuring the transverse momentum of all observed par-
ticles, one can detect the presence of one non-interacting particle by the presence of
missing transverse energy (MET) in the event. Energies carried by neutrinos can be
measured in this way. Similarly, the detection of SUSY particles heavily relies on
measuring MET as a sign of a long lived non-interacting SUSY particle.

The apparatus is composed of four main layers which focus on a measurement
on a given type of particle. The innermost layer is called the tracker and detects
the passage of a charged particle. The next layer is the electromagnetic calorime-
ter (ECAL) which purpose is to stop electrons and photons in order to identify them
and to measure their energy (and direction). Then, the hadronic calorimeter (HCAL)
stops hadrons and allows for the measurement of jet energy. Finally, the muon cham-
bers are the outermost component of the ATLAS apparatus. Muons are the only
interacting particles that can escape the hadronic calorimeter. As such the muon
chambers are designed in a similar philosophy than the tracker. The design choices
of the sub-detectors is developed in dedicated sections.

Finally, the ATLAS apparatus is 44 m in length for 25 meters in height. These
impressive dimensions come with a weight of about 7000 tons. The general layout
of the detector is shown in fig. 4.1.
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FIGURE 4.1: Overal layout of the ATLAS apparatus.[80]

4.1 Coordinate system

The coordinate system in the ATLAS frame will be widely mentioned in this thesis.
The origin of the system is at the nominal intersection point. A cartesian frame
(x,y,z) is defined from this point. The x coordinate is horizontal, orthogonal to the
beampipe and pointing towards the center of the LHC. The y direction is defined as
orthogonal to the beampipe and pointing upwards. Finally, the z direction is defined
parallel to the beampipe in such a way that (x,y,z) is a right-handed frame.

Cylindrical coordinates (θ, φ, z) are also defined around this point. The angle φ is
defined around the beam axis with φ ∈ [−π, π] and positive φ describing the upper
half of the detector. θ is defined as the angle with respect to the beam axis. In this
system of coordinates, r refers to the radial distance from the beam line.

A commonly used variable is the pseudo-rapidity η = −ln(tan(θ/2)). This vari-
able can in theory takes all real values. The ATLAS geometry allows to cover up to
|η| = 4.9 which corresponds to θ ' 0.85 degrees. η is also usefull for simple compu-
tation of projection of operators in the transverse plane. Transverse projections (eq.
4.1) are widely used, such as the transverse mass in W mass measurement or MET
in SUSY searches.

OT =
√
O2
x +O2

y = Osinθ =
O

ch(η)
(4.1)

The difference of pseudo-rapidities (of approximately mass-less particles) is in-
variant under a Lorentz boost along the z axis.

4.2 Tracker

The main purpose of the tracker is to measure the trajectories and the momentum of
charged particles created at the interaction point. It is composed of many concentric
layers of active material which send a signal, called hit, when detecting a particle. A
particle will then create a hit in different layers all along its trajectory. Connecting
the hits allows to reconstruct the trajectory of the particle. The tracker is immersed
in a uniform 2 T magnetic field generated by a superconducting solenoid. This field
curves the trajectories of particle depending on their momentum and electric charge.
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The trajectories of particles are used in many ways depending on the analysis.
First, the spatial resolution of the tracker is better than the one of the ECAL. It means
that the tracker is used to define the η and φ of the incoming charged particles. The
information of the tracker is also used in the calibration procedure in order to iden-
tify electrons and to correct their energies. Finally, knowing the trajectory of a par-
ticle in the tracker allows to extrapolate its trajectory inside the beampipe. This
determines the origin of the particles called vertices. Vertices are of two types. The
vertices which are interactions of two protons are aligned with the bunch trajecto-
ries. On the contrary, some vertices are shifted in the transverse plane with respect
to the interaction point. These vertices mainly originate from semi-long lived parti-
cles, such as b or c hadrons, which decay in flight at some distance. b hadrons decay
vertices can be measured at a couple of millimetres from the initial interaction point.
A precise tracker is a requirement for a precise vertex reconstruction of b hadrons
and their identification.

A schematic view of the tracker is proposed in fig. 4.2. A r-z view of the layout
of a quadrant is shown also in fig. 4.3. As the innermost active material, it receives
a huge amount of radiation which can damage both the active material but also the
electronics. Its position makes it very difficult to repair or replace parts. The tracker
and its electronics must then be able to withstand huge amount of radiation for a
long time, while keeping its nominal precision.

Three concentric layers of silicon pixels are disposed around the beam axis at
respective radii of 50.5, 88.5 and 122.5 mm. These three layers are contained within
a structure spanning from 45.5 to 242 mm in radius. In the barrel, the pixel cover
z up to 400.5 mm which allows a coverage in |η| up to 2. Three additional layers
perpendicular to the beampipe are added up to 56 cm away from the interaction
point in order to reach up to |η| = 2.5 in coverage. Each pixel has a minimum size of
50 × 400µm2 in the r − φ plane and can measure the position of a crossing particle
down to 10µm. More that 1700 pixels support containing about 46 thousand pixels
have been installed, leading to about 80 millions electronic channels. During the
first long shutdown, a reduction of the beam pipe allowed the insertion of another
layer of pixel, the Inserted B Layer (IBL) [81, 82], closest to the interaction point.
This additional layer, at a radius betwen 31 and 40 mm, with 6 millions pixels added
material in front of the nominal detector and will have impact on the early run 2
calibration (see chapter 6).

Four layers of silicon microstrips are located after the pixel detector at radii be-
tween 299 and 514 mm. Microstrips are also semi-conductors which detect particles
through charge deposit. They can reach an accuracy of about 17µm in the r-φ plane.

The outer part of the tracker is composed of a Transition Radiation Tracker (TRT).
This detector consist of 4 mm diameter straws, filled with Argon or Xenon gas used
as detection medium, stacked parallel to the beam pipe. A particle crossing the ra-
diation material (fibres of polypropylene) may emit a transition photon. The photon
will then enter a straw, interact with the gas and induce a ionisation or a X-ray cap-
ture in the straw medium. The ionisation will finally induce an electric current into
the straw which will be extracted out of the detector. The TRT spans from 554 up to
1082 mm in radius. Its precision is worse than the pixel and the SCT, 130µm, but the
larger distance from the interaction point and the multiple measurements within the
detector partly compensate.
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Figure 1.2: Cut-away view of the ATLAS inner detector.

The layout of the Inner Detector (ID) is illustrated in figure 1.2 and detailed in chapter 4. Its
basic parameters are summarised in table 1.2 (also see intrinsic accuracies in table 4.1). The ID is
immersed in a 2 T magnetic field generated by the central solenoid, which extends over a length of
5.3 m with a diameter of 2.5 m. The precision tracking detectors (pixels and SCT) cover the region
|η | < 2.5. In the barrel region, they are arranged on concentric cylinders around the beam axis
while in the end-cap regions they are located on disks perpendicular to the beam axis. The highest
granularity is achieved around the vertex region using silicon pixel detectors. The pixel layers are
segmented in R−φ and z with typically three pixel layers crossed by each track. All pixel sensors
are identical and have a minimum pixel size in R−φ× z of 50×400 µm2. The intrinsic accuracies
in the barrel are 10 µm (R−φ ) and 115 µm (z) and in the disks are 10 µm (R−φ ) and 115 µm (R).
The pixel detector has approximately 80.4 million readout channels. For the SCT, eight strip layers
(four space points) are crossed by each track. In the barrel region, this detector uses small-angle
(40 mrad) stereo strips to measure both coordinates, with one set of strips in each layer parallel to
the beam direction, measuring R−φ . They consist of two 6.4 cm long daisy-chained sensors with
a strip pitch of 80 µm. In the end-cap region, the detectors have a set of strips running radially and
a set of stereo strips at an angle of 40 mrad. The mean pitch of the strips is also approximately
80 µm. The intrinsic accuracies per module in the barrel are 17 µm (R−φ ) and 580 µm (z) and in
the disks are 17 µm (R−φ ) and 580 µm (R). The total number of readout channels in the SCT is
approximately 6.3 million.

A large number of hits (typically 36 per track) is provided by the 4 mm diameter straw tubes
of the TRT, which enables track-following up to |η |= 2.0. The TRT only provides R−φ informa-
tion, for which it has an intrinsic accuracy of 130 µm per straw. In the barrel region, the straws are
parallel to the beam axis and are 144 cm long, with their wires divided into two halves, approxi-
mately at η = 0. In the end-cap region, the 37 cm long straws are arranged radially in wheels. The
total number of TRT readout channels is approximately 351,000.

– 6 –

FIGURE 4.2: Schematic view of the ATLAS nominal inner detec-
tor.[80]

Figure 1: The r–z cross-section view of the layout of a quadrant of the ATLAS inner detector for Run 2. The top
panel shows the whole inner detector, whereas the bottom-left panel shows a magnified view of the pixel detector
region. Compared to Run 1, the IBL (shown in red in the bottom-left panel) and its services, together with the new
beam pipe, were added.

to as the SCT-ITE and SCT-OTE respectively, which are located at r ' 255 mm and r ' 550 mm. The
TRT is the outermost of the ID sub-detectors and consists of more than 350 000 gas-filled straw tubes.
The structures of the SCT and TRT are unchanged since Run 1.

The ATLAS trigger system consists of a level-1 hardware stage and a high-level trigger software stage [14].
The level-1 decision used in the measurements presented in this paper are provided by the minimum-bias
trigger scintillators (MBTS), which were replaced between Run 1 and Run 2. The MBTS are mounted
at each end of the detector in front of the liquid-argon end-cap calorimeter cryostats at z = ±3.56 m and
segmented into two rings in pseudorapidity (2.07 < |η| < 2.76 and 2.76 < |η| < 3.86). The inner ring
is segmented into eight azimuthal sectors while the outer ring is segmented into four azimuthal sectors,
giving a total of twelve sectors per side.

5

FIGURE 4.3: R-z view of a quadrant of the ATLAS inner detector. [83]
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4.3 Solenoid magnet

The solenoid magnet of ATLAS is located between the tracker and the electromag-
netic calorimeter. The challenge of the design was to provide a strong (2 T) and
uniform magnetic field while limiting the material. With additional material in front
of the calorimeter the shower development will start earlier and degrade the ECAL
resolution (see chapter 6). The solution found to decrease the material was to insert
the solenoid magnet into the same cryostat as the ECAL, hence removing two cryo-
stat walls. The second optimisation was in the material chosen for the magnet itself.
It is composed of a single layer coil of high-strength Al-stabilised Niobium Titanium
superconductor. For a total mass of 5.4 tons, the solenoid magnet system represents
a thickness of 0.66 X0 operated at a nominal current of 7.7 kA.

4.4 Calorimetry

The calorimetry in ATLAS is divided into two sub-detectors : the electromagnetic
and hadronic calorimeters which aim at stopping and measuring respectively pho-
tons and electrons, and hadrons. To understand the logic in the design of the calorime-
ters a brief overview of the physical processes at play when particle cross matter will
be described. All calorimetric detectors of ATLAS are sampling calorimeters, how-
ever with different technologies. In the second part, the description of the concept
of such detectors is presented. Finally, the details of the different detectors will be
described.

4.4.1 Interaction of particles with matter

At the level of energies considered in this thesis, electrons passing through matter
loose energy through two main processes : ionisation and bremsstrahlung. At low
energy, an electron will interact with the electronic clouds of the material and ex-
change energy, slowly reducing its own. A detailed list of such processes is given in
[50]. At higher energies, the electron has an increased probability to interact directly
with the nucleus. Because of the higher mass of the nucleus, the electron is acceler-
ated and emits a photon. This process is referred as bremsstrahlung emission. The
electron at now lower energy can continue to emit radiation and loose energy. By
reducing its energy, the probability of bremsstrahlung emission will decrease while
the probability a simple ionisation interaction will rise. A critical energy is defined
as the energy at which the electron looses the same energy by radiation of a pho-
ton and by ionisation of the medium. For a simple model that will be detailed later
on, we will assume that an electron below this critical energy, usually several MeV,
looses energy only by ionisation and does not create additional particles.

A photon also have different interactions with matter depending on its energy.
At low energy, many processes contribute to reduce the energy of a photon or even
absorbing it such as the photoelectric or Compton effects. At higher energy however,
the interaction with a nucleus can lead to the creation of an electron-positron pair in
place of the photon. The latter becomes dominant for energies of the order of 10
MeV, depending on the material.

The radiation length (X0) is a variable which is commonly used in order to eval-
uate the thickness, so the stopping power of a detector. It is defined by either the
average distance after which a high energy electron has lost all but 1/e of its energy
through bremsstrahlung emission, or 9/7 of the mean free path of a high energy
photon before undergoing pair creation[50]. Naively, it corresponds to the average
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distance after which an electron or photon will interact and create one additional
particle.

4.4.2 Showers and sampling calorimeters

Consider a high energy photon crossing a material. After a distance X0 the photon
will undergo pair creation. After in average another X0, both leptons will radiate a
photon through bremsstrahlung. Leptons and photons will again interact after an-
other X0 and so forth and create a shower of particles with decreasing individual
energies. Let’s now consider a simple model in which at each interaction the initial
energy is splitted equally between the two outgoing particles. In this model, after
crossing nX0 of matter, the particles will have an energy of E0

2n , with E0 the energy
of the initial particle. This cascade can only develop as long as the bremsstrahlung
and pair creation processes are allowed. Hence, the maximum size of the shower is
reached when particles energies go below the critical energy. Then, the remaining
particles will disappear due to successive energy losses by ionisation. This simple
model allows for a naive understanding of the shower development. In practice,
more complex processes occur in the absorber. A more detailed discussion of inter-
action of particles with matter is proposed in [50].

An example of shower development in the ATLAS ECAL is showed in fig. 4.4.
Sampling calorimeters rely on forcing the creation of a shower and measuring the
total energy deposited by these particles in each layer of active material. The shower
is enhanced by a heavy material, lead or iron usually, called the absorber which also
stops most of the generated secondary particles. The absorber is a passive material
hence thin layers of active material, which actually measures the deposited energy,
are interleaved with layers of absorber.

In a sampling calorimeter, only a fraction of the incident energy is effectively de-
posited in the active material. The rest, usually the majority, is lost in the passive
material. The resolution of such detector is then worse than the resolution of a ho-
mogeneous calorimeter. Using test beams and simulation, it is possible to evaluate
the fraction of energy effectively deposited in average in the active material in order
to retrieve the incident energy from the sum of deposited energy by the shower.

FIGURE 4.4: Simulation of an electromagnetic shower in the ATLAS
LAr calorimeter.

The detection of the shower is performed in the active material. Two technolo-
gies are of interest in the ATLAS calorimetry : scintillating plastic and noble liquid.
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When crossing a scintillating plastic, a particle will ionise and excite the medium.
The desexcitation of the medium is performed by emission of low energy photons.
These photons are directed toward a photomultiplier and counted. In these pro-
cesses, the amount of photons detected is proportional to the number of crossing
particles. The second technology used in ATLAS relies on liquid Argon as active
material. When crossing the Argon, the particle will also ionise the medium and cre-
ate secondary electrons of low energy. Thanks to a high voltage, electrons will drift
toward a cathode and induce an electric current proportional to the number of elec-
trons drifting in the medium. A schematic of the ionisation processes in an Argon
gap in ATLAS is shown in fig. 4.5. Considering an electron drift velocity v, one can
easily understand the electrical signal shape. A discussion on its treatment is per-
formed in section 5.1. Let’s consider that a passing particle created in a uniform way
in the gap N0 ionisation electrons which start to drift. During the time δt, electrons
produced closer than vδt of the cathode will be absorbed and will not contribute to
the electric current anymore. Hence the current will have a triangular shape with an
integral proportional to N0 (see fig. 5.1).

CHAPITRE 2. Le LHC et le détecteur ATLAS

Plusieurs choix s’offrent pour l’ordonnancement de la description du calorimètre, par
exemple en fonction de la nature des particules à reconstruire ou en fonction de la tech-
nologie utilisée. C’est ce deuxième choix qui est proposé dans ce manuscrit.

2.4.2.1 Le calorimètre à argon liquide

Le calorimètre à argon liquide est basé sur le principe de l’échantillonnage (Fig. 2.30)
par une structure d’alternance de milieu absorbant passif lourd et de milieu actif. L’absor-
beur de différentes natures suivant le sous-détecteur, permet de faire perdre de l’énergie
aux particules incidentes et de créer le long de leur trajectoire des particules secondaires
(électrons, photons). Le milieu actif : l’argon liquide, est ionisé par les électrons secon-
daires, ce qui permet par l’intermédiaire du champ électrique produit par un système
d’électrodes à haute tension de collecter les électrons, formant un courant dont l’am-
plitude initiale est proportionnelle à l’énergie perdue par la particule incidente, donc
permettant de déduire l’énergie initiale de celle-ci en combinant plusieurs cellules. En rai-
son de la mobilité bien plus importante des électrons par rapport aux ions sur l’échelle de
temps de dérive des porteurs de charge, seuls les électrons dérivent vers l’électrode chargée
positivement 18, tandis que les ions, qui dérivent vers la cathode (l’absorbeur), peuvent
être considérés comme quasi-immobiles. Tant que l’énergie des particules incidentes est
suffisante, le phénomène continue en cascade, donnant lieu à la création d’une gerbe
électromagnétique. Les caractéristiques de la gerbe (extensions latérales, longitudinales,
etc.) permettent l’identification des particules avec une certaine efficacité/réjection.

Figure 2.30 – Schéma de principe du calorimètre à argon liquide pour un absorbeur de plomb.

L’argon liquide est un gaz rare, inerte chimiquement par les couches électroniques
périphériques complètes, ce qui l’empêche de capturer des électrons. La phase liquide
permet une forte densité, donc de couvrir la gerbe électromagnétique avec une meilleure
fraction d’échantillonnage et un bon rapport S/B. En conclusion, il a les propriétés d’une

18. appelée parfois génériquement électrode par abus de langage dans la littérature.

154

FIGURE 4.5: Schematic of particle detection in a sampling calorimeter

4.4.3 ECAL

The electromagnetic calorimeter (ECAL) is a central component in electroweak pre-
cision measurement. It is responsible for stopping, identifying, and measuring the
energy of photons and medium to high energy electrons (the inner detector is not
expected to improve significantly the performances of the ECAL for electrons above
20 GeV). Its design has been optimised to target the Higgs boson search in particu-
lar in the diphoton and four leptons channels. Those analyses required an efficient
identification and a large background rejection specially against boosted π0 which
decay in a collimated photon pair. A schematic of the ATLAS calorimetry modules,
including the hadronic and electromagnetic calorimeters is shown in fig. 4.6.

The active medium of the ATLAS ECAL is liquid Argon maintained at a temper-
ature around 89 K. A precise monitoring of the cryostat temperature is performed as
it has a major impact in the energy measurement. With increasing temperature the
density of the Argon decreases [84]. Then, the interaction probability of traversing
particles, the number of ionisation particles and finally the integrated current are
decreasing. Furthermore, the increase in temperature increases the friction of drift-
ing electrons with the medium hence reducing their velocity. As the signal is also
inversely proportional to the drift velocity, a higher temperature will also reduce the
measured energy (see [85] paragraph 2.1.2.3). Finally a total effect on the measured
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Figure 1.3: Cut-away view of the ATLAS calorimeter system.

Calorimeters must provide good containment for electromagnetic and hadronic showers, and
must also limit punch-through into the muon system. Hence, calorimeter depth is an important
design consideration. The total thickness of the EM calorimeter is > 22 radiation lengths (X0)
in the barrel and > 24 X0 in the end-caps. The approximate 9.7 interaction lengths (λ ) of active
calorimeter in the barrel (10 λ in the end-caps) are adequate to provide good resolution for high-
energy jets (see table 1.1). The total thickness, including 1.3 λ from the outer support, is 11 λ

at η = 0 and has been shown both by measurements and simulations to be sufficient to reduce
punch-through well below the irreducible level of prompt or decay muons. Together with the large
η-coverage, this thickness will also ensure a good Emiss

T measurement, which is important for many
physics signatures and in particular for SUSY particle searches.

1.3.1 LAr electromagnetic calorimeter

The EM calorimeter is divided into a barrel part (|η | < 1.475) and two end-cap components
(1.375 < |η | < 3.2), each housed in their own cryostat. The position of the central solenoid in
front of the EM calorimeter demands optimisation of the material in order to achieve the de-
sired calorimeter performance. As a consequence, the central solenoid and the LAr calorimeter
share a common vacuum vessel, thereby eliminating two vacuum walls. The barrel calorimeter
consists of two identical half-barrels, separated by a small gap (4 mm) at z = 0. Each end-cap
calorimeter is mechanically divided into two coaxial wheels: an outer wheel covering the region
1.375 < |η |< 2.5, and an inner wheel covering the region 2.5 < |η |< 3.2. The EM calorimeter is
a lead-LAr detector with accordion-shaped kapton electrodes and lead absorber plates over its full
coverage. The accordion geometry provides complete φ symmetry without azimuthal cracks. The
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FIGURE 4.6: Schematic of the ATLAS calorimetry modules.[80]

energy of −2%/K is expected. This effect is observed in the comparison of in-situ
energy scale factors between 2015 and 2016 runs (chapter 6).

A major singularity of the ATLAS ECAL is its accordion shape. When placing
straight plates in the transverse plane of a cylinder, the distance between the plates
increases with the radius. For precision measurement it is preferable for the LAr
gap to be constant everywhere in the barrel. The accordion geometry, an original
idea of D. Fournier [86], consists in plates with a wave form such that the angular
coverage of the plate is constant as a function of r. The angle of the wave is also
a function of r such that in the barrel the gap between two plates is constant with
r. With carefully computed properties, these accordion shaped plates can fit next to
each other without any gap in the azimuthal angle. In the barrel, 1024 plates have
been used in order to obtain a full coverage. In the end-cap, the different geometry
of the detector made impossible to have a constant LAr gap. Thus, the gap width
increases with the distance from the beam pipe. To compensate for this, the high
voltage (HV) on the electrodes also increases. The accordion geometry in the barrel
is partially represented in fig. 4.7.

The electromagnetic calorimeter of ATLAS is composed of two main parts. The
barrel parts are two cylinders, coaxial with the beam pipe, which join at η = 0 with
a gap of 4 mm between them. An end-cap component of the ECAL is placed at each
end of the barrel. Each end-cap is composed of two co-axial wheels, with the same
technology but different design with respect to the barrel. Because the barrel plays
a dominant role in precision measurements, its design is described in more details
than the end-cap. Two views of the barrel can be seen in fig. 4.7 and 4.8.

Both barrel and endcap calorimeters are a succession of plates of the same pat-
tern. This pattern is composed of the succession of absorber plates followed by active
material. The absorber plate is a layer of lead between two thin (0.2 mm) layers of
stainless steel mainly used for mechanical purposes. Depending on their position,
the lead layers have different thickness. In the innermost part (|η| < 0.8), absorbers
have a thickness of 1.53 mm. Around η = 0, this corresponds to about 22 radiation
lengths (to which one should add ∼ 3 X0 before the accordion). But with increasing
η, a particle will have to cross more matter and will feel an effective larger thickness.
In this case, the electromagnetic shower will develop earlier in the detector. To profit
of the full detector at larger η, the lead plates are reduced down to 1.13 mm thick for
η above 0.8 in the barrel. At the transition, the thickness of the detector (counted in
number of X0) decreases.

The active part of the detector is contained in a gap of 4.5 mm between two lead
plates. The center of the gap is occupied by a 0.3 mm copper electrode at a nominal
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CHAPTER 4. THE ATLAS EXPERIMENT

In front of these three layers, a thin presampler with ∆η×∆φ = 0.025× 0.1 is used in the region
|η| < 1.8 to quantify the energy losses before the calorimeter.

The particularity of the ATLAS electromagnetic calorimeter is to have an accordion geometry of
interlaced absorbers and electrodes as illustrated in Figure 4.8 that ensures better azimuthal coverage
by avoiding the readout gap between the modules (following an original idea by D. Fournier [58]).

Figure 4.8: Accordion geometry on the right compared to the standard geometry on the left [59].
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Figure 4.9: Barrel segmentation in the electromagnetic calorimeter [60].

The electromagnetic calorimeter is used to identify and measure the energy of photons and elec-
trons. Its functioning is described in more details in chapter 5.

The hadronic calorimeter is an extension of the electromagnetic calorimeter aiming at containing
the shower initiated in the late electromagnetic calorimeter by hadrons, i.e. jets. It is composed of

60

FIGURE 4.7: 3D view of the segmentation of a module of the ATLAS
barrel electromagnetic calorimeter.[39]
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potential of 2000 V. The rest of the volume is filled with liquid Argon. Electrodes
are maintained at the center of the gaps by a light honeycomb spacer. The electrons
created in both gaps will drift toward the electrode which will send out the electric
signal by capacitive coupling.

As a function of η, the cells are directly obtained by etching the copper plate and
separating each part electrically. This method allows more freedom in the definition
of cells width and depth. They are defined as rectangular shaped and projective in
η, meaning that they point toward the nominal interaction point, as shown in the
schematic on one plate in fig. 4.8. This make the structure of the cells tilting as a
function of η and with a constant width in η. Three different zones, as a function of
R, have been etched with different sizes. They are referred as layers : L1, L2 and L3.
The L1, closest to the beam pipe, has a high granularity and small depth. Each cell
is 4.69 mm wide (∆η = 0.0031) and 90 mm deep, which correspond to 4.3 X0 con-
sidering the absorber trapped in the wave structure between two plates. This first
layer is designed primarily to reject QCD background (mainly pions). Two photons
produced by the decay of a boosted π0 have a typical opening angle of tanθ ' 2/γ.
For a 50 GeV pion, this angle would reach 0.0024 radians. The dimensions of the
cells in the L1 correspond to an effective angle of 0.0015, which allow to observe two
distinct energy deposit for this kind of events. Figure 4.9 shows a typical difference
between a π0 and a prompt photon deposits in the first layer. Each of the cells has
its own readout, located in front (inner radius) of the ECAL.
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Figure 6-17 Signal layer for barrel electrode.

FIGURE 4.8: Cut view of the cells organisation in the R-η plane of
ATLAS barrel electromagnetic calorimeter.[87]

The second layer, with its thickness of 16 X0, is designed to receive most of the
energy deposit of photons and electrons. The width of L2 cells correspond to exactly

FIGURE 4.9: Energy deposit of 21 GeV π0 (left) and a 31 GeV photon
(right) in ATLAS ECAL.[88]
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8 cells of the first layers (∆η×∆φ = 0.025×0.0245) so that L1 and L2 cells are aligned
and projective in η. The length of a cell vary as a function of η to keep a constant
thickness in term of radiation length. This is particularly visible at the change of
absorber density (η = 0.8) in fig. 4.8. The L2 cells are read from the back (outer
radius) of the ECAL, using small extensions of the cells between L3 cells.

Finally, a third layer has been etched at large radius in order to evaluate the
amount of energy punching through the second layer. This layer is mostly used to
better correct the energy of high energy true photons and electrons. Because po-
sitioning precision is less important for this layer, the cells have been extended to
∆η = 0.05. The third layer is also projective in η but its depth is not constant. In-
stead the depth of each cell correspond to the remaining space between the second
layer and the end of the rectangular shaped module. The readout is also performed
on the back of the cells.

Because of the waves, the plates are not projective in φ, as can be observed in
fig. 4.7. There, the straight dashed lines cross many plates over the depth of the
detector. As a result, even without any shower, the energy deposit of a particle is
bound to be distributed among several gaps in φ. The measurement of muon energy
deposit in the ECAL, mostly used in calibration, use this property and adds the
signals of two neighbouring cells. The magnetic field further bends the trajectories of
charged particles in the φ directions, which impose to naturally cross many different
plates. To limit the number of readout cells, electrodes are grouped (in the barrel)
into groups of 16 in the L1 and 4 in the L2 and L3, called towers, and their signals
are summed together.

The endcap part of the ECAL consists in two wheels, one for each side. The active
part is 63 cm thick and spans radially between 330 and 2098 mm. This allows to
cover 1.375 < |η| < 3.2. One can notice that there is an overlap in coverage between
the barrel and endcap calorimeters. This region, 1.375 < |η| < 1.475 is referred
as the crack. In this region, the energy measurement is performed by combining
both calorimeters. However, there is a lot of passive material in between (cryostats,
cables, . . . ) which imply a large energy loss. Scintillators have been installed in
between the detectors to evaluate this energy loss. The extended crack, defined as
1.37 < |η| < 1.52 is currently removed from precision analyses of photons (discussed
later in this thesis).

The development of the electromagnetic shower may start early in the detec-
tor due to the integrated material in front of the calorimeter. The first layer of the
calorimeter is not fit to disentangle a shower which started in the lead with another
which had lost energy before and into the lead.

In order to be able to correct the lost energy up to the calorimeter, a presampler
is disposed in front of the calorimeter. The presampler is also useful in identifying
photons which converted late in the tracker or even in the cryostat material. The
absorber is absent from the presampler, instead this role is played by the integrated
material in front of it. 32 modules are disposed around the beam axis, consisting in
11 mm long copper plates separated by LAr gaps. The readout cells cover ∆η×∆φ =
0.025× 0.1 in the barrel. In the endcap, the presampler covers 1.4 < |η| < 1.8.

4.4.4 HCAL

The hadronic calorimeter aims at stopping hadronic particles and measuring their
energy. It extends from 2280 to 3865 mm from the interaction point in radius and up
to 6 m along the beampipe.
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It is also a sampling calorimeter composed of four parts. The central part of the
barrel (|η| < 1.7) is a tile calorimeter composed of the succession of steel absorber
and scintillating plastic as active material. When crossing the scintillator, a particle
ionises the polystyrene and induces an ultraviolet scintillation light. Two sides of
the scintillating tiles are read out by wavelength shifting fibres and sent to different
photo-multipliers.

In the endcap, the occupancy of the HCAL is expected to be far higher than in
the barrel. The detector must then be both radiation hard and granular in order
to separate the numerous jets in this region. The LAr technology has been re-used
instead of the tile. On each side of the detector, two independent 2 m radius wheel
of LAr calorimeter cover a total region of 1.5 < |η| < 3.2. The inner wheels contain
25 mm thick copper plates and outer wheels have 16 plates 50 mm thick. In both
case, the plates are separated by 8.5 mm of liquid Argon.

Finally, a forward calorimeter is installed within the HCAL endcap wheels to
cover 3.1 < |η| < 4.9. It is about 1.5 m long situated at 4.5 meters of the interaction
point and divided into three modules. The module closest to the interaction point
uses copper as absorber while the next two use tungsten. The electrode structure
consists in small diameter rods, parallel to the beam pipe, which contain 0.5 mm
LAr gaps.

The full schematic of the hadronic calorimeter is presented in fig. 4.6 along the
ECAL.

4.5 Toroid magnet

The toroid magnet function is to bend the trajectory of the muons in order to measure
their momentum. This choice of geometry was made in order to provide a magnetic
field to a large volume. However this field is not homogeneous so the reconstruc-
tion of bent tracks is non-trivial. The magnet system in the barrel is composed of
8 racetrack coils disposed around the calorimeters parallel to the beam axis such as
in fig. 4.10. This system provides an average magnetic field of 0.5 T for a nominal
injected current of 20.5 kA in the coils. This field is monitored by 1800 sensors across
the detector. Smaller toroids are also placed at each endcaps and provide an average
magnetic field of 1 T.
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Figure 2.1: Geometry of magnet windings and
tile calorimeter steel. The eight barrel toroid
coils, with the end-cap coils interleaved are
visible. The solenoid winding lies inside the
calorimeter volume. The tile calorimeter is
modelled (section 2.2.2) by four layers with dif-
ferent magnetic properties, plus an outside re-
turn yoke. For the sake of clarity the forward
shielding disk (section 3.2) is not displayed.

Figure 2.2: Bare central solenoid in the factory
after completion of the coil winding.

phases. The cold-mass and cryostat integration work began in 2001. The first barrel toroid coil
was lowered in the cavern in fall 2004, immediately followed by the solenoid (embedded inside the
LAr barrel calorimeter). The remaining seven barrel-toroid coils were installed in 2004 and 2005,
and the end-cap toroids in the summer of 2007.

2.1.1 Central solenoid

The central solenoid [2] is displayed in figure 2.2, and its main parameters are listed in table 2.1.
It is designed to provide a 2 T axial field (1.998 T at the magnet’s centre at the nominal 7.730 kA
operational current). To achieve the desired calorimeter performance, the layout was carefully
optimised to keep the material thickness in front of the calorimeter as low as possible, resulting
in the solenoid assembly contributing a total of ∼ 0.66 radiation lengths [9] at normal incidence.
This required, in particular, that the solenoid windings and LAr calorimeter share a common vac-
uum vessel, thereby eliminating two vacuum walls. An additional heat shield consisting of 2 mm
thick aluminium panels is installed between the solenoid and the inner wall of the cryostat. The
single-layer coil is wound with a high-strength Al-stabilised NbTi conductor, specially developed
to achieve a high field while optimising thickness, inside a 12 mm thick Al 5083 support cylin-
der. The inner and outer diameters of the solenoid are 2.46 m and 2.56 m and its axial length
is 5.8 m. The coil mass is 5.4 tonnes and the stored energy is 40 MJ. The stored-energy-to-mass
ratio of only 7.4 kJ/kg at nominal field [2] clearly demonstrates successful compliance with the
design requirement of an extremely light-weight structure. The flux is returned by the steel of the
ATLAS hadronic calorimeter and its girder structure (see figure 2.1). The solenoid is charged and
discharged in about 30 minutes. In the case of a quench, the stored energy is absorbed by the en-
thalpy of the cold mass which raises the cold mass temperature to a safe value of 120 K maximum.
Re-cooling to 4.5 K is achieved within one day.
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FIGURE 4.10: Schematic of ATLAS magnet system.[80]



4.6. Muon chambers 55

4.6 Muon chambers

In the detector described so far, not much information can be obtained on the muons.
In particular in the inner detector it is impossible to differentiate muons from pions.
Muons are also minimum ionising particles and do not have much sensitivity to
the material they cross. As a result they cross calorimeters without losing much
energy. An additional detector is necessary to measure their properties specially at
high momentum where the inner detector does not give a good measurement, and
to identify them among non muon tracks. The muons chamber (MS) are tracker-like
detectors set outside the calorimeters.

Like the previous subdetectors, the muons chambers are of different kind in the
barrel and the endcap. In the barrel, 8 superconducting coils have been placed
around the HCAL in order to create a toroid magnetic field up to |η| < 1.4. The
active material is disposed both between and inside the coils in three concentric
layers at approximately R = 5, 7.5, 10 m. Each layer is composed of 16 modules
separated between large and small ones. Large modules are set in-between coils.
Small modules are put between large ones at a different radius. In doing so, an over-
lap is created at the transition between large and small modules which allows for a
full φ coverage as well as an improved alignment procedure which can use tracks
detected by two modules. Each of these modules is a Monitored Drift Tube (MDT)
chamber composed of 3 to 8 layers of drift tubes. Resistive Plate Chambers (RPC) are
disposed around the central layer modules and at the outermost part of the detector.
These detector are not involved in precision measurement but are used for the muon
trigger.

The endcap is organised perpendicular to the beam in four discontinuous layers
respectively at 7.4, 10.8, 14 and 21.5 m. The first layer is about 6 m long and separated
into 4 modules. For the module closest to the beam pipe, Cathode-Strip Chambers
(CSC) have replaced the MDT’s to improve detector resolution in this dense region.
CSC also work better in high rate environment. Just behind the first layer lies the
endcap toroid magnet. Above it, from 6 to 9 meters radius is placed the second
layer of MDT composed of 2 modules. Finally, the last two 10 m long MDT layers
are placed outside the detector as external wheels. Thin Gap Chambers (TGC) have
been chosen for muon triggering in the endcap. A first layer is disposed between
the HCAL and the first layer of MDT. 2 layers have been placed around the second
layer of MDT. A last layer has been put about 50 cm after the third one.

Two schematics of the full muon chambers are shown in fig. 4.11. As a whole,
the muon chambers can precisely measure muon tracks up to |η| < 2.4. At higher
pseudo-rapidity, a non negligible amount of background leaks from the calorimeters
so a shielding module is put instead.

4.7 Trigger

At the LHC at the nominal working point and luminosity a bunch crossing occurs
every 25ns with an average of 25 collisions. This means that an average of 109 col-
lisions take place every second. The cross section of the SM processes spans over
more than fourteen orders of magnitude, meaning that a small set of processes will
represent the overwhelming majority of the observed events. Because of the limited
bandwidth available to record data, a selection must be performed in order to give
priority in the bandwidth to some signatures. The trigger [89, 90] is responsible for
the identification of the desired signature and the rejection of the remaining events.
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Figure 6.1: Cross-section of the bar-
rel muon system perpendicular to the
beam axis (non-bending plane), show-
ing three concentric cylindrical layers of
eight large and eight small chambers. The
outer diameter is about 20 m.

Figure 6.2: Cross-section of the muon system in
a plane containing the beam axis (bending plane).
Infinite-momentum muons would propagate along
straight trajectories which are illustrated by the dashed
lines and typically traverse three muon stations.

where a high momentum (straight) track is not recorded in all three muon layers due to the gaps
is about ±4.8◦ (|η | ≤ 0.08) in the large and ± 2.3◦ (|η | ≤ 0.04) in the small sectors. Additional
gaps in the acceptance occur in sectors 12 and 14 due to the detector support structure (feet). The
consequences of the acceptance gaps on tracking efficiency and momentum resolution are shown
in figures 10.37 and 10.34, respectively. A detailed discussion is given in section 10.3.4.

The precision momentum measurement is performed by the Monitored Drift Tube chambers
(MDT’s), which combine high measurement accuracy, predictability of mechanical deformations
and simplicity of construction (see section 6.3). They cover the pseudorapidity range |η | < 2.7
(except in the innermost end-cap layer where their coverage is limited to |η |< 2.0). These cham-
bers consist of three to eight layers of drift tubes, operated at an absolute pressure of 3 bar, which
achieve an average resolution of 80 µm per tube, or about 35 µm per chamber. An illustration of a
4 GeV and a 20 GeV muon track traversing the barrel region of the muon spectrometer is shown in
figure 6.4. An overview of the performance of the muon system is given in [161].

In the forward region (2 < |η |< 2.7), Cathode-Strip Chambers (CSC) are used in the inner-
most tracking layer due to their higher rate capability and time resolution (see section 6.4). The
CSC’s are multiwire proportional chambers with cathode planes segmented into strips in orthogo-
nal directions. This allows both coordinates to be measured from the induced-charge distribution.
The resolution of a chamber is 40 µm in the bending plane and about 5 mm in the transverse plane.
The difference in resolution between the bending and non-bending planes is due to the different
readout pitch, and to the fact that the azimuthal readout runs parallel to the anode wires. An illus-
tration of a track passing through the forward region with |η |> 2 is shown in figure 6.5.

To achieve the sagitta resolution quoted above, the locations of MDT wires and CSC strips
along a muon trajectory must be known to better than 30 µm. To this effect, a high-precision optical
alignment system, described in section 6.5, monitors the positions and internal deformations of
the MDT chambers; it is complemented by track-based alignment algorithms briefly discussed in
section 10.3.2.
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FIGURE 4.11: Schematic of the muon chambers at constant z (left)
and x (right).[80]

This procedure must be fast (because of the high frequency of collisions) and robust
(as discarded data are forever lost). The trigger is organised into two sub-modules :
the Level 1 (L1) and High Level Trigger (HLT), which can be seen in fig. 4.12.
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Figure 1: The ATLAS TDAQ system in Run 2 with emphasis on the components relevant for triggering. L1Topo
and FTK were being commissioned during 2015.

In the L1 Central Trigger, a new topological trigger (L1Topo) consisting of two FPGA-based (Field-
Programmable Gate Arrays) processor modules was added. The modules are identical hardware-wise and
each is programmed to perform selections based on geometric or kinematic association between trigger
objects received from the L1Calo or L1Muon systems. This includes the refined calculation of global
event quantities such as missing transverse momentum (with magnitude Emiss

T ). The system was fully
installed and commissioned during 2016, i.e. it was not used for the data described in this paper. Details
of the hardware implementation can be found in Ref. [9]. The Muon-to-CTP interface (MUCPTI) and the
CTP were upgraded to provide inputs to and receive inputs from L1Topo, respectively. In addition, the
CTP supports twice as many L1 trigger selections (512) and bunch-group selections (16), defined later,
as were used in Run 1. The changes to the L1Calo and L1Muon trigger systems are described in separate
sections below.

In Run 1 the HLT consisted of separate Level-2 (L2) and Event Filter (EF) farms. For Run 2 these were
merged into a single homogeneous farm allowing better resource sharing and overall simplification on
both the hardware and software sides. To achieve higher readout and output rates, the ROS, data storage
system and the data collection network were upgraded. The on-detector front-end (FE) electronics and
detector-specific readout drivers (ROD) were not changed in any significant way.

A new Fast TracKer (FTK) system [10] will provide global ID track reconstruction at the L1 trigger rate
using lookup tables stored in custom associative memory chips for the pattern recognition. Instead of a
computationally intensive helix fit, the FPGA-based track fitter performs a fast linear fit and the tracks are
made available to the HLT. This system will allow the use of tracks at much higher event rates in the HLT

5

FIGURE 4.12: Simple view of the ATLAS trigger system.[89]

4.7.1 Menus

The trigger is organised into menus, which aim at selecting one type of signature.
For example, the trigger menu HLT_2e12_lhloose_L12EM10VH used in the in-situ
2015 Z → ee analysis aims at identifying a pair of electrons with a transverse energy
more than 12 GeV for each. HLT_2e12_lhloose means that at the HLT two objects
above 12 GeV with the electron loose likelihood are required. L12EM10VH means
that at the L1 two objects above 10 GeV with a slightly variable (V) threshold and
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hadronic isolation (H) are required. The diphoton HLT trigger used in the 2015+2016
analysis is g35_loose_g25_loose following the L1 trigger L1_2EM15VH. A menu is
not a fixed object : some of its properties can evolve with time. Depending on the
data-taking conditions, menus can be switched on or off in between runs. During
data taking periods, a calibration run for the ECAL is usually performed on morn-
ings between two beam circulations in the LHC. For such a run a different trigger
configuration is setup to prioritise dedicated triggers.

Trigger properties can also be changed during a run. As beams interact, the
instantaneous luminosity decreases as a function of time, hence changing the data
conditions. Toward the end of a run, the pile-up conditions are better and the occu-
pancy of the detector is lower. Then the trigger occupancy decrease and bandwidth
capacity could be left unused. Additional menus are switched on at lower lumi-
nosity to benefit for either lower pile-up and bandwidth availability. For example,
triggers selecting more events can be switched on later in the run. Finally, trigger
menus can also be prescaled; which means that instead of collecting all the events
which match the conditions, only 1/N events will be recorded. The value of N can
change throughout the run. Fig. 4.13 shows a typical L1 trigger rate for the 2015
data taking period as a function of luminosity. One would expect a linear correla-
tion between those two variables as more luminosity means more events to trigger.
One can instead see an increase of trigger rate at low luminosity, which corresponds
to new triggers being enabled.
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Figure 6: (a) L1 and (b) HLT trigger rates grouped by trigger signature during an LHC fill in October 2015 with a
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total rate and (b) Main physics stream rate, which are shown as black lines. Multi-object triggers are included in
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T .

Luminosity block [~ 60s]
300 400 500 600 700

R
at

e 
[H

z]

0

1000

2000

3000

4000

5000

Detector Calibration (partial EB)

Trigger Level Analysis (partial EB)

Express

Other physics-related

Main

ATLAS Trigger Operation

=13 TeVsData Oct 2015 
HLT stream rate

(a)

Luminosity block [~ 60s]
300 400 500 600 700

B
an

dw
id

th
 [M

B
/s

]

0

200

400

600

800

1000

1200

1400

1600 Detector Calibration (partial EB)

Trigger Level Analysis (partial EB)

Express

Other physics-related

Main

ATLAS Trigger Operation

=13 TeVsData Oct 2015 
HLT stream bandwidth

(b)
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FIGURE 4.13: L1 trigger rates grouped by trigger signature during an
LHC fill in October 2015 with a peak luminosity of 4.5×1033 cm−2s−1.

[89]

4.7.2 L1

The purpose of the L1 trigger is to perform a fast pre-selection of events in order to
drastically reduce the event rate for the HLT. Fast custom electronics is used to en-
sure a decision taken in less than 2.5 µs. During this latency, the detector signals are
stored in a front-end pipeline. Two sub-systems treat the data from respectively the
calorimeter (L1-CALO) and muon chambers (L1-MUON). The data from the track-
ing will be used in the HLT. The L1-CALO [91] identifies regions with large energy
deposit in the electromagnetic calorimeter. In order to be fast, the granularity of the
detector is reduced : a trigger tower contains 16 middle cells of the ECAL and com-
bine the information from cells of all layers. A 4× 4 trigger towers region of interest
(RoI) is defined if a transverse energy threshold is reached. Isolation vetos can be
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defined by looking at the energy deposit in trigger towers adjacent to the RoI but
also behind. Jets RoI’s can be defined by either 4 × 4 or 8 × 8 tower cluster. The
output of L1-CALO and L1-MUON are merged and eventually sent to the HLT. At
this point the event rate goes down from 40M Hz to 100 kHz.

4.7.3 HLT

The HLT is a farm of processors connected by fast networks located at the surface
above the ATLAS detector. Algorithms run on those processors have access to both
finer granularity data and tracking information from the ID to make its selection. It
consists in two steps : a fast reconstruction algorithm which removes the majority of
the events and a precision reconstruction algorithm. The reconstruction of the events
follows the same procedure as the offline algorithms described in chapter 5. HLT is
divided into numerous menus with different selection. Menus with the same HLT
selection can further differ from the L1 menu which feed them. If one HLT menu
accepts the event, the data are sent to the dataflow to be recorded. In the case where
the HLT computation takes too much time or crashes, the process is stopped and the
data are sent to a dedicated stream (debug stream). At the end of the run, the HLT is
rerun on the debug stream and selected events are added to the main stream. Most
of the time, these events correspond to jets which have punched through the muon
chambers.
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Part III

From signal to calibrated particle
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Chapter 5

Identification and energy
reconstruction of electrons and
photons

A particle crossing the detector and stopping in the ECAL will only deposit a frac-
tion of its initial energy in the active material. This energy deposit is then trans-
formed into an electrical signal which has to be interpreted back into a particle type
and its corresponding energy. The energy measurement as well as the particle iden-
tification must take into account a wide range of processes from material interac-
tion to electronic response. From the raw electrical signal output of detector cells,
successive studies derive corrections to reconstruct the initial energy of the particle
from subdetector information. Those calibrations aim at improving the matching
of reconstructed and true energy and to optimize the detector resolution. A precise
evaluation of the limits of each correction with independent cross-checks allow the
evaluation of systematic uncertainties which will then be propagated to the final
measurement.

This chapter describes the main steps to reconstruct electric signals from the cells
of the detector to electron and photons objects with their its kinematical properties.
The next chapter will focus on the calibration procedure of the energy of electromag-
netic particles, mostly described in the context of run 1. The run 2 improvements
and modifications are described simultaneously. Finally, chapter 7 will detail my
personal contribution : the in situ electron calibration using Z → ee.

5.1 Energy measurement from electrical signal

As described in section 4.4, a particle passing through the liquid Argon will deposit
energy through ionization of the active medium. The ionisation creates a triangular
shaped electric signal in the electrode (anod). This signal is then passed through am-
plifiers with gains of 1, 9.9 and 93, called respectively low, medium and high, which
are determined to cover for the wide range of energies available at the LHC. As seen
in fig. 5.1, the detector response takes longer than the 25ns time lapse between each
collision at the LHC. Thus, the energy deposited in the calorimeter cells during pre-
vious collisions must be considered. To reduce this out-of-time pileup signals are
passed through a bipolar filter. The filter changes the shape of the signals from tri-
angular to peaked as shown in fig. 5.1. With this filter, the information related to the
energy deposited in the current beam crossing (indexed by a BCID = Beam Crossing
IDentifier) is concentrated in the peak while the negative tail will allow the average
contribution of pile-up to be null. The peak of this signal is finally sampled at the
LHC frequency of 40 MHz. If the L1 trigger answer is positive, the choice of the gain
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is performed using the second (and highest) sample. The signal is then digitized and
sent out of the detector to the back-end boards (Read Out Driver=ROD).
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Figure 3. Shapes of the LAr calorimeter current pulse in the detector and of the signal output from the
shaper chip. The dots indicate an ideal position of samples separated by 25 ns.

the LHC bunch crossing of 40 MHz. For triggered events, a number of samples Nsamples per chan-
nel is read out. Reading out and utilizing multiple samples provides several advantages, including
improving the precision of the energy measurement (as shown below), making the energy mea-
surement insensitive to how accurately a sample can be placed at the top of the peak, and allowing
the calculation of other quantities, such as the time and quality factor, in addition to the deposited
energy. The typical choice of five samples represents a compromise between the noise reduction
achieved and the amount of data that must be digitized and processed in real time.

The ROD reconstructs the amplitude (A) of the signal pulse in ADC counts, as well as the time
offset of the deposition (t), by applying a digital filter to the recorded samples (s j) according to the
following equations:

A =
Nsamples

∑
j=1

a j(s j− p) (3.1)

and

t =
1
A

Nsamples

∑
j=1

b j(s j− p). (3.2)

Here p denotes the pedestal value, namely the mean value of the samples (in ADC counts) when
no signal is present. The coefficients a j and b j are calculated according to an optimal filtering al-
gorithm [12] that optimizes the resultant energy and timing resolution, and are referred to hereafter
as the optimal filter coefficients (OFCs). Calculation of the OFCs uses the expected pulse shape as

– 6 –

FIGURE 5.1: Shape of the LAr output signal before and after the bipo-
lar filter. The dots represent the ideal samplings for energy determi-

nation.[92]

The energy deposited in a cell is computed online in the ROD. Using the optimal
filtering technique [93] the amplitude of the initial signal (A), which is proportional
to the deposited energy, is computed. This technique relies on the optimization of
coefficients (Optimum Filtering Coefficients) which optimize the reconstructed en-
ergy according to eq. 5.1.

A =

Nsample∑
j=1

aj(sj − p) (5.1)

p refers to the pedestal : the mean value of the samples when no signal is present.
It is regularly measured in dedicated runs. sj represents the different samples of the
signal and aj the optimal filtering coefficient. aj are determined by optimising energy
reconstruction on simulations.

This last step is performed on digitized signal, meaning that the amplitude is
measured in ADC count. As one wants to retrieve the deposited energy in MeV,
the formula eq. 5.2 is applied, which correct for the different electronic corrections
applied to the signal.

E = FµA→MeV × FDAC→µA ×
1

Mphys
Mcali

×G×A (5.2)

FµA→MeV relates the energy deposited in the cell to the electric current out of the
cell. It is determined using test beam and in-situ data of the LHC. FDAC→µA relates
the ADC count to the signal amplitude and is measured using injected signals into
the electronics. 1

Mphys
Mcali

corrects for the difference between physics and injected pulse
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at a constant amplitude and G represents the gain of the channel (in DAC/ADC).
This energy E will then be the input for the offline analyses.

In order to increase the trigger rate for the run 2 of the LHC, or maintaining the
rate with higher detector occupancy, 4 signal samples are used to determine the de-
posited energy instead of 5 in run 1. While this significantly reduces the needed
bandwidth for an event, it reduces also in principle the quality of the energy recon-
struction. The most energetic sample plays a major role in the energy deposited as
it has an important contribution to the measurement of the amplitude of the signal.
The uncertainty on the energy determination is reduced by the other samples. But,
the remaining samples will however have a reduced impact. The performances of
the energy reconstruction may then change between the two runs due to the differ-
ent number of samples used. Figure 5.2 shows a comparison of the reconstructed
energy for the same events with either 4 or 5 samplings as a function of η.

FIGURE 5.2: Comparison on 2012 Z → ee data of reconstructed en-
ergy between 4 and 5 signal samplings. [94]

The OFC are optimized once before each data taking period with a given amount
of pile-up representative of the expected beam properties. However in real condi-
tions, each proton bunch has slightly different properties which lead to a different
luminosity when crossing another bunch. Each bunch crossing will then create a
different amount of pile-up in the detector. Furthermore, the OFC integrate the pile-
up contribution from several bunch-crossings, essentially before the one considered.
In an ideal beam configuration with all the BCID equivalent, the average pile-up,
thanks to the bipolar shaping is 0. But in reality, the effective amount of pile-up then
depends on the position of the bunch into its train (sec. 3.2). As an example, the
OFC from the first bunch of the train will not be sensitive to previous bunches as
no energy has been deposited before. One then expects an energy shift in the recon-
struction, depending on the bunch crossing identifier (BCID). The plot of this shift
is presented in fig. 5.3 for early run 2 data. As expected, a large shift is observed for
the first BCID’s which then goes down to 0 where the pile-up contributions of all the
BCID compensate the one in the OFC simulation. A correction is derived to remove
the energy dependence on the BCID.

5.2 Cluster reconstruction

At this point, the energy deposited in each cell of the ECAL have been computed.
From this low level variables, one has to identify passing particles and measure their
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[94]

energy.

5.2.1 Sliding window seeding

The starting point of the energy reconstruction of an electromagnetic particle is the
definition of a cluster of cells representing the energy deposit of a particle. For |η| <
1.8, the ECAL is first splitted into a set of towers of size ∆η × ∆Φ = 0.025 × 0.025
which sum the energy of all cells from the four longitudinal layers of the calorimeter.
This segmentation corresponds to the size of a cell in the middle layer, which receive
the largest energy deposit. A sliding window algorithm detailed in [95] then seeds
clusters by looking for a total transverse energy deposit of 2.5 GeV within a widow
of 3× 5 towers. An algorithm is then used to remove the seeds which correspond to
the same deposit. This procedures has a cluster localization efficiency above 99% for
electrons with ET above 15 GeV.

The final cluster is then defined by a window of 3 × 7 in the barrel and 5 × 5 in
the endcap. Run 1 used to define different cluster sizes (see [57] par 3.4.1) depending
on the particle identification. The cluster definition has been harmonized in run 2
in order to minimize the uncertainty on the extrapolation of energy response of the
calorimeter between electrons and photons. Prompt and conversion electrons will
emit bremsstrahlung in the material upfront of the calorimeter. The extended size of
the cluster in the Φ directions aims at recovering low energy bremsstrahlung. Un-
sensitive to this effect, unconverted photons were reconstructed with a 3× 5 cluster
in run 1. This is the difference on the clustering between run 1 and run 2.

5.2.2 Cluster energy and position measurement

In each layer, the cluster position is computed using an energy weighted barycenter.
This computation suffers from biases due to the properties of the detector and real
data conditions. The finite granularity in η of the detector and the Φ accordion ge-
ometry give cluster modulation which effectively increases the constant term of the
detector. Furthermore, interaction vertices are not located at fixed z = 0 hence a par-
ticle will hit the calorimeter at different η in each layer. These effects are successively
corrected to improve the energy resolution constant term from 0.65% down to 0.43%
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offset of the cluster within the cell, which varies from −1/2 . . .1/2 across the cell. (The sign of ∆η is
inverted for negative η , and in plots it is usually shown as a fraction of the cell η width.) The general
functional form shown in this figure is often referred to as “S-shape”.
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Figure 6: ∆η versus v before and after correction for different regions and for 100 GeV electrons. Note
the small systematic offset in the end-cap due to a change in the end-cap geometry since the corrections
were derived. For comparison, the “v12” points show results reconstructed using the same geometry as
that used to derive the corrections.

Figure 6 shows the correction averaged over an |η | range. The actual correction, however, varies
continuously over η , due to changes in the detector geometry (the corrections change to a much greater
extent near discontinuities in the calorimeter). For example, the calorimeter cells are not perfectly pro-
jective (as the inner and outer cell faces are parallel to the beam-line, rather than being perpendicular to a
line from the detector origin); this induces a bias away from the center of the calorimeter. The correction
will also depend on the cluster energy, as that affects the average shower depth.

To derive the correction, the calorimeter is divided in η into regions based on where the behaviour
of the correction changes discontinuously. Within each region, an empirical function is constructed to
describe the correction, and an unbinned fit is performed to simulated data for a particular cluster size,
type, and energy.

The function used for the empirical fit is of the form

f (v) = A tan−1 Bv+Cv+D|v|+E, (1)

where −1/2 ≤ v ≤ 1/2 across a cell (for the actual fit, the parameters are redefined to reduce correla-
tions). To turn this into a function of η , the fit parameters are written as polynomials (usually of second
or third degree) in |η |:

A = ∑
i

ai|η |i, (2)

and similarly for the other parameters. The fit parameters are then the coefficients a i, bi, etc.
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(A) η S-Shape correction [96].

barrel/end-cap transition region and, for the strips, to the region with |η |> 2, where the strip granularity
of the end-cap calorimeter becomes progressively much coarser.
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Figure 8: Expected η position resolution versus
|η | for E = 100 GeV photons for the two main lay-
ers of the barrel and end-cap EM calorimeters [4].
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2.2 φ position correction

The measurement of the cluster φ position must also be corrected. These corrections are applied only in
calorimeter layer 2 (the φ granularity is best in this layer). As opposed to the η direction, the accordion
geometry results in more energy sharing between cells in the φ direction, which washes out the S-shape
in this direction. There is, however, a small bias in the φ measurement which depends on the average
shower depth with respect to the accordion structure (and thus on |η |). A profile plot of ∆φ = φ true−φreco
before the correction is shown in Fig. 9. (The sign of the offset is flipped for η < 0, as the two halves
of the calorimeter are identical under a rotation.) The discontinuity at |η | = 0.8, where the absorber
thickness and the middle layer depth change, is clearly visible.
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Figure 10: Expected φ position resolution as a
function of |η | for electrons and photons with an
energy of 100 GeV.
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Figure 11: Resolution of η position measurement
from layers 1 and 2 combined for 100 GeV pho-
tons.

The correction derived here is symmetric in φ . In the real detector, the absorbers sag slightly due to
gravity, causing a φ -dependent modulation in the φ offset with a maximum value of about 0.5 mrad [8].
This has not been included in the present simulations, and it is therefore not taken into account in this
correction. Studies have shown, however, that the extra smearing of the position measurement from this
effect has a negligible contribution to the widths of the invariant mass distributions of e+e− pairs. (These
studies were performed by generating decays of massive particles using a toy Monte Carlo, smearing the
decay products with energy and angular resolutions roughly appropriate to ATLAS, and comparing the
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(B) Φ accordion modulation phase correction
[96].

FIGURE 5.4: Cluster position corrections before and after finite gran-
ularity detector correction.

(see the chapter "Calibration and performance of the electromagnetic calorimeter" in
[96]).

The measurement of the cluster η is sensitive to the finite granularity of the read-
out cells in each layer. The η of the shower in a given calorimeter layer is obtained by
taking the barycentre of the cells included in the shower, weighted by their detected
energy. This barycentre is then sensitive to the impact parameter of the incoming
particle with respect to the cell edge. An ’S-shape’ pattern is observed on the recon-
structed η. A correction of this effect is performed for each layer independently. The
difference in the bias in η before and after the correction is shown in fig. 5.4a.

A similar effect can be observed as a function of Φ, which is also computed as
an energy deposit barycentre. In average, electromagnetic showers have their maxi-
mum deposit at a given material budget crossed, which corresponds to a given depth
inside the detector. The measured Φ can be biased depending on the impact param-
eter of the incoming particle with respect to two successive copper plates. Again, the
Φ is corrected empirically, and the effect of this correction is presented in fig. 5.4b.

During the beginning of run 1, the energy reconstruction of the cluster combined
the energy measurements of the three layers and the presampler within the clus-
ter window. The combination was a weighted sum of the energies in each layer,
adding an offset and a global normalization. The weights, offset and normalization
were fitted as a function of η and the particle type. The crack region which contains
more dead material had a slightly different parametrization : energy which were
summed corresponded to the barrel and endcap deposited energy, and to the scin-
tillators energy. Energy measurement suffered from similar η and Φ modulations as
the position. Fits of the detector response as a function of the offset of the impact
parameter within the cell were used to correct the energy. For final run 1 and run 2
(see chapter 6), a machine learning algorithm has been used to better consider the
correlation between all those quantities for energy reconstruction.

5.3 Track reconstruction

Hits in the tracker undergo a pattern recognition algorithm in order to recover the
trajectory of incident charged particles. Two algorithms are run successively [97] to
reconstruct tracks from respectively the silicon (Si) and the TRT.

The “inside-out” algorithm finds tracks from electrons (in particular) and early
converted photons. The algorithm starts from the combination of three hits in three
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is performed. The bulk of the gain in tracking efficiency is, as expected, at larger radii. The inefficiencies
of this method as a function of radius are discussed further in Section 2.3 and again in Sections 4.3 and
4.4. Due to the more limited pseudorapidity coverage of the TRT tracker, the outside-in tracking can be
used to efficiently reconstruct tracks up to a pseudorapidity value of |η |= 2.1. All the results presented
here have therefore been restricted to within this pseudorapidity range.

2.3 Stand-alone TRT tracks and final track collection.
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Figure 6: Track reconstruction efficiency for conversions from 20 GeV pT converted photons (left) and
5 GeV pT converted photons (right) as a function of conversion radius.
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Figure 7: Track reconstruction efficiency for conversions from 20 GeV photons (left) and 5 GeV photons
(right) as a function of pseudorapidity.

After the inside-out track collection has been formed, all TRT segments that have not been assigned
any Si extensions are then used as the basis of one more distinct track collection. These segments are
first transformed into tracks, and the segment local parameters are used as the basis for producing the
corresponding track parameters assigned to the surface of the first straw hit. Perigee parameters are also
computed, but no overall track refitting is performed. These new TRT tracks are then scored and arranged
accordingly and a final ambiguity resolving is performed in order to reject any tracks that share too many
straw hits. Finally, these stand-alone TRT tracks are then stored in a special track collection.
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FIGURE 5.5: Conversion track reconstruction efficiency for 20GeV
photon as a function of the conversion radius. TRT refers to tracks
reconstructed with only TRT hits while Si refers to tracks with Si hits.

[96]

different layers of the Si which pass quality cuts (like curvature) to reduce the num-
ber of combinations. The trajectory is extrapolated from these points to the end of
the Si detector. Each hit close to the extrapolation in each Si layer is tested and kept
if it increases the track quality. The best track is then selected and all hits that this
track shares with others are removed from the pool and tracks quality are recom-
puted. Tracks are then extrapolated to the TRT and undergo the same algorithm :
keeping only hits that improve the track quality.

The “outside-in” algorithm reconstructs tracks from TRT down to the Si aiming
at recovering vertices at large conversion radius. TRT tracks follow an approximate
straight line in the barrel (end-cap)R−φ(R−z) plane passing by the vertex with the
largest sum of pT of its tracks (primary vertex) which can be parametrized by two
variables. The local maxima in the histograms of TRT hits as a function of these two
variables represent hits which will seed a track. A seed is then extrapolated to the
full TRT and hits close to the extrapolation that improve track quality are included.
Track is then extrapolated to the Si following the same procedure.

Tracks which are close to a cluster in the electromagnetic calorimeter undergo a
second fit with relaxed constrains. This second pass attempts to recover electrons
tracks which may have been strongly altered after the emission of a bremsstrahlung.

After track reconstruction, an algorithm is used in order to reconstruct secondary
vertices, in particular for photon conversion. The efficiency of the track reconstruc-
tion algorithm for a converted 20 GeV photon is given in fig. 5.5. One observes
that the efficiency of track reconstruction with TRT only is smaller than the recon-
struction using Si hits for small conversion radii. However, TRT only tracks allow to
extend the converted track reconstruction from 400 mm, where there is not enough
Si left for a good quality tracks, up to 800 mm.

5.4 Track matching

Selected tracks that point to a cluster are extrapolated to the second layer of the
ECAL. A track is matched to a cluster if its coordinates (η, φ) are close enough to the
ones of the cluster seeded in the layer 2 (L2). To take into account the bremsstrahlung
emission in the inner detector which will increase the bending of the track in φ, the
matching constraint on φ, the bending side, is increased. Tracks that do not have
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high precision hits in the Si, and that are likely to be conversion electrons, have to
pass the φ constraint but only a relaxed η constraint, as the extrapolated η suffer
from large uncertainties. When several tracks are matched to the same cluster, an
ordering is performed. Tracks which have hits in the Si detector have priority over
tracks with TRT only hits. Finally, the tracks are classified according to their an-
gular distance (∆R =

√
∆η2 + ∆φ2) with respect to the seed. Non-optimal tracks

are kept as they may be promoted in the electron identification algorithm. Clusters
with no matching tracks are classified as unconverted photons. The remaining clus-
ters may be either electrons or photons. A vertex fitting procedure is then applied
to reconstruct conversion vertices. Clusters which are linked to a track originating
from a conversion vertex are labeled as converted photons. Converted photons are
then further labelled single or double track depending on the number of track recon-
structed from the conversion vertex. Details on objects classification can be obtained
in [98].

5.5 Offline particle identification

The aim of particle identification is to separate prompt photons (i.e. which do not
originate from hadron decays) from background photons which have been produced
within a jet. Due to the hadronic nature of the collisions performed at the LHC, a
large fraction of the reconstructed photons is produced by hadron decay. This contri-
bution of the background must be severely reduced while maintaining a high identi-
fication efficiency of prompt photons to make the search of the Higgs boson decay to
diphotons powerful. The photon identification relies on the use of a set of discrim-
inating variables from and outside the ECAL. For example, due to their hadronic
nature, background photons energy deposits may be mixed with hadrons hence in-
creasing the shower lateral width but also the longitudinal depth. The HCAL energy
deposit may then be discriminating as prompt photons have small to none energy
deposit outside of the ECAL. The list of discriminating variables used for run 1 and
run 2 is given in table 5.1 along with their description. Two identification menus
have been defined, differentiated by their background rejection power. The loose
identification criterion relies only on the information of the second layer of the ECAL
and the HCAL. This loose menu is less effective against photons coming from neu-
tral hadron decay like π0. After the cuts on the first sampling the background is
dominated by single π0 (see [99] for instance) which can be partially removed by ap-
plying isolation criteria. The Higgs boson decay to diphotons analysis selects tight
photons, using the full granularity of the ECAL. For run 2, the identification menus
have been re-optimised in order to take into account the changes of detector and
centre of mass energy.

The photon efficiency for the tight menu has been estimated [100, 101] using MC
and measured in run 1 data and re-estimated with the run 2 data [102]. To cover
for the wide energy ranges used in the analyses, three different methods have been
implemented, each covering a different energy range, allowing continuous efficiency
measurement form 10 GeV to 1.5 TeV. Efficiency measurements are further splitted
into several η bins to take into account the detector inhomogeneities. Radiative Z
decays (Z → llγ) are used in the low energy region (10 GeV < ET < 80 GeV). In the
medium energy region (30 GeV < ET < 100 GeV), the measurement is performed
using electrons from pure Z → ee samples and a tag and probe technique. While
no photon is involved in the process, this method exploits the similarities between
electrons and photons discriminating variables. Finally, for energy ranges from 20
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Category Description Name loose tight

Acceptance |η| < 2.37, with 1.37< |η| < 1.52 excluded – X X

Hadronic leakage Ratio ofET in the first sampling layer of the hadronic
calorimeter toET of the EM cluster (used over the
range|η| < 0.8 or |η| > 1.37)

Rhad1 X X

Ratio of ET in the hadronic calorimeter toET of the
EM cluster (used over the range 0.8 < |η| < 1.37)

Rhad X X

EM Middle layer Ratio of 3× 7 η × φ to 7× 7 cell energies Rη X X

Lateral width of the shower wη2 X X

Ratio of 3×3 η × φ to 3×7 cell energies Rφ X

EM Strip layer Shower width calculated from three strips around the
strip with maximum energy deposit

ws3 X

Total lateral shower width wstot X

Energy outside the core of the three central strips but
within seven strips divided by energy within the three
central strips

Fside X

Difference between the energy associated with the
second maximum in the strip layer and the energy re-
constructed in the strip with the minimum value found
between the first and second maxima

∆E X

Ratio of the energy difference associated with the
largest and second largest energy deposits to the sum
of these energies

Eratio X

Table 1: Discriminating variables used forlooseandtight photon identification.

data compared to the 2011 data, the criteria were tuned for robustness against pile-up effects by relax-
ing the requirements on the shower shapes more susceptible to it and tightening the selection on others.
The discriminating variables that are most sensitive to pile-up are found to be the energy leakage in the
hadronic compartment and the shower width in the second sampling layer of the EM calorimeter.

3.3. Photon isolation

The identification efficiencies presented in this article are measured for photon candidates passing an
isolation requirement, similar to those applied to reduce hadronic background in cross-section measure-
ments or searches for exotic processes with photons [1–6, 8, 9, 11, 22]. In the data taken at

√
s= 8 TeV,

the calorimeter isolation transverse energyEiso
T [23] is required to be lower than 4 GeV. This quantity

is computed from positive-energy three-dimensional topological clusters reconstructed in a cone of size
∆R=

√

(∆η)2 + (∆φ)2 = 0.4 around the photon candidate.

11

TABLE 5.1: Discriminating variables of photon identification.[100]

GeV to 1.5 TeV, the efficiency is measured from inclusive photons using the track
isolation variable to subtract the background. The measured efficiency as a function
of ET is given in fig. 5.6 in the most central bin : |η| < 0.6.

Electrons identification also relies on the use of discriminating variables to reject
background electrons. A multivariate analysis is performed [103, 104, 101] to opti-
mize the discriminating power of the selected variables. A cut based identification
analysis has also been developped as a cross-check. Three menus have been defined
for electrons : loose, medium and tight; with increasing background rejection and
being subsets of each other. Each menu has then been optimized in 10 bins in η to
better take into account the change of the properties of the variables at increasing
pseudo-rapidity. The electron identification efficiency is measured using and tag a
probe method from Z → ee and J/Ψ → ee samples to cover for energies between 7
GeV to 100 GeV. Results as a function of ET are given in 5.6.

5.6 Reconstruction of other objects

In the context of the H → γγ analyses, the photons are not the only objects. Usually,
other types of particles are also included in order to probe production processes or
the differential distributions. The reconstruction procedure of the main objects used
in the analyses is briefly described in this section.
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cies as a function of ET .[101]

5.6.1 Muons

Several algorithms have been developed for muon reconstruction.
The first method consists in finding coherent hits in the muon chambers in order

to define a track. The trajectory of the muon upstream of the muon chamber is
extrapolated to the beam pipe. No information on impact parameters or isolation
is available with this method. This method is also limited in the η area where the
muon spectrometer can work in a stand alone mode : in particular it suffers from
some holes at |η| = 0.

The second method combines the independent reconstruction of tracks in the
muon chambers and in the inner detector. Quality requirements are tested on pairs
of tracks from each sub-detector and global muon tracks are defined.

The third method uses calorimeter-track reconstruction which identifies as muons
the ID tracks with energy deposits in the ECAL compatible with the expected de-
posit of a minimum ionising particle. Finally, the last method is similar but tries to
match ID tracks with MDT and CSC segments. These last two methods are primarily
designed to increase the muon acceptance to regions were the MS is absent or with
poor performances.

The muon efficiency is estimated with Z → µ+µ− events, with muons pT > 20
GeV, and J/Ψ→ µ+µ- for lower pT .

Muon quality working points (tight, medium, loose) have been defined with de-
creasing reconstruction efficiency. Quality cuts mainly involve tracks parameters :
number of hits in each sub-detector, impact parameter, . . .

5.6.2 Jets

Final state partons do not travel to the detector like leptons or photons would. In-
stead, they quickly hadronize into a set of hadrons which fly (and eventually de-
cay) toward the detector. With increasing energy, the hadrons will be more colli-
mated, and will give a large shower of particles called jet. The jet reconstruction
and calibration aims at recreating the four momentum of the hadrons generated by
the hadronization. The reconstruction of the initial parton four momentum is more
model dependent and rarely used.
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The reconstruction of a jet starts with the identification of topological cluster of
energies [105] in the calorimeters. These clusters are then inputs of the anti-kT al-
gorithm [106] with a distance parameter of R = 0.4. This algorithms creates a dis-
tance dij (eq. 5.3) between two clusters, and a distance-like property for each cluster
di,B = 1

p2T,i
. At each step, the smallest distance is used. If it comes from a single clus-

ter distance, a new jet is created and removed from the proto-jets list. Otherwise,
the two closest clusters are merged into a single larger jet. The procedure continues,
with increasing jet sizes, until the smallest distance reaches a threshold.

dij =
1

max(p2T,i; p
2
T,j)

∆R2
ij

R2
(5.3)

Jets must further pass quality criteria and undergo a calibration procedure. The
details of these procedure for run 2 data are presented in [107].

Further studies with jets allows to identify, in some limit, whether the originating
parton is a b quark. The run 1 and 2 performances are described respectively in [108]
and [109]. This allows improvements in signal efficiency and background rejections
of many topologies such the ones involving top quarks in the final state. This tagging
is widely used in defining the top production categories of the H boson couplings
measurement in the diphoton channel.

5.6.3 Missing transverse energy

Neutrinos, and many long lived particles of BSM models, have weak interaction
with matter hence may not interact with the detector or interact in a negligible way.
An indirect method still allows to obtain some information about them, and incor-
porate them in analyses. For example, analyses involving W bosons make use of
both the charged lepton and the neutrino as tags.

The method relies on the conservation of momenta during a collision. Beams col-
lide head on, on the z axis, hence leading to a negligible momentum of the system
in the transverse plane. The accelerator and rest frames being similar, particles will
be ejected in all directions. Some momentum is going at very small angle, where
there is no detector, but having a (almost) null total transverse momentum. The
measurement of the momenta of electrons, photons, muons and hadrons allows the
measurement of total momentum of weakly interaction particle by taking the oppo-
site of the total measured transverse momentum. This quantity is called the missing
transverse energy (MET). Pile-up suppression methods have been developed to re-
duce the pile-up dependence of the MET. The full description of MET algorithms for
run 1 and run 2 can be found in [110, 111].



71

Chapter 6

Calibration of the electromagnetic
calorimeter

6.1 Overview

Electromagnetic particles (electrons and photons) are heavily used in precision mea-
surements due to the high precision reachable by (the tracker and) the electromag-
netic calorimeter. In particular, the measurement of the properties of the Higgs bo-
son will be a major goal for run 2. As for the discovery, the (at least partially) elec-
tromagnetic channels ( H → γγ and H→ 4l ) will play a major role. Measuring the
mass of the W boson down to 19 MeV of uncertainty has also been performed at 7
TeV [112] and has interesting prospects at 13 TeV. To reach such a precision in prop-
erty measurements, a precise calibration of the energy of electrons and photons is
required.

The calibration procedure starts with the raw energy of the reconstructed objects.
It relies on a multivariate analysis (MVA), per trained on a full simulation of the de-
tector in GEANT4 [113]. Several in-situ analyses are also performed to evaluate and
correct effects inaccurately simulated. Fig. 6.1 shows the flowchart of the calibration,
with the respective paths of data and MC. The data must first pass an analysis which
determines the amount of passive material in front of the ECAL using the longitudi-
nal energy distribution of electrons and photons. This study corrects for the possible
mismodellings of the detector geometry, where the inner detector part of this geom-
etry has been optimised using hadronic interactions and photon conversion vertices
[83]. Once the geometry has been validated, the MC is passed through it and the
detector response is used to train a MVA separately for unconverted photons, con-
verted photons and electrons. The energy calibration of data is then performed using
the trained MVA. Finally, when comparing data and MC distributions of the Z→ ee
invariant mass, we observe a discrepancy. A Z → ee in-situ analysis computes cor-
rection factors to be applied both on data and MC to match the distributions. Energy
scale factors shift the energy of data events in order to align data and MC Z mass
distribution. Resolution constant terms are used to smear the MC in order to match
the widths of the distributions. Finally cross-checks are performed on other physics
processes to support the quality of the calibration procedure.

6.2 Multivariate calibration

The multivariate calibration [114, 115, 116] is the central component of the ATLAS
procedure to calibrate the energy of electrons and photons. It replaces the original
calibration [117] which relied on the functional parametrization of the energy as a
function of a set of input variables. The multivariate technique allows for a more
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FIGURE 6.1: Schematic overview of the calibration procedure of elec-
tromagnetic particles in ATLAS.[114]

simple implementation. It relies on machine learning to find the best combination
of input variables to minimize the RMS of a target variable. In practice, a boosted
decision tree (BDT) from the TMVA package [118, 119] has been chosen. The ra-
tio Ecorr/Etrue has been chosen as target variable as showing the best compromise
between BDT optimal setup and physics meaning. Because of the detector inho-
mogeneity along η and the difference of detector response as a function of energy,
a binning in |ηcluster| and ET has been performed leading to 102 configurations to
optimize independently. The optimization was further splitted between electrons,
converted and unconverted photons. Due to their similar behaviour, electrons and
photons correction factors are trained on a common set of variables, sensitive to spe-
cific effects :

• Eacc : the total energy measured in the accordion defined as the uncalibrated
sum of energies in each layer (strips, middle and back ).

• E0/Eacc : the ratio of the energy in the presampler over the energy in the ac-
cordion. This variable is used only for |η| < 1.8 (zone where there is the pre-
sampler).

• X =
∑
XiEi/

∑
Ei : the longitudinal shower development where X represents

the amount of material in unit of X0 in each calorimeter layer or in front of the
presampler. For run 2, X is replaced by the ratio of the uncalibrated energy in
the first over the second layer (E1/E2).

• ηcluster : the pseudo rapidity in the ATLAS frame, taking into account the mis-
alignment of the detector to precisely correct for geometry effects.

• Cell index : an integer number defined as the integer part of the division (
ηcalo/∆η) where ηcalo is the cluster pseudo rapidity in the calorimeter frame
with ∆η as the size of one cell in the middle layer. This variable is also sensitive
to the geometry non-uniformities.

• η position of the cluster with respect to the cell edge. This variable is defined
as the pseudorapidity in the calorimeter frame modulus the width of one cell
of the middle layer (∆η). It is sensitive to the lateral leakage of the cluster.

• φwith respect to the lead absorber. This variable is sensitive to the modulation
of the thickness of the absorber as a function of φ.
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Converted photons, defined by having a conversion radius 0 < R < 800 mm, do
not have uniform sensitivity to material along their path. Additional variables are
included into the BDT to include this inhomogeneity in the optimization :

• R : Radius of conversion. This variable is used only if the pT sum of the con-
version tracks is above 3 GeV. The radius is set to 799 mm otherwise.

• Eacc
T /pT : Ratio of the transverse energy in the accordion with respect to the

conversion pT . This variable is set to 2 in the case of single track converted
photons or if at least one track has no hit in the silicon detector.

• pHigh
T /pconv

T : Fraction of pT carried by the highest pT track of a conversion. It
is set to 1 in case of non Si-Si tracks.

One can observe that no variable related to the lateral shower shape is included
in the BDT. While being promising in term of added information, this shape is in-
accurately simulated in MC so is not included. A challenge of run 2 is to better
understand the shower shape discrepancies and to include them in the MVA later
on.
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An independent optimisation was performed for each bin. The application of the MVA calibration starts
by the selection of the bin and the corresponding XML file.

5 Correction to the MVA output: energy shifts

Multivariate regression algorithms normally aim at minimising the root mean square (RMS) resolution.
In practice this leads to an optimisation in which the mean value of the output energy EMVA is close to
Etrue. The standard calibration, instead, tries to adjust the peak position of E/Etrue to be close to unity.
For symmetric distributions, both definitions are equivalent. However, the energy response exhibits tails
mostly due to bremsstrahlung in the material upstream the calorimeter. Figure 3 illustrates this effect.
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Figure 3: Example of the shift effect for electrons. The distributions of E/Etrue are compared before and
after the shift, indicated by the solid vertical line. The distribution obtained with standard calibration is
shown for comparison.

In order to mimic the behaviour of the standard calibration a set of shifts were computed and applied
on top of the MVA output. The mean value of the smallest interval containing 10% of the events in
each bin (defined below) was chosen to estimate the peak position. The mean and median values in each
truncated interval were found to vary below the per mille level, indicating that the obtained distributions
after truncation are symmetric. Selecting intervals with e.g. 20% of the events did not change the results
significantly. The chosen estimator was found to yield comparable results to the mean of a gaussian fit
restricted to the core of the distribution, in a few cases that were studied in detail. The fits were not used
as default estimators for stability reasons, as they often require manual intervention.

Single shifts per bin in |ηcluster| × Eacc
T were found to vary considerably in adjacent transverse en-

ergy bins, due to the change in the shape of the distributions as a function of energy. Therefore, the
bins (0, 5, 7, 10, 15, 30, 50, 80, 3000 GeV) were defined according to the output transverse energy
EMVA

T = EMVA/cosh(ηcluster) and a linear interpolation was used to produce a continuous energy depen-
dence, connecting the barycentre of adjacent transverse energy bins. The values of the shifts are shown
in Fig. 4.

7

FIGURE 6.2: Distribution of the target variable of the calibration BDT
Ecorr/Etrue for electrons in a representative bin in run 1. The distribu-
tion of the original calibration and MVA before and after energy shifts

are compared. [115]

As mentionned earlier, the BDT targets the minimization of the RMS of Ecorr/Etrue

but not its central value. This condition imposes the maximum of the distribution to
be close to 1 but not exactly, which was the target of the original calibration as can be
shown in fig. 6.2. A second correction, in the form of an energy scale is applied post
MVA to set the most probable value of the distribution to 1. This additional correc-
tion is observed to have significant differences from bin to bin. The binning in ET
has then been changed for this correction in order to improve the continuity of the
correction shifts and to perform a linear fit as a function of ET . The average between
the two methods, with inflated uncertainties to take into account their difference, is
used later for the correction.

The final peak position and resolution for run 1 as a function of η, E and particle
type are shown in fig. 6.3. The most probable value corresponds to the central value
of a gaussian fitted in the range [-1,2] standard deviations around the maximum of
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the Ecorr/Etrue distribution. The resolution is computed as the interquartile of the
distribution, renormalized to its definition for a gaussian.
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Fig. 2 Most probable value (MPV) of E/Etrue and relative effective resolution σeff/E as a function of |η| for different energies,
for electrons (top), unconverted photons (middle) and converted photons (bottom). The points at E =25 GeV are shown only
for |η| < 1.37, where they correspond to ET >10 GeV.

and after this correction. In this example, two sectors

are set to a non-nominal HV, inducing a decrease of
the response by about 2% at φ ∼ −1 and φ ∼ 0. After
correction, the response is uniform.

6.2 Time dependence of the presampler response

The nominal HV in the EM barrel PS is 2000 V. To

limit the increasing occurrence of sporadic electronics
noise [3] with increasing luminosity, the operating HV
was reduced to 1600 V during the 2011 run and until

September 2012 (period P1). The HV was later further
reduced to 1200 V, with some sectors brought down to
800 V (period P2). As above, the non-nominal HV is

FIGURE 6.3: MC energy MPV and resolution after run1 MVA calibra-
tion as a function of η for different energy bins and particle types.[114]

Once trained, the multivariate corrections are applied on MC and data recon-
structed events.

6.3 Layer intercalibration

The MVA optimization relies on the assumption that the electronic and geometric
description of the detector are perfect. Known discrepancies between data and sim-
ulation are then to be corrected before applying MVA correction to the data. Residual
mis-calibration of the cells lead to overall discrepancies in the cluster energy for each
layer. First the relative response between layers 1 and 2 of the ECAL is corrected. It
allows then to evaluate the corrections on the presampler energy response.

6.3.1 ECAL layers inter-calibration

Muons are ideal probes for layer inter-calibration [120, 121] of the accordion as their
energy deposit is very localized in one or two cells. The critical energy in the presam-
pler and the ECAL is about 100 GeV, which make muons from Z decay minimum
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ionizing particle. The total energy deposit in a layer of active material is then a mea-
sure of the amount of liquid argon crossed by the muon. Similarly, the muons have
a low sensitivity to the material they cross, so muon inter-calibration is independent
of the quantity of matter in front of the calorimeter.

Due to the low energy deposit from muons in calorimeter cells, there is a signif-
icant contribution of electronic and pile-up noise in the energy response. Its distri-
bution is described as a Landau function for the physical process convoluted with
a gaussian distributed noise. Two methods are compared to extract the MPV (Most
Probable Value) of the distribution : a direct fit of the distribution by the convolution
or a truncated mean. The truncated mean consists in finding the smallest interval
containing X% of the events and computing its mean. While this method does not
extract directly the MPV, the mean is strongly correlated to it so comparison between
data and MC is possible.

The cross talk between cells in the first layer of the ECAL is not well described
in the MC and has non-negligible effects. Averaging the cross talk using several
cells allows for a better comparison with simulation hence the energy deposit of
muons in the layer 1 (L1) is defined as the sum of the highest energy cell and its
two neighbours in η since the size of the cells in L1 in φ is much larger. The L2 has
a smaller cross-talk but accordion geometry of the L2 leads muons to cross several
cells in φ on its trajectory. For a better determination of the energy deposit, the sum
of the central cell and its highest energy neighbour are summed since run 2.

The ratio E1/2 of the MPV of L1 energy deposit over the L2 in data is compared
with the simulation in |η| bins, as no significant discrepancy was observed between
negative and positive η. The result, presented in fig. 6.4, shows a behaviour of
the double ratio with several structures. In particular, one can observe the detector
substructure with up to 5% shifts at |η|=0.8 and in the crack.

Two ways are possible to correct for this discrepancy : one can rescale the energy
of the data events either in the L1 or in the L2 in the data to retrieve agreement with
MC. A study showed that the L2 energy contributed more in the observed pattern
so it was decided to rescale E2. After all corrections have been applied, the particle
energy is independent of this choice.

6.3.2 Presampler inter-calibration

The presampler (PS) scale factor is evaluated comparing the data and MC distri-
butions of the energy (E0) deposited by electrons from W and Z decays. Because
electrons are considered in this analysis, a discrepancy of the energy distributions
between data and MC can arise due to cell miscalibration, which has to be corrected,
but also from material mismodelling upstream of the PS. The expected correlation
between E0 and E1/2 for electrons is used to remove the material contribution. In-
deed, with an increase of material, the electron EM shower will start earlier and
have a higher PS energy deposit and will also deposit more energy in the L1, hence
increasing E1/2. Furthermore, an increase of material between the PS and the ECAL
will also increase E1/2 without any impact on E0.

To study the correlation between E0 and E1/2 including the material effects, MC
samples have been generated with modified geometries with increased material in
different detector subsystems. For each of these samples, the MPV of the presam-
pler energy Evar

0 and Evar
1/2 (var meaning various simulations) are compared to their

respective values for the nominal geometry ( EMC
0 and EMC

1/2). The results are shown
in fig. 6.5 for a typical η bin. One observe that all the variations of material upstream
of the PS are aligned, hence describing a linear correlation between the double ratios.
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by a study of the electron energy response as a function
of shower depth.

No dedicated intercalibration of the third EM longitu-
dinal layer is carried out, as its contribution is negligible
in the energy range covered by the present studies.

7.1 Intercalibration of the first and second calorimeter
layers

Muon energy deposits in the calorimeter are insensitive
to the amount of passive material upstream of the EM
calorimeter and constitute a direct probe of the en-

ergy response. The measured muon energy is typically
60 MeV in L1 and about 210 MeV in L2, with a signal-
to-noise ratio of about three [7]. Muon energy deposits
are very localised, most of the energy being deposited

in one or two cells. Since the critical energy for muons
interacting with the calorimeter is of the order of 100
GeV, most muons from Z → µµ decays are minimum

ionising particles.

The analysis uses muons from Z → µµ decays, requi-

ring pµT > 25 GeV. The calorimeter cells crossed by
the muon tracks are determined by extrapolating the
muon tracks to each layer of the calorimeter, taking
into account the geometry of the calorimeter and the

residual magnetic field seen by the muon along its path
in the calorimeter. In L1, the muon signal is estimated
by summing the energies measured in three adjacent

cells along η, centred around the cell of highest energy
among the few cells around the extrapolated track. In
L2, due to the accordion geometry, the energy is most
often shared between two adjacent cells along φ; hence

the signal is estimated from the sum of the highest
energy cell and its most energetic neighbour in φ.

The observed muon energy distribution in each layer
is given by the convolution of a Landau distribution
describing the energy deposit, and a Gaussian distribu-

tion corresponding to the electronic noise. The MPV
of the deposited energy is extracted using an analytical
fit with the convolution model, or is alternatively esti-
mated using a truncated mean, by defining the interval

as the smallest one containing 90% of the energy
distribution. Denoting 〈E1/2〉 the ratio of the MPVs
in L1 and L2, the intercalibration result is defined

as α1/2 = 〈E1/2〉data/〈E1/2〉MC. The central value of
α1/2 is given by the average of the two methods; the
difference is used to define its systematic uncertainty.

The statistical uncertainty is negligible. The result is
illustrated in Fig. 12. All features are observed to be
symmetric within uncertainties with respect to η = 0,
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Fig. 12 Ratio 〈E1/2〉data/〈E1/2〉MC as a function of |η|, as
obtained from the peak position of muon energy deposits
in L1 and L2, and from the mean of these energy deposits
computed in an interval containing 90% of the distribution.
The error bars represent the total uncertainty specific to the
Z → µµ analysis.

and are therefore shown as a function of |η|. In the
barrel, a negative bias of about 3% is observed; it shows
a falling structure from |η| = 0 to 0.8 and from |η| = 0.8

to 1.4, with a positive step at the boundary between
these regions. In the endcap, α1/2 ∼ 1 on average, but
its behaviour across pseudorapidity is not uniform.

The intercalibration of the calorimeter layers with
muons relies on the proper modelling in the simulation
of the induced ionisation current by muons in each

calorimeter layer. The following sources of uncertainty
are considered:

• uncertainty in the exact path length traversed by

muons, related to uncertainty in the geometry of
the read-out cells;

• uncertainty in the effect of the reduced electric field

at the transition between the different calorimeter
layers;

• uncertainty in the modelling of the conversion of
deposited energy to ionisation current due to vari-
ations in the electric field following the accordion
structure of the absorbers and electrodes;

• uncertainty in the cross-talk between different
calorimeter cells (between L1 cells, between L1 and
L2 cells and between L2 cells) [34] which affects the

measured energy for muons (using three cells in L1
and two cells in L2).

These uncertainties are evaluated by implementing the
corresponding changes in the simulation. The resulting
uncertainty on the relative calibration of L1 and L2

FIGURE 6.4: Ratio of Edata
1/2 /EMC

1/2 as a function of |η| for run 1.[114]

A similar correlation with an offset along E1/2 is observed when adding material be-
tween the PS and the ECAL. A linear parametrization of the correlation is performed
in each η bin and a global parametrization as a function of η is defined,

Evar0

EMC
0

= 1 +A(η)

(
Evar1/2

EMC
1/2 b1/2

(η)− 1

)
(6.1)

with : A(η) describing the impact of the ID material budget upstream of the PS
(i.e. the slope of fig. 6.5), b1/2 a correction for discrepancy in the electron E1/2 distri-
bution between data and MC due only to effects downstream of the PS. Cross-talk
mismodelling or material discrepancy between the PS and the accordion affect sim-
ilarly the electrons and the photons hence a sample of unconverted photons is used
to measure b1/2. A veto on the PS activity is performed to reduce the probability
of a conversion between the ID and the PS, which leads to minimal sensitivity to
material in front of the PS.

Using b1/2 and Edata
1/2 from data, one can compute the expected Ecorr

0 energy de-
posit in the PS in the data. A is obtained by fitting the correlation in fig. 6.5 with eq.
6.1. Finally, the correction factor on the PS energy is defined as αPS(η)=Edata

0 /Ecorr
0 .

The ratio of PS energy in data over MC is shown in fig. 6.6 before and after the cor-
rection. The remaining miscalibration of the PS have been reduced down to 5% in
the barrel applying the procedure in eq. 6.1. The larger difference before is mostly
related to differences in material before the calorimeter between data and simula-
tion.

6.4 In situ Z→ ee calibration

6.4.1 Overview

The calibration procedure so far is not enough to recover a perfect energy response.
Other unknown or complicated phenomena, such as OFC residual discrepancies,
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Fig. 13 Examples of correlation between E0 and E1/2 ratios under material variations upstream of the calorimeter in the
simulated sample, and their corresponding linear parameterisations, for 0.6 < |η| < 0.7 (left) and 1.0 < |η| < 1.1 (right). ID
material variations refer to additions of up to 15%X0 inside the ID volume (circles). Calorimeter variations correspond to
5%X0 added between the PS and L1, separately or in addition to ID material variations (squares). The predictions of E0 and
E1/2 in the simulation variations, Evar

0 and Evar
1/2

, are normalised to their values predicted by the nominal simulation, EMC
0

and EMC
1/2

. The triangle shows the values obtained from Z → ee data, after L1/L2 calibration correction. The errors bars are

statistical only.

should satisfy E0 < 500 MeV to limit the probability
that a conversion occurred between the end of the ID

and the PS. It is verified using simulation that this
cut indeed minimises the sensitivity of this sample
to material variations upstream of the PS, and that
E1/2 modelling uncertainties from material after the PS

or cross-talk between L1 and L2 affect electrons and
photons in a similar way, so that this photon sample
probes b1/2 for electrons with an inaccuracy of less than

1–2% depending on pseudorapidity.

Fig. 14 shows the comparison of E1/2 between data
and simulation for electrons and for the unconverted

photon sample, before and after the L1/L2 calibration
correction described in Sect. 7.1. Before this calibration
correction, the ratio of data to MC simulation for
electrons and photons is on average below one by

3% in the barrel. After calibration corrections, b1/2 is
everywhere close to one, which suggests that there is no
significant material mis-modelling downstream of the

PS. In contrast, the electron data in the endcap show a
residual positive bias of about 7% on average, indicating
a discrepancy in the description of the material. An

explicit passive-material measurement using these data
is performed in Sect. 8.

Figure 15 summarises the PS scale calculated according

to Eqs. (4) and (5) and Fig. 14, from which the
corrected values are used as input to the calculation.
The material corrections based on Eq. (4) visibly reduce
the variations of Edata

0 /Ecorr
0 versus η compared to

Edata
0 /EMC

0 , especially in the regions 0.6 < |η| < 0.8
and 1.52 < |η| < 1.82. After this correction, the PS
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Fig. 14 Top: ratio Edata
1/2

/EMC
1/2

, for electrons from W and Z

decays. Bottom: b1/2, defined as Edata
1/2

/EMC
1/2

for unconverted

photons with E0 < 500 MeV. Both observables are shown
as a function of |η|, before and after the L1/L2 calibration
corrections. The errors bars on the uncorrected points are
statistical only; after corrections, the error bars also include
systematic uncertainties related to the L1/L2 calibration.

FIGURE 6.5: Correlation between E0 and E1/2 for run 1, 0.6<|η|<0.8,
and different material variations upstream of the ECAL. Variations
refer to addition of material up to 15% X0 in the ID and/or between
the PS and the ECAL. Correlation parameters from eq. 6.1 fitted val-

ues are displayed. [114]
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Fig. 15 Ratio of the average PS energies, Edata
0 /EMC

0 , for
electrons in data and simulation as a function of |η|, before
and after corrections for b1/2 and material upstream of the
PS. The full lines with shaded bands represent the PS energy
scale as a function of |η|, αPS(η), and its uncertainty.

energy scale αPS is defined by averaging Edata
0 /Ecorr

0

over intervals corresponding to the PS module size
(∆η = 0.2 in the barrel, ∆η = 0.3 in the endcap). As it
is located in the transition region, the correction to the

PS energy scale for the module covering 1.4 < |η| < 1.55
is not addressed by this analysis. For particles entering
this region, αPS and its uncertainty are taken from the
closest range among 1.2 < |η| < 1.4 and 1.52 < |η| <
1.82.

The measured PS energy scale αPS defines a correc-
tion factor that is applied to the data. Uncertainties
affecting its determination arise from the statistical

and systematic uncertainties affecting b1/2 and A, and
from the residual variations of Edata

0 /Ecorr
0 within a PS

module, which indicates that the material correction via

Eq. (4) is only approximate. The statistical uncertainty
on Edata

0 /EMC
0 and Edata

1/2 /E
MC
1/2 from the electron sam-

ples is negligible. The PS scale measurement is accurate
to 2–3%, depending on pseudorapidity.

7.3 Layer intercalibration cross-check

The dependence of the electron energy response on
shower depth allows a direct extraction of α1/2 for

EM showers, providing a test of the baseline approach
described in Sect. 7.1. Figure 16 shows the correlation
between the invariant mass of electron pairs from Z →
ee decays and E1/2 for data and simulation, in the

representative bin 0.4 < |η| < 0.6. The PS scale
corrections determined in Sect. 7.2 are applied.

The ratio between data and the nominal simula-
tion is not constant versus E1/2. A constant data-

to-simulation ratio is recovered by rescaling the L1
response in data and recomputing the invariant mass
accordingly, adjusting α1/2 to maximise the compati-

bility of the ratio with a horizontal line. This procedure
is applied to derive α1/2 as a function of |η|, and the
optimum is determined by χ2 minimisation.

The difference between the values of α1/2 obtained
with this procedure and with the muon-based L1/L2

calibration are shown in Fig. 17 as a function of |η|.
Good compatibility in the full pseudorapidity range is
observed, confirming the validity of the muon-based

calibration. For 1.2 < |η| < 1.37 and 1.52 < |η| <
1.82, the E1/2 distributions for electrons in data and
simulation differ significantly regardless of α1/2, leading
to poor convergence of the minimisation procedure and

enhanced uncertainties in these bins.

The uncertainties on the electron measurement include
systematic contributions from detector material mis-
modelling and from uncertainties on the cross-talk
between L1 and L2. To test the influence of passive

material, a Z → ee sample with 20−35%X0 additional
material, depending on |η|, is simulated and treated as
the data. The α1/2 values extracted from this sample

represent a conservative passive-material contribution
to the uncertainty on α1/2, and contribute about 0.5%
on average, except for 1.37 < |η| < 1.82 where the
uncertainty is 1−2%. The influence of cross-talk is

probed by rescaling the L1 response in data, requiring
in addition that the sum of the L1 and L2 energies
be constant. Such variations have no impact on the

data/MC ratio and the contribution of this effect is neg-
ligible. These systematic variations are also illustrated
in Fig. 16, for 0.4 < |η| < 0.6.

8 Passive-material determination

After L1/L2 calibration corrections, the E1/2 distribu-
tion observed for EM showers in the data can be used
to quantify the amount of detector material upstream
of the active calorimeter. Higher values of E1/2 in

data would indicate earlier shower development, and
hence a local excess of material in comparison with the
simulation. Although E1/2(η) is intrinsically a measure

of the material integral in front of the calorimeter
at a given pseudorapidity, the study is performed
for different categories of EM showers (electrons, and
unconverted photons without PS activity), providing

partial information on the distance from the beam axis
at which the material is probed.

FIGURE 6.6: Ratio of presampler energy MPV between data and MC
before and after correction of b1/2 and material upstream of the PS.

[114]
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remain. A bias in the reconstructed energy of data is observed with respect to the
simulation. The mass distribution of the Z in the electronic decay channel is shown
in fig. 6.7 and a large discrepancy is observed between the data and the simulation.
This discrepancy is however partly due to the choice of applying the E1/E2 on the
L2.

To ensure good performances in spite of the wide variety of possible effects, a
data driven correction is derived using the well known Z mass [50] as a reference
[122, 123]. These corrections shift the data distribution with an energy scale factor
α and enlarge the MC distribution with an additional resolution constant term c to
reach the best agreement between the distributions. In order to better match detector
in-homogeneities, hence improving the resolution, the corrections are measured in
η bins.
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FIGURE 6.7: Data and MC Z mass distribution before final in-situ
calibration.

The energy scale factor is a multiplicative correction on the energy of an elec-
tron (or photon). It is designed to correct the global calorimeter energy scale. The
definition of α follows eq. 6.2, where Erec is the measured reconstructed electron
energy and Ecorr is the corrected energy, emulating the true energy. It is measured
by modifying the MC to match the data but is applied on data to match the MC (in
order to improve the resolution on data). A positive value means that the electron
energy has been overestimated in the calibration procedure. Eq. 6.3 presents how
correcting electrons energy affects the Z mass. In the case of identical corrections for
both electrons, it is equivalent to directly correct the mass by α.

Ecorr =
Erec

1 + α
(6.2)

M corr
Z =

M rec
Z√

(1 + α1)(1 + α2)
' M rec

Z

1 + α1+α2
2

=
M rec
Z

1 + α12
(6.3)

It is observed that the width of the data is larger than the one of the MC. This
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can be due to in-homogeneous effects affecting linearly the energy, or to the contri-
bution of random energy fluctuations. This increase is assumed to be described by a
Gaussian convolution. The total detector resolution can then be parametrized as :

σ

E
=

a√
E
⊕ b

E
⊕ c′ ⊕ c =

( σ
E

)
MC
⊕ c (6.4)

with a (∼ 300 MeV) the stochastic term related to shower fluctuations in the LAr
and modelled by simulation, b (10%) the electronic and pile-up noise term measured
every morning on dedicated runs, c′ the intrinsic constant term of the Monte-Carlo
and c the additional one. The detector design and calibration procedure aimed at
maintaining the additional constant term to below 1%. The additional constant term
correction, later referred simply as constant term, is applied on all electrons and
photons. It is implemented by multiplying the energy of the particle by (1+rc), with
r a random number generated on a normal distribution. This procedure is slightly
different than an analytic Gaussian convolution of the mass distribution. However,
one has the opportunity to apply different corrections on each electron.

Contrary to α there is no direct relation between the applied correction c and
the corrected resolution. A relation only appears on average when considering the
width of the full corrected and uncorrected distributions. The effective constant term
of the corrected Z mass distribution will be related to the correction factors of both
electrons in the η bins 1 and 2 according to eq. 6.7 since :(

σ(m)
m

)2
' 1

4

(
(σ(E1)
E1 )2 + (σ(E2)

E2
)2
)

= 1
4

(
(σ(E1)
E1 )2MC + c21 + (σ(E2)

E2
)2MC + c22

)
=

(
σ(m)
m

)2
MC

+
c21+c

2
2

4

(6.5)

If one considers instead the effective correction c12 to apply on both electrons
(with independent random numbers), the resolution takes the form :(

σ(m)

m

)2

=

(
σ(m)

m

)2

MC

+
c212 + c212

4
=

(
σ(m)

m

)2

MC

+
c212
2

(6.6)

Finally one has :

c212 =
c21 + c22

2
(6.7)

Using this formula allows to relate the effective quadratic difference of the RMS of
two distributions to the corrections of individual electrons.

6.4.2 Selection and corrections

Events are selected containing exactly two electrons of opposite charges. Electrons
candidates must pass the triggers HLT_2e12_lhloose_L12EM10VH and HLT_2e17_lhvloose_nod0
for 2015 and 2016 data respectively. For precise measurement, a reconstruction qual-
ity is required on them : they must have at least a medium tag from the offline iden-
tification algorithm. Another selection removes the electrons which fall into bad
regions of the detector. A loose isolation cut is applied to further reduce the QCD
background. The vertex position along z of the event must be below 150 mm. The
data must further be in the good run list which is a list of time periods in which the
detector was fully operational. A cut flow of this selection is presented in fig. 6.8.
This thesis presents the central electron calibration requesting |η| < 2.47. A larger
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|η|, the absence of tracker and the increased background changes the paradigm of
the analysis. A dedicated measurement is performed in the forward region, using
the results from central electrons. As forward electrons are not used in precision
measurement, no further description of the forward analysis is performed.
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FIGURE 6.8: Comparison of cutflow for data and MC Z → ee sam-
ples.

The results presented in this thesis use the full 2015+2016 data with an integrated
luminosity of 36.1 fb-1 for a total of 17 million events in the Zee sample. 80 millions
MC events have been generated using Powheg and Pythia for the shower develop-
ment. Their interaction with the detector is simulated using a full GEANT4 [113]
detector geometry and the full reconstruction and calibration algorithms. After se-
lection 19 millions MC events are used for the scale measurement.

Corrections must be applied to both data and MC in the form of weights on the
events. Selection efficiencies of the different reconstruction steps are not the same
in data and MC. Reweighting factors for trigger, reconstruction, isolation and iden-
tification efficiencies are applied only on the MC. Reconstruction and identification
have a pile-up dependence. MC events are reweighted so that their pile-up distribu-
tions match the data distribution. The simulated Z mass shape modification due to
the reweightings is shown in fig. 6.9.

6.4.3 Binning

The detector is not homogeneous as a function of η as can be seen in fig. 6.10 which
shows an overview of the material budget in the inner detector. As a result, the per-
formances of the detector are themselves function of η. It is then necessary to mea-
sure calibration constants which reflect those in-homogeneities. In order to have a
fine correction, hence a better final resolution, the correction measurement is per-
formed in η bins. The variable ηcalo is chosen as the most related to the calorimeter
structures. With this methodology, it is assumed that all electrons of a bin should
have the same correction, which requires small η bins. The differences with respect
to this assumption will effectively increase the measured additional constant term,
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TABLE 6.1: Absolute values of ηcalo bin edges for energy scale factors
(black and brown) and resolution constant terms (brown) for run 2.

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1 1.2 1.285 1.37 1.42 1.47 1.51 1.55 1.59 1.63 1.6775 1.725 1.7625 1.8 1.9 2 2.05 2.1 2.2 2.3 2.35 2.4 2.435 2.47

hence should be corrected at first order. For run 1 [114], the calorimeter was splitted
in 34 regions for the measurement of the energy scales, and 24 bins (symmetrized)
for the resolution constant terms. For run 2, 68 bins have been defined for α, corre-
sponding roughly to the bins of run 1 splitted in two. This increase have been de-
cided at the beginning of run 2 after the observation of patterns in the scales (more
in section 7.5.1). For the constant term, the binning of run 1 was kept, but slightly
modified in order to take into account the change of variable from ηtracker to ηcalo.
The bins edges are shown in table 6.1.

were omitted as they were not relevant for the studies discussed in the following.

A correct description of the detector material is crucial for simulation and reconstruction. For
the simulation geometry, this is done by translating the very detailed GeoModel description and
associated material properties into a corresponding Geant4 detector model. Figure 13 illustrates
the contributions of the different parts of the IBL to the overall material budget of the ID, following
the material budget corresponding to the layout described in Section 1.3.1. At normal incident
angle the IBL, as implemented in GeoModel, accounts for 1.5% X0 including the support tube.
The interaction of the particles with the detector material during simulation is then carried out by
the Geant4 library.

In track reconstruction, the detector material has to be taken into account as stochastic noise
terms in track fitting and energy loss corrections in track propagation. As these processes are very
frequent the access to the material model needs to be optimized in speed, while a small decrease in
the accuracy of the material description is acceptable. The TrackingGeometry material description
is kept in synchronization with the simulation geometry by an automated procedure that maps the
Geant4 material description onto the layer frame of the TrackingGeometry. An overall relative
agreement to the 1% level is reached with this procedure [19].

Figure 13. Radiation length as a function of η for the different ID components as implemented in the
ATLAS geometry model. Shown are the IBL components (top, left), the IBL as part of the Pixel system
(top, right) and the IBL as part of the overall ID (bottom). External IBL supports and services outside the
active tracking volume are not included in the description yet.

– 27 –

FIGURE 6.10: Material budget in front of the electromagnetic
calorimeter of the ATLAS detector.[81]

Considering NB η bins for electrons, there exist N2
B number of electron pair con-

figurations for a Z boson. This amount decreases to Nconf = NB(NB+1)
2 when remov-

ing the ordering of the electrons. Z events are then categorized into Nconf configu-
rations (i,j) in which the template method is used. By injecting the same α and c for
both electrons at the template creation, the template method only allows to measure
the effective αij or cij necessary to match the data and MC. Eq. 6.3 and 6.7 allow to
relate the effective correction in a configuration to the real correction of each elec-
trons. By combining the equations from the Nconf configurations, the measurement
of the NB corrections terms (α or c) is possible. The combination is later referred as
the inversion.

6.4.4 Methodology

Since run 1, the official method for measuring in-situ correction factors has been the
template method. Chapter 7 is dedicated to the description of the method and its
technical details. Only a brief summary is performed in this section.
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In a Z configuration, the template method consists in injecting arbitrary correc-
tion factors in the MC distribution and comparing the resulting distribution (the
template) with the data with a χ2 test. One can consider the χ2 as a function of α
and c (χ2(α, c)) which can be profiled by the various tests of templates. By definition
of the χ2, the best agreement between template and data is achieved at the minimum
of this function. The most probable value of α and c then correspond to the fitted
minimum of χ2(α, c).

The template method only allows to measure the effective correction on Z mass
in a single configurations. By combining the information from all available config-
urations, one can then measure the electrons correction factors as a function of η. A
likelihood or an equivalent χ2 is constructed independently for α and c as in eq. 6.8,
where δXij corresponds to the (statistical) uncertainty on the effective configuration-
level correction Xij . The most probable value of the correction factors, given the
measured effective factors αij and cij, minimise their respective likelihood. Given
the linear relation for α, the likelihood can be minimised analytically using matrix
algebra (see appendix A) and the covariance matrix can also be computed to obtain
uncertainties. In the case of c, the minimisation algorithm MINUIT [68] is used. The
performances of the algorithm are presented in section 7.3.

Given the number of possible (i, j) configurations and the distribution of events
in these configurations, it is frequent to have configurations with very few events
in the fitting range. Selection may also induce highly distorted mass distributions
for which fits may not converge or badly behave. These configurations must be re-
moved from the inversion procedure. For the constant term, it is simply a removal
of the configuration from the likelihood. The energy scale factor requires all con-
figurations for the analytic solution. Because each configuration is weighted by the
uncertainty on its factor, an effective removal of a configuration can be achieved by
imposing an arbitrary large uncertainty compared to the statistical uncertainty in
usual configurations (0.1). Different values for this uncertainty have been tried and
the number 100 has been chosen. The default central value for both α and c for bad
configurations has been set to 0 (however the exact values have no impact on the
result).

χ2
α =

∑
i,j≤i

(
αi+αj

2
−αij)2

(δαij)2

χ2
c =

∑
i,j≤i

(

√
c2
i
+c2
j

2
−cij)2

(δcij)2

(6.8)

6.4.5 Results

The results presented are the official ones used for the H boson precision of analyses
at the EPS 2017 conference. They have been integrated in the H → γγ couplings
analysis [124], on combined H → γγ and H → 4l production [125] and on the mass
analysis [126]. Other analyses involving electrons and photons use the calibration
provided for the Moriond 2017 conference.

The 2017 calibration results make use of both 2015 (3.2 fb-1) and 2016 (32.9 fb-1)
data, for a total integrated luminosity of 36.1 fb-1. The data taking conditions of
both years were slightly different. For example, the liquid argon temperature has
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changed between the two data taking periods, which induces a change in the en-
ergy scale factors. The increase in instantaneous luminosity increases the calorime-
ter occupancy and slightly reduces the effective high voltage due to current leak-
age. While the difference between the two years is mainly understood, a correction
would be complicated to perform. As a result, the energy scale factors (α) are mea-
sured independently for each year, using a MC reweighted to the correct pile-up
conditions. The measurement is performed with 68 bins. The measurement of the
additional constant term is performed simultaneously (with the same binning) to
take correlations into account. Results for α are presented in fig. 6.11 for both years.
The scales are of the orders of −2% in the barrel and with a more complex pattern
in the range [±2%] the end-cap. A set of 12 sources of systematic uncertainties have
been identified for the energy scale factors and are described in section 7.4. For the
energy scale factors, the total uncertainty is dominated by the identification menu
for the electrons (comparing the results for tight and medium electrons) and by the
degraded energy reconstruction for electrons which have emitted bremsstrahlung.
With the large statistics available for 2016, the total uncertainty on the energy scale
factors is now dominated by experimental uncertainties.
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FIGURE 6.11: Run 2 energy scale factors. The different corrections for
2015 and 2016 data (summer_EPS 2017) are presented. The shaded

area correspond to the total uncertainty on the scales. [127]

The additional constant term is not expected to have significant differences in
between years. It was then decided to provide a single correction for both years
by merging the datasets, using 24 bins in η. To perform this measurement, 2015
and 2016 data are corrected by their respective α and the MC is reweighted by the
2015+2016 pile-up conditions. Additional constant terms are then measured alone
in the 24 bins setup. The results are shown in fig. 6.12. The objectives of the detec-
tor design have been reach with constant terms at a level of 0.7% in the barrel. The
patterns in the crack and end-cap cover a range of a couple of percent. 13 sources
of uncertainties have been identified and evaluated. There is no clear ranking of the
uncertainties across η. However, the bremsstrahlung uncertainty contribute signifi-
cantly in the total uncertainty in most bins. The quality of the closure tests (see sec.
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7.5.3) is also a major contribution. With the combined statistics of 2015 and 2016
runs, the constant terms uncertainties are largely dominated by systematics.
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on the constant terms. [127]

After the measurement of correction factors, the data and MC distributions are
corrected and compared in fig. 6.13. The agreement is good in the peak region
and the difference remains below 2% and is covered by uncertainties. The tails are
slightly less in agreement, up to 4%, but remain within the uncertainties.

These results can be compared with the run 1 as shown in fig. 6.14. One can
observe a small improvements of the energy scale factors systematic uncertainties,
due mostly to the increase of statistics and the reduction of the closure systematics
(which had large contribution in run 1). A major improvement is however observ-
able for the constant terms as a factor 3 is gained. Similarly, the increase of statistics
reduced the instabilities of the template method. The main improvement is however
the update of the closure systematic which allowed a drastic reduction. A detailed
discussion on this major improvement in section 7.5.3. Finally, the performances of
run 1 have been matched (and slightly improved) for the energy scale factors and
largely improved in the case of the constant terms. For H boson couplings measure-
ment at run 1, the uncertainty on the constant term was a dominant one. With this
improvement, the contribution of the resolution uncertainty on the H boson cou-
plings will be greatly reduced, as will be discussed in sec. 9.5.1.

6.5 Extrapolations

6.5.1 Energy extrapolation

The in-situ correction assumes that the correction factors only depend on the η of
the electrons but not on its energy. Several cross-checks are performed in order to
evaluate the residual energy dependence of the scales.
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The first test consisted in repeating the same analysis with J/Ψ events decaying
into a pair of electrons. While the Z probes electrons with an average energy of
45 GeV, the J/Ψ probes much lower energies : around 10 GeV. The run 1 study
consisted in measuring the residual energy scale factors (as a function of η) after
applying Z → ee corrections. The results, presented in fig. 6.15, show a bias of the
residual scales at low energy at the level of the calibration uncertainties.28 The ATLAS Collaboration

position is unconstrained, and the ψ(2S) resonance is
assumed to be identical to that of the J/ψ signal, up to
a scaling of the mass and the corresponding expected

change in resolution.

The events are categorised as a function of electron
pseudorapidity as in Sect. 9. For each (ηi, ηj) category,

the electron pair invariant mass PDF, Lij(mee), is built
from the fitted signal and background components. The
electron energy scale factors αi are extracted using a

simultaneous fit using the likelihood function given in
Eq. (11).

The statistical uncertainty on the electron energy scale

extraction amounts to 0.1% to 0.2%, depending on
pseudorapidity. The main source of systematic uncer-
tainty is induced by the imperfect modelling of the
electron isolation. The J/ψ sample results from direct

production and from b → J/ψ decays; in the latter
process, the electrons are produced in the vicinity of
jets, which contribute to the measured electron cluster

energy. The uncertainty on the relative fractions of the
two processes and on the modelling of the jet contribu-
tion to the electron energy contributes an uncertainty

of 0.2%.

The fit results are shown in Fig. 30, and are compared
to the expected uncertainties, composed of Z scale un-
certainties, PS and L1/L2 intercalibration, and passive-

material uncertainties extrapolated to ET = 11 GeV.
The uncertainties on the energy scales determined from
the J/ψ sample include the contributions discussed

above. Satisfactory agreement is obtained, although the
J/ψ results tend to be higher than the Z ones by about
one standard deviation. The residual differences in the

central region can be explained by an imperfect cali-
bration of the cell response, associated to a difference
of the read-out pedestals in physics and calibration
runs. This small bias is understood as resulting from a

different setting of the electronics configuration used in
both cases. In the region 1 < |η| < 1.82, the differences
are most probably related to residual uncertainties in

the detector material description. Figure 31 shows the
electron pair invariant mass distribution in data and
MC simulation, and the data/MC ratio as a function of

mee after energy corrections. The corrected data and
the simulation agree within uncertainties across the
mass window used in the analysis.
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Fig. 30 Energy scale factors ∆α obtained after Z- based
calibration from the J/ψ sample, as a function of the electron
pseudorapidity. The band represents the calibration system-
atic uncertainty. The error bars on the data points represent
the total uncertainty specific to the J/ψ → ee analysis.

11.2 Energy linearity in Z events and overall electron
calibration accuracy

Finally, a study of the energy dependence of the ca-

libration is performed. The Z → ee and J/ψ → ee
analyses of Sects. 9, 11.1 are repeated, now categorising
the electrons in broad intervals of |η|, with the following
boundaries:

– |η| : 0 - 0.6 - 1 - 1.37 - 1.55 - 1.82 - 2.47.

In addition, the Z → ee sample is subdivided in
electron ET intervals:

– ET : 27 - 35 - 42 - 50 - 100 GeV.

The analysis is performed after applying all corrections

derived above, so that the energy scale corrections
derived here are expected to be close to zero and
constant. The results are shown in Fig. 32. In all cases,
the resulting energy scales lie within the calibration

systematic uncertainty envelopes.

12 Photon-specific uncertainties

12.1 Conversion reconstruction inefficiency and fake
conversions

The fraction of photons that convert to electron–
positron pairs before reaching the calorimeter is directly
connected to the amount of material upstream. The

efficiency to reconstruct the corresponding tracks and
match them to clusters is close to unity for conversions
in the innermost layers of the detector and drops at

FIGURE 6.15: Run 1 energy scale factors ∆α obtained after Z- based
calibration from the J/Ψ sample, as a function of the electron pseudo-
rapidity. The band represents the calibration systematic uncertainty.
The error bars on the data points represent the total uncertainty spe-

cific to the J/Ψ→ ee analysis. [114]

A second study has been performed from Z → ee events. It relies on attempting
to measure simultaneously the residual energy scale factors as a function of η en ET .
Z events must then be further categorised as a function of their electrons ET . Two
possibilities have been implemented and compared :

1. The matrix method consists in categorising the Z events into a four dimen-
sional matrix indexed by (η1, η2, ET,1, ET,2). While being the most natural, this
method has the drawback of having numerous configurations corresponding
to unphysical kinematics. Furthermore, the combination of the configurations,
which involved a matrix inversion is much more difficult.

2. The summing method consists in labelling the Z as a function of η and ET of
a single of its electrons and averaging on the second. The event must is then
used in two configurations (one per electron) and must be given a weight 1/2
in order to keep the statistic coherent.

Both methods showed similar performances on the MC and were applied to the
data. The difference on the data were slightly larger so the average of both methods
have been used as an estimator. The results are shown in fig. 6.16. The variations
have been considered small and were not corrected. No similar studies have been
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performed in details so far at run 2. However, a small cross-check of gain (and en-
ergy) dependence of the scale have been performed in the context of 2016 diphoton
excess (see sec. 7.5.2) and no significant deviation have been observed.
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Figure 21: Variation of the energy scale as a function of the lepton transverse momentum, in the different
pseudo-rapidity region, measured in the data with the matrix method (a, left), the summing one (a, right)
and combining both results (b)).

FIGURE 6.16: Run 1 variations of the energy scale as a function of
ET for several η bins using Z → ee events. The central values are the
average of two methods using different categorisation (summing or

matrix). [123]

6.5.2 Photons extrapolation

The energy scale factors computed with Z → ee events are assumed to be valid also
for photons. Cross-checks have been perform to ensure the validity of the scales for
both unconverted and converted photons. The analysis uses a sample of Z → llγ
both in the electron and the muonic channels. The three body invariant mass of the
Z is computed in the data by rescaling the photon energy with a test value α. The
distribution is then compared to MC and to non-radiative Z mass distribution. By
defining the double ratio

R(α) =
< m(llγ)(α)data > / < m(ll)data >

< m(llγ)MC > / < m(ll)MC >
(6.9)

where < m(llγ) > and < m(ll) > are the mean values of the three body and two
body invariant masses in the radiative and non-radiative samples, one can deter-
mine the most probable value of the parameter α for R(α̂) = 1. The ratio data/MC
allows to remove biases due to the different kinematics in the radiative and non-
radiative decays. The ratio llγ/ll suppresses the leptons energy scale uncertainties.
This measurement have been performed in bins of η, independently for converted
(1 or 2 tracks) and unconverted photons, and is shown (for run 1) in fig. 6.17. The
observed discrepancies are within the total calibration uncertainties so no additional
correction is performed on the photons.
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Fig. 34 Combined photon energy scale factors ∆α obtained after Z-based calibration as a function of |η| (left) and ET

(right), for unconverted, one-track converted and two-track converted photons. The band represents the calibration systematic
uncertainty. The error bars on the data points represent the total uncertainty specific to the Z → ``γ analyses.

Its contribution to the total resolution uncertainty is

δσi =
√
σ2

0 +∆i − σ0 , (18)

where σ0(E, η) is the nominal energy resolution. The
δσi summed in quadrature give the total resolution
uncertainty.

The resolution curve is shown for electrons and uncon-
verted photons in Fig. 35, as a function of energy for

|η| = 0.2. The different contributions to the resolution

uncertainty are shown in Fig. 36. The relative uncer-
tainty is minimal for electrons at ET = 40 GeV, where
the measurement of c translates into an uncertainty

of 5%. At higher transverse energy, the sampling term
and detector material contributions are significant; at
low energy, the pile-up contribution dominates. For
unconverted photons, the uncertainty is about 10% for

ET = 40 GeV.

FIGURE 6.17: Combined run 1 photon energy scale factors ∆α ob-
tained after Z -based calibration as a function of |η| (left) and ET
(right), for unconverted, one-track converted and two-track con-
verted photons. The band represents the calibration systematic un-
certainty. The error bars on the data points represent the total uncer-

tainty specific to the Z → llγ analyses. [114]
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6.6 Material measurement

The MVA calibration is strongly dependent of the material budget into the detector
geometry so a passive material measurement is necessary in order to improve the
geometry description and energy resolution. It relies on the principle of simulating
the response of the detector for different geometries [128] with additional material
and compare it to the data. This additional material has often a constant thickness as
a function of z so an incoming electron would cross an increasing amount of matter
with increasing η. The additional material crossed by a particle, normalised to X0,
is then normalised by the shift in E1/2 it induces in each η bin to define a sensitivity
factor. This sensitivity factor ( ∂X/X0

∂E1/2
) is observed to be compatible between all

material variations so a common parametrization as a function of η is performed,
which is presented for electrons and unconverted photons in fig. 6.18. The relative
material difference in the data is then computed by multiplying the sensitivity factor
with the observed difference of E1/2 between data and simulation after inter-layer
calibration.

This procedure allows to measure the integrated material excess to which a par-
ticle is sensitive. For electrons from Z decay, the material between the interaction
point and the L1 is probed. Using the information from unconverted photons, with
a veto on PS activity, the material upstream of the PS can be measured and the dif-
ference with the electron results allow to extract the material variation downstream
of the PS. The results of the different cases are presented in fig. 6.19. The uncon-
verted photons result shows an agreement between the material description in the
simulation and the data. A maximum 5% discrepancy is observed but covered by
the statistical uncertainty on the ID material. The electrons results display the inte-
grated relative material up to the PS and L1. Both curves agree in the barrel except
for small deviations at |η| < 0.9 and around |η| = 0.9. Larger discrepancies in the
end-cap are observed due to the incomplete SCT heater description. The agreement
of unconverted photons result favours an increase of material in front of the PS. Ma-
terial studies on the ID during its construction [80] show a small 5% uncertainty, so
the material excess is deduced to be a mismodelization of the dead material between
the ID and the cryostat. An improved final run 1 geometry has been defined, cor-
recting for the small discrepancies in the barrel. Studies are ongoing [129] with run
2 data, on a run 2 geometry that has been slightly improved with respect to the run
1 geometry [130].

6.7 Calibration uncertainties

The calibration procedure detailed is applied in all analyses on all EM particles. The
impact of calibration on parameters of interest of the various analyses must be eval-
uated. In the case of the H→ γγ coupling analysis, the propagation of the calibration
uncertainties is detailed in section 9.5. For each calibration step, a number of inde-
pendent systematic uncertainties are provided as a function of η and pT . In the case
of the in-situ correction, one nuisance parameter is defined by the total uncertainty
on the constant term and two for the energy scale factors : systematic and statistic.
A set of 80 common nuisance parameters for electrons and photons are defined and
five additional related to the conversion status of photons. Some of the nuisance
parameters are related to the same calibration study but are applied in orthogonal η
bins to decorrelate the effects.
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Fig. 18 Sketch of EM shower development for the different particle categories described in the text, for |η| < 1.82 (top) and
|η| > 1.82 (bottom). The interaction point is located to the left of the figure.

η, a 1% relative change in E1/2 corresponds to about
2.5%X0. The sensitivity of unconverted photons with
E0 < 500 MeV to material between the PS and L1 is

also shown; a 1% relative change in E1/2 corresponds
to about 1.5%X0, independently of η.

This factor is scaled by the observed relative difference
∆Edata

1/2 of E1/2 between data and simulation after cali-
bration corrections (see Fig. 14), yielding an estimate of
the passive-material offset with respect to the nominal

simulation:

∆X/X0 = ∆Edata
1/2

(
∂X/X0

∂relE1/2

)
. (6)

The uncertainty on the material measurement receives
contributions from ∆Edata

1/2 , reflecting the residual L1/

L2 calibration uncertainty discussed in the previous
section, and from ∂X/X0

∂relE1/2
. The intrinsic EM shower

development modelling accuracy contributes to the
latter; this item is evaluated by simulating high-ET

electron samples and varying the associated Geant4
options to test refinements in the theoretical description

of bremsstrahlung and photon conversion cross sec-
tions, as well as alternative electron multiple scattering
models, and found to be ∼1%. The residual sensitivity

differences between the various material configurations
contributes a systematic uncertainty of ∼10% to the
parameterisation.
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Fig. 19 Sensitivity factor ∂X/X0

∂relE1/2
as a function of |η|, for

material variations upstream of the PS for electrons, and for
variations between the PS and L1 for unconverted photons
with E0 < 500 MeV. The shaded bands represent the
systematic uncertainty due to the dependence of this quantity
on the location of the material additions.

Two categories of detector material are probed for
|η| < 1.82: the integral between the interaction point
and the PS, i.e. the sum of ID and cryostat material;

and calorimeter material between the PS and L1. The
former is obtained by comparing E1/2 in the electron
and unconverted photon data samples in order to sub-

tract, from the electron probe, the influence of material
after the PS. The latter is obtained by comparing E1/2

for unconverted photons between data and simulation.

FIGURE 6.18: Sensitivity factor as a function of η for run 1. Only
material effect upstream of the PS have been considered for electrons
and only after the PS for unconverted photons. Shaded area repre-
sent the systematic uncertainty due to the position of the additional

material. [114]
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Fig. 20 Difference between the material estimate, ∆X/X0, from data and the nominal base simulation as a function of |η|.
Left: calorimeter material estimate obtained from data/MC comparisons of E1/2 for unconverted photons, after calibration
corrections. Right: integrated estimate up to L1, obtained from data/MC comparisons for electrons, after calibration corrections;
integrated estimate up to the PS, obtained by comparing electron and unconverted photon data. The error bars include
statistical and systematic uncertainties.
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Fig. 21 Amount of material traversed by a particle, X/X0, as a function of |η|, for the base simulation and including the
corrections based on calorimeter measurements, up to the ID boundaries (left), and between the ID boundaries and the PS
(right). The lower panels indicate the difference between the improved and the base simulations.
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FIGURE 6.19: Material difference with respect to the previous ge-
ometry as a function of η for run 1. Material between PS and L1 is
measured using photons with a presampler activity veto. Material
integral up to the L1 is measured using electrons. Material integral
up to the PS is obtained comparing the two previous results. Error

bars include systematic and statistical uncertainties.[114]
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FIGURE 6.20: Breakdown of run 1 calibration uncertainties as a func-
tion of ET for electrons (top) and unconverted photons (bottom).

[114]

A summary on the contribution of each calibration step in the total scale uncer-
tainty (in relative energy) is presented in fig. 6.20 as a function of η and pT for run 1.
One can observe that different systematics are depending on the particle energy, so
different analyses will be limited by different effects. It is important to notice that all
scale uncertainty at the exception of the in-situ calibration cancels at ET = 45 GeV.
Due to its empirical nature, the in situ calibration absorbs all true systematics effects
of the previous calibration steps, hence cancels their uncertainties.

The contribution of various sources of uncertainty to the relative total uncer-
tainty on the resolution is given in fig. 6.21 for electrons and unconverted photons.
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Fig. 35 Resolution curve and its uncertainty as a function of ET for electrons (left) and unconverted photons (right) with
|η| = 0.2.
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Fig. 36 Contributions of the different uncertainties to the relative resolution uncertainty as a function of ET for electrons
(left) and unconverted photons (right) with |η| = 0.2.
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FIGURE 6.21: Contributions of the different uncertainties to the rela-
tive resolution uncertainty as a function of ET for electrons (left) and

unconverted photons (right) with |η| = 0.2. [114]
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Chapter 7

Template method for electrons and
photons in-situ calibration

The in-situ electron calibration is essential for the calibration procedure. By construc-
tion, this steps aims at absorbing any mis-calibration (including the lack of precise
calibration at the beginning of run 2) from the previous steps in order to give anal-
yses properly calibrated electrons and photons. Furthermore, the in-situ calibration
is also an excellent step to monitor the behaviour of the data as any change in scale
or in resolution will induce changes in the measured scales. In particular, the in-
situ analysis allowed to identify program bugs and physical effects due to the new
software and hardware conditions at the beginning of run 2.

The central role of this analysis set constraints on its performances. In particular,
the analysis should be able to perform properly both with low statistics (the first run
2 scales were performed with 81 Z → ee events) but also with the large statistics
expected at the end of run 2 (around 50 million events). The latter case, coupled
with the requirement to be able to update the scales if any previous step is updated,
requires the software to be fast. Finally, the methodology should be robust in order
to be able to measure precise scales whatever the (unexpected) behaviour of the data.

With these constraints, the template method which is described below has been
chosen since run 1 to perform this measurement. This methodology has the advan-
tage of being simple conceptually and (at first order) simple to implement. It is able
to measure scales, in a time depending only in the amount of MC, from a few events
up to a very large amount.

The description of the template method is proposed in section 7.1. Then, the
technical requirements of the method, in order to reach a decent robustness, are de-
tailed in sec. 7.2. The performances of the algorithm and the determination of its
systematic uncertainties are respectively defined in sections 7.3 and 7.4 respectively.
Finally, sec. 7.5 details various highlights of my calibration contribution to the AT-
LAS collaboration from 2014 to 2017.

7.1 Template methodology

The template method is used to derive a shift and a smearing correction in order to
match two distributions. It mainly relies on testing hypothesised correction factors
values on one distribution (MC) and evaluating the agreement with the unmodified
one (data). This method has been used since run 1 for in-situ scale factors for its
simplicity and its robustness against low statistics. However it limits the range of
constant term measurement to positive values.

The core of the method consists in choosing a sets of hypothesised values (alpha, c)
and modify the MC distribution by injecting them. The modification of the energy of
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each electron of the event follows eq. 7.1, with a different random number for each
electron. The new mass distribution, called a template, is compared with the data
with a χ2 test (eq. 7.2). The Z mass distributions are histograms containing 20 equal
bins between 80 and 100 GeV. A 2D scan of the χ2 test in the (α, c) plane is achieved
by repeating this process. Such a scan is shown in fig. 7.1. The minimum of this
distribution represents the best agreement between data and the modified MC. The
final correction factors are the values α̂ and ĉ corresponding to this minimum.

X ′ = X(1 + α)(1 +N(0, 1)c) (7.1)

χ2 =

Nbins∑
i

(Y1 − Y2)2
σ2Y1 + σ2Y2

(7.2)

α
0.011− 0.0105− 0.01− 0.0095− 0.009−

σ

0

0.002
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0.008

0.01

0.012

0.014

FIGURE 7.1: Distribution of χ2 difference between data Z mass dis-
tribution and MC, as a function of tested values of energy scale factor

and resolution additional constant term.

Precise determination of the minimum is performed by fitting the χ2 distribution.
A direct 2D fit gave poor results in run 1, mostly due to the correlation between α
and c and to the peculiar behaviour of the χ2 for low values of c. Instead, several
1D fits allow a better stability of the method. The first step consists in fitting the
χ2 distribution as a function of α for a fixed value of c. It corresponds to fitting
independently the lines of fig. 7.1. The uncertainty on the values are defined by
∆χ2=1. The fitting function takes the form of eq. 7.3. One typical χ2 fit as a function
of α is shown on the left plot of fig. 7.2.

f(α; c) = a0 +
(α− αmin)2

σ2α
(7.3)

The a0 parameter of eq. 7.3, which represents the minimal χ2 achievable under
the hypothesis of c, is then plotted as a function of c. It corresponds to plotting the
χ2 as a function of c, profiling as a function of α. The distribution is then fitted using
the third order polynomial in eq. 7.4, imposing the b1 parameter to be positive. This
is shown in the central plot of fig. 7.2. The fitted minimum ĉ represent the value of
constant term correction which allows the best agreement between data and MC. In
the χ2 formalism, under the Gaussian hypothesis, the confidence interval is defined
by values for which the χ2 is increased by one unit such as in eq. 7.5. This equation is
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0.011− 0.0105− 0.01− 0.0095− 0.009−

2 χ

40

60

80

100

120

140

c
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

2 χ

20

40

60

80

100

120

140

c
0 0.002 0.004 0.006 0.008 0.01 0.012 0.014

α

0.0103−

0.0102−

0.0101−

0.01−

0.0099−

0.0098−

FIGURE 7.2: Illustration of fit procedures in the template method.
Left plot shows a χ2 distribution as a function of α, at a fixed c. Cen-
tral plot shows the distribution of χ2

min as a function of c. Right plot
shows the distribution of αmin as a function of c.

solved numerically for c using a dichotomy algorithm (more in sec. 7.2.1 ). Because
of the asymmetry of the distribution, two values can be computed by solving the
equation either toward larger (σup) or smaller (σdown) c. σdown may not exist for very
asymmetric distributions so σup is used as the unique (symmetric) uncertainty on
the measured c.

a0(c) = b0 +
(c− ĉ)2
b22

+ b1.
(c− ĉ)3
b32

(7.4)

dχ2 = χ2(X + ∆X)− χ2(X) = 1 (7.5)

The minimum of eq. 7.3 (αmin) is fitted as a function of c. The uncertainty on
each αmin is set as σα, verifying eq. 7.5. The fit is linear on a 5 bins range centred on
the ĉ. The MPV of α is defined as the value of the fitted function corresponding to ĉ.
Its uncertainty is the one of the bin in which falls ĉ. A typical distribution with its fit
is shown in the right plot of fig. 7.2.

After the creation of the template, the measurement method consists in a series
of fits as a function of α and c. α and c play a priori symmetric roles so the fit
as a function of c could have been performed first. However, the alpha parameter
follows an almost perfect parabola, which allows an easy fit. This order of fit has
been chosen such that many reliable fits are performed as a function of α and that
more complicated fits with respect to c are limited to one.

7.2 Technical optimizations of the algorithm

The template method is meant to compare any type of distributions in terms of shift
and width. However in practical cases a tuning is necessary to account for practi-
cal limitations. In the case of the calibration, the method is applied independently
to several hundreds of configuration or even thousands if one considers systematic
measurements. As a result, one can not fine tune the procedure for individual con-
figurations : automated solutions must be implemented to ensure robustness. This
section presents the main points of the fine tuning which allowed the large scale
measurements required by the successive campaigns of published results. Finally,
some configurations still fail the fine tuning hence undergo the bad configuration
procedure. Provided that the amount of failing configurations remains small, it was
observed that the choice of ’bad’ configurations has no incidence on the result. A
systematic (threshold) covers for the dependence on the number of considered con-
figurations.
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7.2.1 Constant term fitting method

The properties of the constant term lead to a non-parabolic behaviour at low values
of c. First, it is a positive quantity by definition so the parabola should be truncated
at c = 0, negative c corresponding to data narrower than MC. One then must be
careful in the determination of the fitting range. Indeed, a proper modelling of the
minimum requires a similar constraint on both sides around it. The fact that c adds
up quadratically to the MC total width contributes to the shape of the a0 distribution
at low c. Such low values of c have a much more suppressed effect on the mass
distribution than a variable with a linear contribution. Then, the a0 distribution
converges often towards an horizontal asymptote for c = 0.

Several methods have been tested to measure c. The first one aimed at keep-
ing the parabola parametrization to conserve the Gaussian assumption. Another
solution proposed was to fit only the right part of the distribution (including the
minimum) or to keep only a subset of the lower value bins. Both strategies relied
on isolating an area of the distribution in which the quadratic hypothesis is valid. It
was observed that distortion at lower values started too close to the minimum and
that the tested methods were not robust enough, considering the large amount of
fits to perform in the full procedure.

In run 1, this issue was solved by fitting the distribution with a third order poly-
nomial (P ). This solution was tested again and the parametrization in eq. 7.4 has
been proposed. Some fits still behave badly, in particular the distortion of the third
order contributed to fit statistical fluctuations on the right side. Robustness and pre-
cision were increased when imposing b1 to be positive.

The third order parametrization brought the issue of the uncertainty definition.
In a first approximation, the contribution of the third order was assumed to be neg-
ligible near the minimum. Hence, the uncertainty on the constant term was defined
as for α (i.e. b2). This assumption was tested by comparing b2 with the dichotomy
method in which the eq. 7.5 is solved numerically for positive ∆c.

The dichotomy algorithm uses the theorem that for a continuous function f for
which f(x1) > 0 and f(x2) < 0, there exist at least one x3 ∈ [x1, x2] such that
f(x3) = 0. Let P be the third order polynomial defined in eq. 7.4 minus b0 : one has
P (x) = a0(x)− b0. The uncertainty on the constant term is defined as :

P (ĉ+ δc) = 1 (7.6)

By definition P (ĉ) = 0. By construction one has the maximum first tested con-
stant term cmax such that P (cmax) ' 25 > 1. Then the theorem ensures that ĉ + δc
is contained into [ĉ, cmax]. An estimation of ĉ + δc is achieved with the centre of the
interval with at worst an error equal to half of its width. By testing the polynomial
with the central value of the interval, one is able to identify one half where ĉ + δc
belongs. The error on the estimation of ĉ + δc is then reduced by a factor two. The
procedures goes on until the uncertainty reaches an arbitrary level, defined here as :

∆(ĉ+ δc)

δc
< 10−3 (7.7)

In fig. 7.3, one can observe the uncertainty δc on c in different Z configurations for
the quadratic approximation (i.e. b2) and for the dichotomy method. It is observed
that in some categories, the difference between the two methods could be large hence
affecting the combined c values. To increase robustness and precision, the dichotomy
method is used as the nominal method for measuring c uncertainty.
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FIGURE 7.4: Comparison of χ2 distributions for different Z mass dis-
tribution binnings.

7.2.2 Mass distribution binning

The statistical fluctuations of the χ2 distribution is a main issue regarding the ro-
bustness of the method as it complicates the convergence of the most problematic
distributions. Finding ways to reduce these fluctuations while maintaining a good
level of precision is of major importance. The binning of the Z mass distribution is
the first identified source of statistical fluctuations : more bins meaning more fluc-
tuations. Irregular binnings were not considered in the study. Figure 7.4 shows the
improvement in χ2 smoothness thanks to reducing the number of Z mass bins from
40 to 20. This improvement, which would seem minor for this typical configuration,
increases the robustness of the algorithm for more pathological cases.

7.2.3 Range optimisation

There is no constraint on the tested values for α and no upper constraint for c. Then
the difference between the true minimum of the distribution and the tested maxi-
mum (dχ2) can be arbitrarily large, depending of the chosen extreme tested values.
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FIGURE 7.5: Comparison of χ2 distributions as a function of c for the
same input but changing the range of tested scale values. The ranges
are [0, 0.1] (left) and optimised for dχ2 ' 1 (centre) and dχ2 ' 25

(right).

However the uncertainty of the fitted minimum is defined as dχ2=1. Figure 7.5
shows the same measurement using three different ranges. On the first one, the dχ2

values are so high that it is impossible to pretend that the fit controls what happen
for variations of χ2 of the order of 1. The positiveness of c leads to a poor modelling
of the distribution for large tested values. On the second plot however, the values
are so close to each other that the distribution is dominated by the statistical fluctu-
ations of the data and the MC. The most probable value and its uncertainty are not
well defined in this situation. Finally, one has to find a balance between a smooth
χ2 distribution (for proper minimum modelling) and coherent dχ2 values in each of
the hundreds of configurations. Various tests have been performed and a dχ2 ' 25
between the minimum and the extreme value on both sides showed an acceptable
behaviour. In the χ2 framework, it is equivalent to impose a fit range of ĉ± 5σ.

The optimisation of the interval with this property was a major issue in the de-
velopment of the template method. The robustness of the method was essential as
bad ranges can lead to biases in configurations difficult to identify in data. The fi-
nal procedure achieves robustness with small computing time (compared to the rest
of the method) by the use of a recursive algorithm based on a dichotomy. The last
plot in fig. 7.5 shows the distribution using the range obtained with the automatic
procedure.

The objective of the optimisation method is to find a value Xup (Xdown) such that
Xup(Xdown) > (<)X̂ satisfying 16 < χ2(Xup,down) − χ2(X̂) < 36. The acceptable
range for dχ2 is designed to be large enough to allow an easy and fast determina-
tion of Xup,down, even in cases of discontinuities in the χ2 distribution. Both Xup

and Xdown are searched simultaneously using an algorithm based on the dichotomy
principle. The method is described in the case of identifyingXup. The case forXdown

is the exact symmetric with respect to the true χ2 minimum.
The same method applies to both α and c. Because the optimisation relies on

the template method, the range of the energy scale factor is computed first, always
imposing c=0 in the templates. Then the range for the constant term is computed by
imposing α =

αup+αdown
2 in the templates to improve the alignment of the distribu-

tions.
The first iteration of the method is done by choosing the interval [Xmin, Xmax]

such that Xmax > X̂ and χ2(Xmax)>36 (and reciprocally for Xmin). At this point X̂
is not known but one can easily estimate an upper limit for it. Usually the interval
[-0.15 (0), 0.15] is chosen for α (c), in order to avoid pathological cases where MC
has templates which may look abnormal. Ntest evenly separated values are chosen
in this interval to create templates and compare them to the data. The algorithm is
described below .
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• If for one tested value X > X̂ , the χ2 difference with respect to the minimal
χ2 ever achieved in the procedure (χ2

min) is within [16, 36], then this value is
defined as Xup.

• If no such value exists, the algorithm searches for the bin iup for which

χ2(Xiup)− χ2
min > 36 > 16 > χ2(Xiup−1)− χ2

min (7.8)

Xup belongs to the interval delimited by the values corresponding to those bins
[Xiup−1, Xiup ]. Then, the middle of this interval is defined as Xmax for the next

iteration. The variablew =
Xiup−1−Xiup

2 is also propagated to the next iteration.

• If then the χ2 value of the largest test value is below 16, it means that Xiup

belongs to the interval [Ximax , Ximax + w]. For the next iteration, the current
Xmax is increased by w/2 to probe the lower half of this interval.

The first limitation of this procedure lies in the determination of values related to
c. For small values of the constant term, the 0 hypothesis may be in good agreement
with the MPV or even be the MPV. The procedure would then try to test negative
values to increase the tested range toward low values. A security has been set so
that the optimisation would succeed if the test of 0 brings dχ2 < 36.

This algorithm is performed simultaneously for both Xup and Xdown. The tested
values which have the lowest χ2 at an iteration oscillates around the true minimum
depending on the optimisation procedure on both sizes. In earlier tests and methods,
such oscillation often prevented the convergence of the optimisation. Using as a
reference the lowest χ2 ever achieved allows to stabilise the procedure.

Until achieving the dichotomy procedure, several algorithms were tested and
shown to be less effective, more time consuming and/or less robust. The first trial
consisted in applying the template method with a fixed large range (such as in the
first plot of fig. 7.5) and set the range for the official measurement as [X̂−5σ, X̂+5σ].
Various improvements were achieved in order to reduce the computing time of the
method, which was significant. This method was not robust enough as it showed
many cases where the true value were not in the final range (even for the simple α)
or were not well centred on the true value.

The second algorithm investigated consisted in successive rescaling of the edges
of the optimal ranges. In the χ2 framework under Gaussian assumptions, the dis-
tance in term of standard deviation of a value with respect to its estimator is com-
puted by :

N =
√
χ2
X − χ2

min (7.9)

Xup being by definition at N=5, it is possible to re-scale to Xmax which is then
defined as :

Xmax = 5
X −Xmin

N
+Xmin (7.10)

where Xmin is the value of X corresponding to χ2
min.

In theory, a single step should be necessary to achieve an acceptable range. Be-
cause the minimum used to compute N may be far from the true minimum, the
new range may not contain the true value. An iterative strategy was then tested to
ensure the presence of the true value in the interval. Finally, this strategy suffered
from infinite oscillations in cases where the χ2 distribution did not follow a parabola.
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The template method finally allowed to adapt any form of χ2 distribution to ensure
coverage and a fast computation of the range.

7.2.4 MC smearing

The core of the template method relies on modifying the MC distribution. For the
resolution constant term, this modification consists in randomly shifting the energy
around its measured value. In doing so, additional statistical fluctuations are added
to the MC and then affect the χ2 distributions. A first method to limit this is to
correlate the fluctuation across different templates. In practice, when rescaling the
mass of an event, a unique random number per electron is used for all tested values
of c, instead of one number per electron and template. Using this choice, two close
values of c would have very close values of χ2 instead of having a larger, statistically
dominated, difference. This can be seen in fig. 7.6.

By construction, the value of the χ2 depends on the difference between data and
MC, relative to their uncertainty. Fluctuations from both the MC and the data can
contribute to χ2 fluctuations and be large enough to prevent the fit to converge to-
ward an acceptable minimum. Considering a fixed set of data, the fluctuations are
larger when the generated MC dataset is small. This was a major issue for the pre-
recommendations of run 2, as fewer MC events have been generated than in run 1.
This is expected to be a more important issue in 2017 with the large integrated lu-
minosity delivered by the LHC during the two previous years. A first solution was
to generate a larger MC sample : the MC Z dataset was increased by a factor four in
2016 but it still remains a limitation for the 2017 calibration.

A second solution is to virtually increase the MC in order to stabilise its central
value in each bin. Basically, each event is used many times in order to remove the
statistical fluctuations originating from the smearing. This way, one gets closer to
the result one would obtain with an analytic convolution using a Gaussian kernel.
For each event, a pair of random numbers is drawn NuseEl times. These numbers are
then used to shift the energy of both the electrons. Even though the input c are the
same, this procedure will generate NuseEl different Z masses which are included in
the mass distribution templates. The improvement of smoothness obtained by the
procedure is presented in fig. 7.7.

By this procedure, the amount of events in the MC distribution is scaled by a
factor NuseEl. This means that in average the relative statistical uncertainty in each
mass bins is scaled by 1√

NuseEl
. However, this is not representative of the generated

events. The uncertainties in the mass distributions must then be corrected by scaling
them with

√
NuseEl, assuming that residual migration effects in between bins are

negligible. After this correction, the χ2 distribution will be smoother but with similar
values. As a result, this solution reduces the failing rate of fits and improves the
modelling of the χ2 minimum while retaining the same limited MC.

This solution shows limitations however. The generation of the modified MC
distribution is the time limiting factor of the method. This can be related to the num-
ber of mass scalings (and/or random number generation). With a single smearing,
the number of mass scalings is obtained by multiplying the number of MC events by
the respective numbers of tested values of α and c. Using NuseEl smearing increases
roughly the total template time consumption by this factor. In practice, one must
then limits NuseEl to reach a balance between robustness (and precision) and time
consumption.
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FIGURE 7.6: Comparison of χ2 distribution between a correlated
and uncorrelated MC template smearing. Uncorrelated supposes that
mass smearings in two different templates use different random num-

bers.
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FIGURE 7.7: χ2 distribution for a typical configuration for different
values of NuseEl. In both cases, pseudo-data corresponds to the same

dataset as the MC in which a constant term has been injected.
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7.2.5 Threshold

The mass of the Z is computed using the properties of its electrons using

MZ =
√

2ET1ET2(ch(η1 − η2)− cos(φ1 − φ2))
'

√
2ET1ET2(ch(η1 − η2) + 1)

(7.11)

The selection imposes electrons to have at least a transverse energy of 27 GeV.
As a result there is a lower bound on the achievable Z mass in a given configuration
which may result in highly distorted distributions in configurations combining bins
with a large separation in η. Usually these distributions are difficult to stabilise in
terms of fitting procedure. It has been decided to remove such configurations from
the final inversion procedure by applying the standard "bad configuration" proce-
dure : setting a default value of 0 with an uncertainty of 100. A threshold mass for
each configuration is computed using eq. 7.11 and using the center of the η bin (η̄i)
of each electron (eq. 7.12)

Mth = 27
√

2ch(η̄i − η̄j) + 1 (7.12)

Configurations with a threshold mass above 70 GeV are rejected. This number
have been arbitrarily chosen in order to provide enough space between the threshold
and the minimal mass actually used in the analysis (80 GeV). This cut removes a
large fraction of configurations but only a small fraction of events : the difference
in central values and statistical uncertainties on the correction factors were found to
be negligible. A systematic uncertainty has nevertheless been defined to control the
impact of this arbitrary selection as the difference between the correction factors on
data under two different values of threshold (70 GeV and 75 GeV). Configurations
containing less than 10 events are also considered as bad configurations.

7.2.6 Inversion

The inversion procedure for the constant term is more complicated than the one
for the energy scale because of its positiveness and its non-linear relation between
event- and electron-level corrections. Applying the change of variable X = c2, one
could use the same exact inversion as for the scale. However, even though the cij are
defined to be positive, no such constraint is present in the inversion formula for X .
It turns out that extracted values of c2i can be negative for some pathological cases.
Two options have been proposed. Both options rely on changing the inversion pro-
cedure from the linear formula to a fit, the difference being the parametrization of
the χ2 : eqs. 7.13 and 7.14. The baseline that was used for the run 2 results (at least
until summer 2017) is eq. 7.13. For run 1 formula 7.14 was used when it can be
solved (i.e. when c2i are not negative). The parametrizations are designed with the
assumption that respectively cij or c2ij has a Gaussian probability function. While
the first assumption is in general assumed, no exhaustive study has yet been per-
formed to test their respective behaviour against toy closure tests. A priori, since
(see fig. 7.2) the χ2 distribution is asymmetric in c, with a larger deviation on the
left side, one would expect the χ2 distribution to be more symmetric as a function of
c2. The fitting procedure, by opposition with analytical method, allows to impose a
range of acceptable values for the fitted c (or c2). As a result, the authorised range
for c (or c2) can be limited to positive values. The performance of each inversion
procedure on a pathological and a more representative closure test is presented in
fig. 7.8 left and right respectively. One can then see the small difference between
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FIGURE 7.8: Comparison of closures for different inversion proce-
dures.

the two parametrizations even for the representative case. These differences become
more important for the pathological case. Proper understanding of the difference be-
tween the two options is still to be achieved through the use of pseudo-experiments.
However, a choice had to be made for early results. In the template method, c is the
variable which is applied on each electron, tested and measured. As a result, one
would expect c to be normally distributed, hence the choice of the first parametriza-
tion for the inversion procedure.

χ2
c =

∑
i,j≤i

(

√
c2i+c

2
j

2 − cij)2
(δcij)2

(7.13)

χ2
c2 =

∑
i,j≤i

(
c2i+c

2
j

2 − c2ij)2
(δc2ij)

2
(7.14)

The template method only measures the uncertainty δcij on cij . However, eq.
7.14 uses the uncertainty on c2ij . One must be careful to define the former of the
latter as δc2 = 2cδc + (δc)2. Forgetting the quadratic term may lead to very small
uncertainty in configurations with low constant term and change the measured ci’s.

7.3 Performances

The performances of the algorithm are tested using a closure test, performed by
injecting known values of α and c as a function of η into a MC and performing a si-
multaneous measurement of both factors with the unmodified MC used as template.

The measurement procedure contains two main successive steps : the template
method applied in configurations and the inversion. The performances of the former
have an impact on the latter. A more thorough study using toy pseudo-experiments
is presented in section 7.5.3.

Considering a set of input values, the expected measured correction in a con-
figuration is computed using eqs. 6.3 and 6.7. After application of the template
method, the difference between the measured value and the expected one divided
by the statistical uncertainty is reported for each configuration and presented in fig.
7.9 for respectively α and c for a toy pseudo-experiment. The width of the distri-
bution corresponds to configurations which validate eq. 7.12. In the plot for α, one
might be surprised that all absolute values of deviation are far below 1. Actually, the
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FIGURE 7.9: Relative difference, in unit of the statistical uncertainty
of the configuration, of measured correction factors with respect to
the expected value. The comparison is performed in all configura-
tions. A bad configuration has a default value of 0 and a large uncer-
tainty, leading to a 0 value in the plot. In this closure test, the same

binning (24 bins) is done for α and c.

measurement of α alone is deterministic and should not suffer any deviation (except
maybe because of the fit precision). However, when measuring simultaneously α
and c, the statistical fluctuations of the latter and the correlations between the two
induce a small statistical fluctuation on α too. The MC templates are generated with
an orthogonal dataset with respect to the one used to generate the pseudo-data. The
study of a possible bias, in order to replace the bias systematic uncertainty of run 1, is
the main topic of section 7.5.3. Finally, fig 7.10 shows the final extracted electron cor-
rection factors as a factor of η superimposed with the injected values. The results for
α and c are quite satisfactory. The bias study is to evaluate the average performance
of the method. Having performed these tests, the measurement was then performed
on data. In fig 7.10 for c, the bias are actually rather small, consistent with 0 within
the uncertainty.

7.4 Uncertainties determination

Numerous systematic effects have been computed on the in-situ correction factors
to cover for a maximum of possible effects. Some systematic uncertainties have been
recomputed using run 2 algorithms and data while other have been taken directly
from run 1. About a dozen contributions have been computed and are represented
in fig. 7.11.

All the systematic uncertainties have been computed as the difference between
the nominal measured correction factors and the ones computed using different in-
puts or options. Due to the small binning used for run 2, systematic uncertainties
suffer from statistical fluctuations. They are then symmetrized as a function of η
for the analyses. Three nuisance parameters are defined for this calibration : one
contains the total resolution uncertainty (including the systematic and the statistical
parts), and two contain respectively the statistical and total systematic uncertainty
on the scale.

Efficiency weights are provided to the analyses, with uncertainties. As shown in
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injected values (black) of the measurement of the energy scale fac-
tors and resolution constant terms. This is done for one pseudo-
experiment (toy) in which the same dataset is used to create the

pseudo data and the templates.

fig. 6.9 these weights change the line-shape of the reconstructed Z mass. Their un-
certainties may affect the in-situ correction. To evaluate the dependency of the cor-
rections to the efficiencies weights, the MC re-weighting has been changed such that
dedicated weights have been replaced by their central value plus one standard de-
viation. It is assumed that changing the weight to its downward fluctuation would
have a symmetric effect. Four systematics have been computed that way : recoEff,
isoEff, triggerEff and IDEff.

In order to improve the available statistics for the analysis, a medium identifica-
tion criteria has been requested on each electron. Keeping more statistics may lead to
a change in the correction values as more events of lower quality are kept. Scale fac-
tors and constant terms are compared between the nominal and systematic factors
which have been computed using the same methodology but changing the selection
to request two high quality (tight) electrons. The difference has been defined as the
ID systematic.

The isolation cut has been designed to remove electrons that may come from
QCD background. To evaluate the impact of this background on the correction, a
systematic (noIso) has been computed using data-sets in which this selection is not
applied.

The mass range in which the template method is applied can have an impact on
the final results as more tails are included in the χ2 computation. Correction factors
have been measured reducing the mass range from 20 GeV width to 15 GeV. The
difference with the nominal factors is defined as the window systematic.

No background has been injected in the MC but is present in the data. The es-
timation of the impact of the QCD background has been performed with the noIso
systematic. A similar study must be performed for the EW background composed of
ττ , diboson and tt̄ events. This study was performed in run 1 by comparing correc-
tions with different MC with either the electroweak background or no background.
This result has been updated with the same methodology in run 2.

When an electron passes through matter, it may emit bremsstrahlung photons
and changes its trajectory in the magnetic field. If the emitted photon is not included
in the electron energy, the reconstructed energy of the electron is not correct. Using
the curvature of the trajectory in the tracker, the fraction of lost momentum by the
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electron can be computed (eq. 7.15) using the momentum fitted at the origin of the
detector (pinit

T ) and the momentum fitted when the particle is leaving the ID (pfinal
T ),

and is defined as the fBrem variable [123]. Electrons with lower fBrem are expected
to have better performances because they loose less energy in the detector through
radiation. To evaluate the impact of fBrem on the correction factors, an additional
selection is performed on both data and MC (at a value of 0.5) and the template
method is performed. The uncertainty of the ’fBrem method’ is then defined as the
difference between the measurement with and without this additional selection.

fBrem = 1− pfinalT

pinitT

(7.15)

In run 1, in-situ correction factors were computed using the template method
but were also cross-checked using a second method which rely on a direct fit of the
mass distribution. At the time, the two methods had discrepancies so the difference
was put as a systematic uncertainty. The second method has only be implemented
for run 2 on spring 2017 [131]. Up until Moriond 2017, the run 1 values for these
systematics were kept.

The inversion procedure discussed in section 7.2.6 has two possible parametri-
zations. A dedicated study of each performances has not yet been performed so
the difference of the results on the data and MC has been used as the inversion
systematic.

The threshold variable discussed in section 7.2.5 may have an impact on the
correction factors as it selects which configuration may contribute to the inversion.
Given that configurations with high threshold are expected to have very low num-
ber of events, this additional selection is thought to have a negligible impact on the
final result. However, an additional systematic has been defined to cover for this
assumption, by increasing the threshold selection from 70 to 75 GeV.

The run 1 closure showed what seemed to be a negative bias of the template
method [123]. This bias has been defined as an additional systematic. The run 2
study of the bias is ongoing (see section 7.5.3), the systematic from run 1 is kept.
Improved results on the bias, achieved after EPS 2017, are detailed in the dedicated
section and have not yet been used in any analysis.

7.5 Various contributions

The analysis of the energy scale corrections has evolved with time. A small historical
description is given in the following. Then sub paragraphs 7.5.1 and 7.5.2 focus on
specific iterations. The official values for the 2012 and 2011 analysis can be found in
[114, 123]. Dedicated changes have been performed on the run 1 values for the W
mass measurement [112] using 2011 data [132]. Pre-recommendations for run 2 were
derived [133, 134] using reprocessed run 1 data and were used until Moriond 2016,
including the CONF notes of the 750 GeV excess [135, 136]. A new improvement on
the uncertainties was then performed [137, 138] for the high mass diphoton paper
[139], reducing the resolution constant term systematic uncertainties. A recommen-
dation was done using 2015 data [133] and used for the ICHEP 2016 analyses, in
particular the H → γγ production cross-section CONF note shown at this confer-
ence [140], and a new one, using 2015 and 2016 data for Moriond 2017 [141]. Finally,
two new updates [131, 127] have been performed respectively for the H → γγ EPS
2017 CONF [124, 125, 126] public notes and for the H → γγ couplings future paper.



7.5. Various contributions 109

CALO
η

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

αδ

0.004−

0.002−

0

0.002

0.004

0.006

0.008

0.01

0.012
totSyst

Window

fBrem

Threshold
tightID

recoEff
triggerEff

isoEff

IDEff

noIsoCut

EW

Clos

Meth

ATLAS  Work in progress
1 = 13 TeV, L = 3.2 (2015) + 32.9 (2016) fbs

CALO
η

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

Cδ

0.002−

0.001−

0

0.001

0.002

0.003

0.004

0.005

0.006 totSyst

Window

fBrem

Threshold
tightID

recoEff
triggerEff

isoEff

IDEff

noIsoCut

EW

Inv

Clos

Meth

ATLAS  Work in progress
1 = 13 TeV, L = 3.2 (2015) + 32.9 (2016) fbs

FIGURE 7.11: Breakdown of systematic uncertainties for energy scale
factors (top) and resolution constant term (bottom). totSyst corre-
spond to the total systematic uncertainties, computed as the quadratic
sum of all the contributions. Each acronym corresponds to an uncer-

tainty detailed in the dedicated section.



110 Chapter 7. Template method for electrons and photons in-situ calibration

7.5.1 Run 2 pre-recommandations

The major changes performed on the detector and on the reconstruction during the
long shutdown made obsolete the calibration used for the final run 1 results [114].
The reduction on the number of signal samples changes the OFC optimization. Fur-
thermore, the addition of the IBL slightly changes the particles behaviour within
the detector and increases energy losses. However, the expectations of run 2 data
have made necessary a decent calibration early in the run 2. A temporary one [134,
142, 131], which consisted in keeping the run 1 final calibration and recomputing
the in-situ Z→ ee correction, was setup using the 8 TeV data and MC, which were
reprocessed using the 8 TeV geometry and run 2 reconstruction algorithms. An ad-
ditional energy scale factor correction was designed to take into account the change
of temperature of the detector in between the two runs. The total correction factors
(including temperature) and uncertainties are displayed in fig. 7.12 and compared to
the run 1 results. For the pre-recommandations, the resolution constant terms were
defined in the same 24 bins than in run 1 (although in run 1 the results were sym-
metrized in η a posteriori). A difference of about 0.3% was observed in the α but was
expected due to changes in the GEANT4 version used in the simulation. No other
significant difference is observed in the barrel but large discrepancies are observed
in the crack and in the end-cap. The final resolution obtained with this procedure is
coherent with the run 1.

This calibration recommendation was performed analysing 8 TeV data with 8
TeV MC geometry so the effect of the IBL has not been taken into account. The IBL
is however included in the detector since the early 2015 data. For run 2, calibra-
tion (mostly the MVA and reconstruction) has been re-optimised using IBL geom-
etry. The pre-recommandations then assume that the difference between new data
and new optimisation remains roughly constant with η. If the 2015+2016 MC with
the IBL describes data well, then the calibration obtained with the 2012 data anal-
ysed with the 2012 MC should work well for the 2015+2016 data analysed by the
2015+2016 MC. Early run 2 checks must then be performed to evaluate the compat-
ibility of corrected data with the MC. However, a set of new systematics has been
defined in order to cover the possible biases in the results. This new set contains all
the systematics defined for run 1 plus two dedicated to the pre-recommandations.

First, a systematic was defined to cover for the impact of the IBL. To define this
systematic, a scale measurement was performed using the run 2 MC (including IBL
geometry and MVA) as data and reprocessed run 1 MC as the MC. The absolute val-
ues of these scales are then defined as this systematic uncertainty. This uncertainty
is clearly pessimistic since it assumes that the uncertainty on the matter of the IBL
is 100%. In addition, this effect computed on electrons is propagated to all particles,
in particular to non converted photons, where this effect of additional matter is ex-
pected to be smaller. The additional material for the IBL worsened the resolution
of the detector which allowed us to measure positive c. The pre-recommandations
were also the opportunity to increase the number of bins for α for a better detector
description. Each run 1 bin has been splitted in two equal sub-bins, and patterns
have been observed with this new binning. A new systematics has been defined,
corresponding to the difference between the value of a scale in a 34 bins setup and
the average of its two sub bins in the 68 bins setup. The total in-situ uncertainties
are then defined as the run 1 systematics, added in quadrature with the IBL and
sub-bins systematics. Figure 7.13 shows that the contributions of these additional
systematics are highly dominant for both α and c.
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Given the large uncertainties of this global model, this calibration was only used
through the 2015 data taking.

New values and systematics have been recomputed prior to the 2016 run using
the knowledge and the data of the 2015 run to reduce the systematics back to their
run 1 level.

7.5.2 Studies for diphoton excess

A small excess in 2015 data was observed by ATLAS [136] and CMS [143] in the
diphoton channel at a mass around 750 GeV. This excess was a highlight of 2016 and
a high priority analysis. Much work has been performed to check the validity of the
analysis and study this excess. In particular, dedicated calibration studies have been
performed in order to ensure its quality for the purpose of this analysis. The in-situ
corrections, which are applied to photons, were derived on electrons which have
an average energy of about 45 GeV. The photons of the excess have a much higher
average energy. The dependence of the scales as a function of the energy have been
cross-checked by comparing the data and MC distributions after a cut on the pT of
the leading electron. The data is observed to be lower in mass that the MC but with
low statistical significance, as can be observed in fig. 7.14. No new corrections have
been derived given that the difference was covered by the systematic uncertainties.

One of the most puzzling corrections of run 1 was a bias that was tracked back
to a possible difference of response between the different gains [57, 144], although
a large fraction of the effect is probably due to shower mis-modelling [145, 146].
The pT of an electron is related to the gain in which the signal of some cells are
amplified. A higher energy electron has more chances to have at least a cell in the
low gain. As most of the photons of the excess are in low gain and the electrons
from the Z are in high gain, a study of the gain dependence of the in-situ corrections
have been performed. Calibrated Z events have been classified in three categories,
and their mass distributions have been compared in fig. 7.15. A high gain category
contains Z events for which both their electrons have their highest energy cell in
the high gain, which corresponds to low energy electrons. A low gain category,
which contains events with at least one cell in low gain, will be a probe correlated
to the high energy photons. The rest of the events are categorized in a medium gain
category. Comparing the distributions shows no discrepancy, hence reinforcing our
confidence in the fact that low gain events are well calibrated. One can observe that
the scaling of the number of events in each category is not the same in data and in
MC. While not investigated further, this observation is thought to originate from a
difference in the electron pT distribution between the data and the simulation and
on the gain thresholds.

Finally, a major topic of interest was the width of the excess. CMS slightly pre-
ferred a thin excess [147] while ATLAS favoured slightly a wide excess [135]. How-
ever, the provided constant terms had a large uncertainty up to 120% (see fig. 7.13 ).
A fast re-evaluation of the systematic was performed to give better sensitivity to the
width of the excess [137]. Central values for the energy scale factors and the resolu-
tion constant terms and their respective and energy scale factors uncertainties were
not changed in order to conserve the fine tuning of the analysis. Central values of
the resolution constant term with early run 2 data were however computed in order
to update the systematics but not used in the analysis. The systematic about the bin-
ning in α was removed and replaced by the difference between early run 2 and pre-
recommandations scales (δprerec). Early material studies reduced the material un-
certainties of the IBL down to about 10% while the pre-recommandations assumed
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distribution.[137]

100%. The systematic was updated by comparing the nominal run 2 geometry with
one with increased IBL material. The systematic is again defined as the difference of
the scales between both MC. The method and closure systematics from run 1 (for the
constant term) were also replaced by the inversion systematic which was defined as
the difference between the two inversion procedures applied on c [148]. Finally, the
full upgrade allowed for a reduction by a factor 2 of the constant term uncertainty.
The comparison of this model with respect to pre-recommandations and run 1 is
provided in fig. 7.16.
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FIGURE 7.16: Comparison of total constant term systematic uncer-
tainty between run 1 (black) pre-recommandations (red) and special

diphoton excess model (blue). [137]

Other small effects have been neglected since they are at a level of a few 10−5,
like the impact of the structure functions (see [149] fig. 26).
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7.5.3 Bias study

A major systematic of run 1 on the energy scale factors was the so called "Closure"
systematic. During run 1, it was observed [123] (fig. 7.17) that a closure on the con-
stant term (on a single toy experiment) seemed to be negatively biased. It was then
decided to use the difference between the measured values and the input ones as a
systematic. A similar systematic uncertainty was also defined for α. During run 2,
no such behaviour was observed when performing simple closures. On the contrary
fig. 7.8 suggests that a single closure may behave surprisingly due to statistical fluc-
tuations. Hence an average over many closures on different toy experiments must
ultimately be performed. The existence of a bias could be explained by two opposite
sign effects. First, because the measured constant term in a configuration is necessar-
ily positive, trying to measure a null constant term would result in a systematically
positive bias. On the opposite, because the measurement is performed through a fit,
it is possible that the non-quadratic behaviour of the χ2 distribution as a function
of c could lead to a bias when the non-quadraticity becomes significant. The lower
the true constant term is, the larger a bias is expected. The bias could then become
a major issue when improving the overall calibration procedure and reducing the
additional constant term.
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FIGURE 7.17: Closure test for resolution constant term measurement
during run 1.[123]

1. Qualitative study

In order to remove the systematic uncertainty from run 1, a deeper analysis of
a possible bias has started. This preliminary study is aiming at identifying a
possible bias and its possible dependencies. The bias measurement has been
performed by an undergraduate student [150, 151] using only a small number
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of closures and has been defined as the difference between the measured val-
ues and the input ones. In this protocol, a large bias measurement can actually
be partly a statistical fluctuation of the measurement of c. A more thorough
analysis with many closures would then be necessary to quantify the aver-
age bias and possibly remove it. Several parameters have been investigated
as possible sources of bias, which are mainly related to the contribution of the
non-quadraticity of the constant term at low values. In each of the closures
presented below, no α has been injected. However α is measured along c to
absorb possible mass fluctuations due to the smearing. Only the results on c
will be presented. Biases on α have not been thoroughly studied at this point.

The input value is the first parameter to be tested. With a large input value,
the border effect at 0 is pushed toward larger dχ2, beyond values found by
the range optimisation. The c distribution would then follow a parabola in
the range of measurement. A closure has been performed using 24 bins in η.
5 different input values have been tested by injecting them uniformly in the
MC. No scale factor has been injected but are nevertheless measured. In each
configuration, α is observed to be compatible with 0 and no significant bias is
observed. Comparison between injected and measured c values for this test is
shown in fig. 7.18. Results follow the expectations for large values of c, with a
bias which seems mostly null. For injected c=0.3%, the bias is large as expected.
One must notice that points are missing as, at the time of this study, the issue
of negative c2 obtained after the inversion procedure was under study. At
c=0.7% which is representative of the constant term in the barrel in the data,
the bias seems to be null in the barrel but the situation seems more complicated
in the endcap. This is reassuring as the barrel contributes most to precision
measurements.

4.1 Dépendance du terme constant c à la pseudo-rapidité

Cette première partie de l'étude a pour but de faire une véri�cation de deux
études di�érentes du terme constant fonction de η, faites par deux groupes
sur les simulations de 2012 qui trouvent des résultats contradictoires.

(a) Blanchard, De Vivie, Mastran-

drea, données de 2012 (b) Goudet, données de 2015

Figure 3 � Biais en fonction de η

La �gure 3a montre les valeurs du terme constant mises en entée et celle
trouvée en sortie en fonction de η ainsi que la di�érence, c'est à dire le biais.
On remarque que celui ci est à tendance négative forte.
La �gure 3b trace uniquement les valeurs du terme constant mesurée mais
pour di�érentes valeurs de ce dernier en entrée. On remarque alors que le
biais est cette fois-ci positif.
En refaisant cette étude du biais en fonction de η, on obtient la �gure 4.
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Le biais est donc bien positif. Mais on apprend également d'autres choses.

10

FIGURE 7.18: Resolution constant term closure test for different input
values.[151]

The impact of the statistic in each bin has first been tested as a possible source
of bias, in particular to understand the difference between barrel and end-cap.
The number of bins across η has been varied (6, 25, 34, 68) in order to change
the amount of events in each bin. The same input value of c=0.5% has been
used for all tests. One expects that for a larger size of a bin the statistical un-
certainty would be reduced, hence leading to a narrower χ2 distribution as
a function of c and pushing the border effects to larger dχ2. On the contrary,
bins with a smaller size would be more sensitive to border effects and bias. The
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results presented in fig. 7.19 show that for a 6 bins measurement, all the ex-
tracted constant terms are compatible with the injected values. As the number
of bins increases, one sees that the average bias increases. The effect is even
larger in the crack and the endcap. This result was obtained at the electron
level which is after the inversion procedure which is not fully understood in
terms of propagation of possible biases. The bias is then also studied within
each configurations (i,j) of the different tests. Fig. 7.20 shows the configuration-
level bias dependence with the statistics. For this plot, the bias is computed in
each configuration of the four tests with a varying number of bins. An his-
togram is then filled with all configurations depending on their bias and their
statistics. This result again shows the bias dependence as a function of statis-
tics without the effect of the inversion procedure. The figure also emphasises
the fact that the correlation is not linear and that an asymptote at 0 is achieved
for large statistics. Finally the available statistics in each configuration seems
to be a variable of interest in order to evaluate the bias. The statistic will have
to be kept under control as more data would mean less bias but also the need
of increasing the number of bins in order to improve the detector description.

Comparison of the bias vs eta for c = 0.003 and c = 0.007

Bias fixed at constant term for a couple of values of bins.
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FIGURE 7.19: Distribution of the closure result as a function of η for
various binning. The increase of bins number effectively reduces the
number of events in each configuration and allows to qualitatively

probe statistic dependence of the bias. [151]

Bias vs configuration statistics

Bias depending on configuration statistics for c = 0.003. Concerning the number of bins, it’s the sum of the 6,
24, 34 and 68 bins cases.
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FIGURE 7.20: Correlation of the bias with the statistics at the config-
uration (i,j) level. The results combine closure tests with different η

binnings (6,24,34 and 68 bins).[151]
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(a) Dans la zone du crack (b) Dans la zone du tonneau

Figure 10 � Ajustements des χ matrices

qu'informatique.
En regardant plus précisement ces ajustements on remarque que dans le crack
le minimumde la matrice est plus large que dans le tonneau. On va donc s'in-
téresser au RMS de la distribution de masse a�n de déterminer s'il a un e�et
sur le biais qui pourrait en partie expliquer le phénomène arrivant dans le
crack.

On trace donc le biais en fonction du RMS de la distribution de masse à
di�érentes valeurs du terme constant. Cette fois encore, a�n d'avoir une sta-
tistique su�sante, on utilise la somme des cas à 6, 24, 34 et 68 régions.
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Figure 11 � Biais en fonction du RMS de la distribution de masse

On obtient ainsi la �gure 11. Tout d'abord, on voit que le RMS a bien
une in�uence sur le biais même s'il semble moins important que celui de la
statistique de con�guration. En e�et, on remarque que quand le RMS aug-
mente le biais augmente aussi.
Lorsque l'on compare les histogrammes pour di�érentes valeurs du terme
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FIGURE 7.21: Correlation of the bias with the RMS of the pseudo-
data at the configuration level for injected values of c=0.3% (left) and
c=1% (right). The results combine closure tests with different η bin-

nings (6, 24, 34 and 68 bins).[151]

The end-cap and the barrel differ each by their intrinsic resolution. For a given
constant term, the impact on the total width will be larger on a narrow distri-
bution than on a large one. As a result, one would expect the non-quadratic
effect to be more important for wider distributions, hence a larger bias in these
configurations. The four tests done previously allow to probe different intrin-
sic resolutions by changing the width of the η bins. Like in fig. 7.20, the bias
is plotted as a function of the RMS of the pseudo data to observe the correla-
tion. The results are presented in fig. 7.21 for inputs of 1% and 0.3%. It shows
that for large input values, the distribution is roughly a circle, meaning that
the input is so large that the border effect is too far away for all the resolutions
probed. On the contrary, for small input value, the correlation is strong be-
tween the bias and the data RMS. Because the RMS is observable on the data,
this correlation could be used when implementing a correction for the bias.
In the future years, the improvements of calibration techniques will allow an
improvement of the resolution which will remain limited by the detector in-
trinsic resolution. On the other hand, a better understanding of the detector
will reduce the additional constant term as more effects will be added to the
MC or included in early calibration stages. As a result, the additional constant
term will decrease over time, which will increase the bias. Finally, the template
method will not be suitable for a precise measurement of the constant term in
the future.

2. Toy study

A master student later continued the bias study using toys to unveil the bias
distribution in various configurations as a function of the identified parame-
ters. The study consisted in the measurement of constant term with 6 bins in
η for different input values (1% or 0.7%) and for different total statistics of the
pseudo data (100k, 1M and 2.7M events). Thousands of toys have been gener-
ated. The distribution of the bias in each configuration is then plotted for the
different inputs and statistics such as in fig. 7.22. For a proper description of
the bias distribution, one must identify all the sources of bias which may not
be relevant in a single measurement scenario.

In the distributions in fig. 7.22, the pseudo data and the templates use two
different halves of the total available dataset. The two sets (pseudo-data and
templates) are randomly created so the possible slight difference in their prop-
erties should be covered by the statistical uncertainty of a single measurement.
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In the case of toys, this slight bias would always shift the distribution is the
same direction and should be considered at the time of the interpretation. The
statistical difference between both sets also plays a role in the shape of the dis-
tribution. A more detailed discussion on the impact of the choice of the input
datasets is performed in sec. 3.

Tests were performed by changing the amount of pseudo data. The events
selected for these tests were drawn from the pseudo-data set. However, the
properties of the selected events will be slightly different than those of the full
dataset from which they are drawn. This difference, as discussed in the pre-
vious paragraph, will impact the measurement. A bootstrap method, which
consists in picking randomly each event according to a Poisson distribution,
was used to ensure each toy to have a different set of events. With this method,
each set has different properties but in average one gets the properties of the
full dataset.

Another source of technical bias is the creation of pseudo-data. When inject-
ing a constant term to a distribution, a random generator is used to shift the
energies of electrons. The random generator for each electron is then uniquely
defined by the seed of the random generator. If one smears a distribution us-
ing different random seeds, then the two smeared distributions have slightly
different properties. This bias is removed in average by changing the seed of
the random generator in each toy.

Similarly, a bias is induced by the random generator used to generate the tem-
plates. This should have in theory no impact if the MC fluctuations are smaller
than the ones of the pseudo-data (see sec. 7.2.4). This should be tested by also
changing the seed of this random generator for each toy in an independent
way with respect to the previous paragraph.

The definition of the average bias from these distributions must also be con-
sidered. In fig. 7.22 one can observe points with large values at large neg-
ative biases. They correspond to cases in which the template measurement
measured 0 instead of a (impossible) negative c. Statistical fluctuation at the
creation of the pseudo data may actually reduce the RMS of the dataset. As a
result, the most probable value of c would be 0 as negative values are forbid-
den. The large value in the bin correspond to the sum of toy experiments when
the pseudo data are narrower then the MC. If one considers the average of the
distribution as an estimator of the average bias, it would be positively biased
even if there was no real bias. Fitting each distribution may be a better choice
if one understands the shape.

3. Pseudo data generation

In the context of summer 2017 calibration, a measurement of the bias is per-
formed in order to replace the run 1 values which were used so far. The in-
jected values are representative of the measured values in data. The distribu-
tions equivalent to fig. 7.22 but at the single electron bin level were plotted.
The closure systematics in each bin is then defined as the average of the bias
distribution for this bin. The results, compared with run 1 closure systematics,
are shown in fig. 7.23. The systematic on α is close to the one of run 1 except in
the crack bins. For the constant term however, the new systematic is actually
larger.

This simple analysis includes in the bias the difference between the pseudo
data and the MC, which were discussed earlier. The proper treatment of this
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FIGURE 7.22: Distribution of the bias for Z with both electrons in the
crack (left) or in the barrel (right) for different input values and total

statistics of the pseudo-data.[152]
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FIGURE 7.23: Closure systematics for the energy scale factor (top)
and the resolution constant term (bottom) using different pseudo data

and template datasets. [153]
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difference required more time than what was allocated so it was decided to
revisit the argument in favour of the distinct dataset for pseudo data and MC.

The strategy of using two halves was motivated by the worry that using the
same dataset for both MC and pseudo data would lead to instabilities in the
procedure. Indeed, if one injects in the template the same values as in the the
pseudo data, the χ2 is expected to be 0, while for the rest of the values the χ2

value would be of the order of the number of degrees of freedom. Tests were
performed using the same dataset for the pseudo data and the MC.

In the case of energy scale factors, no random process is involved so if one
injects the same values in the template than in the pseudo data, the χ2 between
the distribution should be exactly 0. However, there was a concern about the
behaviour of the χ2 for different values. A toy model was proposed to obtain
an analytical form of the χ2 distribution. In this model, the mass distributions
are replaced by continuous functions. The pseudo data is a Gaussian function
fd of mean µ and RMS σ, which is equivalent to α = 0. The templates are then
the same distribution in which each event has been shifted with a tested α. The
function representative of a template ft then takes the form

ft(E;α) = exp

−
(

E
1+α − µ

)2
2σ2

 = exp

(
−(E − µ(1 + α))2

2σ2(1 + α)2

)
(7.16)

The χ2 test is replaced by

χ2
toy(α) =

∫
(fd(E)− ft(E;α))2dE

=
∫

( 1√
2πσ

exp
(
−(E−µ)2

2σ2

)
− 1√

2πσ(1+α)
exp

(
− (E−µ(1+α))2

2σ2(1+α)2

)
)2dE

(7.17)
This formula assumes (for simplicity) that all deviation should have the same
weight. Integrating over the various Gaussians (details of the computation are
provided in appendix B) gives

χ2
toy(α) = 1

2σ
√
π

(1 + 1
1+α)− 2

exp

(
−2µ2

σ2
α2

1+(1+α)2

)
√
2πσ
√

1+(1+α)2

' α2(µ
2

σ2 + 1
8)− α3( 1

48 + 3µ2

2σ2 )

(7.18)

The shape of this function, along with its second and third order of the Taylor
expansion is shown in fig. 7.24. The χ2 distribution for a closure test is also
shown. This function does not present any discontinuity at 0. The template
method assumes that the shape of the χ2 is a parabola at least 5 σ around its
probable value, which correspond to a range of roughly 0.5% around the MPV.
The figure shows that the parabolic approximation of this function described
well χ2

toy in this range. The pseudo-data distribution confirm the shape of the
distribution.

A similar reasoning is possible for the constant term in the case of a perfect
smearing. In practice, the smearing is performed by a random smearing of
each electron. It is then possible to obtain a null χ2 if one smears the same
way electrons from pseudo data and MC, i.e. if the random generator for the
creation of pseudo data and templates is the same. This is confirmed by the
first plot in fig. 7.25. The second plot shows the same closure but changing
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the random generator in the templates with respect to the pseudo-data. It is
observed that the χ2 distribution remains continuous, even though the values
are smaller than what is expected, around 20. It is also important to notice that
the χ2 distribution is very parabolic : there is no pattern in the distribution as
could be seen in such distribution so far. As a result, using the same datasets
gives an optimistic evaluation of the performances that the algorithm would
have on data.

These studies show that the χ2 behaves appropriately when using the same
dataset for pseudo data and templates. Figure 7.26 shows the difference be-
tween the bin level bias distribution for different and same datasets. With the
same dataset one sees that the distributions are more Gaussian and closer to 0,
which confirms that most of the bias observed so far was due to the intrinsic
differences between pseudo data and MC datasets. The new closure systemat-
ics are shown in fig. 7.27. The improvements with respect to previous closure
systematics is huge for the constant term, which allows to virtually remove
the closure systematics from the total systematics. Given that this uncertainty
was among the leading ones, the global improvement on Zee systematics is
substantial, as can be seen in fig. 7.28.
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Part IV

H → γγ analysis
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Chapter 8

Common H → γγ analysis

8.1 Introduction

The small branching ratio of the H → γγ channel makes it a priori a poor discovery
and/or measurement option. However at the LHC, the high rate of jet production
creates a huge background for all Higgs boson production processes including jets in
the final state. As a result, these channels did not participate to the discovery in 2012,
replaced by channels with photons, electrons and muons. The first channel involved
in the discovery, H → 4l, suffers from a very low expected number of events due
to the leptonic branching ratio of the weak bosons. This limitation is compensated
by low background expectations. The second channel, H → γγ, actually expects
more signal events but also suffers from a larger background. This background has
on the other hand a smooth decreasing shape which allows to detect a resonance as
a bump in the reconstructed mass distribution. These two analyses which are now
leading the precision measurement effort represent two different paradigms. Differ-
ent methods should be used to characterise the signal hence allowing comparison of
results and reduction of possible biases.

The H → γγ group includes many analyses which all rely on the same method-
ology and the same inclusive selection, in particular the coupling analysis [124] and
the mass analysis [126]. While aiming at different measurements and searches, most
analyses rely on fitting the signal bump over the smooth background. Their differ-
ence lies in the way events are categorised in order to gain sensitivity to a specific
set of parameters. Common tools are designed so that analyses can adapt the signal
and background modelling, and propagation of uncertainties to their needs.

8.2 Samples

In the context of this thesis, only data taken in the context of run 2 are used. They
have been recorded in 2015 and 2016 at a center of mass energy of

√
s = 13 TeV.

This represents an integrated luminosity of 3.2 fb−1 for 2015 and 32.9 fb−1 for 2016.
Detector corrections have been applied independently and the photon calibration
procedure is identical except for the energy scale factors.

A large set of MC samples is used for the various measurements and optimisa-
tions of the analyses. The H → γγ coupling analysis [124] aims at measuring the
properties of the H boson by defining categories which target various processes. As
a result, 9 production processes are simulated and merged for the signal analysis.
For the background, 37 datasets are simulated. Among these, the same process is
usually separated into different pT ranges. Simulations include both true diphoton
processes but also the ones able to mimic a diphoton behaviour. The generators and
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and showering algorithms used for the various datasets are shown in table 8.1. More
details can be obtained in [62, 124].

Process Generator Showering PDF set Order of calculation
σ[pb]√

s = 13 TeV
ggH Powheg NNLOPS Pythia8 PDF4LHC15 N3LO(QCD)+NLO(EW) 48.52
VBF Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 3.78
WH Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 1.37
qq̄′ → ZH Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 0.76
gg → ZH Powheg Box Pythia8 PDF4LHC15 NNLO(QCD)+NLO(EW) 0.12
tt̄H MadGraph5 aMC@NLO Pythia8 NNPDF3.0 NLO(QCD)+NLO(EW) 0.51
bb̄H MadGraph5 aMC@NLO Pythia8 CT10 5FS(NNLO)+4FS(NLO) 0.49
tHqb̄ MadGraph5 aMC@NLO Pythia8 CT10 4FS(LO) 0.07
tHW MadGraph5 aMC@NLO Herwig++ CT10 5FS(NLO) 0.02
γγ Sherpa Sherpa CT10

TABLE 8.1: Summary of the event generators and PDF sets used to
model the signal and the main background processes. [124]

8.3 Selection

Diphotons come from a variety of processes and a good signature imposes a high
quality of reconstruction. The selection reduces the theoretical and experimental
phase space of the dataset in order to reduce the amount of background while keep-
ing the signal. Some selection steps are imposed by external constraints such as the
limited bandwidth of the trigger which imposes a lower bound on energy of selected
photons. The selection is further improved by maximising the sensitivity function
s = ns√

nb
, with ns (nb) the number of expected signal (background) events in the

region of interest. The sensitivity is also implicitly dependent on the Higgs boson
mass. The selection of run 1 had to be optimised to provide similar performances
over its full range. For run 2, the same strategy has been implemented. Cuts have
been re-tuned to take into consideration the change of center of mass energy of the
LHC, the increased pile-up and the modified detector conditions.

The first event removal is performed at the trigger level which selects events con-
taining two loose photons above some pT thresholds. A cleaning of these selected
events is then performed, removing the ones with data corruption in the calorimeter
or the ones for which the detector was not fully operational. The two photons with
the highest transverse energy further pass kinematical, identification and isolation
(see sec. 8.4) criteria. The real optimisation of the sensitivity lies in these three cuts :
the 2 last provide menus with different signal efficiencies and background rejection
to best fit analyses requirements. The exact chronological cutflow is as follow. Rela-
tive efficiency of the selection cited in parenthesis is estimated using a simulation of
H → γγ samples produced by gluon fusion process.

• Trigger g35_loose_g25_loose (62.12%). This trigger selects events which con-
tain two loose photon candidates with transverse energy respectively above
35 and 25GeV. Photons identified by this trigger can be either converted or
unconverted.

• GRL (100%). The GRL is a file which list all the lumi-block which are consid-
ered acceptable to be used for physics analysis. This selection either keeps or
rejects all events detected within the minute covered by a given lumi block.
Because the efficiency measurement is performed on MC, no event can be re-
jected due to bad detector status.
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• cleaning (100%).

• Primary vertex (100%). Events with no reconstructed vertex are removed.

• 2 photons (76.41%) : this cuts selects events in which at least two photons
have been reconstructed offline. The non perfect efficiency is related to online
photons which have been re-defined as other particles (mostly electrons).

• Kinematics (91.43%) : requires pT1
mγγ

> 0.35 and pT2
mγγ

> 0.25.

• Tight ID (87.73%) : requires that both photons pass the tight offline identifica-
tion criteria.

• Isolation (91.93%) : requires each photon to pass a calorimeter- and track-based
isolation. Transverse energy deposited in a cone of ∆R = 0.2 must be below
respectively 6.5% and 5% of the total transverse energy of the photon.

• Invariant mass (100%) : the diphoton invariant mass must be between 105 and
160GeV.

The efficiency measurement has been performed on simulation. Finally, the full
selection retains 37.59% of the produced signal. The last invariant mass cut is of
no interest for the signal. Given the expected width of the Higgs boson (4.2 MeV),
the reconstructed mass distribution is a Gaussian like distribution of about 2 GeV
standard deviation. This extra large mass cut does not change the significance in
the signal region but allows to create background control regions around it. Further
details on the background composition are discussed in section 8.7.

Pile-up conditions may affect several cuts by changing the average energy de-
posit in the calorimeter and the amount or tracks in the inner detector. Evaluating
selection stability with respect to the number of reconstructed vertex is essential to
ensure against any bias. A minor pile-up dependence is observed in figure 30 of
[155] and in figure 21 of [156]. Similarly, each new run will have different experi-
mental setup (calibration constants, high voltage, etc). The stability of the selection
efficiencies as a function of run number (time) is displayed in fig. 8.1.

8.4 Isolation

In spite of the good performance of the reconstruction and identification of photons,
a contamination from jet remains. π0 mis-identified as photons may contribute as
well as true photons produced within a jet. The isolation improves the rejection of
these topologies by using the environment of the photon candidate. The multitude
of particles inside a jet gives a large deposited energy in the vicinity of the particle
of interest. The amount of deposited energy in a cone around the particle is then
computed and compared to a threshold. Two different analyses are defined, using
either the ECAL or the tracker information, and used in combination to benefit from
their respective performances.

8.4.1 Calorimetric isolation

In order to measure the calorimetric isolation, energy deposits are grouped into
topoclusters [95]. Topoclusters are a group of neighbouring cells with measured
energy above a threshold (negative energies are common due to the bipolar filter).
The energy of all topoclusters with positive energy with a barycenter within a cone
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dataset.[155]

∆R =
√

(∆η)2 × (∆φ)2 = 0.2 around the photon are summed. The cone size, which
was 0.4 in run 1 has been decreased to 0.2 in order to reduce the dependence of pile-
up. From this sum, the energy contained in the 5 × 7 window used to define the
central object is removed. A schematic of the procedure is shown in fig. 8.2.

Calorimeter Isolation Current topological isolation

Current topological isolation

Nada Barakat(LPNHE) J.B. de Vivie(LAL) & S.Laplace(LPNHE)Studies of the Isolation energy February 18, 2014 5 / 38

FIGURE 8.2: Schematic of the cells involved in the computation of
calorimetric isolation. [157]

The removal of the 5 × 7 window does not necessarily removes all contribution
of the central photon. The energy deposited outside of the window (the blue cells
in fig. 8.2) is accounted for by a correction, derived using MC studies, depending
mainly on the pT of the central photon.

The population of topoclusters in the cone increases with the amount of pile-up.
The pile-up and underlying event contributions in the total deposited energy are
removed by using the ambient energy correction computed on an event-by-event
basis [157].
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8.4.2 Track isolation

Tracks measurements within a cone evaluate the density of charged particles (for
background, produced in a jet) around the photon candidate. The track isolation
sums the momenta of all tracks originating from the same vertex as the photon and
within a cone ∆R = 0.2 around the photon. The tracks from photon conversions are
removed.

8.4.3 Threshold

The requirements in term of signal efficiency and the increasing background at low
pT impose stricter isolation criteria for low pT photons than for high pT . A relative
cut, proportional to the pT of the central photon, is preferred to an absolute thresh-
old. Optimisation was performed by scanning over the possible relative isolation
cuts, and observing the signal significance from a MC sample of H → γγ. Finally,
calorimeter isolation of a prompt photon candidate must not exceed 0.065×ET and
track isolation must remain below 0.05× ET .

8.5 Primary vertex determination

In the Higgs boson mass measurement, the resolution of the signal strongly depends
on the precision on the angle between the two photons. In the case of ATLAS, having
no information on the angle would increase by 40% the mass resolution. In the z
direction, the numerous pile-up vertices span over ' 20 cm with an RMS of ' 5 cm.
The angular accuracy is then driven by the capacity to properly identify the primary
vertex out of all those pile-up vertices. On the other hand, the position of the beam
in the x− y plan is known to submillimeter precision.

Techniques using the layers of the detectors have been implemented [158, 159],
optimizing the information available for each type of photon. As unconverted pho-
tons only have information in the calorimeter, the granularity of the latter is used :
the energy barycenter in the first two layers are used to point a reconstructed vertex
on the beam axis as described in fig. 8.3. On the contrary, converted photons have
precise information from the tracker about their initial direction. Both the higher
precision of the tracker with respect to the calorimeter and the smaller distance from
the interaction region allow for a more precise vertex determination than the point-
ing method. Both types of photons then have a dedicated vertex measurement.

A neural network [160] has been trained on four variables to select the proper
primary vertex of the photon pair. The difference (weighted by its error) between
the primary vertex considered and the vertex computed from the photons (using,
as discussed above, the information of the conversion(s)) is used along the sum of
pT and p2T of interaction vertices for background and signal, and the ∆φ(γγ,vertex)
between the di-photon system and the vector sum of tracks momenta from the given
vertex. Introducing this method highly improves the vertex identification efficiency
as show in fig. 8.4. The impact of both methods on the Higgs boson di-photon mass
distribution is presented in fig. 8.5 : an improvement of 17% on the resolution has
been achieved by the multivariate technique compared to using the hardest vertex.
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CHAPTER 5. ELECTROMAGNETIC CALORIMETER

5.4 The pointing method

Finding the photon’s primary vertex is important in the context on the H → γγ analysis since it is
important for the mass resolution4. Indeed, the Higgs mass can be reconstructed from the photons
transverse energy ET i and their polar angle θi (or pseudo-rapidity ηi) and azimuthal angle φi:

Mγ1γ2 =
√

2ET1ET2[ch(η1 − η2)− cos(φ1 − φ2)]

The contribution to the resolution from the energy measurement is dominant, but the η resolution is
not negligible. The precise knowledge of the pseudorapidity requires the measurement of the z of the
primary vertex, i.e. the position of the Higgs decay on the z axis.

As a Vrst approximation, one can consider that the interaction takes place at the centre of the
detector (0, 0, 0) with an uncertainty corresponding to the RMS of the interaction area: 56 mm in 2011
data and 48 mm in 2012. However, this is a crude approximation, which would degrade the H → γγ
mass resolution by a factor 1.4. The design of the electromagnetic calorimeter allows to get more
precise determination of the z of the primary vertex.

The pointing [97] takes advantage of the longitudinal segmentation of the electromagnetic calorime-
ter to get the photon direction. The energy weighted barycentres of the photon shower in the Vrst and
second layer of the electromagnetic calorimeter are used to extrapolate its trajectory back to the inter-
action area (Fig.5.22).
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Figure 5.22: Illustration of the pointing technique in the barrel (left) and in the end-caps (right)
(adapted from [98]).

For converted photons, it was shown [98] that a better precision can be achieved if the information
from the tracker is also used. In this case, a derived pointing method is applied using the barycentre
of the conversion electron in the electromagnetic calorimeter Vrst layer and the conversion point from
the tracker.

In practice, the extrapolation is not performed to the z axis, with coordinates (x = 0, y = 0), but
on the parallel axis of coordinates (x = xBS , y = yBS), which corresponds to the mean position of
the interaction point in the transverse plane (Beam Spot).

From the z of each photon, the common vertex is determined with a weighted average of the

4As we shall see later, the determination of the primary vertex is important also for the track isolation.

92

FIGURE 8.3: Schematic of the pointing technique in the barrel (left)
and in the end-caps (righ) for unconverted photons.[39]
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FIGURE 8.4: Primary vertex identification efficiency as a function of
pile-up (left) and pT of the photon.[160]
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FIGURE 8.5: H → γγ simulated mass distribution as a function of the
pointing technique for vertex identification. NN refers to the selection
of the vertex from the neural network. Hardest refers to selecting
the vertex with the largest sum of pT of its tracks. Default direction
consists in using the barycenter of energy deposits in each layers of

the ECAL to point to the true vertex. [160]
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8.6 e→ γ Fake rate reduction

A fraction of electrons is misidentified as photons. This fake rate has increased with
respect to run 1 and reached up to 30% in run 2 in the end-cap region. This effect
has been observed to be η and pT dependent. The mis-identification has been un-
derstood as a mis-reconstruction of conversion vertices in the silicon detector. It has
been measured by comparing the yields of data “Z → eγ” and Z → ee events In this
analysis, the main contribution comes from Z→ ee with an electron misidentified
as photon. To improve the electron identification, a MC study has been performed
by categorising Si-Si converted photons. These Si-Si photons are built from a vertex
associating two tracks and are categorised as having 0, 1 or 2 tracks in the innermost
pixel hits (categories 1, 2, 3). A track in the innermost pixel hits is defined as either
a hit in the IBL, or a hit in the first pixel layer if no hit in the IBL is expected, or two
pixels hits if no hit is expected in the first two layers (IBL and pixel layer next to
IBL). The first two categories do not use the high precision possibilities of the first
layers of the pixel detector. The separation between prompt electron and an electron
from conversion is more difficult. The fake rate was reduced by rejecting photons
from those two first categories, as well as photons from the third category which
have a large conversion radius (radius > 40 mm). This algorithm allows to reduce
by 50% the amount of electrons faking a photon while removing only 1% of prompt
photons. The fake rate improvement as a function of η is displayed in fig. 8.6 (see
also [161] ).
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FIGURE 8.6: Electron to photon fake rate as a function of η before and
after applying fix.[155]

8.7 Background composition

The background plays a major role in the diphoton analysis as it represents a large
fraction of the events, even in the signal area. The background is divided into two
main categories which themselves include several processes. Processes for which a
true pair of photons is produced in the final state are labelled as irreducible back-
grounds. The leading Feynman diagrams for these processes are summarised in
fig. 8.7. Because the final signature is exactly the one looked for the signal and that
this signature allows only few kinematical studies, very little can be done to remove
this background. The smoothly decreasing structure of this background allows for
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a simple parametrization. Doing so, it is possible to properly account for this back-
ground contribution in the reconstructed di-photon mass distribution even though
its cross-section is about 2 orders of magnitude higher than the SM H boson signal.
The simulation of this background is used for background modelling (sec 9.4).

6.1. ANALYSIS OVERVIEW
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Figure 6.3: Leading order diagrams for the direct diphoton production at the LHC forming the irreducible back-
ground to the Higgs diphoton decay channel.

same order of magnitude than the box process.
This type of background can not be suppressed with a better photon identiVcation but other
kinematic variables can help in distinguishing the Higgs signal from these processes.

The production cross-sections of γγ, γj and jj events are greater than the H → γγ cross-section
by several order of magnitude (Tab. 6.1).

Process σ [fb]

Signal H → γγ 50

Background
γγ 30.103

γj 20.107

jj 50.1010

Table 6.1: Approximate production cross-sections for the H → γγ signal and its main backgrounds at the LHC.

6.1.2 General analysis concepts

In order to select genuine diphoton events and reject the fakes (jets), the analysis follows several steps:

• At trigger level, events with two photons with pT greater than a given threshold are recorded by
the detector. In 2011, the trigger required two photons with pT threshold of 20GeV (2g20_loose).
In 2012, the pT thresholds had to be increased to 35 (25) GeV for the leading (subleading) photon
(g35_loose_g25_loose) for the trigger rate to stay below the acceptable rate.

• The number of reconstructed vertices is required to be greater than one to reject non-projective
background coming from cosmic events.

• A preselection is applied to select the photon objects, according to the following criteria:

– First, further oYine energy calibration corrections are applied;

– Then, each photon transverse momentum must have a suXciently high transverse momen-
tum pT > 25 GeV and loose quality criteria on the photon shower shape are applied;

– Finally, the Vducial region is deVned to be within |η| < 2.37 because it is the end of the Vne
longitudinal segmentation of the liquid Argon calorimeter. The transition region between
barrel and end-cap (the crack: 1.37 < |η| < 1.52) is also excluded (the crack was extended
to 1.37 < |η| < 1.56 in the Vnal analysis due to the poor energy resolution in the region
1.52 < |η| < 1.56).

All particles passing those criteria are labelled as photon candidates.
The diphoton pair is created from the leading and subleading photons i.e. the Vrst and second
photons in the pT ordered list of candidate photons.
After this preselection, additional cuts are applied to the selected photons to enhance the signal
over the background:
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FIGURE 8.7: Leading order diagrams for the diphoton irreducible
background to H → γγ [39].

The reducible background is composed of events such that one or both photons
have been mis-identified. The dominant contribution of this background consists
in jet mis-identification : mostly from boosted π0 decaying into a pair of collimated
photons. This type of background can in theory be removed by improved detec-
tor performances. Machine learning algorithms make use of the first layer of the
calorimeter to reach an extremely high rejection power (above 99.9%) of those pro-
cesses. Still, γ-jet and jet-jet backgrounds, which Feynman diagrams are provided in
figs. 8.8 and 8.9, have respective cross-sections of 2.108 and 5.1011fb to compare with
50fb of the signal. As a result, the reducible background still amounts to about 20%
of the total background. These two backgrounds also have a smoothly decreasing
shape similar to the irreducible background.

CHAPTER 6. H → γγ ANALYSIS

Optimized cuts on these quantities allow to reach a reasonable signal-to-noise ratio in the inclusive γγ
channel.

Once the inclusively selected events are known, they are classiVed into several categories to en-
hance the signal-over-background ratio in some categories and therefore the sensitivity of the analysis
(Chap. 2). These categories deVnition depends on the Vnal goal of the analysis (discovery or some
property measurement).

A large fraction of the results in this chapter are taken from the supporting documentation of the
production measurements [105].

6.1 Analysis overview

6.1.1 Background

The diphoton Vnal state suUers from diUerent types of backgrounds:

• The reducible background is due to particles faking photons. It mostly comes from π0 or η
particles inside jets, decaying into two collimated photons, reconstructed as a single photon.
Hence, γj and, to a lesser extent, the multijets (jj) events (Fig. 6.1 and 6.2) create a signiVcant
background to genuine diphoton events.
Another source of reducible background is the Drell-Yan process (Z∗/γ∗ → γγ), where both
electrons are misidentiVed as photons.
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Figure 6.1: Leading order diagrams for the γj production at the LHC forming part of the reducible background to
the Higgs diphoton decay channel.
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Figure 6.2: Leading order diagrams for the jj production at the LHC forming part of the reducible background to
the Higgs diphoton decay channel.

• On the contrary, the irreducible background comes from processes involving two prompt pho-
tons in the Vnal state. Three main processes contribute to this background:

– The Born process (Fig. 6.3(a)), contribute at order α2
QED (at leading order);

– The Box process (Fig. 6.3(b)) has a leading order contribution of order α2
Sα

2
QED;

– The Bremsstrahlung process (Fig. 6.3(c)), whose leading order is proportional to αSα2
QED .

The higher order dependence of the box and bremsstrahlung processes is compensated by the
large gluon density inside the colliding protons, in such a way that their cross-sections are of the
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FIGURE 8.8: Leading order diagrams for the γ-jet reducible QCD
background processes to H → γγ [39].
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Optimized cuts on these quantities allow to reach a reasonable signal-to-noise ratio in the inclusive γγ
channel.

Once the inclusively selected events are known, they are classiVed into several categories to en-
hance the signal-over-background ratio in some categories and therefore the sensitivity of the analysis
(Chap. 2). These categories deVnition depends on the Vnal goal of the analysis (discovery or some
property measurement).

A large fraction of the results in this chapter are taken from the supporting documentation of the
production measurements [105].

6.1 Analysis overview

6.1.1 Background

The diphoton Vnal state suUers from diUerent types of backgrounds:

• The reducible background is due to particles faking photons. It mostly comes from π0 or η
particles inside jets, decaying into two collimated photons, reconstructed as a single photon.
Hence, γj and, to a lesser extent, the multijets (jj) events (Fig. 6.1 and 6.2) create a signiVcant
background to genuine diphoton events.
Another source of reducible background is the Drell-Yan process (Z∗/γ∗ → γγ), where both
electrons are misidentiVed as photons.
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Figure 6.1: Leading order diagrams for the γj production at the LHC forming part of the reducible background to
the Higgs diphoton decay channel.

g

q

q

g

(a)

g

q

q

g

(b)

g

q q

g

(c) (d)

Figure 6.2: Leading order diagrams for the jj production at the LHC forming part of the reducible background to
the Higgs diphoton decay channel.

• On the contrary, the irreducible background comes from processes involving two prompt pho-
tons in the Vnal state. Three main processes contribute to this background:

– The Born process (Fig. 6.3(a)), contribute at order α2
QED (at leading order);

– The Box process (Fig. 6.3(b)) has a leading order contribution of order α2
Sα

2
QED;

– The Bremsstrahlung process (Fig. 6.3(c)), whose leading order is proportional to αSα2
QED .

The higher order dependence of the box and bremsstrahlung processes is compensated by the
large gluon density inside the colliding protons, in such a way that their cross-sections are of the
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FIGURE 8.9: Leading order diagrams for the jet-jet reducible QCD
background processes to H → γγ [39].

The perfect knowledge of the background contribution is not necessary for the
H → γγ analysis as it is fitted directly on data. However, it allows to have a better
understanding of the processes underneath to improve the selection. The jet rejec-
tion of the analysis being high, a MC study would require a prohibitive number of
generated events to evaluate the contribution of reducible background. Instead, the
methodology developed at the early stage of run 1[162, 163, 164, 99] was used and re-
lies on the ABCD method. Consider a simple case in which one wants to measure the
fake rate of photons. A loose selection is performed, removing the isolation cut and
relaxing the tight identification requirement. Photons are then categorised depend-
ing on their isolation (whether they pass or not the nominal cut) and identification
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(tight or not) as shown in fig. 8.10. In the naive case where only the tight isolated
(NA) category contains signal, the background in this category can be extrapolated
from the tight non-isolated region (NB). Indeed, the background efficiency of the
isolation cut can be estimated by comparing the number of events in the two non-
tight categories (MA and MB). In reality a MC study also evaluates the amount of
signal (true photons) contamination in the background control regions to correct the
extrapolation. For this method to be valid, the cuts which are relaxed must allow a
good discrimination between signal and background and leave sufficient statistics
in all the categories. Finally, it is also assumed that the variables have no correlation.
In the photon ID case, the relaxed variables for the identification are only related to
the first layer of the calorimeter. Because most of the energy is deposited in the L2,
is it considered that the correlation with isolation is negligible.

CHAPITRE 6. Mesure du bruit de fond de photons dans l’analyse H → γγ

lorimètres électromagnétique et hadronique, ce qui définit les régions de photons isolés et
non isolés, et une variable de qualité des photons, tight ou tight relachée au niveau des
variables de forme de gerbe du premier compartiment du calorimètre électromagnétique.
La région du signal correspond à la région de candidats photons isolés et réussissant
les coupures de qualité tight (NA = NA

sig + NA
bkg candidats photons). Les trois zones de

contrôle, enrichies en bruit de fond, correspondent respectivement à une région isolée mais
échouant la coupure sur la forme de gerbe du premier compartiment (MA =MA

sig +MA
bkg

candidats photons), et à deux zones non isolées, réussissant (NB = NB
sig +NB

bkg candidats
photons) ou échouant (MB =MB

sig +MB
bkg candidats photons) les coupures sur le premier

compartiment. La figure 6.4 présente ces régions. La région de signal est contrainte par
une coupure inférieure à 3 GeV sur l’isolation. L’étude par Monte Carlo donne une effi-
cacité de cette coupure de 96 % pour le signal et une réjection de 44 % du bruit de fond
pour une énergie transverse supérieure à 10 GeV . La région non isolée est requise à avoir
une isolation supérieure à 5 GeV .
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Figure 6.4 – Définition des différentes régions : région dite du signal tight isolée et régions
de bruit de fond (contenant des fuites de signal).

Dans une première approximation, non utilisée pour l’analyse (à titre pédagogique),
les zones de contrôle sont supposées ne contenir aucun signal et la corrélation est négligée
entre l’isolation calorimétrique et les variables de forme de gerbe dans le premier com-
partiment. Le bruit de fond NB est extrapolé de la région tight non isolée vers la région
signal, en utilisant le pouvoir de réjection, défini comme le rapport MA/MB, pour la
qualité tight relachée échouant tight, du bruit de fond de la région isolée avec celui de la
région non isolée, c’est-à-dire NA

bkg = NB MA

MB . Le nombre de photons directs et la pureté
dans la région du signal sont alors obtenus en résolvant l’équation du second degré en
NA
sig : N

A
sig = NA −NB MA

MB , d’où la pureté P = Ndirect
γ /Nγ :

P = 1− NB

NA

MA

MB
(6.1)

380

FIGURE 8.10: Sketch of the categories definition in the ABCD method
for prompt photons fake rate. The signal region is defined as the tight

isolated (A) category.[165]

In the case of diphoton background contribution, the same categorisation is per-
formed by differentiating the leading and sub-leading photons. Hence 16 categories
are defined. If one assumes a common jet to photon fake rate for all processes it is
possible to reduce the system to only 6 background control regions. A minimisa-
tion is then performed to extract the contributions of all reducible backgrounds. The
background composition as a function of the reconstructed categories is shown in
fig. 8.11. One can observe that the irreducible background is vastly dominant over
the reducible one. This has been achieved by a careful optimisation of the selection
cuts.
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Chapter 9

H → γγ couplings analysis

9.1 Measurement strategy

The Higgs boson couplings analysis aims at gathering all information from different
decay channels of the Higgs boson in order to measure its couplings to a maximum
number of of particles. From the combination of all decay channels available at the
time, run 1 analyses [166, 52, 167, 168, 46] were able to constraint the properties of
the H boson without statistically significant deviation from the expectations.

Each independent analyses has some level of sensitivity to a set of couplings. The
(effective) coupling to gluons and photons is obviously probed in the diphoton anal-
ysis. ttH, VBF and VH production processes can bring information to the couplings
of H boson to top and electroweak bosons.

To probe all those processes, the H → γγ analysis relies on categorisation. From
the inclusive selection, categories select phase space regions where a given param-
eter of interest has maximal sensitivity. For instance, the most restrictive categories
select photon pairs produced in association of b jets in order to isolate H bosons
produced via ttH. The cross sections of the simplified template cross-section model
(STXS : see sec. 9.1.2) are the parameters which the coupling analysis optimise. A
likelihood is built by combining all the categories, allowing to include even small
constraints to the final result. In each category, the likelihood mainly relies on fitting
the shape of the reconstructed invariant mass of the diphoton system in the range
[105,160] GeV. The model for this distribution is the sum of a smooth decreasing
background function (see sec. 9.4) and a peaked signal function (see sec. 9.3), both
normalised to data. The signal is itself the sum of the signal model of each produc-
tion process, weighted by their respective expected yields. The model is completed
by nuisance parameters (see sec. 9.5) on the position and width of the signal, and on
the expected yield.

For the minimisation procedure, the parameters of the signal shape are fixed to
the expectation. The fitted cross sections affect only the signal yield in each category.
The background shape and normalisation parameters are fitted on the data using
a combined signal plus background fit. In the case of the mass measurement, the
shape and yield parameters of the signal are mass dependent and the mass of the
signal is also fitted.

If one considers a category with no events (at least in the signal region), the -
2log likelihood takes the form 2(µs+ b), with s (b) the expected signal (background).
Minimising this likelihood as a function of µ leads to an infinitely negative best value
of µ. The signal pdf, which is normalised by µ can then contribute negatively to the
total model. At some point, the total pdf can become negative for some points, which
is impossible given its probabilistic interpretation. A solution introduced in run 1 is
to inject fake ghost events in the dataset with extremely small weight so that they do
not disturb the shape of the likelihood. These points have to be injected in regions
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where there is a lack of signal. As a result, the minimisation algorithm would be
forced to evaluate the likelihood on these points, hence ensuring the positiveness of
the total pdf. The case with no events will then have the hard limitation µs+ b = 0.
The same strategy is used in run 2 for reconstructed categories with low expected
number of events.

9.1.1 Run 1 style : signal strength

The parameters which are targeted by the couplings analysis have evolved since
run 1. At this time, given the available statistics, the objective was to measure the
production cross-sections from different processes and to compare to the Standard
Model. The parameters of interest were signal strengths µ : the ratio between the
measured cross-section (times the γγ branching ratio) and the SM one. With this
definition the observed signal yield in a category is expressed by eq. 9.1. A measured
value µ = 1 would indicate an amount of observed events equal to the Standard
Model prediction. On the contrary, µ > (<)1 would indicate an excess (or lack) of
events. Depending on the objective of the analysis, the µ can be used to scale the total
production cross-section of the H boson or to scale each independent production
process (as µk). In run 1, the latter has been done in order to probe the production
modes ggH, VBF, ZH, WH and ttH, in particular in the final γγ run 1 analysis [169].

The events from different production processes will contribute differently to the
various categories. In each of them, the expected yield from a production process
number k must be evaluated scaled by the corresponding µk parameter. The total
signal shape is then the sum, weighted by the expected yields times µk, of the mod-
els of all production modes. Details of the shape of the signal is given in sec. 9.3.
The inclusive µ is also included in the model : it scales uniformly all production
processes. In practice, either the inclusive or the set of production parameters µk are
fitted as a global fit would not converge. Finally, the signal model in each category i
takes the form :

P iS =
∑
k

µµkyikAε (9.1)

with A the detector acceptance, ε the analysis efficiency and yik the expected yield
for the production process k in the category i (in fact A and ε depend slightly on the
production process k).

This strategy is easy to implement and allows to have results easy to interpret (by
comparing µ with respect to 1). However, a deviation of the inclusive µ (obtained
by a fit of µ fixing µk = 1 for all k) does not give much information about the signal.
It is possible to identify from which processes the excess comes from by defining
production signal strengths µk (for these fits µ is fixed to 1) but again the information
is limited to yields.

The κ framework [170] was developed to increase the information obtained from
an excess with respect to the µ framework, by re-parametrization of the likelihood.
A κ is defined as the ratio of the observed coupling over the Standard Model value.
By scaling with κ the SM vertices in the computation of a production cross-section
or decay rate, one obtains a simple parametrization of the observed yield :

κ2prod =
σi

σSMi
, κ2decay =

Γdecay

ΓSMdecay
(9.2)
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Finally, one gets :

σiBRf = σSMi BRSMf
κ2iκ

2
f

κ2H
(9.3)

with κH the ratio of the total observed width of the H boson with respect to the
Standard Model. By multiplying this formula by the detector acceptance and ef-
ficiency one gets the parametrization of the observed number of events for a given
process in a given category. With this parametrization, κH appears in the parametriza-
tion of all yields. Similarly to the global µ previously introduced, one can not mea-
sure simultaneously κH and the production and decay κ simultaneously. Indeed, an
excess in κH can be absorbed by a scaling of other κ. Studies about the possibility
to externally constraint κH were performed during my master thesis [171, 172, 173,
174].

The κ framework allows improvements of interpretation with respect to the µ
framework. By probing directly the couplings, it can identify more precisely the
origin of an excess of events. Processes which contain loops can be treated in two
different ways. The first method consists in treating the loop as an effective cou-
plings : the H → γγ loop is replaced by a vertex in the computation of the process
and the couplings associated with this vertex are scaled by a κγ . The nominal value
κγ of the coupling is assumed in the computation without trying to look inside the
loop. Using this procedure allows us to interpret an excess as non standard effects
in the loop : either new particle enters the loop (either BSM or unexpected SM one)
or SM particles contribute differently than expected. The second methodology can
then be used to test the latter case. It consists in replacing the effective coupling
with its expression as a function of the couplings of SM particles. For instance, κγ is
replaced [170, 167, 46] in the likelihood by :

κ2γ → 1.59κ2W − 0.66κWκt + 0.07κ2t (9.4)

where the formula takes into account the interference in the decay H → γγ between
W and t loops. This can be generalised to all loops (in particular ggH production
mode) to impose on the model the assumption that no additional new particles enter
the loops. This parametrization allows to identify couplings which would contribute
the most to an excess.

Both these models have a major limitation however. The signal model uses the
expected number of observed events according to the SM. This means that if one
wants to measure the κ (or µ) in the context of another model, one has to compute
the expected yields in this model and perform the minimisation once again. The
cross-sections of the SM are only computed at a certain level of precision. Measuring
the couplings again after the theory improvement of the cross-section calculation
requires to compute again the expected yields and again perform the minimisation.
In other words, the results obtained in this framework are highly model dependent,
and it is more difficult to interpret them in a different context.

9.1.2 Simplified template cross section

The Simplified Template Cross Section [175] model (STXS) splits the total Higgs bo-
son production phase space into different regions, called truth bins, targeting differ-
ent H production modes and defines a parameter of interest corresponding to the
production cross section of this bin. This parameter represents the probability to
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produce a Higgs boson event with a given set of properties. In a reconstructed cate-
gory i , the total number of observed events is then a linear combination of all those
cross-sections. The total observed yield (NS) is then expressed as :

NS =
∑
b

fbi.σb.A.ε (9.5)

with fbi the fraction of events from truth bin b (where for simplicity no index is
put on A and ε) which fall in the category i, σb the cross-section of the truth bin b.
One can observe that because σb is a measured quantity, there is no explicit use of
the SM in this parametrization. Theoretical uncertainties (of the SM) will be mostly
absent from the measurement. The comparison with a model is performed in a sec-
ond time by comparing the experimental results with theoretical predictions. The
strength of this framework, with respect to run 1, is that a single experimental mea-
surement can be compared to any model.

Increasing statistics allows either to measure more precisely large truth bins or
to perform a finer binning. For the latter, the STXS provide stages which describe
a coherent evolution of truth bins definition to gain sensitivity to parameters more
probable to be modified in a BSM scenario. The experimental categorisation, in the-
ory independent of the STXS, must in practice follow those evolutions to optimise
the sensitivity to the parameters of a given stage. The stage 0 performed at ICHEP
2016 [176] is very close to what was done during run 1. Only five bins were de-
fined and consisted in separating Higgs boson events by their production processes
: ggH, VBF, ZH, WH, ttH. In later stages, those processes are further divided taking
into account the number of jets produced along the H boson. Finally, an additional
categorisation is performed by defining pT bins inside the previous stage. An exam-
ple of truth categorisation for the ggH bin is shown in fig. 9.1. The full definition of
the truth bins in the stage 1 is detailed in table 9.1.

= 0-jet

ggF

≥ 2-jet

pH
T [200,∞]

BSM

pH
T [0, 60]

pH
T [60, 120]

pH
T [120, 200]

= 1-jet

pH
T [200,∞]

BSM

pH
T [0, 60]

pH
T [60, 120]

pH
T [120, 200]

(+)

(+)

(+) (+)

(+)

≥ 2-jet

pHjj
T [0, 25]

pHjj
T [25,∞]

≃ 2j

& 3j

pH
T < 200

VBF cuts

FIGURE 9.1: Definition of the truth bins for the ggH production pro-
cess in the STXS framework.

The separation of truth bin according to jet multiplicity results from the use of
jets in experimental categorisation. Some analyses, such as H → WW , require jets
in their final state. Defining jet bins avoid folding jet uncertainties into the mea-
surement. Many BSM models predict a significantly different pT distribution for the
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H boson. Having small bins in pT allows to probe these models. In particular, the
SM has no sensitivity to the last pT bin (pHT > 200 GeV) and a non zero measure-
ment would be a hint for BSM physics. More details about the objective of the truth
categorisation can be obtained from [175, 62].

A difficulty of this parametrization is that exclusive production processes do not
necessarily match to exclusive reconstructed categories. The qq̄ → V H and VBF
production modes both have a reconstructed signature with two jets in the case were
the V decays hadronically. For this reason, VH is defined as Higgs boson production
with a leptonically decaying electroweak boson. Events with an hadronic decay are
included into the VBF process truth bin. Similarly, non leptonic gg → ZH is included
in the ggH production process. Some of the truth bins may also be degenerated
with others at the reconstruction level. Again the signature with two jets, in theory
characteristic of the VBF production process, can be also obtained from the truth bin
ggH produced in association with two jets. We will therefore be forced (see section
9.6) to merge different truth bins.

9.2 Reconstructed categories

The event categorisation consists in separating different phase space regions sen-
sitive to the parameters of interest of the analysis. In the case of the mass analy-
sis, the categorisation aimed at reducing the combined statistical and experimental
uncertainties. During run 1, several configurations were tested and the results are
presented in fig. 9.2.
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The total mass error as well as the systematic and statistical parts evolutions as a function of the710
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Figure 9: Total, statistic and systematic expected mass errors for various categories using Asimov

datasets, using the 8 TeV dataset for both methods.

FIGURE 9.2: Statistical, experimental and total run 1 mass uncer-
tainty for various choices of event categorisation. eEPSptt70 was fi-

nally chosen as the official mass categorisation. [177]

The run 1 coupling analysis focused on measuring signal strength for a set of
five production processes. In the context of STXS for run 2, 31 cross-sections were
targeted for measurement. The categorisation has to be optimised to be sensitive to
all of these parameters of interest. As a result, the categories are ranked so that an
event must fail the strict conditions of better ranked categories to be accepted in a
less selective category. A sketch of the categories ranking is proposed in fig. 9.3. The
ttH signal measurement is one of the priorities of ATLAS so 9 categories targeting
tH and ttH are defined with top ranking. Then 8 categories are defined to target the
various VH processes. 4 more categories target the VFB topology. Finally, the last 10
categories are dominated by the ggH production. A detailed description of the 31
reconstructed categories is shown in table 9.2.
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FIGURE 9.3: Definition and ranking of reconstructed categories for
the run 2 couplings measurements.[62]

Table 4: Shorthand label and event selection defining each of the 31 event categories for the measurement of the
signal strengths and simplified template cross sections. The category names denote the predominant production
process or kinematic properties the category targets. Jets are required to have pT > 30 GeV unless otherwise noted.
The categories are mutually exclusive and criteria are applied in descending order of the shown categories.

Category Selection

tH lep 0fwd Nlep = 1, Ncen
jets ≤ 3, Nb−tag ≥ 1, Nfwd

jets = 0 (pjet
T > 25 GeV)

tH lep 1fwd Nlep = 1, Ncen
jets ≤ 4, Nb−tag ≥ 1, Nfwd

jets ≥ 1 (pjet
T > 25 GeV)

ttH lep Nlep ≥ 1, Ncen
jets ≥ 2, Nb−tag ≥ 1, Z`` veto (pjet

T > 25 GeV)
ttH had BDT1 Nlep = 0, Njets ≥ 3, Nb−tag ≥ 1, BDTttH > 0.92
ttH had BDT2 Nlep = 0, Njets ≥ 3, Nb−tag ≥ 1, 0.83 < BDTttH < 0.92
ttH had BDT3 Nlep = 0, Njets ≥ 3, Nb−tag ≥ 1, 0.79 < BDTttH < 0.83
ttH had BDT4 Nlep = 0, Njets ≥ 3, Nb−tag ≥ 1, 0.52 < BDTttH < 0.79
tH had 4j1b Nlep = 0, Ncen

jets = 4, Nb−tag = 1 (pjet
T > 25 GeV)

tH had 4j2b Nlep = 0, Ncen
jets = 4, Nb−tag ≥ 2 (pjet

T > 25 GeV)

VH dilep Nlep ≥ 2, 70 GeV ≤ m`` ≤ 110 GeV

VH lep HIGH Nlep = 1, |meγ − 89 GeV| > 5 GeV, p
l+Emiss

T
T > 150 GeV

VH lep LOW Nlep = 1, |meγ − 89 GeV| > 5 GeV, p
l+Emiss

T
T < 150 GeV, Emiss

T significance > 1
VH MET HIGH 150 GeV < Emiss

T < 250 GeV, Emiss
T significance > 9 or Emiss

T > 250 GeV
VH MET LOW 80 GeV < Emiss

T < 150 GeV, Emiss
T significance > 8

jet BSM pT,j1 > 200 GeV
VH had tight 60 GeV < mjj < 120 GeV, BDTVH > 0.78
VH had loose 60 GeV < mjj < 120 GeV, 0.35 < BDTVH < 0.78

VBF tight, high pH j j
T ∆ηjj > 2, |ηγγ − 0.5(ηj1 + ηj2)| < 5, pH j j

T > 25 GeV, BDTVBF > 0.47
VBF loose, high pH j j

T ∆ηjj > 2, |ηγγ − 0.5(ηj1 + ηj2)| < 5, pH j j
T > 25 GeV, −0.32 < BDTVBF < 0.47

VBF tight, low pH j j
T ∆ηjj > 2, |ηγγ − 0.5(ηj1 + ηj2)| < 5, pH j j

T < 25 GeV, BDTVBF > 0.87
VBF loose, low pH j j

T ∆ηjj > 2, |ηγγ − 0.5(ηj1 + ηj2)| < 5, pH j j
T < 25 GeV, 0.26 < BDTVBF < 0.87

ggH 2J BSM ≥ 2 jets, pγγT ≥ 200 GeV
ggH 2J HIGH ≥ 2 jets, pγγT ∈ [120, 200] GeV
ggH 2J MED ≥ 2 jets, pγγT ∈ [60, 120] GeV
ggH 2J LOW ≥ 2 jets, pγγT ∈ [0, 60] GeV
ggH 1J BSM = 1 jet, pγγT ≥ 200 GeV
ggH 1J HIGH = 1 jet, pγγT ∈ [120, 200] GeV
ggH 1J MED = 1 jet, pγγT ∈ [60, 120] GeV
ggH 1J LOW = 1 jet, pγγT ∈ [0, 60] GeV
ggH 0J FWD = 0 jets, one photon with |η| > 0.95
ggH 0J CEN = 0 jets, two photons with |η| ≤ 0.95

29

TABLE 9.2: Label and event selection defining the 31 reconstructed
categories in the run 2 couplings analysis. [124]
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The tH categories aims at measuring the processes tHqb and tHW. More details
about these processes can be found in [39] paragraph 7.4.1 and in [178]. A signature
with one light quark jet and two b jet quarks is searched for. Two more jet or a lepton
are also required as decay products of the W boson, itself produced by the decay
of the top. Similarly, the ttH categories are separated into a leptonic and hadronic
categories depending on the decay of each of the top quarks. A cut-based strategy
is chosen for the leptonic categories, by performing rectangular cuts on the numbers
of reconstructed leptons and jets of various properties (light, b, forward, . . . ). The
hadronic categories are created using boosted decision trees. Table 9.3 proposes a
summary of top related categories.

Category Selection
Leptonic
tHlep, 0fwd Nlep = 1, N cen

jets ≤ 3, N70
tags ≥ 1, Nfwd

jets = 0 (pjetT > 25 GeV)
tHlep, 1fwd Nlep = 1, N cen

jets ≤ 4, N70
tags ≥ 1, Nfwd

jets ≥ 1 (pjetT > 25 GeV)
ttHlep Nlep ≥ 1, N cen

jets ≥ 2, N70
tags ≥ 1, Z`` veto (pjetT > 25 GeV)

Hadronic
ttH had BDT1 Nlep = 0, Njets ≥ 3, N70

tags ≥ 1, BDT > 0.92
ttH had BDT2 Nlep = 0, Njets ≥ 3, N70

tags ≥ 1, 0.83 < BDT < 0.92
ttH had BDT3 Nlep = 0, Njets ≥ 3, N70

tags ≥ 1, 0.79 < BDT < 0.83
ttH had BDT4 Nlep = 0, Njets ≥ 3, N70

tags ≥ 1, 0.52 < BDT < 0.79
tH had 4j1b Nlep = 0, N cen

jets = 4, N70
tags = 1, BDT < 0.52

tH had 4j2b Nlep = 0, N cen
jets = 4, N70

tags ≥ 2, BDT < 0.52

TABLE 9.3: Event selection for the ttH/tH categories with events be-
ing prioritized in descending order. Events are separated into a lep-
tonic and hadronic channel based on the number of leptons. N70

tag

refers to the number of b jets tagged by the menu with 70% efficiency.
[62]

The VH categories use a cut-based strategy to target the various topologies avail-
able by the VH production mode. The di-lepton category aims at identifying the
topology with two leptons created by a Z decaying into a pair of leptons. The one
lepton analysis aims at isolating events with a lepton and missing transverse energy
to identify them with the decay of a W boson produced along the H boson. The 0
lepton categories aims to select events from the decay of both W into a (missed) lep-
ton and neutrino and Z into a pair of neutrinos. The final signature which consists
in hadronically decaying weak bosons is coming from the VBF+VH truth bins with
the same experimental signature. However, categories targeting these processes are
created using a mass on the di-jet system and a multivariate analysis to optimise the
sensitivity.

The VBF categories use BDT in order to make use of the difference in correlations
between signal and background variables. 4 categories are defined with decreasing
sensitivity.

The dominant production mode has been mainly left out from categorisation so
far. It has small contributions into the preceding categories but most of the events
remain uncategorised. Orthogonal cut-based categories are defined to match closely
the STXS truth bins : separation into jet multiplicity and pT of the di-photon system.
Finally, the 0 jet category is further separated into forward and central regions, to
benefit from the difference of resolution of the detector as a function of η. Fig. 9.4
proposes a summary of un-tagged categories.
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Fail ttH, VBF and VH categorization

 == 0 Jets

 Forward Photons

Central Photons

pT
ɣɣ > 200 GeV (BSM)

pT
ɣɣ ∈ [120,200] GeV

pT
ɣɣ ∈ [60,120] GeV

pT
ɣɣ ∈ [0,60] GeV

 == 1 Jets

pT
ɣɣ > 200 GeV (BSM)

pT
ɣɣ ∈ [120,200] GeV

pT
ɣɣ ∈ [60,120] GeV

pT
ɣɣ ∈ [0,60] GeV

 >= 2 Jets

FIGURE 9.4: Untagged categories of the run 2 H boson to diphoton
couplings measurement.[62]

9.3 Signal modelling

The measurement strategy relies on a proper evaluation of the signal properties
(shape and total yield). Studies have been performed using MC to estimate how the
detector impacts the Higgs boson mass distribution and signal yield. In the context
of the coupling analysis, the generated mass is fixed at 125 GeV and it was shown
that the mass dependence of those parameters induced negligible effects.

The event from a given truth bin may populate several reconstructed categories.
To have a proper measurement of the production cross-section of this bin, it is neces-
sary to evaluate the contribution of each reconstructed category to this parameter of
interest. A first efficiency measurement εA compute the fraction of generated events
which fall into the acceptance region of the detector : both photons with |η| < 2.5 and
not falling in the crack. εA depends on the truth bins as different production modes
induce different kinematical distributions. A typical value for this parameter is 57%.
A second efficiency (εs) then measures the fraction of events in the acceptance region
which pass the global H → γγ selection. Truth bins with a large amount of jets have
higher probability to fail the isolation criteria on the photons. This efficiency is again
bin dependent and is typically around 75%. Finally, a last efficiency (εtc) evaluates
the fraction of remaining events which fall into a given category c. The expected
yield in a reconstructed category c from a given truth bin t can then be parametrized
as :

nS(c, t) = σtεAεSεtcBR(H → γγ)L (9.6)

with L the integrated luminosity. The total expected number of events in a recon-
structed category is then the sum over all truth bins of this term. Figure 9.5 shows
the fraction of events in each reconstructed category originating from a given truth
(simplified template cross section) bin. The sum of the values in each column is 1.
The column are considered from right to left, in the category definition. It explic-
its the objective of the categorisation to target in each category a subset of the truth
bins. In particular, one can see on the top right corner the very high purity of the
ttH reconstructed category in ttH events. Similarly, VH and VBF categories are quite
efficient in selecting dedicated truth bins. The predicted signal efficiencies times ac-
ceptance and the event fractions per production mode for each category are given in
table 9.4. The fraction of signal events in each category for a given production mode
are shown in fig. 9.6.

The signal shape also plays a major role in the measurement of cross-sections.
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Figure 7: The expected composition of the selected Higgs boson events, in terms of the different production modes,
for each reconstructed category.
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FIGURE 9.6: The expected composition of the selected Higgs boson
events, in terms of the different production modes, for each recon-

structed category.[124]
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Indeed, a wider signal requires more events to reach the same peak value. In run
1, a major experimental uncertainty was the contribution of in-situ measurement of
the resolution constant term, which implied an uncertainty on the signal width. The
study was performed again at run 2 and aimed at comparing a large set of functions
to describe the reconstructed mass distribution. The tested functions consisted in
combinations of Gaussian, Voigtian and Crystal Ball functions.

Signal functions are compared by a signal injecting Asimov data test. It consists
in measuring the yield and mass of the signal injected in a background Asimov. The
background is obtained using a high statistic prompt diphoton MC, assumed to be
representative of the full background, fitted with an exponential of a second order
polynomial. The signal is then injected in this dataset by adding a MC generated at
125 GeV. Signal and MC events are both normalised to a common integrated lumi-
nosity. The bias for each signal parametrization consists in the difference between
the measured and expected mass or yield. The bias of the mass was observed to be
negligible for all functions. The yield suffers a bias of the order of 0.5%. The dou-
ble sided crystal ball (DSCB), which parametrization is provided in eq. 9.7, has a
smaller bias and has been chosen for signal modelling in all categories and for all
production processes. The bias in this test is partially attributed to the fluctuations
of the background. The treatment of this bias is discussed in sec. 9.4.

CB(mγγ) =



e−t
2/2 if − αlow ≤ t ≤ αhigh

e−
1
2α

2
low[

1
Rlow

(Rlow−αlow−t)
]nlow if t < −αlow

e
−1
2α

2
high[

1
Rhigh

(Rhigh−αhigh+t)
]nhigh if t > αhigh

t = (mγγ − µ)/σ,

Rlow = αlow
nlow

Rhigh =
αhigh
nhigh

(9.7)

The value of the parameters of the DSCB vary as a function of the category. The
signal mass distribution, including all considered production processes, is fitted in-
dependently in each category. The fit is performed in the range [112.5, 137.5] GeV,
which corresponds to the generated mass (125) plus and minus 10%. The choice of
the range has significant impact on the fit results. This interval (±10%) has been cho-
sen as providing the best fit robustness. The values for each parameter per category
are later used for the signal parametrization in the statistical framework and remain
fixed when performing the measurement. For the mass analysis, several datasets
have been generated at various H boson masses to obtain a mass dependence of the
DSCB parameters.

In theory, one could generate a signal model for all categories and all production
processes to get an optimised signal modelling. However the categories are not sen-
sitive to changes of shape between different production modes. Furthermore, the fit
of the parameters is impossible for truth bins which have an almost null contribu-
tion to a category. Finally, such a model would lead to a more complicated likelihood
which would require much more time to be minimised, for no gain in experimental
sensitivity. In practice, one single signal model is defined per category, fitted on the
signal mass distribution containing all production processes. This common signal is
then multiplied by the sum of yields to limit the likelihood to a single signal pdf per
category.
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9.4 Background modelling

The precise measurement of signal events relies on an equally precise measurement
of background events in the signal region. The background contribution in the data
is measured directly during the fit. A functional form for the background shape is
chosen beforehand but its parameters and the total amount of background are fit-
ted on the data. This choice is performed either with data-driven techniques (ttH
categories) or with MC studies. Because background fluctuations may induce (addi-
tional) signal, a systematic is designed to absorb such a potential bias (the spurious
signal).

9.4.1 Background distribution

ttH backgrounds are too diverse and not enough understood for a proper MC study.
Instead the properties of the background are obtained by a study of data with loos-
ened cuts. Two control regions are defined in which the photon selection cuts are
loosened for one photon. On the second category, the b tagging is removed for the
cut-based category or the number of b jet is increased by one for the BDT categories.

Non-ttH categories uses mainly MC to describe the background shape :

• The irreducible γγ background is obtained from a high statistics simulation
with a reconstruction using the ATLAS fast simulation algorithm. This algo-
rithm consists in modifying the true energy of a final state particle in such a
way that the new energy follows the same distribution as the full reconstruc-
tion using GEANT4. This allows to run faster large simulations and have small
statistical errors on the MC. 100M prompt diphoton events have been gener-
ated.

• Reducible jj and γj background shapes are obtained by looking at a control
regions with respectively both and one photon failing the tight selection but
passing a loosened one.

The total background distribution is finally defined as the sum of γγ, γj and jj
distributions, normalised to their respective contributions measured in sec. 8.7.

9.4.2 Background shape modelling

1. Functional choice

Many functions have been considered to model the smoothly decreasing back-
ground : mostly polynomial of several orders, exponential of polynomials, and
power laws for ttH background. Criterion have been defined in order to rank
these functions and keep the most appropriate. A function with a large number
of degrees of freedom will better describe the background shape but its param-
eters will also suffer from a wider statistical uncertainty. On the contrary, more
degrees of freedom imply that the function may absorb the statistical fluctu-
ations (including the signal in data) while having a smaller spurious signal.
A balance had to be found between those aspects by defining criterion which
ranks the proposed functions.

For each tested shape, a signal+background model is fitted on the background
MC with different imposed signal masses. The maximum of measured signal
yield between 117 and 133 GeV is reported as the spurious signal of the tested
function. In run 1, functions were classified as acceptable if the spurious signal



9.4. Background modelling 153

of the function is below 20% of the background uncertainty or below 10% of the
expected signal [179]. In run 2, improvements were proposed [62] to better take
into account the situations were background uncertainties were large, which
created large spurious signal. A new metric ζs is proposed :

ζs(mγγ) =


Ns + 2∆MC , Ns + 2∆MC < 0
Ns − 2∆MC , Ns − 2∆MC > 0
0, otherwise

(9.8)

Then, the historical constraints on this new metric are imposed for any suitable
functional form. In other words, the spurious signal is relaxed to accommodate
2σ local fluctuations in the MC template. Fig. 9.7 illustrates this new metric.
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To account for this effect, the error associated with the local statistical uncertainty of the MC template
∆MC(Ns) is considered. To test whether Ns is statistically compatible with the maximum allowed value, a
new metric ζs is defined:

ζs(mγγ) =


Ns + 2∆MC , Ns + 2∆MC < 0
Ns − 2∆MC , Ns − 2∆MC > 0
0, otherwise

(13)

In other words, the spurious signal is relaxed to accommodate 2σ local fluctuations in the MC template.1299

Figure 52 illustrates the new metric.
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As before, the maximum ζs in the range 121 < mγγ < 129 GeV is taken as the spurious signal, denoted1301

ζsp. Thus, a passing function must satisfy at least one of these modified spurious signal criteria:1302

• ζsp < 10% Ns,exp1303
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FIGURE 9.7: Illustration of the metric for background modelisation.
[62]

This criteria on functions ensures a good description of the background shape
around the signal region but not on the sidebands. A χ2 test is performed
between the fit and the data to ensure a global fit quality. As a result, the
functions must also pass a simple χ2 requirement in a background-only fit to
the MC template :

p-value(χ2) > 1% (9.9)

Among the functions which pass all these conditions, the one with the lower
degrees of freedom (and smaller spurious signal if several functions with the
same number of degrees of freedom pass) is chosen.

2. Validation

After the choice of the background modelling a second procedure is applied
to test whether this choice is optimal or not. The selected baseline function is
expected to perform well on data, but we want to account for the possibility of
needing more degrees of freedom to adequately account for unexpected prop-
erties of the background spectrum in data. A procedure to decide whether a
more complex function is required to describe the data is adopted in the same
spirit as used in the high mass γγ search [180]. The families of functional forms
used to describe the continuum background have increasing complexity for
some parameter k (the order of the polynomial for instance). In the case where
the function fk can be obtained from the function fk+1 thanks to a choice of
the parameters, the function fk+1 will always give better χ2 results than its
lower complexity counterpart. The validation procedure aims at quantifying
the amount of improvement provided by this extra unit of complexity.
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A test statistic F is defined to compare the performances of two functions :

F12 =
(χ2

1 − χ2
2)/(p2 − p1)

χ2
2/(nBins − p2)

(9.10)

where χ2
1 and χ2

2 are the χ2 values computed in n bins of the two fits with p1
and p2 degrees of freedom, respectively. In the asymptotic regime, F follows a
Fisher distribution f(F; p2-p1, n-p2) if the added parameter is not improving the
model. In low statistics category where these assumptions fail, toys have been
generated to obtain the distorted F distribution. One can therefore reject the
hypothesis that the additional degree of freedom is useless if P (F ′ ≥ F ) < 0.05
where P is the probability of observing a F ′ value at least as extreme as the one
observed using the Fisher distribution. In this case the simpler function would
be discarded in favour of the more complex one.

9.5 Uncertainties

A systematic uncertainty on the signal model may influence the final results in sev-
eral ways. It can change the number of expected events if the uncertainty affects the
efficiency for example. On the other hand calibration uncertainties may also affect
the shape of the signal. The following describes the computation of those uncertain-
ties effects on yield and shape of the signal.

9.5.1 Shape uncertainties

The calibration procedure changes the energy of each photon by either a shift or a
random smearing. As a result, any bias in the calibration factors would induce a
change in either the mean or the width of the mass distribution. The shape uncer-
tainty procedure aims at evaluating the possible impact of calibration uncertainties
on the signal mass shape. Once this impact is known, it is included into the statistical
framework as a nuisance parameter (see sec. 2.2).

In the context of this chapter, a nuisance parameter defines a function f(η, pT )
representing the relative uncertainty of a specific correction factor. An up (down)
systematic variation consists in modifying the energy of each photon by changing
the value of the correction factor to nominal plus (minus) f(η, pT ). The mass of each
event after a scale uncertainty is changed to :

msyst
γγ = mnom

γγ

√
(1± f(η1, pT1))(1± f(η2, pT2)) (9.11)

Resolution uncertainties change the constant term applied to the event so the
relation between nominal and fluctuated mass is more subtle. The uncertainty of
the mean and the width is then defined as the relative difference between the nom-
inal distribution and the variated ones. This principle is applied separately for each
nuisance parameter to obtain independent shape uncertainties.

Each calibration analysis groups its sources of uncertainties into a set of com-
bined systematics. Usually each group is the quadratic sum of a set of systematics
and defines one independent nuisance parameters. The definition of the NP may
vary depending on the physics involved. Two nuisance parameters derive from the
in-situ energy scale factors, by separating the statistical component and the system-
atic component (itself a quadratic sum of many uncertainties, see sec. 7.4). On the
other hand, other analyses merge both statistical and systematic uncertainties into
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a single NP. The material studies however compute the full systematic for different
(independent) eta bins. The value of a given NP will be the full systematic in its
specific η range but will be null elsewhere. As a result, an event may have both,
or one, or no photons which are modified by a NP depending on the respective η.
In total 86 nuisance parameters are defined for the calibration : 77 are dedicated to
scale uncertainties and 9 to resolution uncertainties. Scale uncertainty parameters
are uncertainties on parameters which linearly change the energy of photons while
resolution uncertainties concerns parameters which smear the energy.

The computation of the mean and width uncertainties rely on comparing the
shape of the modified distribution with respect to the nominal one. The obtained
uncertainties change the parametrization of the mass (µ) and the width (σ) of the
DSCB signal model (eq. 9.7). Then, the most coherent procedure is to evaluate how
the calibration uncertainties change those parameters (uncertainties on α and n of
the DSCB are not considered as these parameters remain fixed in the framework).
As a result, the method consists in fitting respectively the nominal and modified
distributions and comparing their fitted values.

The nominal distribution is fitted first in the range [115,135] GeV, with all the
parameters free. To improve the time performances, a binned fit if performed using
100 MeV bins. Cross-checks have shown no significant difference with an unbinned
fit. The considered range is different from the one used to compute the fixed values
of the parameters for the framework. As a result, the official values for the tail pa-
rameters are not optimal for the shape of the nominal distribution in the uncertainty
analysis. The possible bias is removed by fitting the tail parameter for the nominal
distribution and keeping the obtained values for the systematic distributions. The
three fits allow to measure a nominal, a ’up’ and a ’down’ value for the mean and the
rms. The systematic uncertainty on those parameters is then the relative difference
between the ’up’ (down) value and the nominal. A summary plot of the method is
provided in fig. 9.8. It shows the three distributions and their respective fits, and the
obtained uncertainty for each parameter. The shown nuisance parameter is a scale
uncertainty. However its effect on the width uncertainty is also computed when
changing non-uniformly the mass of each event widens the mass distribution (see
sec. 1).
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1. Scale/resolution correlation

There are two types of shape systematic variations: scale and resolution. The
scale systematic changes linearly the energy of a photon as a function of its
pseudo-rapidity and its pT . Nominal resolution corrections change randomly
the energy of a photon by scaling its energy by (1 + N(0, c)), with N(0, c) a
Gaussian-distributed random number with mean 0 and width equal to the
correction factor to apply (c). The resolution uncertainty consists in changing
the width of the Gaussian distribution by adding or removing the resolution
uncertainty. For run 1, only the signal mean (RMS) were fitted for a scale (reso-
lution) fluctuation. However this method neglects the correlation between the
scale correction and the RMS. When applying a scale correction to a distribu-
tion two effects contribute to a change in the signal width:

• First, let’s assume a Gaussian distribution to which one applies a scale
correction. The distribution will then be changed according to eq. 7.16.
The new distribution is also a Gaussian but with a scaled RMS (and mean).
A rough estimate of this effect gives a contribution of 0.4% uncertainty on
the width, which is negligible compared to the 6% of the total systematic.

• Secondly, consider a Gaussian distribution for which each half of the events
are scaled with a different αi. The new distribution will then be centered
at (α1+α2)/2 and will not be Gaussian anymore. Fig. 9.9 proposes a visu-
alisation of this toy Gaussian distribution. The contribution of this effect
on the RMS is estimated to be at the percent level.
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FIGURE 9.9: Visualisation of the effect of an inhomogeneous scale
correction to a Gaussian distribution and its effect on the RMS. The
black curve represents the sum of initial identical distributions. The
red and blue curves represent the two halves of the distribution scaled
by different values. The pink curve represents the sum of the modi-
fied distributions. The mean (m) and RMS (s) of each distribution are

shown inside the legend.

These effects will be visible in the final results. However, they will be neglected
in order to simplify the final statistical framework, which face limitations in
term of computing time.

2. Decorrelation model
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Early run 2 results used a model called 1NP, which consisted in only one nui-
sance parameter for the scale factors and one nuisance parameter for the reso-
lution. The scale (resolution) NP is the quadratic sum of all 77 (9) correspond-
ing nuisance parameters. This model had an inclusive mass uncertainty of
about 0.47%. However it was observed that a single large nuisance parameter
was over-constrained in the statistical framework. Over-constraints have been
measured by fitting an Asimov dataset at 40 fb−1 with only the two calibration
systematics. The results show over-constraints at a level of 60% (14%) for the
scale (resolution) systematic. As no major improvements of the calibration was
expected, it was decided to use the FULL model which is more correct, with 86
parameters, to give more freedom to the fit and distribute constraints among
many NP.

Going from 2 to 86 nuisance parameters showed a significant reduction of the
total mass uncertainty by almost a factor two, even though the underlying
calibration systematics remained the same. The total uncertainty for the FULL
model is defined as the quadratic sum of the independent effect on the mass
of each nuisance parameters. The difference between the two models has been
understood as a difference in the treatment of correlations between NP. With
this model, the constraints on the nuisance parameters are removed.

Let’s consider a case where events may be part of two categories A and B con-
taining a fraction pA and pB=1-pA of the events, and two NP with different
effect in each bin (δA,B

i ). The 1NP model sum quadratically, bin by bin, the two
NP hence the total NP has the form :

δA,B1NP = δA,B1 ⊕ δA,B2 (9.12)

Applying this NP to the mass distribution, all the event of A (B) will be shifted
by a factor (1+δA(B)

1NP ), hence their average will be shifted by the same value (eq.
7.16). The average of the new distribution will be shifted by the weighted sum
of the shifts from each bin. Finally, the total 1NP uncertainty is :

mcorr

mnom
− 1 = pA(1 + (δA1 ⊕ δA2 )) + pB(1 + (δB1 ⊕ δB2 ))− 1 (9.13)

Using the same arguments for each NP independently, the total FULL uncer-
tainty is :

mcorr

mnom
− 1 =

(
pA(1 + δA1 ) + pB(1 + δB1 )− 1

)
⊕
(
pA(1 + δA2 ) + pB(1 + δB2 )− 1

)
(9.14)

These two formulas lead in general to different results. Assuming pA=pB=0.5,
δA

1 =δB
2 =0.005 and δB

1 =δA
2 =0.002 leads to δFULL=0.00495 and δ1NP=0.00539. This

reasoning can be generalised to the case where we consider the photons as
members of a category and will lead to more complicated formulas.

The FULL and 1NP models are meant to give different results. A cross-check
on the amplitude of this difference in the case of the H boson mass uncertainty
has been performed. Systematics as a function of η are histograms, but are
continuous functions as a function of pT . An exact result using the full model
using similar formulas would be too complicated. An approximation is per-
formed by assuming the systematics are constant in arbitrary pT bins. A total
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of 120 photon bins in η (10), pT (6) and conversion status (2) have been defined
and the correlation matrix Vij =

∑NNP
k=1 σkiσkj of those bins with respect to the

systematics of the FULL model have been computed (the sum is a sum on the
nuisance parameters). The correlation matrix is given in fig. 9.10. A H → γγ
sample is used to measure the photon distribution in the bins Ni. The mass
uncertainty can then be computed using the following formula [181] :

σ(M)

M
=

1

Nγ

√∑
ij

NiNjVij . (9.15)

where the sum above is on the bins of the co-variance matrix. With this for-
mula the 1NP model is equivalent to Vij = σiσj . Table 9.5 displays the results
for both the formula 9.15 and the experimental measurement. It shows that
the experimental results with a very important improvement of the scale un-
certainty going from the 1NP model to the FULL model are in complete agree-
ment with the theory, given the set NP available. Fig. 9.11 shows the difference
between the two models in all the reconstructed categories of the analysis.
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Total Scale Uncertainty (%) 1NP FULL
Measurement with H → γγ MC 0.46 0.27
Formula 9.15 0.47 0.26

TABLE 9.5: Comparison of measurement and formula for determi-
nation of total (mass) scale uncertainty in FULL and 1NP correlation

models.

3. Merged model

The FULL model contains 86 nuisance parameters which all have contribu-
tions in all reconstructed categories. This is heavy to process for the statistical
framework. Furthermore, even though their respective effects in each cate-
gory are different, most of the NP are almost degenerated. The gain in having
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FIGURE 9.11: Comparison of total (mass) scale uncertainty per cate-
gory between the 1NP and FULL correlation model.

so many NP is small compared to the increase of complexity. To improve the
convergence of the fits, an intermediate model has been developed in continu-
ation of the run 1 methodology[177, 53]. The model is hereafter referred to as
the Merged model (with 49 NP).

The Merged model groups together a set of NP which have contributions in
the same categories. The value of the combined NP in each category is ob-
tained by summing in quadrature the contributions of all merged NP. The sign
of the systematic is defined as the common sign of the merged uncertainties.
This merging technique allows to reduce the number of NP while retaining the
performances of the FULL model. With this definition, the total uncertainty as
shown in fig. 9.11 will remain the one of the FULL model. Small difference
may appear in the statistical framework as each NP does not have the same
contribution in each category, hence modifying the way data constraints are
distributed over all NP. The differences are assumed to be negligible since run
1.

The material systematics are separated into independent NP as a function of
η and represent a significant fraction of the NP. For each source of material
uncertainty (for instance cryostat material), it has been decided to reduce the
different NP into two : one related to barrel material and one for end-cap.
Four systematics undergo this procedure: the cryostat material (MATCRYO),
the calorimeter material (MATCALO), the pre-sampler material (PS) and the
inter-layer calibration (S12). The Merged model finally reduces the number of
NP down to 40 for the energy scale uncertainty. No merging is performed for
the resolution NP: the Merged model is here equivalent to the FULL model.
The final uncertainties for the inclusive selection is shown in fig. 9.12. The
total uncertainties per category is shown in fig. 9.13.
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FIGURE 9.12: Inclusive scale (top) and resolution (bottom) uncertain-
ties corresponding to the Merged model (49 NP).
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FIGURE 9.13: Total scale (top) and resolution (bottom) uncertainties
per category corresponding to the Merged model (49 NP).
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4. Cross-checks

Four additional methods are implemented in order to evaluate the mass sys-
tematic uncertainty and cross-check the baseline values obtained as explained
in the previous paragraphs.

• 〈m
syst
γγ 〉

〈mnomγγ 〉−1 (ratio-of-mean). Given, for each scale systematic uncertainty, the
nominal di-photon invariant mass distributions, mnom

γγ , and the modified
(by the systematic uncertainty) distribution, msyst

γγ , the uncertainty value
is obtained as the relative difference between the mean of the distorted
and the nominal distribution.

• 〈 msystγγ

mnominalγγ
− 1〉 (mean-of-ratio). Given a systematic variation, for each event

the ratio between the distorted invariant mass value and the nominal one
is calculated. Then, the systematic uncertainty values are evaluated as the
average of the distribution of the ratios minus 1.

• µsystDSCB
µnomDSCB

− 1 (mu-fit). Similar to the baseline method, the systematic un-
certainty is evaluated by fitting a double-sided CB to the signal mγγ dis-
tribution of the distorted samples and the nominal sample. However in
this cross-check we use a larger range, mγγ ∈ [105, 160] GeV, and we fix
the width parameter σDSCB to the value obtained in the fit to the nomi-
nal mγγ distribution, so that the mean parameter µDSCB is the only free
parameter in the fit to the distorted cases.

• Template method. The template method (see sec. 6.4) is used to mea-
sure the scale and constant term between nominal and fluctuated distri-
butions. The energy scale factor (α) and the scale uncertainty have the
same definition hence are equivalent.

The first three methods give an estimation of the systematic uncertainties in
good agreement between themselves and also with respect to the reference
uncertainty values as shown in fig. 9.14.
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Measuring uncertainties using the Template method imposes some challenges.
First, due to the low efficiency of some categories, distributions may have
events with significant weight which may create a discontinuity of the χ2 dis-
tribution with respect to energy correction factors. The range of the H mass
distribution must then be adapted to these events in each category. Then, one
must always ensure to define the widest distribution as the data so that the
template method works. This implies to keep track of the role attributed to the
two distributions of the template method to adapt the definition of the system-
atic with respect to the measured scale. It is not always possible to determine a
priori how to choose the two distributions. Indeed some up fluctuations have
a negative effect on the mass while the majority has a positive effect. This may
induce effects on the resolution difficult to anticipate with an automated pro-
gram. Finally, the template method has difficulties to measure small constant
term. This is mainly a difficulty when measuring resolution effects from scale
NP. c is most often measured at 0, hence creating a small bias in α measure-
ment. For these reasons, the cross-check with the template method has only
been performed with the 1NP model, which has both a small number of NP
(less situations to take into account when some fine tuning are needed) and
large values of uncertainties (easier to measure). The H mass range used is
[122, 128] GeV. The results are presented in fig. 9.15. Further work is required
to better understand the effect of the fitting range on the resolution systematic,
both for the baseline and the template method, and their correlation with the
scale uncertainty. Except for one pathological case (VHMETLow), results with
both methods are of the same order.

5. Fixed mass uncertainty

The couplings analysis fixes the mass parameter to the combined ATLAS+CMS
value measured in 2014 [38] : mH = 125.09± 0.21 (stat) ± 0.11 (syst) GeV. To
include the uncertainty of this value into the framework, an additional NP is
defined (ATLAS_lhcMass) and added to the framework with an effect only on
the mass parameter of the signal model. This nuisance parameter is added
with a Gaussian constraint and a symmetric uncertainty of 0.21 ⊕ 0.11

125.09 = 0.19 %
common to all categories.

One may argue that this total run 1 systematic may be correlated with other
run 2 systematics as some run 1 numbers have been kept. However, two argu-
ments favor a small correlation. First, the weight of the diphoton analysis in
the combined mass measurement was low. Second, the run 1 combined mass
measurement was still statistically dominated. Given the low expected cor-
relation between the run 1 mass uncertainty and the run 2 systematics, it is
assumed that those sources of uncertainty are decorrelated.

9.5.2 Yield and migration uncertainties

The uncertainties described in this section all have an effect on the observed number
of events. Yields are affected by a larger group of systematic uncertainties. They can
be stored in two simple categories : theoretical and experimental.

1. Theoretical uncertainties

Theoretical uncertainties take into account the treatment of uncertainties in the
computation of production cross-sections and multi-parton interactions. They
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FIGURE 9.15: Comparison per category of scale (top) and resolution
(bottom) uncertainties between the baseline and template measure-

ment methods.
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may affect any of the theoretical parameters involved in the yield parametriza-
tion of the signal. The theoretical uncertainties also play a major role at the
interpretation level where they must be considered when comparing the ob-
served cross-section with the SM.

These parameters may change the way diphoton events are distributed in the
truth bins. As a result, the distribution of a truth bin event over the recon-
structed categories can change. Theoretical uncertainties will then affect the
efficiency of categories and contribute as migration uncertainties. The effect of
a yield systematic is computed by comparing the values of the parameters of
interest between a nominal dataset and a modified one.

The LHC Higgs Cross-Section Groups is in charge of evaluating the uncertain-
ties linked to perturbative QCD [43]. They provide a set of NP which modify
the values of categories efficiencies and expected number of events (mostly
used at the interpretation stage).

The H → γγ branching ratio for a H boson mass of 125.09 GeV [38] is 0.227%.
Like production cross-sections, this value suffers from uncertainties on the
strong coupling constant. It also suffers from the approximations used in the
computation of this variable, mainly for the treatment of the mass of the quarks
involved in the process.

The factorisation theorem allows to compute many cross-sections using the
data from a wide variety of experiments condensed into PDF. The uncertainties
on the observables of these functions may lead to changes in the measured
cross-sections. The effect on expected yields or efficiencies of the choice of PDF
is evaluated by changing the PDF in the generator, or by re-weighting events
if the first solution is not available.

A final set of uncertainties is defined by comparing the behaviour of the dataset
under different algorithms for the parton shower : Pythia (nominal) and Her-
wig.

2. Experimental uncertainties

Various experimental results contribute to the number of observed events.
Their uncertainty affects the observed yield of the signal.

• The luminosity measurement, described in sec. 3.4, has a 3.2% uncertainty
anti-correlated with the production cross-section.

• Trigger efficiency uncertainty amount for 0.5%. It is evaluated by com-
paring data and MC (see sec. 4.7).

Some systematics also contribute to migration of events from one category to
another :

• Pile-up correction is performed by applying weights on MC so that the
distribution of reconstructed vertices match with the data. Uncertainties
on those weights change the MC sum of weights within a category and
then change the efficiency of a category. This experimental uncertainty
amount for about 0.5%.

• The uncertainty on the primary vertex is evaluated by varying the vari-
ables entering the likelihood method. Its contribution is observed to be
below 0.02% and then neglected to simplify the statistical framework.
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• Similar to pile-up uncertainty, photon identification and isolation efficien-
cies uncertainty affect the weights of each MC event. Their effect on the
expected yield is evaluated by comparing the MC sum of weight in each
category between nominal weights and weights modified by 1σ.

• Calibration systematics, by changing the energy of the photons, is also re-
sponsible for migrations. Similarly to the shape uncertainties, calibration
migration uncertainties are evaluated by comparing the MC yield in each
category between nominal and fluctuated distribution.

• The same methodology is also applied for more experimental uncertain-
ties mostly related to jets : Jet Energy Scale, Jet Energy Resolution, flavour
tagging, missing ET.

9.5.3 Full model

Table 9.6 presents the full list of uncertainties in the H boson couplings analysis,
along with the number of nuisance parameter for each of them.

9.6 Results

Precision measurements must be protected against human related biases, consisting
in empirical choice of analysis parameters after looking at the signal region in data.
As a result the H boson couplings analysis has been blinded : the signal region data
are removed and only the side-bands may be used for background shape determi-
nation and optimisation. The analysis must then be tested on MC studies to reach
the best possible performance. Only then the data signal may be un-blinded and the
measurement performed with the optimal procedure defined previously.

9.6.1 Couplings fine-tuning

The analysis detailed in this chapter requires to have many parameters inside the
statistical framework, implying a long minimisation time and eventually some de-
generacies. In the context of combinations of models with other ATLAS couplings
analyses and with CMS H boson analysis, optimisations of the fitting time of each
analysis is essential. The reduction of the number of parameters is referred as prun-
ing. Different procedures are applied to reduce both the number of nuisance param-
eters and the contributions of truth bins within categories.

The STXS framework stage one proposes 31 truth bins to be measured (see table
9.1). However, the amount of data recorded does not allow to have sensitivity for all
those truth bins. The design of the STXS anticipated this situation and proposed a
procedure to merge some low sensitivity truth bins together. This procedure was ap-
plied to reduce the number of measured truth bins down to 10. The BSM categories
of gluon fusion events with pHT > 200 GeV and VBF with pHT > 200 GeV are among
these 10 truth bins. However, due to their correlation, only their sum is reported
which makes therefore only 9 parameters. The matching between the original and
the merged truth bins is shown in table 9.7

Once the statistical framework has been reduced to 9 parameters of interest with
a sufficient sensitivity, it can be further simplified by optimising the contribution of
each of them in each category. Each parameter of interest has significant contribu-
tions in a relatively small number of reconstructed categories. However, there are
many cases of very small contribution, which increase nevertheless the complexity
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TABLE 9.6: Summary of sources of systematic uncertainty σi (i is the
index to each of the unique nuisance parameters θ); the factor in the
likelihood function FG(σ, θ) or FLN(σ, θ) that implements their im-
pact on signal yields, mass resolution and scale, and the spurious sig-
nals resulting from the background parameterization.When acting on
N tot

S the uncertainty value is the same for all processes, whereas the
uncertainty has a different value for each signal process for the case

denoted Np
S . [124]

of the framework. If a given parameter of interest contributed to less than 0.1% to
the total yield of the category, it was observed that removing it (by imposing its ef-
ficiency to be 0) from the category only impacted the final result by less than 1%.
This compromise was accepted and the 0.1% threshold for truth bin contribution in
a category was applied.

Finally, the impact of the nuisance parameters into each category are also a large
source of complexity. To reduce the fitting time, uncertainty effects below 0.5%
(0.25%) for yield (acceptance) uncertainties have been forced to 0. Comparison be-
tween the full and the pruned model have shown a negligible difference. No study
has been performed concerning pruning the mass uncertainty so no pruning is per-
formed.
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Process Measurement region Stage 1 region

ggH + gg → Z(→ qq)H 0-jet 0-jet
1-jet, pHT < 60GeV 1-jet, pHT < 60GeV
1-jet, 60 ≤ pHT < 120GeV 1-jet, 60 ≤ pHT < 120GeV
1-jet, 120 ≤ pHT < 200GeV 1-jet, 120 ≤ pHT < 200GeV
≥ 1-jet, pHT > 200GeV 1-jet, pHT > 200GeV

≥ 2-jet, pHT > 200GeV
≥ 2-jet, pHT < 200GeV or VBF-like ≥ 2-jet, pHT < 60GeV

≥ 2-jet, 60 ≤ pHT < 120GeV
≥ 2-jet, 120 ≤ pHT < 200GeV

VBF-like, pHjj
T < 25GeV

VBF-like, pHjj
T ≥ 25GeV

qq′ → Hqq′ (VBF + V H) pjT < 200GeV pjT < 200GeV , VBF-like, pHjj
T < 25GeV

pjT < 200GeV , VBF-like, pHjj
T ≥ 25GeV

pjT < 200GeV , VH-like

pjT < 200GeV , Rest

pjT > 200GeV pjT > 200GeV

V H (leptonic decays) V H leptonic qq̄ → ZH, pZT < 150 GeV
qq̄ → ZH, 150 GeV < pZT < 250 GeV , 0-jet
qq̄ → ZH, 150 GeV < pZT < 250 GeV , ≥ 1-jet
qq̄ → ZH, pZT > 250 GeV
qq̄ →WH, pWT < 150 GeV
qq̄ →WH, 150 GeV < pWT < 250 GeV , 0-jet
qq̄ →WH, 150 GeV < pWT < 250 GeV , ≥ 1-jet
qq̄ →WH, pWT > 250 GeV
gg → ZH, pZT < 150 GeV
gg → ZH, pZT > 150 GeV , 0-jet
gg → ZH, pZT > 150 GeV , ≥ 1-jet

top-associated production top tt̄H
tHW
tHqb

bb̄H merged w/ ggH bb̄H

TABLE 9.7: Due to the limited sensitivity of some STXS truth bins,
the bins have been merged with similar topological bins for measure-
ment. This table shows the original truth bins in the right hand col-
umn and the merged truth bin used in the measurement presented

here in the column to its left.[124]

9.6.2 Sensitivity studies

The full performance of the analysis must be evaluated using an Asimov dataset
generated at an integrated luminosity of 36 fb-1. The background shape and yield
parameters are first estimated by a fit on the data sidebands. The signal model
parameters are set to their nominal values and the yields are set to the SM expec-
tations. The Asimov dataset is then created and used as data to fit the statistical
model. The central values measured on the Asimov dataset correspond by defini-
tion to the injected values. On the other hand, the uncertainties measured from the
Asimov dataset are representative of the uncertainties which are expected on data.
The uncertainties are usually grouped into statistical, theoretical and experimental
(systematic) components.

1. STXS sensitivity

The sensitivity tests have been performed on the STXS with the 9 final param-
eters of interest. The results give :
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σ(ggH, 0 jet)×B(H → γγ) = 63 +17
−16 fb

= 63 +15
−15 (stat.) +8

−6 (syst.) fb

σ(ggH, 1 jet, pHT < 60 GeV)×B(H → γγ) = 15 +13
−12 fb

= 15 +12
−12 (stat.) +6

−4 (syst.) fb

σ(ggH, 1 jet, 60 ≤ pHT < 120 GeV)×B(H → γγ) = 10 +7
−6 fb

= 10 +6
−6 (stat.) +2

−1 (syst.) fb

σ(ggH, 1 jet, 120 ≤ pHT < 200 GeV)×B(H → γγ) = 1.7 +1.7
−1.6 fb

= 1.7 +1.6
−1.6 (stat.) +0.6

−0.4 (syst.) fb

σ(ggH,≥ 2 jet)×B(H → γγ) = 11 +8
−8 fb

= 11 +8
−8 (stat.) +3

−2 (syst.) fb

σ(qq → Hqq, pjT < 200 GeV)×B(H → γγ) = 10 +6
−5 fb

= 10 +5
−5 (stat.) +2

−1 (syst.) fb

σ(ggH + qq → Hqq,BSM− like)×B(H → γγ) = 1.8 +1.4
−1.4 fb

= 1.8 +1.3
−1.3 (stat.) +0.5

−0.5 (syst.) fb

σ(VH, leptonic)×B(H → γγ) = 1.4 +1.4
−1.2 fb

= 1.4 +1.3
−1.2 (stat.) +0.3

−0.3 (syst.) fb

σ(top)×B(H → γγ) = 1.3 +0.9
−0.8 fb

= 1.3 +0.9
−0.8 (stat.) +0.3

−0.1 (syst.) fb

2. Signal strength

STXS simplifies the interpretation of the experimental results for theorists. How-
ever, testing the SM remains the first step. The experimental production cross-
sections can be computed using the results at the truth bin levels. A division by
the SM expectation, including the theoretical uncertainties on the latter, leads
to results better than run 1 signal strength measurements. The expected result
for the inclusive signal strength yield:

µ = 1.00 +0.15
−0.14 = 1.00 +0.12

−0.12 (stat.) +0.07
−0.06 (exp.) +0.06

−0.05 (theory)

Expectations were also computed for the production signal strengths:

µggH = 1.00 +0.20
−0.19 = 1.00 +0.16

−0.17 (stat.) +0.07
−0.06 (exp.) +0.09

−0.06 (theory)

µV BF = 1.0 +0.5
−0.4 = 1.0 +0.4

−0.4 (stat.) +0.2
−0.1 (exp.) +0.2

−0.1 (theory)

µV H = 1.0 +0.8
−0.8 = 1.0 +0.8

−0.7 (stat.) +0.2
−0.2 (exp.) +0.1

−0.1 (theory)

µtop = 1.0 +0.7
−0.6 = 1.0 +0.7

−0.6 (stat.) +0.1
−0.1 (exp.) +0.2

−0.0 (theory)
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9.6.3 Ranking

The uncertainties presented so far correspond to the sum of the contributions
of all the nuisance parameters. However each category, due to its particular
topology, will not be sensitive to the same nuisance parameters. Obtaining a
ranking of the most influential nuisance parameters of the parameters of inter-
est allows to improve the understanding on the measurement and give insight
on the possible improvements. Such reasoning led to the study of the closure
uncertainty for the in-situ constant term measurement, which was the domi-
nant coupling systematics in run 1.

The ranking is performed by evaluating the effect of each independent NP
on the parameter of interest (POI). The fit is performed another time with the
full model, changing one NP by one standard deviation. The minimum of the
likelihood will then be moved to compensate for this change. The NP effect
is computed by taking the difference between the fitted parameter of interest
and its nominal value, divided by the total uncertainty on the POI. Each NP
can then be classified according to this value. Fig. 9.16 presents the results
for the inclusive signal strength. In addition to the effect on µ, which is used
to rank the NP, the pulls and constraints on these NP are also shown on this
figure. No significant constraint is seen. A similar plot for the STXS parameter
σgg2H 0J is shown in fig. 9.17. Similar plots for all parameters of interest can be
obtained from [62].

One can observe that theoretical uncertainties are three of the top four sys-
tematics for the inclusive signal strength. Thanks to the STXS, those domi-
nants systematics can be removed from the model, leaving only experimen-
tal ones. At run 1, the in-situ resolution constant term uncertainties (under
EG_RESOLUTION_ZSMEARING) was the dominant (non theory) systematic
on the µ (see table 9.9). Thanks to the run 2 improvements this systematic has
been reduced by a factor 2 for the summer 2017 results. It is now only the third
experimental nuisance parameter and second calibration systematics. The late
improvements of the closure systematics would contribute to even lower its
position in the hierarchy (but with negligible impact on the total uncertainty).

9.7 Results on data

Once the analysis is validated, the statistical model can be fitted on data. The central
values for the nine merged parameters of the STXS obtained with 36.2 fb-1 of data
recorded in 2015 and 2016 runs are [124]:
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FIGURE 9.16: Expected ranking of the systematic uncertainties for
the inclusive signal strength in the H boson couplings analysis.[62]
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FIGURE 9.17: Expected ranking of the systematic uncertainties for
the STXS parameter σgg2H 0J in the H boson couplings analysis.[62]
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σ(ggH, 0 jet)×B(H → γγ) = 37 +15
−15 fb

= 37 +14
−14 (stat.) +6

−5 (syst.) fb

σ(ggH, 1 jet, pHT < 60 GeV)×B(H → γγ) = 13 +13
−12 fb

= 13 +12
−12 (stat.) +5

−4 (syst.) fb

σ(ggH, 1 jet, 60 ≤ pHT < 120 GeV)×B(H → γγ) = 5 +6
−6 fb

= 5 +6
−6 (stat.) +2

−1 (syst.) fb

σ(ggH, 1 jet, 120 ≤ pHT < 200 GeV)×B(H → γγ) = 2.6 +1.7
−1.6 fb

= 2.6 +1.6
−1.5 (stat.) +0.8

−0.5 (syst.) fb

σ(ggH,≥ 2 jet)×B(H → γγ) = 20 +9
−8 fb

= 20 +8
−8 (stat.) +4

−3 (syst.) fb

σ(qq → Hqq, pjT < 200 GeV)×B(H → γγ) = 15 +6
−5 fb

= 15 +5
−5 (stat.) +3

−2 (syst.) fb

σ(ggH + qq → Hqq,BSM− like)×B(H → γγ) = 1.9 +1.4
−1.4 fb

= 1.9 +1.3
−1.2 (stat.) +0.6

−0.6 (syst.) fb

σ(VH, leptonic)×B(H → γγ) = 0.7 +1.4
−1.3 fb

= 0.7 +1.4
−1.2 (stat.) +0.3

−0.3 (syst.) fb

σ(top)×B(H → γγ) = 0.7 +0.8
−0.7 fb

= 0.7 +0.8
−0.7 (stat.) +0.2

−0.1 (syst.) fb

A summary plot of these numbers, shown in fig. 9.18, helps to see that there is
no significant deviation from the SM expectations.

The correlations between the different parameters are shown in fig. 9.19.
The observed inclusive signal strength is :

µ = 0.99 +0.14
−0.14 = 0.99 +0.12

−0.11 (stat.) +0.06
−0.05 (exp.) +0.06

−0.05 (theory) ,

This result confirms the ATLAS run 1 diphoton signal strength measurement of
µ = 1.17± 0.27 with about a factor 2 of improvement in the uncertainty. It should be
noted that the run 1 result was obtained from an analysis that used a Higgs boson
gluon fusion production cross section [34] that is about 10% lower that the state
of the art prediction of σggH [41, 42], and that the PDF have also been improved
by using the LHC run 1 results. One can note that the 2015+2016 results of the 4l
analysis in ATLAS [182] has been shown recently, with a value of µ = 1.28+0.21

−0.19 with
an uncertainty larger than in the γγ mode.

The impact of the main sources of systematic uncertainty presented in table 9.6
on the measured global signal strength is presented in table 9.8

One sees that the systematic uncertainties are smaller than the values of the run
1 [169] that are shown in the table 9.9.

There are two clear comments :

• the uncertainty due to the resolution has decreased
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 BR normalized to SM×σMeasured
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PreliminaryATLAS
-1=13 TeV, 36.1 fbs

=125.09 GeV 
H

,  mγγ→ H 

SM prediction

FIGURE 9.18: Summary plot of the measured simplified template
cross sections times the Higgs boson to diphoton branching ratio. For
illustration purposes the central values have been divided by their
SM expectations but no additional SM uncertainties have been folded
into the measurement. The uncertainties on the SM predicted cross-

sections are shown in grey in the plot. [124]

Uncertainty Group σsyst.
µ

Theory (yield) 0.03
Experimental (yield) 0.02
Luminosity 0.03
Theory (migrations) 0.05
Experimental (migrations) 0.01
Mass resolution 0.03
Mass scale 0.04
Background shape 0.03

TABLE 9.8: Main systematic uncertainties on the combined signal
strength parameter.[124]
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FIGURE 9.19: Observed correlation of the STXS truth bins with 36.2
fb-1 of data recorded in 2015 and 2016 runs.[124]

quadrature between the nominal uncertainty and change in
the 68% C.L. range on μ when the corresponding nuisance
parameters are fixed to their best-fit values. The sums of the
squares of the theoretical uncertainties linked to the QCD
scales, PDFs, and H → γγ branching ratio account for
approximately 50% of the square of the total systematic
uncertainty. The dominant experimental uncertainty is from
the photon energy resolution, which represents approxi-
mately 30% of the total systematic uncertainty (as above in
terms of its contribution to the square of the total systematic
uncertainty). In the fit to extract the signal strengths, the
postfit values of the most relevant nuisance parameters
(those apart from the ones of the background model), do
not show significant deviations from their prefit input
values.
The compatibility of the combined signal strength

presented in this article with the one published in
Ref. [13], μ ¼ 1.55þ0.33

−0.28 , is investigated using a jackknife
resampling technique [111,112] in which variances and
covariances of observables are estimated with a series of
subsamples of the observations. The datasets used in the
two analyses are highly correlated: 142 681 events are
selected in Ref. [13], 111 791 events are selected in the
current analysis, and 104 407 events are selected in both
analyses. The significance of the 0.4 difference between the
combined signal strengths, including the effect of the 74%
correlation between the two measurements, is calculated by
applying the jackknife technique to the union of the two
datasets and is found to be 2.3σ. An uncertainty of 0.1σ on
the compatibility between the two measurements is esti-
mated by varying the size of the jackknife subsamples. The
decrease in the observed signal significance (5.2σ) with
respect to the one published in Ref. [13] (7.4σ) is related to
the reduction of the measured signal strength according to
the asymptotic formula Z ¼ μ=σstatμ , where σstatμ is the
statistical component of the uncertainty on μ. In other

words, the observed reductions of the significance and
signal strength are consistent with each other and consistent
with a statistical fluctuation at the level of ∼2.3σ.
As can be seen in Figs. 17 and 18, the observed signal

strengths of the tagged categories, which are dominated
by production processes other than ggF, tend to be lower
than the signal strengths measured with the untagged
categories, which are dominated by ggF production. This
tendency, combined with the optimized sensitivity of this
analysis to production processes other than ggF, results in
a lower combined signal strength than those measured
using alternative analyses of the same dataset (or where
the datasets are largely overlapping) that are inclusive
with respect to the production process. The compatibility
of the combined signal strength obtained in this analysis
with the signal strength μ ¼ 1.29� 0.30 obtained in the
mass measurement analysis quoted in Ref. [9] for the
diphoton channel (where the diphoton events are sorted
into categories that depend only on the properties of the
photons) is evaluated with the same resampling technique
described above and found to be within one standard
deviation. A measurement of the fiducial cross section of
Higgs boson production in theH → γγ decay channel with
the ATLAS detector is performed in Ref. [113]. In order to
make that analysis more model independent, there is no
use of production-process-related event categories. The
signal strength of the measured fiducial cross section,
using only the 8-TeV data, is approximately 1.4 and found
to be compatible with the combined signal strength
measured here within 1.2σ (using again the jackknife
resampling technique).
In addition to the combined signal strength, the signal

strengths of the primary production processes are deter-
mined by exploiting the sensitivities of the analysis
categories to specific production processes, and found to
be (see also Fig. 19)

μggF ¼ 1.32� 0.32ðstatÞþ0.13
−0.09ðsystÞþ0.19

−0.11ðtheoryÞ
¼ 1.32� 0.38;

μVBF ¼ 0.8� 0.7ðstatÞþ0.2
−0.1ðsystÞþ0.2

−0.3ðtheoryÞ
¼ 0.8� 0.7;

μWH ¼ 1.0� 1.5ðstatÞþ0.3
−0.1ðsystÞþ0.2

−0.1ðtheoryÞ
¼ 1.0� 1.6;

μZH ¼ 0.1þ3.6
−0.1ðstatÞþ0.7

−0.0ðsystÞþ0.1
−0.0ðtheoryÞ

¼ 0.1þ3.7
−0.1 ;

μtt̄H ¼ 1.6þ2.6
−1.8ðstatÞþ0.6

−0.4ðsystÞþ0.5
−0.2ðtheoryÞ

¼ 1.6þ2.7
−1.8 :

In this measurement, both μtH and μbb̄H are fixed to the SM
expectations (μtH ¼ 1 and μbb̄H ¼ 1). The correlation
between the fitted values of μggF and μVBF has been studied

TABLE XIV. Main systematic uncertainties σsystμ on the com-
bined signal strength parameter μ. The values for each group of
uncertainties are determined by subtracting in quadrature from
the total uncertainty the change in the 68% C.L. range on μ when
the corresponding nuisance parameters are fixed to their best-fit
values. The experimental uncertainty on the yield does not
include the luminosity contribution, which is accounted for
separately.

Uncertainty group σsystμ

Theory (yield) 0.09
Experimental (yield) 0.02
Luminosity 0.03
Monte Carlo statistics <0.01
Theory (migrations) 0.03
Experimental (migrations) 0.02
Resolution 0.07
Mass scale 0.02
Background shape 0.02

MEASUREMENT OF HIGGS BOSON PRODUCTION IN THE … PHYSICAL REVIEW D 90, 112015 (2014)

112015-27

TABLE 9.9: Main systematic uncertainties on the inclusive signal
strength in run 1. [169]
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• the uncertainty due to the theory (yield) is smaller, thanks to the new N3LO
calculation. The theory PDF uncertainty has also decreased since the run 1
paper thanks to the improvement in the fits of the PDF. In addition this uncer-
tainty was for run 1 in the line theory (yield) while now it is in the line theory
(migration) as can be seen in table 9.6.

In addition to the global signal strength, the signal strengths of the primary pro-
duction processes are computed and found to be :

µggH = 0.80 +0.19
−0.18 = 0.80 +0.16

−0.16 (stat.) +0.07
−0.06 (exp.) +0.06

−0.05 (theory)

µVBF = 2.1 +0.6
−0.6 = 2.1 +0.5

−0.5 (stat.) +0.3
−0.2 (exp.) +0.3

−0.2 (theory)

µVH = 0.7 +0.9
−0.8 = 0.7 +0.8

−0.8 (stat.) +0.2
−0.2 (exp.) +0.2

−0.1 (theory)

µtop = 0.5 +0.6
−0.6 = 0.5 +0.6

−0.5 (stat.) +0.1
−0.1 (exp.) +0.1

−0.0 (theory)

and are displayed in fig. 9.20.
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FIGURE 9.20: Summary of the signal strengths measured for the dif-
ferent main production processes. The results are compared with the

inclusive signal strength from run 1 and run 2. [124]

The H → γγ mass measurement with these data with the 31 reconstructed cate-
gories defined for the couplings measurement is given in [126]. After profiling along
the four signal strengths the measured mass is found to be

mγγ
H = 125.11 ± 0.21 (stat)± 0.36 (syst) GeV

= 125.11± 0.42 GeV

where the first error is the statistical uncertainty while the second is the total
systematic uncertainty, dominated by the photon energy scale uncertainty. The sta-
tistical uncertainty is determined by fixing all the nuisance parameters to their best



9.7. Results on data 177

fit value, except for those describing the background shape and the signal and back-
ground normalisations, that are unconstrained in the nominal fit.

Figure 9.21 shows the distribution of the data superimposed with the result of
the fit where, for illustration purposes events are weighted by the contribution of
their category in the full combination [126].
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Figure 9: Diphoton invariant mass distribution of the data superimposed with the result of the fit. Both for data and
the fit each category is weighted by a factor log(1 + s/b). The dashed line represents the background component of
the model, while the black line the signal component. The bottom inset is the difference between the sum of weights
and the background component of the fitted model.

Table 7: Main sources of systematic uncertainty on mγγ
H .

Source Systematic uncertainty on mγγ
H [MeV]

LAr cell non-linearity ±200
LAr layer calibration ±190
Non-ID material ±120
Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z → ee calibration ±50
Background model ±50
Primary vertex effect on mass scale ±40
Resolution +20

−30
Signal model ±20

24

FIGURE 9.21: Diphoton invariant mass distribution of the data su-
perimposed with the result of the fit. Both for data and the fit each

category is weighted by a factor log(1 + s/b). [126]

A summary of the total systematic uncertainty from the main sources is shown
in table 9.10. The largest effect comes from “LAr cell non-linearity”. The gain cor-
rection applied in run 1 is not applied anymore [145] and the uncertainty has been
replaced by the uncertainty computed using special runs with lower medium gain
thresholds [183]. The current uncertainty is quite large and more confidence will be
obtained with the analysis of new special runs takien in particular in August 2017
[184, 185]. In addition this uncertainty includes a small (see [120] paragraph 7) un-
certainty due to a possible medium/high gain non linearity in layer 1 that has been
slightly increased in run 2. The second largest uncertainty is the “LAr layer calibra-
tion” [120] where the uncertainty with respect to run 1 has been slightly increased
for run 2 in the barrel and more in the end-cap. Additional work is ongoing [121].
The third largest uncertainty is the “Non-ID material” and is identical to the one
of run 1. The fourth largest uncertainty is “Lateral shower shape” and has slightly
changed in run 2 compared to run 1 [114, 145] for converted photons (where it is
now smaller) and unconverted photons (where it is now larger). The fifth largest
uncertainty is “ID material” which has slightly increased since run 1 [129] because
of the IBL and an uncertainty on the service of the pixels (called pp0) at small radius
and large |η|.

This value of the γγ mass can be compared to the value of the run 1 [53]



178 Chapter 9. H → γγ couplings analysis

 [GeV]γγm
110 120 130 140 150 160 w

ei
gh

ts
 -

 fi
tte

d 
bk

g 
   

  
∑

20−
10−

0
10
20
30
40
50

 w
ei

gh
ts

 / 
G

eV
∑

100

200

300

400

500

600

700 Data
Background
Signal + Background
Signal

 PreliminaryATLAS
-1 = 13 TeV, 36.1 fbs

 = 125.11 GeVHm

ln(1+ s/b) weighted sum

Figure 9: Diphoton invariant mass distribution of the data superimposed with the result of the fit. Both for data and
the fit each category is weighted by a factor log(1 + s/b). The dashed line represents the background component of
the model, while the black line the signal component. The bottom inset is the difference between the sum of weights
and the background component of the fitted model.

Table 7: Main sources of systematic uncertainty on mγγ
H .

Source Systematic uncertainty on mγγ
H [MeV]

LAr cell non-linearity ±200
LAr layer calibration ±190
Non-ID material ±120
Lateral shower shape ±110
ID material ±110
Conversion reconstruction ±50
Z → ee calibration ±50
Background model ±50
Primary vertex effect on mass scale ±40
Resolution +20

−30
Signal model ±20

24

TABLE 9.10: Main sources of systematic uncertainty on mγγ
H . [126]Table 2: Summary of the relative systematic uncertainties (in %) on the H → γγ mass measurement for the different categories described in the

text. The first seven rows give the impact of the photon energy scale systematic uncertainties, grouped into seven classes.

Unconverted Converted
Central Rest Trans. Central Rest Trans.

Class low pTt high pTt low pTt high pTt low pTt high pTt low pTt high pTt
Z→ e+e− calibration 0.02 0.03 0.04 0.04 0.11 0.02 0.02 0.05 0.05 0.11
LAr cell non-linearity 0.12 0.19 0.09 0.16 0.39 0.09 0.19 0.06 0.14 0.29
Layer calibration 0.13 0.16 0.11 0.13 0.13 0.07 0.10 0.05 0.07 0.07
ID material 0.06 0.06 0.08 0.08 0.10 0.05 0.05 0.06 0.06 0.06
Other material 0.07 0.08 0.14 0.15 0.35 0.04 0.04 0.07 0.08 0.20
Conversion reconstruction 0.02 0.02 0.03 0.03 0.05 0.03 0.02 0.05 0.04 0.06
Lateral shower shape 0.04 0.04 0.07 0.07 0.06 0.09 0.09 0.18 0.19 0.16
Background modeling 0.10 0.06 0.05 0.11 0.16 0.13 0.06 0.14 0.18 0.20
Vertex measurement 0.03
Total 0.23 0.28 0.24 0.30 0.59 0.21 0.25 0.27 0.33 0.47

Systematic uncertainties related to the modeling of the background are estimated by performing signal-plus-
background fits to samples containing large numbers of simulated background events plus the expected signal at
various assumed Higgs boson masses. The signal is injected using the same functional form used in the fit, so the
fitted Higgs boson mass is sensitive only to the accuracy of the background modeling. The maximum difference
between the fitted Higgs boson mass and the input mass over the tested mass range is assigned as a systematic un-
certainty on the mass measurement. This uncertainty varies from 0.05% to 0.20% depending on the category. The
uncertainties in the different categories are taken as uncorrelated. As a cross-check, to investigate the impact of a
background shape in data different than in the large statistics simulated background sample, signal-plus-background
pseudo-experiments are generated using a functional form for the background with one more degree of freedom than
the nominal background model used in the fit: for the four high pTt categories, a second-order Bernstein polynomial
or the exponential of a second-order polynomial is used; for the six other categories, a third-order Bernstein polyno-
mial is used. The parameters of the functional form used to generate these pseudo-experiments are determined from
the data. These pseudo-experiments are then fitted using the nominal background model. This procedure leads to
an uncertainty on the mass measurement between 0.01% and 0.05% depending on the category, and smaller than the
uncertainties derived from the baseline method using the large sample of simulated background events.

Systematic uncertainties on the diphoton mass resolution due to uncertainties on the energy resolution vary be-
tween 9% and 16% depending on the category and have a negligible impact on the mass measurement.

Systematic uncertainties affecting the relative signal yield in each category arise from uncertainties on the photon
conversion rate, uncertainties in the proper classification of converted and unconverted photon candidates and uncer-
tainties in the modeling of the transverse momentum of the Higgs boson. These migration systematic uncertainties
vary between 3% for the low pTt categories, dominated by uncertainties on the efficiency for reconstructing photon
conversions, and 24% for the gluon fusion production process in the high pTt categories, dominated by the uncertainty
on the transverse momentum of the Higgs boson. The uncertainty on the transverse momentum of the Higgs boson is
estimated by changing the renormalization and factorization scales in the HRes2 [29, 30] computation of the Higgs
boson transverse momentum distribution as well as the resummation scales associated with t- and b-quarks. These
migration uncertainties have a negligible effect on the mass measurement.

Finally, uncertainties on the predicted overall signal yield are estimated as follows [17]. The uncertainty on
the predicted cross-section for Higgs boson production is about 10% for the dominant gluon fusion process. The
uncertainty on the predicted branching ratio to two photons is 5%. The uncertainty from the photon identification
efficiency is derived from studies using several control samples: a sample of radiative Z decays, a sample of Z→ e+e−

events, where the shower shapes of electrons are corrected to resemble the shower shapes of photons, and a sample
of high ET isolated prompt photons. The estimated photon identification uncertainty amounts to 1.0% for the 8 TeV
dataset, after correcting for small residual differences between simulation and data, and 8.4% for the 7 TeV dataset.
The uncertainty is larger for the 7 TeV dataset because of the stronger correlation of the neural network photon
identification with the photon isolation, and because the neural network identification relies more strongly on the
correlations between the individual shower shape variables, complicating the measurement and introducing larger
uncertainties on the estimate of its performance in data. The uncertainty on the integrated luminosity is 2.8% for the
8 TeV dataset and 1.8% for the 7 TeV dataset [31]. The uncertainties on the isolation cut efficiency and on the trigger
efficiency are less than 1% for both the 7 TeV and 8 TeV datasets. These uncertainties on the overall signal yield also
have a negligible effect on the mass measurement.

Table 2 gives a summary of the systematic uncertainties on the mass measurement for the different categories. For
illustration, the 29 sources of uncertainty on the photon energy scale are grouped into seven classes, so the correlations
in the uncertainties per class between categories are not 100%.

The total systematic uncertainty on the measured mass is ±0.22%, dominated by the uncertainty on the photon
energy scale.

12

TABLE 9.11: Summary of the relative systematic uncertainties (in %)
on the H → γγ run 1 mass measurement for the different categories.

[53]

mH = 125.98± 0.42 (stat)± 0.28 (syst) GeV
= 125.98± 0.50 GeV

where the run 1 relative systematic uncertainties are shown in table 9.11
The current ATLAS run 2 γγ and 4l mass [126] is mH = 124.98± 0.28 GeV.

9.8 Comparison with CMS

For the conference LHCP, CMS showed a Physics Analysis Summary (PAS) note
with the 2015+2016 H → γγ analysis [186] with a combined signal strength of µ =
1.16+0.15

−0.14 in agreement with ATLAS. In this PAS note, it is written “The best fit mass
is found at mH = 125.4 GeV with statistical uncertainty of approximately 0.15 GeV.
The systematic uncertainties are preliminary estimated to be between 0.2 GeV and
0.3 GeV, and are still under study.” This value of the H boson mass is in agreement
with the ATLAS value, the H → 4l CMS value [54, 55] and the run 1 ATLAS+CMS
value [38] quoted above (chapter 1.5).
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9.9 Conclusion

The diphoton analysis turned out to be a major player in the H boson search and pre-
cision measurements despite its low cross-section. The structure of its background
allows a measurement of a bump over a smooth background. By a study of this
shape and of the shape of the signal, the diphoton analysis is able to extract precise
measurements on the H boson properties. Measurements of Simplified Template
Cross Sections (STXS), designed to measure cross sections in mutually exclusive
phase space regions are reported. The analysis achieved a better precision (by a
factor 2) than in run 1 for the global signal strength measurement of µ = 0.99± 0.14
and showed no significant difference with respect to the SM.

The integrated luminosity at high energy (
√
s = 13 TeV) is expected to increase

by a factor of 3 until the end of run 2 (2018) and by another factor 3 until the end of
run 3 (2023) at a probable center of mass energy of 14 TeV. The statistical uncertainty
on µ will decrease by a factor∼ 3 at this time and therefore will be a little bit smaller
than the current experimental uncertainty (and the theory uncertainty). More effort
have to be made in order to fully benefit from this increase of statistics, from the ex-
perimental side and from the analysis side, combining different channels. This will
be even more true after HL-LHC, with a luminosity 80 times larger and a statistical
error almost 10 times smaller. This can be seen in the 2013 ATLAS projections on
Higgs boson couplings performed for 300 and 3000 fb−1 of pp collisions at

√
s = 14

TeV [187] and shown in fig. 9.22.
One sees that the total error on µ on this plot for 300 fb−1 was 0.14, the same

that is achieved now. The error without the theory uncertainty was 0.09, while it is
now already (with more than 8 times less luminosity) at a level of 0.13, because the
experimental uncertainties has decreased. It is also clear that future analysis will put
more pressure on measuring cross sections.
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Figure 21: Relative uncertainty on the total signal strength µ for all Higgs final states in the different
experimental categories used in the combination, assuming a SM Higgs Boson with a mass of 125 GeV
and LHC at 14 TeV, 300 fb−1 and 3000 fb−1. The hashed areas indicate the increase of the estimated error
due to current theory systematic uncertainties. The abbreviation “(comb.)” indicates that the precision on
µ is obtained from the combination of the measurements from the different experimental sub-categories
for the same final state, while “(incl.)” indicates that the measurement from the inclusive analysis was
used. The left side shows only the combined signal strength in the considered final states, while the right
side also shows the signal strength in the main experimental sub-categories within each final state.

• The signals observed in the different search channels originate from a single resonance. A mass of
125 GeV is assumed here.

• The width of the Higgs boson is narrow, justifying the use of the zero-width approximation (this
can be verified using a measurement as discussed in Section 5). Hence the predicted rate for a
given channel can be decomposed in the following way:

σ · B (i→ H → f ) =
σi · Γ f

ΓH
(1)

where σi is the production cross section through the initial state i, B and Γ f are the branching ratio
and partial decay width into the final state f , respectively, and ΓH the total width of the Higgs

31

FIGURE 9.22: Relative uncertainty on the total signal strength µ for
all Higgs final states in the different experimental categories used in
the combination, assuming a SM Higgs Boson with a mass of 125 GeV
and LHC at 14 TeV, 300 fb−1 and 3000 fb−1 . The hashed areas indicate
the increase of the estimated error due to current theory systematic
uncertainties. The abbreviation “(comb.)” indicates that the precision
on µ is obtained from the combination of the measurements from the
different experimental sub-categories for the same final state, while
“(incl.)” indicates that the measurement from the inclusive analysis
was used. The left side shows only the combined signal strength in
the considered final states, while the right side also shows the signal
strength in the main experimental sub-categories within each final

state. [187]
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Chapter 10

Conclusion

The run 1 of the LHC was a major milestone in high energy physics. The outstanding
performances of the accelerator allowed the experiments to collect a large set of high
quality data. A highlight of these data was the discovery of the Higgs boson and
the measurement of its properties, in particular its mass (last free parameter of the
Standard Model) and its couplings. After two years of shutdown for consolidation
and improvement of the accelerator and the detectors, the run 2 started in 2015 at a
higher energy (

√
s = 13 TeV) and with a higher luminosity, with the hope of discov-

ering hints of Beyond the Standard Model physics, and the insurance to improve the
precision on the Higgs boson parameters.

This thesis describes my work in the improvement of precision in the measure-
ment of the Higgs boson couplings. The first part focuses on the measurement of the
Z → ee in-situ energy scale factors and resolution constant term of the electromag-
netic calorimeter, used to correct the energy of electrons and photons, and which
was a dominant experimental uncertainty on the H boson cross section in the dipho-
ton canal at run 1. Pre-recommendations for the beginning of the run 2 have been
computed. Then, several calibration models have been provided for various pub-
lic results. The improvement of statistics and methodology allowed to reduce by a
factor two the systematic uncertainty on the resolution constant term for the run 2
couplings measurement.

The measurements of the H boson couplings and mass have been performed
with 36 fb−1 of data collected in 2015 and 2016, using this new calibration. Thanks
to a lot of improvements on several sides, the uncertainty of the inclusive signal
strength has been reduced by a factor two. The observed global signal strength is
µ = 0.99 ± 0.14 in agreement with the Standard Model. The H boson mass has also
been measured at mH = 125.11± 0.42 GeV.
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Appendix A

Matrix inversion

We try to minimise this χ2 :

χ2 =
∑
i,j≤j

(αi + αj − βij)2
σ2ij

(A.1)

The minimum of the χ2 is defined by a null gradient.

∂χ2

∂αk
=

∑
i,j≤j

2(αi+αj−βij)
σ2
ij

(δki + δkj )

=
∑
j>k

2(αk+αj−βkj)
σ2
kj

+
∑
i<k

2(αi+αk−βik)
σ2
ik

+ 42αk−βkk
σ2
kk

=
∑
j

2(αj+αk−βjk)
σ2
jk

(1 + δkj )

(A.2)

The system can be written in matrix notation as UA−B = 0, with Ai = αi and

Bi =
∑
j

2βij
σ2ij

(1 + δji ) (A.3)

(UA)i =
∑
j
UijAj

=
∑
j

2(αi+αj)

σ2
ij

(1 + δij)

=
∑
j

2(1+δji )

σ2
ij

αj +
∑
j

∑
k

2(1+δji )

σ2
ij

δki αk

=
∑
k

(
2(1+δki )

σ2
ik

+ δki
2(1+δji )

σ2
ij

)
αk

(A.4)

One gets :

Uki =
2(1 + δki )

σ2ik
+ δki

2(1 + δji )

σ2ij
(A.5)

The uncertainty on αi is computed as :

Vij = 1
2

∂2χ2

∂αi∂αj

= 1
2

∑
k

2(1+δkj )

σ2
jk

(δji + δki )

= 1
2
2+δji
σ2
ij

+
∑
k

2(1+δkj )

σ2
jk

δji

= 1
2Uij

(A.6)

Finally :
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αi = Ai (A.7)

∆αi =
√
Vii =

√
2U−1ii (A.8)

When extracting α, we measure αij =
βij
2 . The formula must be changed accord-

ing to
βij → 2αij
σ2ij → 4σ2ij

(A.9)

Hence

Bi =
∑
j

αij(1+δ
j
i )

σ2
ij

Uki =
1+δki
2σ2
ik

+ δki
∑
j

1+δjk
2σ2
kj

(A.10)

For the constant term, the equation to consider is

2c2ij = c2i + c2j (A.11)

The structure is similar to the previous case bu the uncertainty we measure is on
cij

∆β = ∆(2c2ij) = 2∆(c2ij) (A.12)

We need to express ∆(c2ij) as a function of ∆(cij) valid for all values of cij . The
typical formula dc2 = 2cdc will not be correct for small values of c with large uncer-
tainties. At ∆χ2 = 1, one has the relation

(c+ ∆c)2 = c2 + ∆(c2) = c2 + 2c∆c+ (∆c)2 (A.13)

Hence
∆(c2) = (c+ ∆c)2 − c2 = 2c∆c+ (∆c)2 (A.14)

We need to replace
αij → c2ij
βij → 2c2ij
σij → 2(2cijσij + σ2ij)

(A.15)

which lead to the formula

Ai = c2i

Bi =
∑
j

c2ij(1+δ
j
i )

(2cijσij+σ2
ij)

2

Uji =
1+δji

2(2cijσij+σ2
ij)

2 + δji
∑
k

1+δik
2(2ckjσkj+σ

2
kj)

2

(A.16)

The results are given by

ci =
√
Ai

∆ci =
√
c2i + ∆(c2i )− ci =

√
c2i +

√
2U−1ii − ci

(A.17)
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Appendix B

χ2
toy model

This section shows in the case of a simple model the behaviour of a χ2 in case of fully
correlated distributions. In the model, the distributions are replaced by continuous
functions for which the integrated quadratic difference is computed. One of the
distribution will be a simple Gaussian of mean µ and RMS σ.

f1(x) =
1√
2πσ

exp

(
−(x− µ)2

2σ2

)
(B.1)

The second function will be the same normalised function for which each point is
shifted by a factor (1+α).

f2(x;α) =
1√

2πσ(1 + α)
exp

(
−(x− µ(1 + α))2

2σ2(1 + α)2

)
(B.2)

B.1 Constant weight model

The constant weight model assumes that the uncertainties in the traditional χ2 def-
inition are all constant and equal to 1. The distance between the two functions is
computed by ;

χ2
toy(α) =

∫
(fd(x)− ft(x;α))2dx

=
∫

( 1√
2πσ

exp
(
−(x−µ)2

2σ2

)
− 1√

2πσ(1+α)
exp

(
− (x−µ(1+α))2

2σ2(1+α)2

)
)2dx

(B.3)

Two of the terms are simple Gaussian which gives :

∫ (
1√
2πσ

exp
(
−2(x−µ)2

2σ2

))2
+
(

1√
2πσ(1+α)

exp
(
−2 (x−µ(1+α))2

2σ2(1+α)2

))2
dx

= 1
2σ
√
π

(1 + 1
1+α)

(B.4)

The third terms require more work

A =

∫
1√
2πσ

1√
2πσ(1 + α)

exp

(
−2

(x− µ)2

2σ2
− 2

(x− µ(1 + α))2

2σ2(1 + α)2

)
dx =

∫
K exp(B)dx

(B.5)
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B = − (x−µ)2
2σ2 − (x−µ(1+α))2

2σ2(1+α)2

= − 1
2σ2(1+α)2

(
x2 − 2µx(1 + α) + µ2(1 + α)2 + (x2 − 2µx+ µ2)(1 + α)2

)
= − 1

2σ2(1+α)2

(
x2(1 + (1 + α)2)− 2µx(1 + α)(2 + α) + 2µ2(1 + α)2

)
= − 1+(1+α)2

2σ2(1+α)2

(
x2 − 2µx (1+α)(2+α)

1+(1+α)2

)
− µ2

σ2

= − 1+(1+α)2

2σ2(1+α)2

(
(x− µ (1+α)(2+α)

1+(1+α)2
)2 −

(
µ (1+α)(2+α)

1+(1+α)2

)2)
− µ2

σ2

= − 1+(1+α)2

2σ2(1+α)2

(
x− µ (1+α)(2+α)

1+(1+α)2

)2
− 2µ

2

σ2
α2

1+(1+α)2

(B.6)
The first term is a parabola which will lead to a simple Gaussian term once in the

exponential. The second term does not depend on x so is just a constant. One gets

A =
exp

(
−2µ2

σ2
α2

1+(1+α)2

)
2πσ2(1+α)

∫
exp

(
− 1+(1+α)2

2σ2(1+α)2
(x− µ (1+α)(2+α)

1+(1+α)2
)2
)
dx

=
exp

(
−2µ2

σ2
α2

1+(1+α)2

)
2πσ2(1+α)

√
2πσ(1+α)√
1+(1+α)2

=
exp

(
−2µ2

σ2
α2

1+(1+α)2

)
√
2πσ
√

1+(1+α)2

(B.7)

Finally

χ2
toy(α) = 1

2σ
√
π

(1 + 1
1+α)− 2

exp

(
−2µ2

σ2
α2

1+(1+α)2

)
√
2πσ
√

1+(1+α)2

' α2(µ
2

σ2 + 1
8)− α3( 1

48 + 3µ2

2σ2 )

(B.8)

Fig. B.1 shows the shape of the function around the minimum.
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FIGURE B.1: Shape of χ2
toy(α;µ=90, σ=1.6).
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Appendix C

Synthèse en français

C.1 Contexte théorique

Le Modèle Standard de la physique des particules (MS) est la théorie actuelle pour
décrire la dynamique des particules élémentaires. Il contient 12 fermions qui in-
teragissent entre eux à travers l’échange de bosons d’interaction. Ces bosons sont
au nombre de 12 : 8 gluons (couplant aux quarks) responsables de l’interaction
forte qui assure la stabilité du noyau atomique, les bosons W± et Z responsables
de l’interaction faible qui engendre la radioactivité, et le photon responsable de
l’électromagnétisme. Finalement, le boson de Higgs complète le modèle en permet-
tant à plusieurs particules du modèle d’acquérir une masse.

Le MS se base sur la théorie du Lagrangien pour décrire la dynamique des par-
ticules. En plus de l’invariance de Lorentz, on impose au Lagrangien du MS d’être
également invariant sous différentes transformations locales (de gauge) des champs
de fermions. Cette contrainte entraîne l’apparition dans le modèle des bosons d’inte-
raction. Pour décrire l’interaction forte, la symétrie sous SU(3)c est imposée et en-
gendrera la présence des 8 gluons dans la théorie. L’interaction électrofaible est
générée par la symétrie SU(2)L × U(1)Y .

Dans cette théorie, les particules se doivent d’avoir une masse nulle afin de re-
specter les symétries. Au contraire, les résultats expérimentaux tendent à favoriser
des bosons d’interaction faible de grande masse. Le mécanisme de brisure spon-
tanée de symétrie, utilisé avec succès en matière condensée, a alors été introduit en
théorie des champs pour permettre de générer une masse aux bosons d’interaction
faible dynamiquement. Il consiste à ajouter dans la théorie un champ supplémen-
taire (le champ de Higgs) soumis à un potentiel possédant un minimum non trivial.
Ce nouveau champ, de par sa valeur non nulle dans son état fondamental, générera
une masse aux particules auxquelles il est couplé. Ce champ générera également un
boson additionnel massif scalaire dans la théorie : le boson de Higgs. En couplant le
boson de Higgs à l’interaction électrofaible, le mécanisme de brisure spontanée de
symétrie permet de générer une masse pour les bosonsW± etZ. Similairement, cou-
pler le boson de Higgs aux fermions permet de générer une masse pour ces derniers.

Le boson de Higgs est la dernière particule élémentaire du MS a avoir été dé-
couverte. Dans les collisions de protons qui ont lieu au LHC, le boson de Higgs
sera principalement produit à travers le mécanisme de fusion de gluons (ggH), qui
représente 87% de la production totale. La fusion de boson électrofaibles en un bo-
son de Higgs (VBF) représente 10% de la production totale. Finalement la produc-
tion de boson de Higgs par radiation par un boson électrofaible (VH) ou la produc-
tion en association avec une paire de quarks top (ttH) sont également activement
recherchées malgré leur faible contribution. Une fois produit, le boson de Higgs se
désintègre immédiatement. A la masse observée, un grand nombre de canaux de
désintégration sont disponibles pour étudier les couplages du boson de Higgs avec
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les fermions (H → bb̄, H → ττ ) ou les bosons électrofaibles (H → WW,ZZ). Le
mode de désintégration considéré dans cette thèse est le mode di-photon H → γγ.
Bien que le Higgs ne couple pas directement au photon, une boucle de W (et de
t) permet d’observer cet état bénéficiant d’une très bonne résolution expérimentale
malgré son faible rapport d’embranchement. Cette boucle est également intéressante
car pouvant contenir des effets au delà du MS.

Depuis sa découverte en 2012, de nombreuses propriétés du boson de Higgs ont
pu être mesurées. En particulier sa masse, qui est une paramètre libre du MS, a
été mesurée en combinant les analyses de plusieurs modes de désintégrations des
expériences ATLAS et CMS. Cette mesure a donné mH = 125.09 ± 0.21(stat.) ±
0.11(syst.). Les couplages du Higgs aux différentes particules ont également été
mesurés. En particulier, les rapports des couplages du boson de Higgs observés sur
leur valeur dans le MS ont été mesurés pour les principaux modes de production.
Les résultats sont présentés à la figure 1.16.

En 2014, les expériences du LHC ont fini une période de travaux. Une nouvelle
campagne de prise de données est prévue jusqu’en 2018. Lors de cette nouvelle
campagne, les nouvelles conditions expérimentales vont permettre de générer près
de dix fois plus de bosons de Higgs que lors de la première campagne. Grâce à cette
augmentation de données, couplée à une amélioration des prédictions théoriques,
les incertitudes expérimentales vont rapidement devenir dominantes dans les mesures
des propriétés du boson de Higgs. En particulier pour les couplages, l’incertitude
dominante de la campagne de 2012 provenait de l’incertitude sur la résolution du
détecteur, avec une contribution importante de l’incertitude sur le terme constant
du calorimètre électromagnétique. La réduction de cette incertitude est un des su-
jets majeurs de ce manuscrit.

C.2 Contexte expérimental

L’étude expérimentale du boson de Higgs se déroule exclusivement sur les expéri-
ences du grand collisionneur de hadrons (LHC). Cet accélérateur de 27 km de cir-
conférence, situé à Genève, accélère et fait se collisionner des paquets de protons à
une énergie de 13 TeV (8 TeV lors de la première campagne). La qualité des faisceaux
a également été améliorée et contribue grandement à l’augmentation attendue de la
statistique lors de la seconde campagne de prise de données. 4 expériences se répar-
tissent autour de l’anneau afin d’étudier les résidus des collisions : ALICE, ATLAS,
CMS et LHCb.

L’expérience ATLAS repose sur un détecteur généraliste (fig. 4.1) qui a pour ob-
jectif de détecter un maximum de particules issues de la zone d’interaction. Il a une
structure en couche successives de sous-détecteurs qui couvrent une très grande
fraction de l’angle solide autour du point d’interaction. La première couche, le
tracker, baigne dans un champ magnétique de 2T et a pour objectif de détecter le
passage de particules chargées afin de reconstruire leur trajectoire et évaluer leur
impulsion. La couche suivante, le calorimètre électromagnétique, stoppe et mesure
l’énergie des photons et des électrons. La calorimètre hadronique stoppe et mesure
l’énergie des hadrons, qui produisent une gerbe. Finalement, les chambres à muons
sont situées dans la partie la plus externe du détecteur pour mesurer la trajectoire
des muons. Les particules qui n’interagissent que très peu avec la matière, tels les
neutrinos, ne seront pas détectés. Cependant, on peut obtenir des information à
leur sujet en mesurant la somme des énergies visible détectées et en appliquant la
conservation de l’énergie lors de la collision.
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Le calorimètre électromagnétique d’ATLAS est constitué d’une succession de
plaques de plomb et d’Argon liquide. Lorsqu’une particule traverse le plomb, elle
va produire plusieurs particules et ainsi réduire l’énergie moyenne par particule. La
succession de ces interactions va engendrer une gerbe électromagnétique. Lorsque
les particules de la gerbe vont traverser l’Argon, elle vont l’ioniser puis les électrons
produits dériveront vers une électrode qui sortira un signal électrique du détecteur.
Ce signal sera proportionnel au nombre de particules présentes dans la gerbe et per-
mettra alors d’évaluer l’énergie initiale de la particule. Le signal sortant du détecteur
est transformé puis utilisé pour déterminer l’énergie déposée dans une cellule du
calorimètre. En étudiant la forme des dépôts d’énergie dans le détecteur, on est ca-
pable d’identifier les particules ayant traversé le calorimètre ainsi que leur énergie
initiale.

C.3 Etalonnage du calorimètre électromagnétique

La mesure de l’énergie initiale d’une particule identifiée se fait en deux principales
étapes. La première consiste en l’utilisation de la simulation pour définir un modèle
permettant de lier les variables mesurées par le détecteur aux propriétés de la par-
ticule incidente. Du fait des imprécisions de la simulation, des différences notables
persistent entre les performances de la simulation et des données. En particulier la
distribution en masse du boson Z dans son canal électronique montrée en fig. 6.7
est très différentes entre les données et la simulation, malgré la grande connaissance
du Z acquise dans les années 80 et 90. La calibration in situ a alors pour rôle de de
corriger empiriquement les données pour permettre un meilleur accord des données
et de la simulation dans le cas du Z. Ces corrections pourront alors être extrapolées
à d’autres processus.

Deux facteurs correctifs sont définis. Le facteur d’échelle α corrige linéairement
l’énergie d’un électron. Le terme constant additionnel de la résolution c évalue
l’amplitude de la convolution à effectuer sur la simulation pour obtenir une réso-
lution similaire aux données. Les valeurs les plus probables de ces facteurs sont
obtenues par tests successifs. Des valeurs hypothétiques des facteurs sont injectées
dans la simulation puis la nouvelle distribution de masse est comparée à celle des
données avec un test de χ2. Les valeurs minimisant le χ2 maximisent l’accord don-
nées/simulation.

Du fait des in-homogénéités du détecteurs, les facteurs correctifs ont été définis
comme fonction de η = −ln(tan θ2). Puisque chaque Z est reconstruit grâce à deux
électrons ayant des corrections a priori différentes, on crée des classes de Z ayant des
électrons aux propriétés similaires. On peut alors calculer les facteurs correctifs ef-
fectifs (en supposant les corrections des deux électrons identiques) dans chacune des
classes. En combinant les facteurs de chaque classe, on est alors capable d’obtenir
les corrections de chaque électron indépendamment en fonction de sa position.

Au début de la seconde campagne, aucune donnée n’était disponible pour mesurer
les facteurs correctifs nécessaires pour les premières analyses. Une stratégie a alors
été mise en place pour évaluer des facteurs correctifs pour la seconde campagne, en
utilisant les données et la simulation de la première. Les données brutes (réelles ou
simulées) de la première campagne ont été traitées avec les algorithmes de la sec-
onde campagne, puis utilisées pour mesurer des facteurs correctifs (fig. 7.12). Cette
méthode ne prend néanmoins pas en compte les changements du détecteur entre les
deux campagnes, en particulier l’ajout d’une couche de détecteurs silicium au plus
près du faisceau. Une incertitude a été définie en comparant la simulation avec et
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sans cette couche additionnelle. Cette nouvelle incertitude domine largement les in-
certitudes d’étalonnage de la première campagne qui ont également été conservées.
Les incertitudes totales pour les pré-recommandations sont données en fig. 7.13.

Les résultats de la seconde campagne de prise de données sont cohérent avec
ceux de la première et avec les changements du détecteur. La deuxième campagne
s’étale sur les années 2015 à 2018, avec une prise de donnée indépendante chaque
année. Dans le contexte de cette thèse, seulement les données des années 2015 et
2016 ont été analysées. La mesure des facteurs d’échelle en énergie a été effectuée in-
dépendamment pour chaque année. En revanche, le terme constant additionnel a été
calculé de manière globale pour la seconde campagne. Les résultats, ainsi que leurs
incertitudes statistiques et systématiques sont montrés en fig. 6.11 et 6.12. Les in-
certitudes dominantes sur ces facteurs sont de trois natures. La source d’incertitude
dominante concerne la différence de performance de l’étalonnage pour différentes
qualités d’identification des électrons utilisés dans l’analyse. La seconde source
d’incertitude consiste en la différence de performance entre des électrons ayant peu
ou beaucoup radié durant la traversée du tracker. Lors de la première campagne,
l’incertitude dominante sur la résolution consistait en un biais lié à la méthodologie.
Ce biais a été réduit d’un facteur 5 en 2015, ce qui a rendu négligeable cette source
d’incertitude. Finalement, l’incertitude totale de résolution a été réduite d’un facteur
3, ce qui réduit considérablement sa contribution dans la mesure des couplages du
boson de Higgs.

En 2015, un léger excès a été observé à une masse avoisinant les 750 GeV dans le
canal di-photon. Du fait des écarts significatifs entre les énergies des électrons issus
de la désintégration du boson Z et des photons liés à cet excès, des vérifications de
la validité des facteurs correctifs à plus haute énergie ont été effectuées. La distri-
bution du pic de masse corrigée du boson Z a été étudiée pour différentes énergies
des électrons. Cette étude n’a révélé aucune différence entre les performances des
facteurs correctifs à différentes énergies moyennes.

C.4 Mesure des couplages du boson de Higgs

L’analyse des couplages du boson de Higgs vise à tester le Modèle Standard à travers
la mesure de différentes sections efficaces de production du boson de Higgs. Les
paramètres d’intérêts pour l’analyse de la seconde campagne ont été changés. Le
modèle du Simplified Template Cross Section (STXS) propose de s’affranchir des
incertitudes théoriques présentes dans le dénominateur des indicateurs précédents
et de mesurer directement des sections efficaces avec un minimum de dépendance
théoriques. L’espace de phase du boson de Higgs est alors découpé en plusieurs
régions orthogonales entre elles. Les grandeurs mesurées seront alors les sections
efficaces individuelles de chacune de ces régions. Par exemple, l’espace des phases
peut alors être découpé en fonction du mode de production (similairement aux µ),
mais également en plusieurs régions en terme de multiplicité de jet ou de pT du
Higgs. Différents niveaux de découpages sont possibles en fonction de la statistique
disponible. Les résultats de ce manuscrit présentent les sections efficaces mesurées
pour 9 régions dont les définitions sont données en fig. 9.7.

Afin d’obtenir de la sensibilité sur toutes ces régions, certaines étant peu pe-
uplées, les événements di-photon sont triés en 31 catégories optimisées pour être
sensibles à différentes régions, en particulier celles correspondant aux modes de pro-
duction ttH , V H et VBF. Plusieurs catégories visent également à optimiser l’information
obtenue sur les événements ggH. Une vérification sur simulation a permis de valider
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ces catégories d’analyse et de s’assurer de leur sensibilité à leur région dédiée (fig.
9.5).

La base des analyses dans le canal di-photon repose sur la maximisation d’une
fonction de vraisemblance composée d’un modèle de bruit de fond additionné à un
modèle de signal appliquée à la distribution de la masse reconstruite du système
di-photon. Les événements retenus dans cette analyse sont des paires de photons
de haute qualité, ayant déposé leur énergie dans les meilleures régions du détecteur.
Chacun des photon doit de plus avoir peu de dépôts énergétiques autour de lui.
La masse du système est alors calculée en supposant que les deux photons sont les
produits de désintégration d’une particule. La quasi totalité des événements Higgs
sont attendus dans l’intervalle de masse [123, 127] GeV. Cependant, la sélection ac-
cepte des événements appartenant à l’intervalle [105, 160] GeV. Cette coupure éten-
due permet d’utiliser les données afin de contraindre la forme du bruit de fond :
certains bruits de fond de grande section efficace et étant rejetés de manière efficace
par l’analyse seraient trop coûteux en terme de ressources informatiques pour être
totalement (et sans doute imparfaitement) simulés. Ce bruit de fond empirique est
donc ajusté sur les données avec une fonction décroissante à peu de degrés de liberté
: selon la catégorie, une simple exponentielle ou une exponentielle d’un polynôme
du second degré est utilisée. Le signal est représenté par une Crystal Ball à deux
cotés (DSCB voir eq. 9.7) dont les paramètres sont évalués sur de la simulation pour
chaque catégorie. La valeur centrale de la distribution, reliée à la masse du boson
de Higgs, ainsi que sa largeur, reliée à la résolution du détecteur, sont multipliées
par des termes variables liés aux incertitudes sur l’énergie étalonnée des photons.
Finalement, la norme du signal correspond au nombre d’événement mesurés qui est
donc une fonction linéaire des sections efficaces dans les régions d’espace de phase.

De nombreux phénomènes induisent une incertitude sur le modèle de signal. En
particulier, les incertitudes d’étalonnage induisent des incertitudes sur la position
du pic du signal ainsi que sur sa largeur. Pour évaluer ces incertitudes, une com-
paraison est faite entre le pic de masse corrigé par les facteurs nominaux et le même
pic pour lequel les facteurs correctifs de l’énergie des photons sont modifiés d’une
erreur standard. En comparant les résultats d’un ajustement du modèle de signal,
on peut propager les incertitudes au modèle d’ajustement. 86 sources d’incertitudes
ont été définies pour l’étalonnage en énergie des photons : 9 concernant la réso-
lution et 77 pour l’échelle d’énergie. Afin de simplifier le modèle statistique, cer-
taines incertitudes d’échelles ont été fusionnées afin de les réduire à 40 contribu-
tions. L’incertitude totale sur la résolution du signal est de l’ordre de 8% et celle sur
le centre du pic (ou de manière équivalente la masse du boson de Higgs) de l’ordre
de 0.3%.

Les résultats des mesures des régions d’espace de phase sont présentés en fig.
9.18. La mesure des rapports des sections efficaces observées sur celles prédites
par le MS sont présentées avec le résultat inclusif de la première campagne à la fig.
9.20. Aucune déviation significative n’est observée par rapport au Modèle Standard.
La contribution des incertitudes théoriques a été grandement réduite depuis la pre-
mière campagne grâce à un nouveau calcul de la section efficace de production ggH.
Parmi les incertitudes expérimentales, la résolution, qui était dominante, a vu sa con-
tribution réduite d’un facteur 2 mais demeure parmi les incertitudes dominantes.
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Titre : Etalonnage du Calorimètre Electromagnétique de l’Expérience ATLAS et
Application à la Mesure des Couplages du Boson de (Brout-Englert-)Higgs dans le
Canal Diphoton dans le Cadre du Run 2 du LHC.

Keywords : ATLAS, Higgs, couplages, calorimètre, étalonnage

Résumé : La découverte du boson de Higgs en 2012 a été un des principaux succès du
run 1 du LHC. Une ère de mesures de précision a alors débuté à la recherche de déviations par
rapport au Modèle Standard (MS), qui seraient des indices quant à la physique au delà du MS.

Ce manuscrit s’intéresse en premier lieu à l’étalonnage du calorimètre électromagnétique de
l’expérience ATLAS. L’étape finale de cet étalonnage utilise la distribution en masse du boson
Z pour corriger l’énergie mesurée des électrons et des photons. Des recommandations pour le
démarrage du run 2 ont été produites afin de fournir des constantes de correction pour les
premières analyses. Les corrections utilisant les données du run 2 ont également été mesurées.
Les performances de l’étalonnage du run 1 ont été atteintes puis améliorées : l’incertitude
systématique sur le terme constant de la résolution du calorimètre électromagnétique, dominante
pour la mesure des couplages du boson de Higgs au run 1, a été divisée par 3.

La mesure des couplages du boson de Higgs consiste en la mesure de la forme du signal
résonnant sur un bruit de fond décroissant. Cette mesure est effectuée de manière corrélée entre
différentes catégories, optimisées pour différents modes de production à travers l’identification
d’objets produits avec le boson de Higgs. Les résultats ont été obtenus à partir de 36 fb−1 de
données récoltées en 2015 et 2016 à une énergie de

√
s = 13 TeV. Le rapport (µ) de la mesure

de la section efficace inclusive du boson de Higgs sur sa valeur dans le MS a été mesuré. Aucune
déviation significative par rapport au MS n’a été observée :

µ = 0.99± 0.14

Les rapports des principaux modes de production ont également été mesurés :

µggH = 0.80± 0.18

µV BF = 2.1± 0.66

µV H = 0.7± 0.85

µttH+tH = 0.5± 0.6
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Espace Technologique / Immeuble Discovery
Route de l’Orme aux Merisiers RD 128 / 91190 Saint-Aubin, France

1



Hello World

Title : Calibration of the Electromagnetic Calorimeter of the ATLAS Experiment
and Application to the Measurement of (BE)H Boson Couplings in the Diphoton
Channel with Run 2 Data of the LHC.
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Abstract : The discovery of the Higgs boson was a major success of the run 1 of the LHC.
The era of precision measurements began as any deviation from the expected Standard Model
(SM) value would be an indirect hint of new physics Beyond the Standard Model (BSM). This
is important since no direct evidence was found.

This thesis has a first focus on the calibration of the electromagnetic calorimeter of the
ATLAS experiment. The final step of this calibration uses the knowledge of the lineshape of the
Z boson in order to correct the measured energy of electrons and photons. Recommendations for
the beginning of run 2 have been given to provide calibration constants for early analyses. Run 2
calibration constants have been computed and the performances of run 1 have been reached and
improved : the systematic uncertainty on the resolution constant term of the electromagnetic
calorimeter, which was dominant for the Higgs boson couplings measurement at run 1, has been
divided by a factor 3.

The measurement of the H boson couplings consists in measuring the shape of the resonant
signal over a smooth decreasing background in categories optimized for various processes, by
tagging the objects produced in association with the Higgs boson. The results are based on
36 fb−1 of data recorded in 2015 and 2016 at

√
s=13 TeV. The ratio of the measured produc-

tion cross-sections of the Higgs boson over the SM expected value (µ) has been measured. No
significant deviation with respect to the SM has been observed :

µ = 0.99± 0.14

The ratios of the main production processes have also been measured:

µggH = 0.80± 0.18

µV BF = 2.1± 0.66

µV H = 0.7± 0.85

µttH+tH = 0.5± 0.6
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