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Introduction

1.1 Background

1.1.1 Wireless Sensor Networks

Wireless sensor networks (WSNs) have been one of the maangsfocus in wireless network
area over the last decade, thanks to the evolution of the MEdIShology and the availabil-
ity of low-power communication and computation hardwareSNg are comprised of a large
number of sensor devices that can sense the physical pam@niieimperature, light, humidity,
acceleration etc.) and communicate with each other vial@gisechannels, with limited energy
and computing capability. Local sensed data are finallystratied either to a base station (BS)
which people may access via Internet, or directly to actsattich conduct actions in response.
The latter is also referred to as wireless sensor and actnateorks (WSANSs), which is an
important extension to WSNs. WSNs are a fundamental patehetworking infrastructure
for pervasive computing proposed by Mark WeisHr:[“The most profound technologies are
those that disappear. They weave themselves into the fabeceryday life until they are in-
distinguishable from it”. This computing paradigm is exigetto enable people to compute and
communicate anytime and anywhere, meanwhile be gracefiédgrated with human users. In
WSN-based applications, sensor nodes can be elaboratelyfactured and embedded in walls,
clothes, human bodies or stick on machines, etc., to gagesrinterested information, such as
structural health, heart-beat rate or blood-pressure dy gesture of a person, stress or move-
ment of a rotating machinery. These data provide the fundéathimformation of users’ context
and the underlying execution environment, which makesgsave computing available. In a
sense, WSNs have effectively bridged the gap between thaqathyvorld and the information
world, profoundly transformed the way people interact vifith nature.
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Chapitre 1. Introduction

1.1.2 Types of Applications

WSNs are being employed or have potential in a variety ofiagpbns, e.g. habitat and environ-
ment monitoring 2], medical care 3], military surveillance 4], industrial process controb],
asset trackingd], home automation?], as well as smart and interactive plac& Some of
these applications share some basic characteristicsrdiogao different interaction patterns,
the type of applications can summarized as follo@s [

— Periodic measurements
Sensors periodically sense the surroundings and reporh#asured values to the BS. The
reporting period can be decided by requirement of the agiphis. Periodic measurements
will trigger a event detection mode once a specific eventseoled. An example is to attach
wearable sensor nodes to the patieBjsThe physiological parameters like temperature and
blood pressure are periodically measured for a long-temne ca

— Event detection:
Sensor nodes report to the BS once they have detected theerome of a specified event.
The simplest events can be detected locally by a single sewske in isolation, e.g. a tem-
perature threshold is exceeded ; more complicated typegenit® require the collaboration
of nearby or even remote sensors to decide whether a eventbased, e.g. a temperature
gradient becomes too steep. If several different event®ceaur, event classification might
be an additional issue.

— Function approximation and border detection:
The way a physical value like temperature changes from aeeb another can be regarded
as a function of location. A WSN can be used to approximateuhknown function, using
a limited number of samples taken at each individual sensde fiL0]. Similarly, a relevant
problem can be to find areas or points of the same given valneexample is to find the
isothermal points in a forest fire application to detect tbedbr of the actual fire. This can be
generalized to finding “edges” in such functions or to segairessages along the boundaries
of patterns in both space and/or time.

— Tracking :
The source of an event can be mobile, e.g. an intruder in #larvee scenarios. The WSNs
can be used to report updates on the event source’s positibie BS, potentially with esti-
mates about speed and direction as well. To do so, typicaflga nodes have to cooperate
before updates can be reported to the BS.

— Control :
In addition to the sensing capability, WSNs are also in sopmieations responsible for
decision making and action taking. In such networks, thes@enodes are not only a part
of the passive identification process but also part of thwveacesponse procedure as they
are closely integrated with the control system. These kafdgplications are referred to as
control applications as they represent WSNs (or WSANS) ifckvisensing and actuating
terms are blended together.
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1.2 Motivation of Research on Quality of Service (Qo0S) in
WSNs

Major research efforts in WSN area have resulted in manyogepl testbeds and implementa-
tions. However, most of the current solutions and systemsody provide best effort service.
Minimization of energy consumption or achieving “high etficcy” has been the objective of
many communication protocols designed for WSNs. Theirgsarnce strictly depends on the
configuration of the network and the load it carries, whichrea always be guaranteed to a
user-satisfied level. While the boosting efforts of exigtaolutions on the research community
should be acknowledged, these solutions fall short of asilng the specific requirements of the
applications and cannot provide different levels of sexvMore specifically, real-time applica-
tions suffer from unpredictable performance levels whestefort protocols and strategies are
used.

Real-time and mission-critical applications require parfance guarantee from the system on
which they are implemented. As an example, a real-time sidrudetection application run-
ning on WSNs may require the event be captured within a giedaydoound. A fire monitoring
application may require the fire be detected with certaiuamzry and delay bound. Other ap-
plications may require the network deliver the data pactethe sink with a given success
probability. Similarly, the overall energy consumptioratifcommunication events may be sub-
ject to system’s energy budget. Applications running ontrmadia WSNs, which form a new
emerging class of WSNs, inherently require service guaemtue to real-time nature of its
multimedia source content. These requirements are ckdsB QoS in wired and wireless
networks, which we also adopt for WSN environment. We cfassiprotocol as QoS-based
protocol if it can guarantee one or more performance metwicgper layer or the application.
Under this classification, solutions that simply minimizensaximize a performance metric
(delay, energy consumption, packet loss probability, netvifetime etc.) without certain per-
formance guarantees are considered non-QoS-based soM#oshould note that most of the
existing proposals for WSNs fall into non-QoS-based catego

1.3 Problems and Challenges

QoS has been the target of many communication protocolsuorenous network types. In
its broadest form, QoS refers to contract between the sepiovider and the customer. In
wired networks, one of the main motivations for QoS soludids the real-time multimedia
applications that need bandwidth, delay, and jitter guaes ATM networks were proposed
to support such requirements from ground up. Although ATNwoeks are not as widely in
use as originally imagined, QoS support mechanisms propioséATM networks still inspire
new solutions. In IP networks, QoS support of individual #cand differentiation of flows have
been proposed to be handled through IntServ and DiffSerharmesm. In cellular networks, the
motivation for QoS support is also inherent to the primarglaation of voice and video calls.
In these networks, QoS support are provided through resgeservation mechanisms.
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Providing QoS in WSNs differs dramatically from the traodlital wired network systems due
to its wireless nature. Furthermore, considering verytlhresources in sensor nodes and the
large scale of WSNs, per flow resource reservation-basemagipes are especially ill-suited
for WSNSs. The following unique features and shortcomingd/&Ns suggest new directions in
QoS provisioning :

— Resource constraints: A typical WSN node is small in physical size and battery pow-
ered. Thus the components, such as Micro-Controller Un€()] data and code memories,
transceiver, and sensing unit, are selected to minimize #nea and power consumption.
This implies that computation, communication, and memespurces in nodes are very lim-
ited. Further, batteries are typically small-sized ; thnergy resources are also scarce. All
these constraints require the QoS mechanism implemeni&$Ms be simple and efficient.

— Unbalanced traffic and energy consumption: In most applications, traffic mainly flows
from a large number of source nodes to a single or a small sobsenk nodes. The traffic
and energy consumption is uneven throughout the networik.réquires the designed QoS
mechanisms to be able to handle unbalanced traffic and ecerggumption, and prevent
highly loaded nodes from dying prematurely.

— Dynamic topology : WSNs are prone to frequent topology changes. This is duewveral
reasons, such as node failure or addition, depleted begtentermittent radio interference,
environmental factors. Applications require a degree bénent fault tolerance and the abil-
ity to reconfigure themselves as the network topology ewobxesr time.

— Scalability : WSNs consisting of tens of thousands of nodes are envididnather, the den-
sity of nodes can be high. These aspects depend on the neguite of the application for
sensing coverage and robustness (redundancy). Thusitlalgarcalability is an important
design criterion for WSN applications, i.e., QoS suppodwdti not degrade quickly when
the number of nodes or the node density increases.

— Distributed data processing: Proper in-network data aggregation and fusion strategy ca
be a good complement to QoS protocols in reducing data reshoydand alleviating network
congestion.

— Service differentiation : The content of data or high-level description reflects ttigcality
of the real physical phenomena and is thereby of differatitality or priority with respect
to the quality of the applications. QoS mechanisms may beimed| to differentiate packet
importance and set up a priority structure.

— Probabilistic QoS guarantee: Since the wireless channel is random and time-varying, it i
difficult to provide deterministic guarantee in WSNs as ieslan wired networks. Conven-
tional deterministic QoS measures should be replaced byapibistic ones.

Therefore, considering the problems and challenges of W®%R#e we design QoS-enabled
algorithms, protocols and systems, at least a few of thealssues should be taken into ac-
count.

4
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1.4 Architecture of QoS Support in WSNs

1.4.1 Protocol Layer Based QoS Support

Although there is no general consensus within the WSN reeeasmmunity about the layer
structure in WSNs, a layered communication stack like TERibdel is commonly used. From
a layered view, each protocol layer builds on the foundapimvided by the lower layers, as
show in Figurel.l Upper protocol layers define the requirements that ulétgatome from
the application layer. Based on the available capabilitres upper layer controls the operation
of the lower layer by selecting the level of service. The |oVesger provides feedback of its
operation, such as link failures, which allows the uppeetdy adjust its operation accordingly.
In the following, we discuss QoS metrics in each layer andemeexisting QoS mechanisms
and protocols.

Protocol layer N+1
o

control  requiremets capabilities feedback

.

FIGURE 1.1: Protocol layer based QoS architecture.

Protocol layer N

Application layer :

The application layer has the best knowledge about the Q@@&resnents. Therefore, an ap-
plication passes the QoS requirement to lower layers bycagsw) a generated packet with
the QoS requirements. The network aims to fulfill these mesients and take actions in each
layer respectively. The application layer is also resgaagor making the sensor measurements
and controlling sensors. As such, an application may cordigansors based on measurement
accuracy versus time interval, thus making a tradeoff betwtbe data accuracy and energy
usage.

Transport layer :

The two main tasks for the transport layer are congestiortraband reliable transmission.
Typically, congestion control limitations the sending i@ftic to reduce the utilized bandwidth.
As the congestion is reduced, the overall reliability in tleéwork is increased because the data
link layer does not have to drop frames. However, throughputations may increase delays
as the source node must hold onto the generated packets ticht longer. Therefore, QoS
awareness is required to make a decision regarding whiific issbeing more limited than other
traffic. The energy efficiency of a transport protocol deeod the number of transmissions
required to deliver a message. This is greatly affected byattknowledgment scheme being
utilized. With the positive acknowledgment scheme, theires acknowledges each packet. If

5
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an acknowledgment is not received within a certain timervale the packet is resent. With
the negative acknowledgment scheme, missing packetsqurestd by the receiver node. This
reduces messaging as acknowledgments are sent only wharecedHowever, the drawback
of the scheme is that the sender does not know when a packetdsssfully transmitted and
must therefore buffer sent packets longer than with pasasknowledgments.

Due to resource constraint, WSNs rarely implement the pamndayer. Instead, the trans-
port layer functionality is often combined with the otheydas. Pump-Slowly, Fetch-Quickly
(PSFQ) 1] is a WSN communication protocol that allows reliable dagasfer with low com-
munication cost. To allow operation on resource-const@sensor nodes, PSFQ combines the
functionality of the transport and network layers. The Riglie Multisegment Transport (RMST)
protocol [L2] is designed toward guaranteed delivery of large blocksaté drom sensors to
sinks. It is tightly integrated with directed diffusion. &Event-to-Sink Reliable Transport
(ESRT) protocol 13| considers the situation where the sink node does not carehwiodes
send packets; it is only interested in receiving a sufficramnhber of packets to present reli-
able and credible information to the user. This is callechete-sink reliability. ESRT works
by carefully adjusting the sensor’s reporting rate to malsufficient number of packets be
received, and not many more packets than needed be receiaaitl congestion and save
energy.

Network layer :

The network layer controls QoS with traffic shaping and mogifprotocol. The traffic shaping
performs congestion control by classifying packets andigiog queuing disciplines that pro-
vide per class QoS and fairness. For example, a node may olneprlority traffic to ensure
enough resources for higher priority data. The routingguokis responsible for selecting an
end-to-end routing path fulfilling the desired QoS chanasties. As a route that satisfy one QoS
metric may not be optimal to others, the route selection basake a trade-off between differ-
ent QoS metrics. The shortest path route is not always thé emesgy efficient. Because the
transmission power requirement is proportional to the sgjoathe distance, it might be more
energy efficient to forward data through two short hops tlmaaugh one long hop. As longer
routes usually have higher latency, the route selectiorefoee has to make a tradeoff between
energy and delay. The routing protocol design can make teets® between maintenance and
routing energy consumption, thus determining how dynahegarotocol is. Generally, the ge-
ographic routing techniques provide the best adaptaldibetwork dynamics, and is favorable
to real-time design, while the table-based routing tealescgare more energy efficient in static
networks.

SPEED [14] uses stateless nondeterministic geographic forwardidggaarantees a certain de-
livery speed for a packet. In SPEED, the next hop is sele@edamly among the neighbors
with the probability that is proportional to the link spe€hly the nodes that advance towards
the target and meet the delivery time are included in thecgele The link speed is calcu-
lated by dividing the distance between nodes by measurkdigiay. The next-hop selection
is combined with feedback received from neighbors. A baggkgure packet re-routing around
large-delay links is used to reduce or divert the trafficctgel to a congested area. SPEED is
especially suitable for real-time data delivery, but it so@t include any other QoS metrics in
its routing decisions. MMSPEEDL}] is an extension of SPEED which supports service dif-

6
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ferentiation and probabilistic QoS guarantee. For defiteneliness, multiple network-wide
packet delivery speed options are provided for differeaffitr types according to their end-
to-end deadlines. In supporting service reliability, @bitistic multi-path forwarding is used
to control the number of delivery paths based on the req@retito-end reaching probability.
These methods are implemented in a localized way with dynaompensation for the inac-
curacies of local decisions. Like SPEED, since all mecmasisn MMSPEED work locally
without global network state information and end-to-enthpsetup, it is scalable and adap-
tive to network dynamics. However, both SPEED and MMSPEBEE lsacommon deficiency :
energy consumption metric has not been taken into accourdgaltime power-aware routing
(RPAR) protocol 6] is proposed to achieve application specified communinateday at low
energy cost by dynamically adjusting transmission powek rating decisions. It allows the
application to control the tradeoff between energy condion@and communication delay by
specifying packet deadlines. Important practical issikeddssy links, memory and bandwidth
constraints and scalability are considered. Since RPARs&lthe transmission power from
time to time, the network topology may change frequentlyud'h employs a novel neighbor-
hood management mechanism which is more efficient than tiedoebeacon scheme adopted
by SPEED and MMSPEED.

Besides, security guarantee is getting more and more immort WSN. Several types of attacks
can be executed on the network layer, such as black holekatt@sdirections, neglect and
greed, homing etc. In7], attacks in the network layer and secure routings as comet&sures
are discussed in detail.

MAC layer :

The MAC layer is responsible for dividing bandwidth to thaffic based on their priority and
QoS requirements. TDMA-based MAC protocols can naturatiglement per flow throughput
guarantees, because the slot usage of each node is nafjgtpi@rately. On the other hand,
CSMA can provide per class bandwidth differentiation bygEag each priority with different
backoff times. The flexibility of the bandwidth usage is drastfactor. In this respect, CSMA is
better as nodes may use bandwidth as required. CSMA hasrtherfbenefit of having smaller
delays in lightly loaded networks as a node does not have ifcfovats slot to transmit. How-
ever, when the network congests, delay and throughput gesewtue to the increased number
of collisions. The MAC mainly controls reliability with thased retransmission scheme, but
also by avoiding the collisions and hidden node problemaduttion, the adjustment of trans-
mission power affects reliability. High transmission poweables more reliable transmission,
but on the other hand, might cause additional interfereritt@ma network.

Some commonly used MAC protocols, for example, S-MA@][ T-MAC [19] and B-MAC
[20], which reduce delay in a best effort approach. Q-MAT][is a CSMA-based sensor MAC
that priorizes frames so that higher priority packets exepee lower latencies. The distributed
scheduling between nodes is performed by adjusting theentoh window according to the
traffic priority, thus giving higher priority frames fastehannel access. The priority is calcu-
lated from an application-defined importance rating, theber of transmitted hops, residual
energy and the proportional load of the queue. In simulati@MAC is able to differenti-
ate latency between priorities while using the same amoluebhergy and having comparable
throughput as S-MAC. An implicit prioritized access praib@-EDF) [22] is designed espe-
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cially for HRT-WSNs. A cellular backbone network is adopsed! different frequency channels
are assigned. In a cell, time is divided into frames and alesare frame synchronized and fol-
low earliest deadline first (EDF) schedule for packet trassian to guarantee bounded delay.
A capable router node is required at the center of each ceélegaipped with two transceivers
for separate transmission and reception. Inter-cell comaoation is supported by a globally
synchronized TDMA scheme and the messages are orderedibgdhleest deadlines too. The
mixed FDMA-TDMA scheme offers a collision-free solutioninfilations show that I-EDF
can provide high throughput and low latency even in heavgdodlowever, the system ar-
chitecture and requirements appear impractical for WSNsled are assumed synchronized.
Routers need to be deployed specifically following the ¢atlstructure and topology knowl-
edge is required. Z-MACZ3] is a hybrid MAC protocol which dynamically switches betwee
CSMA and TDMA depending on the level of contention. It uses khowledge of topology
and a loosely synchronized clock as hints to improve MACgrenince under high contention.
When the hints are not obvious, it just behaves like CSMA.&galty, Z-MAC outperforms B-
MAC under medium to high contention while it is a little wonseder low contention. Although
Z-MAC is not specifically designed for RT service, the ideawitching between TDMA and
CSMA based protocols is inspiring. IEEE 802.15.4 standpetiies the physical layer (PHY)
and MAC sublayer for low-data-rate low-cost wireless peearea networks (WPANSs) of
fixed, portable, and moving devices with no battery or vanjitiéd energy consumption require-
ments P4]. It supports star as well as peer-to-peer topologies. & Fetures make it promising
for WSNs. Basically, the medium access employs CSMA-CA raaidm. However, by the op-
tional superframe structure, time slots can be reserveddwices with time critical data upon
their allocation request message. In the beacon-enabtedhynized mode, the PAN coordi-
nator may allocate portions of the active superframe to fguaranteed time slots (GTSs) and
provide contention-free period (CFP), which starts afterdlotted CSMA-CA based contention
access period (CAP).

Physical layer:

The physical layer comprises not only the transceiver, [mat BICU, sensors, and the energy
source. Therefore, the physical layer determines limitgfe other layers. While the transceiver
causes most of the energy usage, it also imposes severalliatitations to the communica-
tion protocols. The data rate limits maximum achievableulghput, whereas the used coding
scheme affects reliability. As the communication rangeanstéd, the transceiver determines
the minimum network density that is needed to route data. M@tg limits to computational
capabilities and available memory, therefore preventioigmex protocols and applications.
Also, its energy efficiency in sleep and active modes haveifgiant impact on energy us-
age. Physical sensors have certain accuracy and acquigitie-limiting sampling intervals.
To overcome these limitations, the network may need to samigla in several nodes on the
same region and combine this data to get more detailed vahuges consuming more energy.
Still, if a sensor supports selecting sensing accuracyatbaracy may be purposefully reduced
to make a tradeoff against energy.

Summary :
The operation on separate layers can be complementaryxgaorpde, a radio on the physi-
cal layer affects the reliability of a single transmissidghe MAC layer is responsible for the
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reliability of a link ; and the routing and transport layers eesponsible for true end-to- end reli-
ability. Also, for a real QoS, cooperation between layereeiired. Otherwise, each layer may
try to maximize different QoS metrics, which will have ungictable and possibly undesirable
results.

1.4.2 Data Centric QoS Support

Due to the data centric nature of WSNSs, it is natural to builel QoS architecture based on
the procedure data sensing, data transmission and datspnog. Figuré..2 shows the related
QoS metrics in each component of the data centric QoS actiite

Lifetime
Time syncronization . ivi
y QoS in Data Connectivity
Sensing accuracy Sensing Coverage degree
Node scheduling

Reliability & Processing accuacy
Transmission | QoSinData |~ gput Storage QoS in Data |Proceesing
delay Transmission efficency | Processing delay

Energy efficiency Energy efficiency

FIGURE 1.2: Data centric QoS architecture.

Data sensing

In WSNSs, the state of the environment or a target is assegse Isensed parameters like tem-
perature, humidity, sound and accelerations etc. Thexefmnsing related service should be
guaranteed to ensure an accurate reflection of the physichl Whe most important QoS met-
rics in this part are the quality of coverage and connegtiihe former indicates the possibility
of event or target being captured, while the latter the fagyiof the information being trans-
mitted to the base station. Since energy efficiency is avirymortant throughout the design
of the system, network lifetime should be a concern in thesisgrtasks, e.g., a well-designed
sleeping scheduling is desired. It is worth noting thateterould be tradeoffs in coverage and
sleep scheduling design as the effects of the two actionscarteadictive.

Data transmission:

There are different QoS metrics for different types of dat¢éhie transmission procedure. For
real-time data, the timeliness and reliability is the pgoncern, while for non-real-time data,
throughput is more important. The task of transmission ambpped to MAC layer and net-
work layer in the protocol layer based architecture, nantely MAC provides channel access
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(single-hop) guarantee and in the network layer the roudiegjgn ensures end-to-end (multi-
hop) transmission.

Data processing:

Data processing strategies such as data compressinggatigre and decision fusion based
on the sensed data, play an important role in the quality ofesilance, data timeliness and
reducing communication overheads. The QoS metrics in dateepsing include processing
accuracy, delay, energy efficiency and storage efficiericy, e

1.5 Contributions

The structure of the thesis is illustrated in Figur&. Considering the event detection appli-
cation, the user gives a set of QoS requirements, e.g. tHaygolcoverage and connectivity

of the deployed network, the deadline of critical packeis, daccuracy of the detection infor-
mation, the energy efficiency etc. These QoS requirementbeanapped to different function

layers and be satisfied by executing respective QoS mechari® meet the required quality of
coverage and connectivity, the most effective way is tomuste a deployment strategy for the
area of interest (Aol). After deployment, as critical daselets are transmitted through multi-
hops to the BS, a real-time QoS based routing is desired t@agtee the end-to-end delay and
reliability as well as energy efficiency and load balanceaHly to ensure required quality of

detection or information accuracy, one of the solutions iddsign a detection fusion rule with

guaranteed false alarm rate, and robust in dynamic WSNanwient.

The main contributions of the thesis are as follows :

1. To better understand how various parameters impact oguakty of connectivity, we
analyze the connectivity of WSN in a non-isotropic log-natshadowing environment.
An explicit expression of node non-isolation probabilgyderived as the upper bound of
1-connectivity, based on an analytical link model whichorporates important param-
eters such as path loss exponent, shadowing variance ofiehamodulation, encoding
method etc. A tight lower bound for the minimum node dendigttis necessary to ob-
tain an almost surely connected network is also given. Bssme find giant component
size a good relaxed measure of connectivity in some apitathat do not require full
connectivity.

2. To meet the quality of coverage and connectivity togethdine deployment strategy is
developed. Assuming each point in the area is associatbgwitverage threshold, which
must be satisfied after nodes are deployed, the resultingydapnt problem is formu-
lated as a multi-objective optimization problem, whichkset minimize both the gap
between the generated coverage probability and the refthireshold and the number
of deployed nodes with the constraint of maintaining thewoek connectivity. Heuristic
methods based on tabu search (TS) and generic algorithmgf@Ayoposed. Simulations
show that GA and TS deployment outperforms random and retattaece deployment.
Furthermore, GA provides diverse solutions with bettedecifs between two objectives.
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The requirement for differentiated coverage of a
specified region, quality of connectivity of the
network, the packet delivery deadline, energy
budget, the detection information precision,

etce-*
¢
QoS

user requirement
L < /

7 N

:

Fusion rules
Detection probability
and false alarm rate

Deadline miss ratio
Energy efficiency

Quality of
Information

~~
e

3.

Event
Detection

Quality of .
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e Deployment plan
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Deployment plan
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=
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probablhstlc manner

provisioning/

FIGURE 1.3: The structure of the thesis.

To satisfy real-time and reliable delivery requirementyo-hop neighborhood informa-
tion based real-time routing protocol is proposed. The padeadline is mapped to a
network-wide velocity while routing decision is made basedhe novel two-hop veloc-
ity integrated with energy balancing mechanism. Init@tidrop control is embedded to
enhance energy utilization efficiency while reducing padeadline miss ratio. The pro-
posed routing has one-hop more prediction capability asgugi“telescope” in finding
the way. Simulation and comparison show that the new proteled to lower deadline
miss ratio, higher energy efficiency and load balance thanetasting popular schemes.

Finally decision fusion rules under fading channel in W& investigated to ensure
quality of detection. Local decisions made by local senstag be corrupted while trans-
mitted to the fusion center via a fading channel. a seriea©bh rules are proposed with
the assumption of Rayleigh channel model. Likelihood ratle has been proved optimal
by analysis and simulation. However, it is with high compiotacomplexity and requires

instant channel state information, which is not easily latde¢ in resource-constrained
WSN. We propose three sub-optimal alternatives, which hess&computation cost and
requires less a priori information. They perform well inithespective SNR ranges. We
draw the conclusion that in resource-constrained WSN,detfh should be considered
among performance, resource cost and computation cortypeixile choosing the fusion
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rules.
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2

Quality of Connectivity Analysis

2.1 Introduction

Connectivity is one of the fundamental properties of WSNsstfFconnectivity is a basic re-
qguirement for successful communications and it affectgptiréormance of upper-layer proto-
cols, e.g. reliable routings basically function with a wadnnected physical topology. Second,
for some applications with infrequent transmissions, emtimity is more important than the ca-
pacity. For example, a WSN for environmental monitoringuiegs high quality of connectivity
(QoCn) to ensure persistent transmissions of periodig atadoes not need much bandwidth
to handle the traffic. In order to ensure certain quality afreectivity before deployment, we
need to make it clear how various parameters impact on theewbrity, or the scaling law
of QoCn as node density increases, so that the WSNs can bguafiwith certain level of
performance guarantee.

Two nodes are considered to be connected if they are linkbdreby a single-hop or by a
multi-hop, where a single-hop consists of two nodes thatdigattly communicate with each
other and a multi-hop consists of multiple single-hopsnBaring work dealing with network
connectivity are mostly based on simplistic boolean disldetowhich means two nodes are
connected if and only if their distance is less than a det@stic transmission radius. Unfortu-
nately, the real low-power wireless links are unreliabld asymmetric, suffering from severe
propagation impairments such as shadowing, fading and-path effect. Boolean disk model
is thus too simple and far from reality to describe wirelessrections. In this chapter, we con-
sider a “link” from the perspective of the packet-level ceation probability. An analytical link
model is adopted which matches the real performance of Miat2 [25]. Through an in-depth
derivation, local property of individual links and the gidimetwork connectivity are bridged. It
is shown by both analysis and simulations the impact of wararameters on the QoCn, and
how the QoCn scales with the increase of the node densitthémnore, we introduce largest
connected component size and giant component probalsldjternative QoCn metrics, in case
some applications do not require a strict 100% connectivity

The rest of this chapter is organized as follows. Secfi@provides a short overview of both
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wireless link model and network connectivity issue. Setfid3 gives related models and as-
sumption. The detailed analysis of node isolation prolttghiinder an analytical link model
are presented in Sectidh4. In Section2.5 we conduct extensive simulations to evaluate the
analysis in Sectio.4 and also discuss the impact of various parameters on thalg@iCn.
Finally we summarize this chapter in sectid.

2.2 Related Work

2.2.1 Overview of Wireless Communication Models

A lot of existing research results are based on the boolesihrdodel as illustrated in Figure
2.1(a) Two nodes are either connected or disconnected dependitigedransmitter-receiver
distance and the disk radius. Recent wazk, R7] argue that the real characteristics of low-
power wireless links differ greatly from the ideal model esially in their unreliability and
asymmetry. Some studies have improved the disk model ansidmmnthe shadowing effect.
The radiation pattern is squeezed and stretched as showgureR2.1(b) It is proved in 6]
that irregular radio patterns can achieve connectivityareasily if they can maintain an av-
erage number of functioning connections. The two modelyvealaoe basically deterministic
either with assured transmission or assured probabilityamismission within the communica-
tion range. However, several studi@3+431] have pointed out that the communication range of
a wireless node cannot be specified and they propose to usellistic link model, as shown
in Figure2.1(c) (the sickness of the line represents the probability of eation), instead of
deterministic model. It is found that the successful traissian probability at a given distance
s, namelyP(s), is a non-monotonically decreasing functionstd® relies not only on the dis-
tances between two nodes but various parameters such as the clpmragleters like the path
loss exponent, the shadowing variance and the degree gilamty (Dol) [31], and the radio
parameters including modulation, encoding, output poveegiver noise and frame size.

. . .
(a) boolean model (b) shadowing model (c) probabilistic model

FIGURE 2.1: Different link models
The third link model discussed above is supported by mangrxgntal studies and signifi-

cantly affects networks behavior. Ganesdral. [28] provide a wealth of empirical data from
studies of large scale, dense wireless network, which dstraie that even a simple flooding
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algorithm entails complex behavior under unreliable linko et al. [29] have identified the
existence of three distinct reception regions in wirelegs:lconnected, transitional and discon-
nected. The transitional region is relatively large in sipel is characterized by high variance
in reception rates and asymmetric connectivity. In a tylpsesnsor networks, a large number
of links (even higher than 50%) can be unreliable becausbefransitional region. Zhoet
al. [31] find that radio irregularity has a significant impact on tbhating protocols in wireless
sensor networks, especially location-based routing, sischeographic forwarding. All these
research results lead us to stress the need for realigtimadels for wireless sensor networks.

Several studies have proposed communication models bassdirical data and analyzed re-
lated phenomena for more accurate evaluation of upper-fapéocols. Wocet al. [29] present

a simple synthetic link model to generate data under speaifio and environment based on an
assumption of Gaussian distribution of the packet recaptie for given transmitter-receiver
distance. These synthetic traces are used for simulatigasgive link estimators that snoop
traffic over the channel and estimate link qualities. Cexpal. [30] study the relationships be-
tween location and communication properties using noaspatric statistical techniques. They
provide a probability density function that completely cerizes the relationship and de-
velop a series wireless network models that produce neswafriarbitrary size with empirical
observed properties. The accuracy of their models is etedurough a set of communication
tasks like connectivity maintenance and routing. éizdl. [32] propose link inefficiency to be a
cost metric based on detailed observations of link quabtyation and explore how link ineffi-
ciency can be measured in an energy efficient way. They firtcothlg a few measurements of
the channel are sufficient to obtain a good estimate of thiengesic. Zhouet al. [31] establish

a radio model called the Radio Irregular Model (RIM) with engal data obtained from the
Mica2 platform. RIM takes into account both the non-isotcgproperties of the propagation
media and the heterogeneous properties of devices. Wdhtbdel, they find solutions to im-
prove the communication performance in the presence ob iagigularity. Most important to
our work is the analysis of transitional region @7]. Different from empirical models above
which requires specific radio and environment conditiohs, dnalytical model in47] has a
general methodology and can be used for a number of diffe@miigurations and hardware
designs. The incorporation of different parameters inititerhodel greatly facilitate our analy-
sis of network connectivity in presence of unreliable andrasetric links. Detailed description
of the link model we use can be found in sectiba.2

2.2.2 Overview of Connectivity Issue in Wireless Multi-HopNetworks

One of the first papers on connectivity in wireless multi-ingpyorks was33], which investi-
gated how far a node’s message percolates for Poissorbdisiti nodes on an infinitely large
area. More recently, Gupta and Kuma4] performed a fundamental study on the connectivity
of uniform distributed nodes in the asymptotic case. Theyelshown that when the covered

area of each node equals 'f@NNL(N) whereN is the number of nodes in the unit disk and

Ililm infc(N) = 400, the resulting wireless network is asymptotically conadatith probability
—+00

one ifc(N) — +oo. Afterwards, various methods and theories have been apiplithe study of
connectivity. The model of continuum percolation with tr@$3on boolean model is commonly
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used to study the phase transition phenomenon in wirelesgectivity [26,35,36]. Considering
nodes with identical range distributed in an infinite twoagénsional plane according to Poisson
point process, refereed to Definiti@nl, there is critical node density, above which there will
be an infinite cluster almost surélya.s.), below which there will be bounded clusters a.s.

Although geometric random graph and percolation theoryiegpo the study of wireless con-
nectivity shows great effectiveness, their basis is a detestic radio link model, which reduces
their charm in real environment. To date, several liteegurave investigated the connectivity
under realistic radio channel model. Fading and shadowfegts are considered. Miorand et.
al [24] analyze connectivity issues in one-dimensional ad metworks using queueing theo-
retical approach. They ug&l /G/e« model to study broadcast percolation problem with general
node placement with fading channel. it is found 8v,[38] that when shadowing gets more
severe, the link probability at short distances reducedewicreases at large distances. Long-
distance connectivity probability will affect the globagtvork connectivity and the routing
performance, similar to the small worl@89] networks extended with a few long links. It seems
that shadowing fading improves global connectivity. Hoarein our study, we find that the
effect has been counteracted with the increase in asynmtiekks and thus lead to limited im-
provement of global connectivity. Our work takes into aaaioof more realistic scenarios and
builds a bridge over the local link property and global castivety behavior, which makes it
clear to see how local link parameters impact network glpkealormance.

Noisy links are introduced ird[J] to study the impact of interference on the connectivity of
ad hoc networks using percolation theory. It is found thatehis a critical noise coefficient
value above which the network is made of disconnected ckist&hen the noise coefficient
is small enough, the asymptotic connectivity can be ackiev@ubitably, whether two nodes
can communicate with each other at any given distance andnanyent also depends on the
interference condition, which is caused by simultaneoumsroanication between other nodes
in the range. Due to interference, communication betweendonnected nodes may drop to
lower bit rate or even become impossible at certain time. él@n in our study we regard this
case as a medium access issue instead of connectivity proliieother words, when the link
failure is caused by interference or collision, we say thatrtetwork MAC is not effective and
the link capacity is reduced, instead of saying that the eotivity between two nodes is of
lower degree. In fact, a simple collision free MAC protolch as TDMA scheme, can help
achieve a better connectivitg() in this sense.

2.3 Models and Assumptions

2.3.1 Node Spatial Distribution Model

Suppose the sensor nodes are scattered from the air vehitte@process resembles Poisson
arrival in a service queue. Thus we use Poisson point proggssantensity A to model the
spatial distribution of the nodes. This process is definddlasvs :

1. almost surely means the event happens with probabil#yifdhe plane goes infinite.
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Definition 2.1 Consider a measure spac¢¥, 2, ), wherep is a o-finite measure. A Poisson
Point Process (P. P. P.) with intensi#y is a collection of random variables (4, w), A€ Z,
w € Q, defined on a probability spag€,.7,P) such that :
1. N(-,w) is a counting measure aiX, Z) for eachw € Q.
2. N(A,-) is the number of nodes in subarea A which follows Poissonloligion with mean
A(A): )
A f(A'> e?® allAes, (2.1)

with an expected value(l) = A (A) = p(A)|A|, p and |A| are node density and size of
subarea A respectively. are independent random variables :

P(N(A) = k) =

P(N(A7) = ki AN(A) = ko A ... AN(An) = kn) = _ﬁP(N(A;) k). (22

If p is constant over the entire infinitely large area, the precebomogeneous. In other words,
the outcome oN only depends ofA| but not on its particular location or shape. Note that a
homogenous Poisson point process can be regarded as a cag@wh distribution ofk nodes

in areaA, ask and|A| tends to infinity but the density = k/|A| remains constant.

2.3.2 Network Model and Assumptions

We consider an arbitrary subar@aof an infinite plane, as shown in Figuge2. It is modeled
as a grapl(V, E) havingV nodes and a set of radio links Let Gy(V, Ey), or simplyG, be

an undirected graph an@y(V,Eq), or simply Gy, a directed graph. They model the connec-
tivity graph of a WSN with symmetrical and asymmetrical BnkespectivelyG, is said to be
connected if for each node pair, there is at least one sequareziges connecting thel@g is
called weakly connected if replacing all of its directed eslgvith undirected edges produces
a connected (undirected) graph. It is connected if it coistai directed path frorato v or a
directed path fronv to z for each pair of verticeg,v. It is strongly connected if it contains a
directed path fronzto v and a directed path fromto z for every pair of vertices,v. A reduced
graph is thereof introduced, referred to&sV, E; ), or simplyG,, which has an undirected link
between nodeg v €V iff G4 has edges in both directions betwesandv.

In WSNSss, due to radio irregularity, there are asymmetrikdif81]. These links can be unfavor-
able to upper-layer protocols since they cannot provideldaek channels. Therefore, we prefer
usingG, to model the connectivity graph of a WSN so that reliable ugger protocols can
be supported. Both Asymmetric and symmetric links are dised in the following sections.

2.4 Network Connectivity Analysis

In this section we provide theoretical analysis for the @mtivity in WSNs. Our focus will be
on 1-connectivity. Higher orders of connectivity will besdussed in the future work. We are
interested in the critical densipy, at which the networld is 1-connected a.s..
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FIGURE 2.2: A subarea of an infinite plane

2.4.1 Node Non-Isolation Probability

In this section, we derive necessary condition for the nétvto be 1-connected. We denote
P(1) as the node isolation probability, which is the probabilitst a randomly chosen node has
no neighbors at all. The probability that none of the nodeA is isolated, denoted biy(NI)
can be the upper bound for the probability that the netwodcé®nnected , denoted I53(C).
Thus we have :

P(C) < P(NI) (2.3)

p(P(C)=p) > p(P(NI) = p) (2.4)

Equation 2.3) is obvious. EquationZ.4) means under the same network configuration, larger
node density is needed to reach 1-connectivity with prdiabp than to reach node non-
isolation with the same probability. We assume the isaotetibdifferent nodes i\ to be inde-
pendent events and the number of node& islarge, i.eA > 100. The conditional probability
of non-isolation is given by :

PINIIN =k) = (1—P(1))¥ (2.5)

where we simply us&\l to denoteN(A) and A for A(A). Thus the unconditional node non-
isolation probability can be written as :

PINI) = S P(NIIN = K)-P(N =k
(ND) kZO( IN=K)-P(N=k)

Ak

= 3 @-P)<- (e

k=0 (2.6)
o k
_ g AP 5 [(1—Pg|>))\] o (1-P(1)A
o k!
_ & PIAP()
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SinceP(l) is the probability that a randomly chosen node has no neighlb@ denot® to be
the number of neighbors of a node, which is also called nodesge Note thab also follows
Poisson distribution according to equatiénlj. Let the expected value @ be Do, thenP(l)
can be expressed as :

P()=P(D=0)=¢ o (2.7)

In the following, we shall calculate the mean node dedbgelet L(i,j) denote the event
that there is a link between node&nd nodej, either symmetric or asymmetric. The distance
between the two nodes is known &8, j). Given the distance, the probability fa(i, j) is
denoted byP(L|s). Since any two nodes in the area could be connected with apildlp, Do
can be calculated by integratipd(L|s) over the whole area :

2 oo
Do:p/ / P(L|s) sds dp
0 (2.8)
= 2np/ P(L|s) sds
0
By plugging equation4.7) and @.8) into (2.6), we have :

P(NI) = exp(—plA| exp(—21mp ) (2.9)

where& = [°P(L|s) s ds Let the left hand side of equatio.@) be p, then the density
satisfies the following transcendental equation :

_ Inp
2mp & _
pe =— (2.10)
Al
The solution of the equation is
o 1 —2méInp
p(P(NI)=p) = e lambertw( A ) (2.11)

where lambert\x) is the solutiorw of equationwexp(w) = x. Finally, the problem has trans-
formed to the analysis df, equivalent to the analysis &fL|s) . In other words, the study on
the global network connectivity has turned out to be theyaisbf the local link probability.

2.4.2 Link Probability Analysis

Depending on different radio link models, the link probapiP(L|s) is of different forms. For
Boolean disk model as shown in Fig.1(a) P(L|s) is a logical function and equals to either O
or 1 depending on the communication range. Hence,

E=m?p (2.12)

wherer is communication radius. Under Boolean disk model, the isnberfectly symmetric.

For probabilistic model as shown in Figugel(c) P(L|s) is not deterministic O or 1, but a
probability within the range of [0,1]. In packet-level ppestives,P(L|s) can be indicated by
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by the packet reception rate (PRR)over a period of tima and 0< WY < 1. In practice ¥ can
be estimated over a moving time window. Here we use it in sitnuh as a stationary variable
to indicate the probability of instant link success or feglulf the radio Dol is low, the links
are prone to be symmetric and we h&(& |s) = W. On the other hand, if the radio Dol is high
which means links suffer severe asymmet, |s) tends to bél?. We consider both situations
in the following analysis.

Empirical studies have shown that the log-normal shadowmeglel provides more accurate
multi-path channel models than other models like Nakagardi Rayleigh modelsZ7]. Ac-
cording to this model, the received powrin dB is given by

R(9 =R - (PL(s@ 10 log(%)) e (2.13)

whereR is the output transmission powaer,s the path loss exponeXg is a Gaussian random
variable with mean 0 and varianc& andPL(s) is the power decay for the reference distance
S. Equation®.13 does not include anisotropic properties of the radio. Toiporate it, we add

a coefficientk; to represent the difference in path loss in different dicexs. EquationZ.13
can be modified as

P(s)=R— (PL(SQ) +10n Iog(%)) ‘Ki+Xo

Y if i =0; (2.14)
'] Ki_1+rand-Dol, if0<i<360icN
Dol =0.01821

whererand is a random variable in [0,1] and Dol represents the degrdeexjularity. The
reference value of Dol is suggested B1] to be 0.01821, which is measured in the platform
of Mica2 mote. We can generate 360 values for 360 differerections. However, to make the
simplicity, we just adopt 4 directions in the simulation.

The channel SNRis given by :
Yas(S) = Pr(s) — Px (2.15)

whereP, is the noise floor which depends on both the radio and the@mwient. Considering
an ambient temperature of €7 and no interference signals, the noise floor is -1152B. [
Note thaty can also be regarded as a Gaussian random variable with p{epand variance
o2 by puttingP; (s) in equation2.14into equatior?.15 wherep(s) is given by :

(o) =R~ (Pl + 100109 ) ) K~ Py (2.16)

On the other hand, given an encoding metligdhe PRR is a function of bit-error rat,
while Ps is a function of SNRy, depending on the modulation method, and more generally on
transmitting and receiving techniques (diversity, eqaion, etc.). With non-coherent FSK,
which is the default modulation scheme in Mica2 Mote, we have

Fe= %eXp<_%S)o—t4) ,y=1060/10 (2.17)

20



2.4. Network Connectivity Analysis

By Manchester encoding, we further have :
W(s) = (1—Pe)%2 "

B 1 y(s) 1 8(2f—h) (2.18)
= (1— zexp(—Tm))

where f is the frame size including preamble, payload and CRG, the preamble, both in
byte. For other encoding and modulation methods, the esjore®f W(s) may be different.
With equation 2.18), the PRR of arbitrary pairs of nodes can be obtained. Figushows
the analytical model of PRR to distance in the® 4brection. It is clear that there is a large
transitional region, in which the PRR is unstable. With tbioiving definitions, we can further
outline the transitional region.

0.7} o

OO0 0O

0.6

PRR

o 888068886 &
0 5 10 15 20 25 30 35 40
Distance (m)

FIGURE 2.3: Analytical PRR to distance, obtained from equatidri® and @.16), R=-5dB,
n=3,0=3.3, f=50 bytesh=2 bytes.

Definition 2.2 If the link between two nodes has a high probability (e.g) 0fShaving high
PRR (e.g. 0.9), then the two nodes are strongly connectedupper bound of the connected
range is s.

Definition 2.3 If the link between two nodes has a high probability (e.g) 6f®aving low PRR
(e.g. 0.1), then the two nodes are almost disconnected. ovrer lbound of the disconnected

range is s.

According to definition2.2 and definition2.3, the region betweeg; ands; is the transitional
region, which agrees with empirical observations in litera [27, 29]. The existence of this re-
gion has been explained i&7], which is the joint effect of receivers with non-perfectebhold

, hoisy environment and multi-path effects.

With consideration of different path loss and shadow fadiffigcts along different directions,
we draw contour plot of the reception rate for a node locatedeacenter of the region. Figure
2.4 shows the difference of the communication covered arearuddelean disk model and
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Chapitre 2. Quality of Connectivity Analysis

shadowing fading probabilistic model. Figuzel(b)captures the real characteristic of wireless
link and shows spatial irregularity as the empirical resint[31]. To calculateP(NI), the value

-40 -20 0 20 40 —040 -20 0 20 40
(a) Boolean disk model (b) Log-normal shadowing model
FIGURE 2.4: Contour plot for different link models.

of & is crucial. As depicted in Figur2.3, it is difficult to derive a continuous function fob.
Instead, we analyze the expected valut’oE (W), usingE (W) andE(W?) for the calculation
of respectively andéy2. We have :

fo = [ EWsds

_/ / f(yls)-sdyds (2.19)
fur = [ E(W)sds

_// W2(y)f(yls)-s dy ds (2.20)

where f (y|s) denotes the probability density function of SNR. According2.18), we draw
the PRR as a function of. As the power-law relationship entails a sharp threshaleéar ap-
proximation turns availablél(y) can be approximated by piecewise linear functions. Sitgijlar
f(y|s) can be evaluated by linear approximation since the intdggajs] is relatively narrow
compared with ft — 40, u+ 40]. Hence we have :

0, y<Yo;
W(y) =< kiy+bi, yo<y<w;
1, y>vi.

09-01 b — 0.1y — 0.9ya
Ve—ya Y8 — YA
ya=W1(0.1),)5=%"10.9),

b 1-b
VO__k_layl_ kl .

ki =

(2.21)
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Probability
o o o © © o o
N w S [} ~ [e¢] © =
T

o
-

I
3
T

linear approximation of W(y)

linear approximation of f(y|s)

o

10
SNR y (dB)
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FIGURE 2.5: Linear approximation fow(y) and f(y|s)

f

kz(S) =

whereyy andy; represen
procedure foM(y) and f

ko(S)y+D2(s), w<y<w;
(Vs) =9 | _bue?
e T VS Y2 N
flls) — f(ols) by(S) = f(yols)va — f(nls)yo (2.22)
i—Y i—Y

t the receiver’s range of threshold. Figuseshows the approximation
(y|s). Similar operations can be conducted for calculation’8fy).

Here we simply list the results :

f

/
2

()

0, V<Y,
W2(y) =< Ky+b, ¥<y<V;
1, y>W.
¢ _09-01 014009y
R% T B
Va=%1012), =¥ 109,
b 1-b),
Voz—k—,i,)/l: < 1 (2.23)
Ky(S)y+05(s), Vp<Yy<W:
(Vs) =9 | _lcue?
\/ETO’e 20 9 yg V(,)7y2 V:,L
f(%lS)—f(%ﬂS), b (5) — f(wls)vi— f (il (2.24)

Y% Y%

23



Chapitre 2. Quality of Connectivity Analysis

Finally, éw can be approximated by :

o= [ ([ tay+be)eroy+basnay+ 1- 011 ) sas

. e (2.25)
%/O /VO(k1y+bw)(k2<s)y+b2<s))sdyds+/0 (1-¢(%)) sds
Similarly,
® )/1 / / V_U(S)
Sy2 & (K1Y +by) (Ky()y+b5())dy+1— d(+——=) | sds
/ </ ° ) (2.26)

< [ [ty igoy s sayass [ (1- oA K sas

o

whered(+) is the cumulative distribution function (CDR), is given by equation.16) ands,

is defined in definitior2.3. In fact, the upper bound of the integration can be any vagen
thans, since the connection probability approaches 0 when thartistbetween two nodes is
larger thars,. The approximation error of lowering the integration uppeund fromeo to s IS
tolerable. Therefore, with equation®.9), (2.11), (2.25 and @.26), the values of critical node
density and node non-isolation probability can be obtained

In the following, we do simulations to verify the theoretiaaalysis.

2.5 Simulation Results and Discussion

2.5.1 Simulation Settings

In this section, extensive simulations are conducted tolatd the analytical results and show
how different parameters impact the network connectityotal number ofn nodes are dis-
tributed in a square are§ following a homogeneous P.P.P. with respective node tepsirhe
transmission power is the same for each node. To avoid befftest, we use a wrap-around
distance model (also called cyclic distance model) instdadgsual Euclidean distance model,
i.e. a node at the border éfis considered as being close to the nodes on the oppositerbard
A. Thus it can establish links via the borderline to these sodé perform simulations with the
increase of node densipywhile changing other related parameters. For each unidtiegeve
repeat simulation runs independently 500 times and finaljuaite the average performance. In
the resulting graph for each run, we evaluate the node raatisn probability, 1-connectivity
probability, largest component size and giant componeaibgdility through both numerical
simulations and theoretical analysis.

2.5.2 Evaluation Metrics

For different applications, the requirement of QoCn canifferént. For example, a surveillance
sensor system with one sink node requires the network todmnfected so as to collect data
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from any node in the network. However to detect or track arugion, it is required that only
the nodes around the intrusion connect to the sink. Thexefas argued that for some use of
sensor networks, 1-connectivity is too stringent a coadiind giant component is suggested
as a measure of connectivity instead. In classical rand@aphgs(n, p), every pair of a set of

n vertices is chosen to be an edge with probabifityThe behavior of the size of the largest
component inG whenp = ¢/n for ¢ near 1 receives most interests in the field. Eer 1 the
size of the largest component &logn) a.s?; for ¢ = 1 the size of the largest component
is ©(n?/3) a.s. ; forc > 1 the size of the largest component is @én) and the second largest
componentis a.©(logn). Whenc > 1, the largest component, whose order is much larger than
any other component, is commonly referred to as the gianpooent. Such random graphs are
fundamental and useful for modeling problems in many appbas. Although the link model
adopted in this chapter is quite different from classicat,ome can still use the concept of
giant component. In our simulation, if half of the nodes ie tretwork are connected, a giant
component is formed. This definition actually agrees with ttird case¢ > 1) of the above
description in random graph theory.

To determine the probability of giant component and oneneativty of an wireless ad hoc
network graph, a simple flooding algorithm can be adoptecar®lom node is tagged at first,
then its neighbors are tagged, which subsequently contirtiag their untagged neighbors, until
the corresponding cluster is completely formed. The proced repeated for all the untagged
nodes until all the nodes in the graph are tagged. By defimitidhe size of the largest cluster
found is larger than}n, the giant component exists. For an ad hoc sensor network tb- b
connected, the size of the largest component should equlaé tmtal number of nodes in the
network. Theoretically, there is another way to obtain tgorof 1-connectivity network by
using Laplacian matrix. Le& = (V,E) be a graph on vertex with verticksand edge&. The
Laplacian matrix of a grapt® with N nodes is arN x N matrix L(G) = D(G) — A(G), where
D(G) is the diagonal matrix of vertex degre€gG) = diag(d(vi)),vi € V ; A(G) is the adjacent
matrix of G. The eigenvalues df(G) are called the Laplacian eigenvalues, which are all real
and nonnegative. The set of allLaplacian eigenvaluely =0 < An_1 < ... < Ajis called the
Laplacian spectrum of a grajgh

Theorem 2.1 If the graph G has C connected components, then L(G) haslgxazero eigen-
values (other eigenvalues are positive).

Based on Theorerf.1, the graph is 1-connectedlif G) possesses only one zero eigenvalue.
The probability for 1-connectivity is estimated from a repentative sample of ad hoc sensor
networks’ connectivity graph as the ratio between 1-cotetegraph and all sample graphs.

2.5.3 Simulation Results

Figure2.6shows the analytical and simulated results under differetwork and environmental
configurations. Each subplot corresponds to a differerdfsginfiguration. Figur@.6(a) serves

2. We use the following notation throughout the thesis= O(g) if limsup,_,., % < 4oo; f =0(g) if
f =0O(g) andg= O(f).
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as a benchmark for comparison. The critical node densityfierdnt scenarios are reported in
Table2.1 Through comparing and analyzing the results under eightdgeconfigurations, we
draw the following conclusions :

— Throughout all the simulation results, as the node demsiilycreases, the network graph
becomes denser aiiC), P(NI), P(G) become larger. It is worth noting that the transition
from low connectivity to nearly full connected or appearwot a giant component is quite
sharp over a small range pf The phenomenon consists with the resultslif] fvhich makes
use of the theory of continuum percolation. No matter whadtllaf radio link model adopted,
either Boolean disk model or more realistic model with fgdamd shadowing, the property
which shows phase transition exists. Phase transitiorsgigea tool for analyzing and de-
termining resource efficient regime of operation for wisslsensor networks. For example,
following the settings in Figur.6(a), it tells us that for the nodes with identical transnossi
power, distributed in an area of 2000 according to homogeneous P.P.P., the node density
must be higher than 0.0064%rto form giant component and higher than 0.0125tareach
1-connectivity. The density threshold is an energy-efficgoint of operation, in that to the
left of this threshold the network is disconnected with hpgbbability, and to the right of this
threshold, additional energy expenditure results in aigeig increase in the high probabil-
ity of connectivity.

— Throughout all the simulation results, the node non-tsmtgprobability serves as the upper
bound of 1-connectivity probability. Generally, the ditface between the two probabilities
is non-negligible. However as node density increases,weprobabilities converge to 1.
This result agrees with the inequalities3) and @.4). With respect to critical node density,
this means :

p(P(C)=p) =p(P(NI)=p)+5,0 >0. Asp— 1,0 = 0. (2.27)

For p = 90%, the critical node densities for each setting are list@@ble2.1 It is observed
that when the shadowing variancg is of a large value(e.go? = 107), the differenced
becomes very small over the whole node density axis, as sihiowigure2.6(c). This phe-
nomenon conforms with the description in theor2rain a special case that= 1, namely,
P(G is 1-connectefd= P(Dmin > 1). This can be explained by the fact that@sincreases,
the increase in the long distance link probability and therel@se in short distance link prob-
ability reduces the correlation between links. As a resbl, geometric random graph be-
havior approaches generic random graph behavior and tloariectivity probabilityP(C)
approaches the node non-isolation probabHi¢iX1).

Theorem 2.2 In a random graph GV,E) with a total number of n nodes, if the minimal
degree of each node is k, as# o, the graph G is asymptotically k-connected. It can be
denoted as :

P(G is k-connected= P(Dmin > K),n — o (2.28)

where Dhin is the minimal degree of a single node.
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— It has been believed in some literatur88,42] that a large value o0& helps the network
to become connected because the number of added long limksres than the number of
removed short links. However, it has been neglected thatehgork also suffers severe link
asymmetry as the shadowing variance increasesrAgets larger, the probability of short-
link connection will be affected as well, leading to an irase in asymmetric links. The
global QoCn depends on the dominating factor between threase in long-link probabil-
ity and the increase in asymmetric links. Therefore, theatfbf increase ir? should be
two-folded. As shown in Figurg.6(c) and Figure2.6(d) compared to the benchmark Figure
2.6(a), wheno = 5, the 1-connectivity probabilit?(C) dropped a little ; whew = 10,P(C)
has been improved. Other metrics show similar tendency iBhbecause as the value @f
is getting large, the link asymmetry dominates the conuiggtperformance at first. While
o gets larger, the long-link probability increases, grajuabunteracting the effects of link
asymmetry. Therefore the global QoCn improves as showngarER.6(d). For calculation
of P(NI), we adopE (W?) to describe the link connection probabilRyL|s) in case the net-
work suffers severe asymmetric links. This has been progadanable as shown in Figure
2.6. When the value ob? is relatively small, the simulated values®fN1) is closer to the
theoretical results obtained by equatiénl®), as shown in Figuré.&a), 2.6(b), 2.6(e) and
2.6(g) ; while as the value of get large, the simulated values®fNI1) is closer to the theo-
retical result obtained by equatiod.20), as shown in Figur.6(c) and2.6(d).

— Comparing Figure.6(b) with Figure2.6(a), we can see that the increase in the value of
path loss exponent decreases the connectivity of the nketWwbe reason is obvious since
the larger the value af, the faster the decay of the signal strength, resulting imostened
transmission range. The valuemis usually in the range of [2, 4]. The path loss exponent is
the least in an outdoor open space than in an indoor envirohonen grass or forest, which
shows the deployment environment greatly affect the né¢\@aCn.

— Similar is Figure2.6(e) compared with Figurg.6(a). As the transmission power increases,
the average transmission range also increases accordamglythus a lower node density is
sufficient to make the network connected with the same higbhatility, as shown in Table
2.1 However, it is unreasonable to blindly increase the trassion power for a better con-
nectivity. First, the energy supply of each node is limit8dcond, the increase in the number
of neighboring nodes will intensify the channel contentaom inferences. The selection of
optimal transmission power can be referred to as topologyrabissue and a literature sur-
vey can be found ir43)].

— Figure2.6(d) shows the impact of a different encoding scheme. Witrstirae node density,
the QoCn is better using SECDED encoding than Manchestedarg: This is due to the
error correction capabilities of SECDED, which comes atst obenergy efficiency with en-
coding ratio 1:3, while Manchester does not provide erreremtion and the encoding ratio
is 1:2. Complex encoding method can be a way to improve litikbiity. However, there
must be tradeoffs between memory usage, energy consungitbthe performance gain.
Besides, Experimental results for different encoding sedgeagree with the expected analyt-
ical behavior.
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— Figure2.6(g) shows the QoCn performance as the packet size is doubtsth be observed
that the performance merges to 1 at a slightly higher nodsigeihis is because a packet
with larger frame size tends to have larger bit error raten&bterature 44]proposes to find
optimal packet sizes for link reliability and energy effioay.

— The impact of area siZé\| on the connectivity is straightforward. As the sub-area giets
larger, to reach the global connectivity requires highedendensity, as shown in Figure
2.6(h). The quantity can be estimated via equati@ri(). However, to form a giant com-
ponent, the probability has not been affected by the siZe of

— With the increase in node density, a giant connected coeng@ppears first and then “swal-
lowed” by the remaining nodes and clusters. Finally, thevoet reaches complete 1-connectivity.
Therefore, the critical node density of giant componentiwgags smaller than the density
required by 1-connectivity. The probability of giant conmgat is related to the largest com-
ponent size, which will be further discussed in the follogvgection.

TABLE 2.1: Critical density for giant component, 1-connectiatyd non-isolation under differ-
ent settings, comparison of analytical and simulationltesu

Settingsp(P(G) = 90+ .5%)|p(P(C) = 90+ .5%) p(P(NI) =90+ .5%)
simulation simulation simulation analysis4.25 analysis 2.26)
(@) 6.37-10°3 1.25-102 1.23-102 122102 1.26-1072
(b) 1.06-102 2.27-107°2 223.102 221-102 2.25.10°2
(c) 5.86-10°2 1.30-102 1.29-102 1.12-102  1.32.10°2
(d) 3.90-10°8 1.08-102 1.08-102 6.00-10%  1.09-102
(e) 4.95.103 9.09-10°2 9.07-10°% 9.07-10° 9.09-10°3
(f 4.93.10°° 8.57-10°3 855.-10% 8.00-10% 857.-10°3
Q) 6.72-10°° 1.33-1072 1.30-102 1.32:102  1.40-10°2
(h) 6.37-10°2 1.40-102 1.36-102 1.34.-102  1.40-10°2

In summary, a higher transmission power, larger node deasd more complicated encoding
method can improve the network connectivity. However, éngrgy inefficient to sacrifice the
transmission power for better connectivity unconditibyahigher shadowing varianag? can
increase the chance of link asymmetry and typically comel wihigher path loss exponent
n ; complicated encoding method consumes more system resaimergy, memory space etc.)
and takes more time. With reference to the improvement spbeach parameter, one should
better balance the connectivity performance and the sasiif resource and energy. Other
techniques such as collaborative radi®][and multiple antennas3f], although effective in
theory to improve global connectivity, need more detaileflaistructure design and proof of
their effectiveness in practice. In all simulation cases,find that the giant component proba-
bility converges to 1 much more faster than 1-connectititgome applications, a few isolated
nodes or small clusters outside the giant component do rastgehthe overall performance. In
that case, a lower node density is sufficient for operatia@sides, the largest component size
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is also an alternative of connectivity measurement. It mby provides information about the
network is 1-connected or not, but also the fraction of theneeted part. Thus a random size
of largest component can be designated satisfying diffesguirement of QoCn.
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FIGURE 2.6: Results obtained by both numerical simulations andréteal analysis under
different settings.

2.5.4 Largest Component Size

Let § be the largest component size in a random graph4hif is found that when the node
numbem is large,S_ is the non-zero solution to the following equation :

S =1-exp(Dp*x) (2.29)

whereDg is the mean degree of the graph and can be calculated by eq{ag). Although fast
converging series exist to solve equati@r?9), a standard zero finding algorithm like Newton-
Raphson method can also be used to fhdas function ofDg. During simulations, we have
found that for largew, the value ofS_ shifts along the mean degree axis. Therefore, we have
tried several function forms to estimate this shift. A gopg@ximation found for this shiftis :
2.7exp(—0.30). Taking this into account, the largest component size byagmation,S , is

the non-zero solution to the following equation :

S =1—exp(Do*S) (2.30)
whereDg = Do — 2.7 exp(—0.30).

Figure2.7 shows the calculated largest component size for differahtes ofg. As visible in
this figure, there is a good match between the simulated andalculated values of the giant
component size.

2.6 Summary

In this chapter, we have presented an analytical procedwaaulating the node non-isolation
probability based on a generalized radio link model in veissl sensor networks. The non-
isolation probability is the upper bound of 1-connectiityobability. We use a combination
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FIGURE 2.7: Giant component size : simulated values v.s. analywalaes

of analytical and simulation-based methods to study theachpf various parameters on the
connectivity behavior. The results can be applied for jicattesign and simulation in wireless
ad hoc and sensor networks. For example, given the envinstairend node configuration, we
can determine the minimum density needed to achieve a lecteuh network or less strictly,

form a giant component, according to different requirenz#i@oCn.

Several issues remain for future work in this area. Firgs,¢chapter only focus on the connectiv-
ity in the spatial domain, itis also interesting to studytdrm@poral dynamics of wireless connec-
tivity. For more challenging dynamic environment, richiene varying link model is required.
Second, in this study we assume the node distribution fallbemogeneous P.P.P.. However,
in many real-world scenarios, the node are in an inhomogendistribution. Bettstetteat al.

in [37] has proposed an algorithm to create random inhomogenéstupdtion. We believe the
more generalized distribution model will lead to more cowweid analytical and numerical re-
sults. Third, it will be interesting if we incorporate thertext of MAC layer, say IEEE802.15.4,
so that connectivity is more information based than puresgay link. Finally,k-connectivity
is a more generalized measure of global connectivity andges more redundancy for routing
choice. In other words, 1-connectivity is just a speciakcs k-connectivity. Some analysis
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has been conducted in [33], but still need further invesibga The procedure may find some
similarities, but the result is of greater generality.
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3

Node Deployment with Quality of
Coverage and Connectivity Support

3.1 Introduction

The deployment problem asks how to place the least numbengbss in an an area of interest
(Aol) to meet some application-specific requirements, @egired coverage and connectivity
properties, detection delay, expected lifetime, etc. A Wsigner who takes into account
the design issues above obviously deals with more than onknear objective functions or
design criteria. However, it is impossible to simultandpaptimize all the objectives because
some of them are possibly contradictive. Higher values m ajective results in lower values
in another. Thus the focus of the problem is to find the Pametatier, the near-optimal non-
dominated solutions, which could allow the users of WSNs éi@rtrade-off choices according
to their own preferences and some practical limits.

In this chapter, we address how to meet application-spdotftzrerage and connectivity re-
guirements by deploying least sensors. Coverage and ciivityeare two fundamental issues
in wireless sensor networks. The goal of coverage is to enthat Aol or the physical state
of the target is precisely sensed, while connectivity isrieuge the event in Aol or the state
of the target is successfully transmitted to the base statia subsequently captured by re-
mote users. Coverage and connectivity together can bestrest a measure of QoS. In the
case where the target field is inaccessible, random deplayisiéhe only method. However, it
cannot guarantee the required coverage and connectiviggsithe node density is higher than
certain threshold47]. If the target field is accessible, a deterministic sengptayment strategy
should be more effective. Such a strategy would minimizedted number of sensors required
and achieve the specific needs of applications in terms oféRpected quality of coverage and
connectivity.

Most existing works on sensor deployment with guarantegdre@e and connectivity are based
on simplistic sensing and communication models, such dsdbkean disc mode#[/—49], with
sensing rang&s and communication rand®.. Under disc model, it is well known results that
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whenR; > 2R, k-coverage of a convex region impliesonnectivity f8]. However, this result

may not hold under probabilistic sensing and communicatimaels. Although disk model
facilitates a geometric treatment to the coverage and ativitg problem, it fails to consider

collaboration in sensing and stochastic nature of radionsamcation. Our work is based on
a probabilistic sensing model and a shadowing fading linkdehowhich are more realistic
compared to boolean disk model.

In this chapter, we take into consideration the geogra@atuire of the Aol and the target event.
In other words, different points of interest (Pols) in the &an be of different importance due to
their geographic relation to the events. If there is sapeori knowledge about the importance
of each Pol, the deployment plan can be more customized Xaon@e, in case of a fire detec-
tion application, Pols around the oil depot are considergdif risky and should be assigned
high coverage probability, while the Pols near the watea asn be placed lower importance.
Intuitively, locations with higher detection requirememed to be deployed more sensors than
those with lower requirement. Meanwhile, the network catingy should be guaranteed in
a probabilistic manner otherwise more power has to be usethgare communication. This
deployment issue can be formulated as a multi-objectiveropation problem (MOP). The
essential requirement for MOP is to find Pareto-optimal tsmhs under multiple decision ob-
jectives and constraints, from which the user can make atodfcchoice according to their own
preference and some practical limits. Among the existinigteams, genetic algorithm (GA) has
been recognized as one of the possibly well-suited to M&IP. [n this chapter, We propose
to use NSGA-II p(] to develop the framework for solving the MOP in sensor dgplent, and
compared the performance results with those obtained loystdrch (TS) heuristic. NSGA-Il is
one of the most popular GAs and has been shown effective iméauof applicationsj1,52)].
The algorithm can be run off-lina priori and the sensor nodes are distributed following the
final computational results. In case the user changes a paralbf the detection requirement,
it is not efficient to run the algorithm once again over the lglayea. We propose to restrict ge-
netic operations in the varied subareas while evaluate titnesg function globally. Simulation
shows that this method converges more quickly with littlgrdeation in performance and the
variation of sensor nodes are much less than the global way.

The rest of the chapter is organized as follows. Se@i@meviews related work including sens-
ing models and current deployment strategies. Se@tidmtroduces the related models used in
this chapter and formulate the problem. In Seciohand Sectior8.5 TS and NSGA-II based
deployment strategies are specified and analyzed resplgciiVe present simulation results in
Section3.6 and point out open issues and challenges in Se@ianFinally we conclude the
chapter in Sectiof3.8,

3.2 Related Work

3.2.1 Sensing Models

A sensor transforms environmental stimuli into electrgigihals. The quality of the resulting
signal mainly depends on three factors. First is the digtdostween the sensor and the actual
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event. For example, the amplitude of sound waves decreasesajically with increasing dis-
tance to the location of the sound-producing event. Whencansdic sensor node has a very
large distance to the sound event, the sensor readings kendistinguishable from the case of
no sound event occurring at all. A second aspect of sensialifyis directionality. In an ide-
alized scenario, a sensor has the same sensitivity in attithins ; however, in practice, often
certain directions are preferred. This can be either bytcocison (for example, visual sensor)
or as a result of sensor deployment, e.g. a node’s acoustsoses obstructed by other node
components. A third aspect is constituted by the posgilitiat the same sensor can generate
different outputs for the same environmental stimulus #eint times, for example, due to
temperature variations the sensing circuitry is expose@&tmeralizing this observation, the
signal delivered by a sensor for an external event at a oedliatance is not a fixed value, but
a distance-dependent random variable. Most sensing mosietsin the literature focus on the
first aspect and assume omnidirectional sensing and nomamdoations. These assumptions
are generally reasonable and make some problem less catepliSome commonly used sens-
ing models are illustrated in Figuel

H
=

H
-

Sensing Probability
Sensing Probability

Sensing Probability
Sensing Probability
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Egé] Boolean disk model (b) Power model$4] (c) Exponential modeH5] (d) Staircase modebp]

FIGURE 3.1: Some of the sensing models used in the literature.
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3.2.2 Overview of Deployment Methods

Deployment strategies can be classified into three categgans : random deployment, regular
deployment and on-demand deployment. The choice of th@geynt scheme depends highly
on the type of sensors, application and the environmentttigasensors will operate in. Con-
trolled node deployment (regular deployment and on-dentpdoyment) is viable and often
necessary when sensors are expensive or when their opeisasignificantly affected by their
position. Such scenarios include populating an area wighlhiprecise seismic nodes, under-
water WSN applications, and placing imaging and video sensustances include “a line in the
sand” [] sensor network for target tracking, CitySenSé|[network for urban monitoring, Soil
Monitoring [58] sensor network etc., wherein sensors are hand-placeteatesd spots prior to
network operation. On the other hand, in some applicatiandam distribution of nodes is the
only feasible option. This is particularly true for harstvieanments such as a battle field or a
disaster region. Depending on the node distribution andetie of redundancy, random node
deployment can possibly achieve the required performaaaksgin the following we describe
each methodology and highlight their strengths and linaites. Besides, popular strategies and
techniques for node deployment in WSNs can be found in a gynrager p9].

Random deployment: In applications of WSNs in reconnaissance missions ducmmbat
and disaster recovery, deterministic deployment of sensovery risky and/or infeasible. It
is widely expected that sensors will be dropped by heliapgtenade launchers or clustered
bombs. Such means of deployment lead to random spreadingnebss. Although the node
density can be controlled to some extent, the specific requénts of applications are uncertain
to be guaranteed. Random deployment can be modeled by pocdss, for example, Poisson
point process (see definitidhl) or binomial process. Figuré.2 and Figure3.3illustrates the
node spatial distribution generated by homogeneous armaringeneous Poisson point process
(Poisson cluster process) respectively. Poisson poirdegses are popular, for example, for
modeling the number of stars in a certain space area or théewaf bacteria cultures on a
Petri dish. The striking feature of such a Poisson point gseds that it matches the intuitive
notion most people have of “random deployments”.
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FIGURE 3.2: Random deployment generatedFIGURE 3.3: Random deployment generated
by homogeneous Poisson point process. by Poisson cluster process.
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Regular deployment: In contrary to random deployment, regular deploymeniofei some
regular geometric patterns. In WSNs, the regular deploymesthod is commonly adopted
in an indoor environment or somewhere easy for people tosacCehere are various regu-
lar patterns. Researchers are most interested in the pdittar can guarantee coverage and
connectivity with minimal number of sensor nodes. For yeanarks in this research domain
are based on a result presented in 1939, which states thegghkar triangular lattice pattern
(triangle pattern in short) is asymptotically optimal imntes of the number of discs needed to
achieve full coverages]. This result naturally provides six connectivity only wig. > v/3Rs.
However, general values & /Rs in practice can be anything positive. For example, while the
reliable communication range of the Extreme Scale Motdqtat is 30m, the sensing range
of the acoustics sensor for detecting an All Terrain Vehisl&5m B1]. In this case R:/Rs

is far less than/3. Progresses in exploring optimal patterns under diftevaiues ofR./Rs
have been made in recent years.36][and [49], the asymptotically optimal pattern to achieve
k-connectivity k < 6) and full coverage is explored. FiguBe4 and Figure3.5 illustrate two
popular regular deployment patterns : square lattice andaggral triangle lattice.

50} . . . . . . . . . . 4 50t

40+ . . . . . . . . . . 4 40+

30 . . . . . . . . . . 4 30} .

20 e e ... . . e 20F -

10+ . . . . . . . . . . 4 10} °

FIGURE 3.4: Regular deployment pattern fol- FIGURE 3.5: Regular deployment pattern fol-
lowing square lattice. lowing equilateral triangle lattice.

On-demand deployment Although random deployment and regular deployment aexgife

in some environment, they can not provide service guaraoteeeet differentiated require-
ments of applications. On-demand deployment is specijicisigned to meet the requirement
of the application. The final deployment pattern is usualifa;med by optimization of several
objectives. The most common objectives include increasiagoverage, achieving strong net-
work connectivity 2], extending the network lifetimes3] and/or boosting the data fidelity. A
number of secondary objectives such as tolerance of noldesdb4] and load balancing have
also been considered. Most of the work strives to maximiealsign objectives using the least
amount of resources, e.g., number of nodes, since typioabsaodes still cost around $100
each p5].

In this chapter, we particularly cares about the perforreaicoverage and connectivity. In the
literature, the art gallery problerg$,66] aims to use the minimum number of guards to watch a
polygon area, which is identical to the deployment probldmwever, it is assumed that a guard
can watch any point as long as line-of-sight exists and isdue address the communication
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issue between guards. The problem of finding optimal depémtrwith guaranteed coverage
and connectivity has been addressed in several literatBeeet al. [49] propose optimal de-
ployment patterns to achieve full coverage &bnnectivity k < 6) under different ratios of
sensor communication range over sensing range. Howewearwhbrk is under the assumption
of disk sensing and communication model. Under non-disceaisotheir “optimal” deployment
patterns may be too conservative. Several studiésg9 model a sensing field as grid points
and discuss how to place sensors on some grid points toyse¢idhin coverage requirements.
Reference §7] discusses how to place two types of sensors with differestscand sensing
ranges such that every grid point is covered by sensors antbtal cost is minimized. The
work in [68] considers a probabilistic sensing model and discussestb@iace sensors in a
field possibly with obstacles such that every grid point igeced with a minimum confidence
level. In [69], the objective is to place sensors to ensure that everypidt is covered by
different sensors; the result is to distinguish from defargrid points for localization applica-
tions. However, these works do not address the relatioristipeen sensors’s communication
rangeR; and sensing rang®; and most of them use Boolean disk sensing model.

A few literatures have replaced disk sensing model by pritisab [ 70-72] or stochastic mod-
els. Zouet al. [70Q] present two heuristic algorithms to optimize the numbeserisors while
minimizing the overall miss probability and they specifigaleal with the problem of uncer-
tainty in sensor locations. II7[l], Zhanget al. formulate the differentiated deployment problem
as an integer linear programming problem and also proposaiashic algorithm to solve it.
Propositions in TO, 71] only satisfy coverage requirement but do not consider agtveon-
nectivity. Aitsaadiet al. [72] use TS to find optimal deployment with differentiated cage
and connectivity. Their approach is testified to outperfeotutions in [0, 71]. However, they
adopt disk model as the communication model and their finatisa has no diversity. There
are also literatures addressing mobile sensor deployrigptyhile in this work, we only focus
on static sensor node deployment, i.e., sensors do not niievelaployed.

3.3 Preliminaries and Problem Formulation

3.3.1 Sensing and Communication Models

We adopt exponential sensing model as describe@l 3nSpecifically, the probability that a
target/event at poir® be sensed by sensgris :

17 h<S|, P) <Ts
cs(P) =13 e @hsP—197 1o n(g,P) <, (3.5)
0, h(s,P) >ry.

whereh(s, P) is the distance betweanandP, w andf are parameters that measure the decay of
sensing probability with distance; andr, are two thresholds denoting boolean sensing radius
and maximum sensing range respectively. This model refteetbehavior of range sensing
devices such as infrared and ultra sound sensors.
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Let Sbe the set of nodes whose sensing range cover thePanpressible aS= {s/|h(s,P) <
ru}. The total coverage probability of the point also referred to as 1-coverage probability, is

defined as :
ISl

Cs(P)=1-[](2- s (P) (3.6)

which is the probability that poirR is covered by at least one sensor.

For radio link model, we adopt PRR-based link model as desdrnin Chapte®, Section3.8. It

is expressible as :
_ 1 y() 1 \\*
p(h) = (1_ EeXp(_Tm)) (3.7)

The explanation and value of the notations can be found irpteéha, Section3.8.

3.3.2 Problem Formulation

Figure 3.7 illustrates the deployment problem. The to-be-deployed & associated with dif-
ferentiated requirements for quality of converge. Thetkgltolor implies a higher value of
coverage requirement. After deployment, the requiremientilsl be satisfied and the resulting
network should meet the connectivity requirement as wéle 10-be-deployed ared is first
discretized intoX x Y grids, as shown in Figuré.6. The grid dimension depends on the user’s
precision requirement and computational capability . # #rea is highly fine-grained, each
grid can be regarded as a Pol. To facilitate mathematicaligei®n, we refer to each grid by its
barycenter. The distance between two grids is defined asdtande between their barycenters.
As mentioned before, the coverage requirement of diffdPehin the arear is different char-
acterized by their geographic relation to events or targétas, we assume that each Fpin

</ is associated with a minimum coverage threshold, dengte@l< R, < 1. The deployment
strategy can thus be denoted bX& Y boolean matrixD, with the element; = 1 indicating

a deployed sensor in respective Pol whdie= 0 no sensor deployed. After deployment, each
Pol is actually covered with probabilit;, defined by 8.6). We useG(V,E) to represent the
communication graph after deployment, in whi¢hs the vertex set ang is the edge set de-
noting communication links. Finally, under given conneityirequiremenR.onn, We formulate
the MOP as :

XxY

min N= Zldi’
i=
XxY

min Zl A, (3.8)

st. ConnG(V,E)) > Reonn,
d € {0,1}.

where
(3.9)
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andConnis defined as the one-connectivity probability of the resglhetwork. In problem
(3.9), the first objective is to minimize the number of nodes witie second objective is to
minimize the difference between the required coveragetiuie and the after-deployment cov-
erage probability. The constraint is that the 1-connegtiprobability of the resulting network
should be greater than user requirenmi&gtn
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FIGURE 3.6: lllustration of the area discretization.

(a) Before deployment (b) After deployment

FIGURE 3.7: lllustration of the deployment problem.

The dimension of the solution space of the above problentis 2To obtain the optimal or

sub-optimal solutions in polynomial time, we resort to hs&lic approaches. In the following,
we use two different multi-objective heuristic methodsabve the problem : TS heuristic and
NSGA-II. The pros and cons of each algorithm are analyzedthaedsimulation results are
compared in SectioA.6.
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3.4 Method 1 : TS Based Deployment Strategy

TS is a local search optimization technique which tries taimize a cost functior(s), by

iteratively moving from a solutios to a solutions, 1 in the neighborhood of (according to a
neighborhood functiofd (s)) until a stopping criterion is satisfied or a predeterminachher
N of iterations is reached.

3.4.1 Initial Solution

The convergence of TS method depends on the judicious chbibe initial solution. Ideally,
the first solution has to be close to the optimal one, otheyv@sce the maximum number of
iterations is fixed, the algorithm may stop before reachigliest solution. Consider that the
decision,D(x,y), of deploying a sensor in a poiR{x,y) is a random variable, which follows
a Bernoulli distribution with parametdt. The binary form of the decision rule motivates the
choice of the Bernoulli law. Preciselp(x,y) can assume a value of 1 with a probabilityébf
and the value of O with a probability of-1 8. The parametef, associated to a poif(x,y),

is chosen as the percentage of the points located in thatyiohP(x,y) and not receiving the
required probabilities of detection. The vicinity, dersbte’, is defined as the set of neighbor
points located inside the maximum monitoring circle of assgrwhich would be placed IR.

Formally,
1 @)

9:|Y(F’|)| i; L <Ry, (3.10)

where[.”(R)| is the number of nodes ir¥’, and 1, is the indicating function, which is equal
to 1 if the condition is true and 0 otherwise. The initialipatof the TS approach follows these
steps:

1. Theinitial TS solution is started assuming zero depl®gsors. Thus, for aiy; Bernoulli
parameters are computed using equat®h@ with C(x,y) = 0.

2. Generate a list,, including all points of AL is a decreasingly sorted list of points ac-
cording to their Bernoulli parameters.

3. InL, select the poinP with the highest Bernoulli parameter, and remove it fromlibte
If the actual detection probabilif§(x,y) associated t® is lower thanR, then a decision
to deploy a sensor iR is randomly generated through a Bernoulli decision ruléhwit
parametep.

4. If the Bernoulli decision is to deploy a sens@(X,y) = 1), then (1) the probabilities
of detection for all points in the vicinity oP (the set¥’) are recomputed, and (2)is
updated.

5. If L is not empty, go back to Step 3).

When the stop criterion of step 5) is satisfied, the resulpogjtions of deployed sensors are
considered as the initial solutiag. The latter one is saved in the algorithm’s memory, called
the tabu list. The goal of the tabu list is not to block the o€t a local minimum of the cost
function. The size of the tabu list is denotedtlpu length
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3.4.2 Neighborhood Exploration

After obtaining the initial solution, we begin the procedwf neighborhood exploration. The
neighborhood exploration will be conducted &iop lengthtimes, which is to limit the itera-
tion rounds. The neighborhood of a solutigns defined as the solution set that can be gener-
ated by solutiors through some basic transformations. We propose two nergiggeneration
methods, namely suppression oriented stage and addibaeated stage. These two methods
alternate in the successive iterations of our TS approacti &ages are detailed hereafter.

Suppression oriented stage
The aim of this stage is to suppress some sensors among tolsged in over-covered areas.
The method proceeds with the following steps :

1. Compute the Bernoulli parameters for Rlusing the equation3(11) and assuming the
deployment obtained in the last TS iteration.

B 1 B R, J)
2= 7P 4 By K c<i,1>) (3.11)

2. Generate a list,sypp including all the points where a sensor is deployx(y) = 1).
The list is then decreasingly sorted accordin@io

3. In Lsypp select and remove the point with the high@st and randomly generated the
decision to suppress the sensor through a Bernoulli decisie with parameteé, if the
connectivity requirement is satisfiethnn(s) > Reonn

4. If the Bernoulli decision is to suppress the sen&xx(y) = 0), then the probabilities of
detection for all points in the intersection of sensing aohmunication vicinity ofP are
recomputed. In this case, the llsfppis updated.

5. If Lsuppis not empty, go back to Step 3). Once the stop criteria onStepsatisfied, the
next TS iteration alternates toward an additional stage.

Additional oriented stage:

The aim of this stage is to add more sensors to the actualybgptmes in under-covered areas.
The execution is very similar to the initialization stagecept step 1) and step 2) are replaced
by the following steps :

1. Compute the Bernoulli parameters for Rlusing the equation3(10 and assuming the
deployment obtained in the last TS iteration.

2. Generate a lidt qq including all the points where a sensor is not deployed. ®ie@he
is then decreasingly sorted according to the resulting @dlirparameters.

Steps 3), 4) and 5), as detailed in initialization stage repeatedly executed until that the list
Ladq is empty.
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3.4.3 Cost Function

After the neighborhood exploration during thi iteration, an elected solution must be chosen
among the explored candidates with numbeNgf This solution, which cannot be in the tabu
list, is the one which provided by minimizing a given costdtiaonF. The cost function reflects
two objectives of the optimization problem describe®i minimize the number of deployed
sensors and reduce the gap between the generated and eelgesestt detection probabilities.
The first objective could be quantified by counting the nunabfeleployed sensors. Formally, as
defined in sectio®(x,y) = 1, if a sensor is deployed in the pofitx, y). OtherwiseD(x,y) =0.

In order to minimize the cost function, F includes the follogiterm :

Cost supp= z A(X,y) (3.12)
{xytess/

Cost add= z D(x,y) + Z A(X,Y) (3.13)
{xytes {xytes

According to the expression of penalty function, a sucegskgployment solution should lead to
obtain detection probabilities higher than (or ideally &do) the required detection thresholds.
If it is not satisfied, the penalty function value translatesy far is the solution to the required
thresholds. This is exactly the second objective of thenogttion problem. From the above
objective expressions, the authors define two cost funet@wst suppand Cost add. The
functionCost suppis used to choose the best next iteration solution in thealessuppression
oriented stage. The functiddost suppis formulated using only the equatioB.{2. On the
other hand, the cost functidhost add is used in the case of additional oriented stage. In this
case, the two both terms associated to each objective ahigatiion problem are integrated
into the cost function.

The pseudo code of TS based deployment strategy is illestratAlgorithm33.

3.5 Method 2 : NSGA-II Based Deployment Strategy

There are a number of heuristic methods possible to solvielgmo (3.8), among which we
choose a popular genetic algorithm, NSGA-II. As well-kno@#\s have been successfully ap-
plied in many areas, especially in numerical and combimgtoptimizations $1,52]. NSGA-II
follows some basic steps of GA. The population is first ifideed and then sorted based on
nondomination into each front by using a fast sorting alponi. Each individual in each front
is assigned a fitness (or rank) value equal to its nondonoimdével. Once the nondominated
sorting is completed the crowding distance is also assighants are selected from the pop-
ulation by using binary tournament selection based on thk amd crowding distance. The
offspring population is combined with the current gen@magpopulation and selection is per-
formed to set the individuals of the next generation. Theet parents generate offspring by
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Algorithm 3.4.1: TS

1 Compute the initial solutiosy ;

2 Scurrent = S0,

3 tabu list = {s};

41=0;

5 boolsuppresssensor= true;

6 While i < stop_lengtido

7 neighbor solution= & ;

8 if suppress_senset=true & conn(s) > Reonnthen

9 for j=1toNdo

10 s = Fun supgs);

11 neighbor solution= neighbor solution+ {s'} ;
12 Cost(s') = Cost supgs);

13 end

14 else

15 for j=1to N do

16 s =Fun_ add(s);

17 neighbor solution= neighbor solution+ {s'} ;
18 Cost(s') = Cost add(s) ;

19 end

20 end

21 for j=1to Ngdo

22 if s € tabu_listthen _
23 \ neighbor solution= neighbor solution— {s'} ;
24 end

25 end

26 | find $°3tin theneighbor solution which satisfyCost(s*®) = min(Cost(sN)) ;
27 S+1= ﬁbeSt;

28 | if Cost(sP®) < Cost(scurrent) then

29 ‘ Scurrent = 5|beSt;

30 end

31 | tabu list = tabu list 4 {P°SY ;

32 suppresssensor= false;

33 end
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using crossover and mutation operators. The new genernatioontrolled by each front sub-
sequently until the population size exceeds the currentilptipn size. Since all the previous
and current best individuals are added in the combined pdipal elitism is ensured in the
NSGA-II.

3.5.1 Initial Population

Each GA requires an initial populatid® to serve as the starting point. To have more diversity
in the initial population, we use both random and greedy agagies to generat. Random
deployment is calculated as follows :

1, rand<K-R;

di = { 0, otherwise (3.14)

in which K is a tunable parameter controlling the node density ramdl € [0, 1]. The greedy
approach is similar to the initialization procedure in T®eTdecision to deploy a sensor on
R follows Bernoulli distribution#(0), whose parametef associated td? is calculated as

follows :
1 |S(R)

6 == m i; 1{Ci<Ri}7 (315)

where|S(R)| is the number of nodes i8, and 1, is the indicating function, which is equal
to 1 if the condition is true and O otherwise. First, thereasnode deployed. For any P8),

Ci = 0. Select a random Pol and compute the valué &llowing (3.15. Second, generate a
list L to include all points ofeZ in decreasing order of the value 6f Third, select the point
P with highest8 and remove it fronkL, and compare the actual sensing probabdjtyvith the
requiremenR;. If C; < R;, deploy a sensor iR following #(0). If the decision is to deploy a
sensor, recompute the coverage probability in the senammgerofP, and updaté.. Repeat the
third step until the list is empty.

3.5.2 Objective Evaluation, Fast Sorting and Crowding Disatnce Com-
parison

After the initial population is generated, we compute ail tibjectives for each individual solu-
tion and evaluate the constraints, following equataha

XxY XxY
Fr= d'7 FZZ AI?
' i; I i; ! (3.16)
Ct=ConnG).

After computing the objectives and constraints, each idd&l solution in the population is
ranked with nondominated criteria and sorted into diffefeants by using a fast sorting algo-
rithm. Crowding distance is computed for differentiatiig tsolutions of the same rank. Thus
the diversity among nondominated solutions can be obtained
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3.5.3 Genetic Operations

An intermediate population of siz®, is created by employing the following genetic operators :

Selection: First, parents are selected from the population by usingaryptournament selection
based on the rank and crowding distance. This is based omittoégbe that parents with better
chromosomes can reproduce better offsprings.

Crossover: We choose multiple crossover points, whose locations ailated using a ran-
dom number generator (RNG), to create a new population wahability pc.

Mutation : Newly reproduced chromosomes are transferred to the mntpbol. With mu-
tation probabilitypm, randomly chosen chromosomes are mutated. A new populigtithus
generated. To achieve good convergenmgas usually set a larger value thag,.

After the genetic operation, we combine the parents angifig populations into a whole
population of size &, and continue the procedures in sectbf.2to obtain a new population
of sizenp, which is then used for the genetic operation in seclién3 The iteration stops when
the termination criterion, e.g. a maximum generatien is reached.

Algorithm 3.5.1: Genetic algorithm

Generate the initial populatid®, sizepop size;
Evaluate objective valuds (Ry), F(Py) ;
sort(P) ;
for i = 0to max_gerdo
for j = 1to pop_sizalo
select two parentp; andp, from B ;
of fspring = selectioripy, p2) ;
with a probabilityac, perform

of fspring = crossove(py, p2) ;
with a probabilitya,, perform

of fspring = mutate py, p2) ;

end

Qi =of fspring;

R =R UQi, size 2« pop size;

F =sort(R);

Ri1=replacd.#); \x selectpop sizeelements fromZ x\
end

3.5.4 Deployment Result Update

Suppose an optimal solution has been obtained using theed@8GA-II algorithm. There is

a question that when the coverage thresholds at some Pglds/dmrequired to run the above
algorithm once again ? As illustrated in FiguBe3, the coverage thresholds of Pols inside the
ellipse vary while those outside the ellipse remain the sabme way is to take it as a brand
new issue and follow the original steps to reach an optinati®m. Due to the nature of genetic
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algorithm, this treatment may result in a major change ofibee deployment over the whole
Aol. In order to preserve the original placement of most eesysanother way is to clip out the
varied subarea and run the algorithm independently in tharea. However, this will bring
a problem that nodes outside the subarea cannot contributeetcoverage or connectivity
inside, which may result in larger number of nodes than reguiTherefore, we propose to do
genetic operations in the varied subarea while evaluatelijextives still in a global way. This
will ensure that nodes outside the varied subarea cooperttenodes inside in both sensing
coverage and communications.

FIGURE 3.8: The coverage requirement in the circled area is varied.

3.6 Performance Evaluation

In this section, we conduct numerical experiments to evaltle performance of the deploy-
ment strategy based on TS and NSGA-Il. We compare the twaitdgowith random and
grid deployment. In case the coverage threshold in a smedl @aries after deployment, both
global and local operations are conducted to redeploy theoss. In addition, we compare the
efficiency of the strategies according to multiple metrics.

3.6.1 Simulation Settings

Unless otherwise stated, we use the following settingso 0.4, =1.2,rs=2m,ry=10m.
(i) The transmission power increases from -16.9dB to -B,2ebrresponding to equivalent com-
munication ranges from 5m to 11m. The equivalent sensingcantmunication range under
disk models are calculated as below :

ER = /r”c dh
0 (3.17)

+oo
EPC:/ p dh
0
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wherec is the sensing probability of a sensor within distahodefined in 8.5), andp is the
communication probability defined i3 (7). Following (3.17), the equivalent sensing and com-
munication rangeR = —6.9dB) under disk models equal to 4m and 9m respectively, asrsho

in Figure3.10and Figure3.10Q (iii) The deployment region is discretized into 50 grids

and the center of each grid is a Pol. The coverage thresholthe Aol are non-uniformly
distributed and vary from 0.1 to 0.99, as illustrated in thst fsub-figure of Figur&.18 with

light color indicating a large threshold value while darkaroon the contrary. (iv) Random
deployment approach follows (14) and the best is chosen out of 10 tries. For TS based strat-
egy, stop length= 100, tabu length= 10, Ng= 15; For NSGA-Il based strategg, = 50,

pc = 0.75, pm = 0.1, gen= 50 (v) The connectivity constraint is set to 95%.
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FIGURE 3.10: Communication model, indi-
cating equivalent communication range under
disk model, withR = —6.9dB.

FIGURE 3.9: Sensing model, indicating
equivalent sensing range under disk model.

3.6.2 Simulation Results

Figure3.11is one of the results obtained by TS. It is clear that nodeslansely deployed
in the area with high sensing requirement, while sparse enatfea with lower requirement.
However, for a specified requirement, TS can provide oner@tsolution. It is not flexible for

multi-objective optimizations.

Fig. 3.12captures a snapshot of the evolution procedure of GA. Glesslthe evolution genera-
tion increases, the resulting deployment gradually apgvesithe optimal. It is worth noting that
Fig. 3.12only shows one of the diverse solutions while through GA, ae abtain a group of
non-dominated Pareto solutions. The application userlestabmake tradeoff choices between
different solutions according to their practical consatems.

Figure 3.13 plots the number of nodes required by four deployment methwdier different
ER./ERs ratios. For each method, as tA&:/ERs ratio increase from 5/4 to 11/4, the number
of nodes required gradually decreases and finally convésgesiinimum value. This is because
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FIGURE 3.11: The deployment strategy obtained by TS.
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FIGURE 3.12: Evolution procedure of GA.
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the sensing parameters remain unchanged. There should ioénaum number of nodes guar-
anteeing the coverage requirement. Further increaB&ircannot do any help to the coverage
but result in a waste of power instead.

300 T 1 T ¥ >
*  GA r = = ]
o TS 0.95% = I * *
o - random
250 x - grid 09
‘E‘ @
x = L
2 8 0.85
< 200 - £
c 8 o8 @ * - GA
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o} 5 o - random
g 150 * i x x x 2 075 * - grid
2 1% 2
° ° ° g o7t 2
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FIGURE 3.13: Required node number of vs. FIGURE 3.14: 1-connectivity probability vs.
ER./ERs ratio. ER./ERsratio.
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FIGURE 3.15: Total power of different deployment \BR./E Rs ratio.

Although TS based strategy requires least sensors, it taatisfy the connectivity require-
ment as shown in Figurg.14 This is because TS approach does not support multi-obgecti
optimization problem very well. The strategy proposedig] [ensures a connected network
under boolean model in the initialization phase. Howevealpes not maintain the connectivity
in the afterward searching procedure. The 1-connectivitpability is plotted in Figure3.14,
which indicates that the resulting network by GA approach easure a connected network
with the probability around 95%.

As ER./ERsincreases, more transmission power is required. As showigure3.15 the total
power for the network increases in spite of the number of aadereasing. It is worth noting
that in caseER;/ERs < 2, the increase in the total power is gentle while in da&/ERs > 2,
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the increase becomes steep. This implies that there shewddiadeoff between transmission
power setting and the total number of nodes required, ptagethe total power from going to
the steeply increase range.
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FIGURE 3.16: Nondominated solutions with FIGURE 3.17: Nondominated solutions with
ER.=9andER. =11,Ct > 95%. ER.=5andER. =7, =0.

FIGURE 3.18: The coverage requirement in subareas is varied : fluat®ns.

Figure 3.16 and Figure3.17 show the obtained nondominated solutions using NSGA-II. In
Figure3.16 all the solutions satisfy the constra@it, nondominated solutions with tradeoffs in

F, andF; are presented. Similarly in Figuge17, all the solutions satisfi/ = 0, nondominated
solutions with tradeoffs ifr; andCt are given for users to choose an appropriate one according
to their practical conditions and limits.

In case that the coverage requirement in some subarea vargpwoth global and local op-
timizations for the updated problem. As shown in Figaré§ the first sub-figure denotes the
original requirement, while the 4 sub-figures afterwards @ew requirement with subareas
variation. Figure3.19shows respective performance. We can see that the totalenohbodes
required is almost the same for the two approaches. Locabapp converges more quickly and
it is easier to find a novel solution while the global approattich searches in a wider range,
lacks of efficiency and sometimes may not reach the samedsvetal approach with the same
time complexity. An obvious advantage of local approacs iliethe varied number of nodes in
the network. For global genetic operation, it is highly pblesthat the deployment in the area
without threshold variation be destroyed to satisfy a glslearch of optimal solution. On the
contrary, local approach restricts the search in the Ipedlarea. Thus the placement outside is
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not affected. Since the fitness function is still evaluated global way, the local approach will
not degrade too much, if compared with the optimal soluti&agh local and global approaches
satisfy the connectivity constraints as shown in Figgiz

150 ‘ ‘ I total number (Ioéal)
I total number (global)
[ variation number (local)
[ Jvariation number (global)

100

|

1 2 3 4
Four situations

Number of nodes

FIGURE 3.19: Total and varied number of nodes by local and globalpdations

nectivity

Probability of 1-con

0.941

FIGURE 3.20: 1-connectivity probability by local and global congtions

3.6.3 Complexity Analysis

The worst-case complexity of NSGA-II @(mr%), wherem s the number of objectives while
for TS it is O(kXY), wherek is a constant related to iteration time and sensing rangs. It
worth noting that if the deployment area is large or the grahglarity is small, the complexity
of NSGA-II based strategy will not be affected but the comitjeof TS based method will
increase. In this sense, NSGA-II based deployment strasegppre adaptive and robust to the
dimension and granularity of the area.
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3.7 Open Issues and Research Challenges

In this section, we highlight open research problems, ifletite issues involved and report the
ongoing work. First, the genetic operator used in this wenelatively simple and direct. How-
ever, to achieve higher searching efficiency, more comggtcaperators should be explored, e.g.
hybrid algorithm for the genetic operations. Second, thesksstudies the deployment problem
in a 2D area, which can be extended to 3D situations. Howdvwere may be new challenging
issue in 3D deployment problem such as description of 3D e@@/and connectivity, and the
enlarging of the solution space. Third, in this work we did oonsider the sensor scheduling.
However, for many long-term unattended applications, g@neonstraint is a major stumbling
block that limits the long-term sustainability of WSNs. Té#re, an intuitive way to save en-
ergy is to make the sensor nodes work at a low duty cycle, ichvtiiey schedule themselves
to be active for a brief period of time and then stays dormanaflong time as illustrated in
Figure3.21, whereTy, is the sleeping duration for each sensor in each periodhatdt3 are the
waking time of each senor. Our ongoing work is to simultarsépaptimize the deployment and
scheduling of sensor nodes so that application-specifeggin@ments (converge, connectivity,
network lifetime etc.) can be satisfied.

Start of a period

[z

1
S,

FIGURE 3.21: lllustration of a cyclic sleep schedule for 3 sensors.

3.8 Summary

The deployment strategy for achieving differentiated cage and probabilistic connectivity in
wireless sensor networks is studied in this chapter. Thiogepent problem is formulated into a
multi-objective optimization problem and multi-objeaimetaheuristics are proposed to solve
the problem. Solutions based on TS heuristic and NSGA-lIsaexified and analyzed. Sim-
ulation results show that NSGA-II based strategy can meed#sired coverage requirements
and maintain connectivity in a probabilistic manner witretatively small number of sensors.
It also provide diverse solutions for tradeoff choices lesw multiple objectives. In addition,
for the applications in which the coverage requirementegin some subareas, a local genetic
operation is more time-efficient and needs less variatigheroriginal disposal than a renewed
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global optimization. Our solutions to the deployment issaie also be applied to solve on-duty
sensor set selection and scheduling problem if the senawesdiready been densely deployed.
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Routing with Real-Time QoS Support

4.1 Introduction

In WSNs, as single node has limited power, it is common fordduwa being transmitted to the
base station through multi-hops. While we have discussedtbanaintain coverage and con-
nectivity in the former chapters, and suppose now nodes $&veed the data we are interested
and the network connectivity is fine, it is the responsipitif the routing protocol to relay the
data through multi-hops to the BS within certain delay bousdpporting real-time QoS in
WSN can be addressed from different layers and mechanisn@gwhich routing protocol
has always played a crucial role in supporting end-to-enfl.Qo

Providing real-time QoS in network layer is to enable traissions of periodic or sporadic
messages within predefined deadlines in a reliable fashiorejiness is especially important
for crucial alarm messages. Out-of-date data are ususghguwant and may even lead to negative
effects to the system monitoring and control. Since the lasichannel is random and time-
varying, conventional deterministic QoS measures shoeilgtplaced by probabilistic ones. An
important performance measure is the deadline miss ratRPwhich is defined as the ratio
of messages that cannot meet deadlineg. Moreover, sensor nodes usually use battery for
energy supply. Hence, energy efficiency is also an impodasign goal. It is usually defined
by the energy consumed per successfully transmitted pa€Ekethermore, in order to avoid
network topology holes and achieve a longer network lifetimode load and energy balance
need to be considered. The design in this chapter is origntetbre demanding applications
which emphasize packet delivery timeliness and end-toc@m8, e.g., alarm messages should
be transmitted from sensor nodes to control center in timassto take prompt actions]|
Energy efficiency and load balance are also among the desajs.g

It is known from the literature that for system simplicity sta@xisting routing protocols are
based on 1-hop neighborhood information. However, it iseeigd that multi-hop information
can lead to better performance in many issues includingmpumessage broadcasting and
channel access schedulingbfE77]. For computing 2-hop neighborhood information in wirales
ad hoc and sensor networks, some distributed algorithmseéiwient information exchange
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schemes are reported iiig, 79]. In a network ofn nodes, computing 1-hop neighbors with
O(n) messages is trivial while computing 2-hop neighbors seeniscrease the complexity
and overheads. However, a complexity analysis reporteddirhjas shown that every node can
obtain the knowledge of 2-hop neighborhood by a tot&@f) messages, each 6flogn) bits,
which could be enough to address the ID and geographic posifinodes.

It is very likely that a system can perform better if more imfi@ation is available and effectively
utilized. By a preliminary study of the asymptotic performasa of a generic routing with multi-
hop routing information, it is observed that the number gifhweequired from the source to sink
decreases significantly from 1-hop to 2-hop informationedasouting. However, the further
gain from 2-hop based decision to 3-hop based decisiondsat&sctive, especially if complex-
ity increase is also taken into account. In this chapter, wp@se a 2-hop information based
real-time routing protocol and show its improvement ovérop- based protocol SPEEB(].
The choice of two hops is a tradeoff between performanceaugment and the complexity
cost. The idea of 2-hop routing is straightforward but howse or integrate the information
effectively so as to improve energy and real-time perforoeas generally nontrivial. The re-
sulting design has the following novel features :

1. Compared with existing protocols that utilize only 1-hmgighborhood information, it
achieves lower deadline miss ratio and also higher enefigyesicy.

2. A mechanism is embedded which can release nodes thaegresfitly chosen as packet
forwarder. An improvement of energy balance throughoutitevork is achieved.

3. The simulation is built on Mica2-base2f lossy link model, energy model and CSMA/CA
MAC setting (similar to B-MAC RQ]) which are very close to real systems.

The rest of this chapter is organized as follows. Sedfi@discusses related routing protocols
for real-time QoS in WSN and explains the motivations. Secii.4 presents our design. The
performance of proposed protocol is reported in SectibnSimulations and comparisons have
shown its effectiveness. In Sectidr, we discuss possible enhancement. Finally, Seectiagn
concludes the chapter.

4.2 Related Work

4.2.1 Real-time Related Routing Protocols

Generally speaking, there are three classes of routingipslthat favor end-to-end delay per-
formance guarantee in WSNs : (i) tree based routing, (iij)nogit routing based on shortest-
path-first (SPF) principle by the knowledge of whole netwtwogology, and (iii) geographic
routing by the knowledge of node position.

Tree based routing is popular in industrial WSN setting B&g has provided a hierarchical tree
routing scheme in which packets travel along the edges dfdéleenetwork. This approach suits
the many-to-one traffic model and does not need routing t&nid-to-end QoS (delay, energy
consumption, etc.) can be estimated by the depth of the ltte@ever, the hierarchical tree

routing can be very inefficient when two nodes in differemtrimhes but mutual radio range want
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to communicate with each other since packets must travelgir the ZigBee coordinators.
AODV routing is thus suggested as a supplement in this casgréposed in§1], another
solution is to look up the neighbor table in routing decisi@o as to avoid long path and thus
shorten the worst-case delay. Another drawback of treedoaseing is the problem of node
energy consumption balancing. Nodes near the root of teertileconsume much more energy
than the other and consequently lead to network topologgshol

In [82], a tree-based QoS-aware protocol is proposed for WSNadi$ fa least-cost and energy-
efficient path that can meet end-to-end delay requiremeimglthe connection. In addition, a
class-based queueing model is employed to serve both fhedtamnd real-time traffics. Their
approach however does not consider the impact of channekaatelay. Besides, the use of
class-based priority queuing mechanism is too complicaneldcostly for resource limited sen-
sor nodes.

A tree routing protocol is often not optimal as it does notatw the shortest path. AODV
is one of the optimal routing based protocols by SPF prieciplowever, additional overhead
(e.g., extra packet and energy consumption) will be intoediin order to maintain the routing
table. AODV is a reactive routing which is more favorable witemmunication is required in-
frequently. The route discovery on demand adds additi@@hty to packet transmission. This
has been investigated i8B3] and an AODV variant is proposed after introducing a newirgut
metric in evaluating path efficiency which includes encetawd delay and energy consumption.
As a result, the network lifetime is prolonged and end-td-delivery ratio is improved for
real-time embedded systems.

Geographic routing is popular in WSNs since it does not neeadintain routing table and
consequently can reduce network energy consumption. Regalgorithms are highly scalable
[84]. Different greedy forwarding strategies can be used ingg&ghic routing protocols as
shown in Figuré.l However, geographic routing protocols are in general mihtal since
most of them are based on 1-hop decision. In addition, dat@rgnode position will introduce
some overheads and energy consumption. Several soluti@ida finding coordinates, e.g.,
using GPS in outdoor environments. Note that for resourogdd WSNs, using GPS can be
a problem as the required positioning chips will increaseghice and energy consumption.
This problem can be alleviated by using positioning chiply @am some nodes, while other
nodes calculate positions with the assistance of theirheiggs. On the other hand, existing
localization techniques such as triangulation, multrien and diffusion §4] can provide
GPS-free solutions. Some ranging techniques have alsodpssmified in the IEEE 802.15.4a
standard 85|, e.g., estimating distance by measuring the differenqgea@bagation delays.

1. Compass routing : Let t be the destination node. Currett mdinds the next relay node
v such that the anglgvstis the smallest among all neighborssif a given topology.

2. Random compass routing : hatbe the node on the above of lisesuch that/v;stis the
smallest among all such neighborssdindv, to be nodes below linst that minimizes
the angle/v,st. Then nodes randomly choos&; or v, to forward the packet.

3. Greedy routing s finds the next relay node such that the distanod is the smallest
among all neighbors c&fin a given topology.
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“ ®) (6)

FIGURE 4.1: Various forwarding methods for geographic routing.

4. Most forwarding routing : Current noddinds the next relay nodesuch that|Vv't|| is the
smallest among all neighbors sfn a given topology, wher# is the projection of/ on
segmenst.

5. Nearest neighbor routing : Given a parameter angleodes finds the nearest nodeas
forwarding node among all neighborsih a given topology such thatvst< o .

6. Farthest neighbor routing : Given a parameter aogleodes finds the farthest nodeas
forwarding node among all neighborsih a given topology such thatvst< o .

In geographic routing, the heuristic greedy forwardingtpcol SPEED §Q] is the first one
addressing real-time guarantees for WSNs. Relay velomitartd a next-hop node is identified
by dividing the distance progress by its estimated forwagdielay. Packet deadline is mapped
to a velocity requirement. The node with the largest reldgaity higher than the velocity re-
qguirement is selected in the highest probability. If ther@d neighbor node that can meet the
requirement, the packet is dropped probabilistically tutate network workload. Meanwhile,
back-pressure packet re-routing in large-delay link isdumted to divert and reduce packets
injected to a congested area. MM-SPEEID|[extends SPEED by defining multiple delivery
velocities for packets with different deadlines in suppaytdifferent QoS. RPAR 6] is an-
other variant of SPEED. A node will adaptively change itsisraission power by the progress
towards destination and packet’'s due time in order to meeteluired velocity in the most
energy-efficient way. Note that all the above protocols @aseld on 1-hop neighborhood infor-
mation.

In our proposed scheme, we also adopt the approach of mapaakgt deadline to a velocity,
which is known as a good metric to delay constrained packatedg. However, our routing
decision will be made based on 2-hop neighborhood infolwnaind corresponding metrics. It
is therefore named as Two-Hop Velocity based Routing (TH\WXR}e that generally speaking it
is also possible to employ other metrics, e.g., by packetiife or hop count, to design routing
protocols. The idea of 2-hop information based routing isegie and applicable. Here, we
will focus on THVR. The routing design and details are giveisectiord.4. The performance
comparisons of current popular real-time routing prote@wk listed in Tablé.1
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TABLE 4.1: A comparison of the discussed routing protocols

Name Type Link reliability Energy efficiency Scalability
Zigbee routing81]  cluster-tree N/A N/A good
improved AODV B3] SPF considered high low
EA-QoS B2 SPF N/A high low
SPEED B(] geographic N/A N/A good
MMSPEED [15] geographic high N/A good
RAPR [16] geographic considered high good

4.2.2 Computing 2-hop Neighborhoods

In this section, we discuss how to compute 2-hop neighbathdlorough a distributed algo-
rithm. Before discussing the algorithm, two important défms are introduced as follows :

Definition 4.1 A MIS (Maximal Independent Set) of a grapk-QV, E) is a subset & V such
thatve= {u,v} € E, either ue S or ve S.

Definition 4.2 A CDS (Connected Dominating Set) of a graph=GV,E) is a subset CC
V such that each node in ¥ C is adjacent to some node in C, and C induces a connected
subgraph.

FIGURE 4.2: lllustration of MIS and CDS, where black circles are Mi&es which are con-
nected through empty squares, forming a C2g.[

It has been proved ir/B] that CDS can be constructed distributely w@in) messages, where
the message length @(logn). Nodes first get their 1-hop neighbor’s ID and positions tigito
broadcasting, then compute their 2-hop neighbors by AllgoriL7.

Theorem 4.1 In a network with total number of n nodes, each node can olimirhop neigh-
borhoods with the necessary condition that the networkaxgh O(n) messages in total.

Proof. Each node broadcasts their ID and position inforomadis a message. Since the number
of neighbors of each node is always less than the total noeioern, this theorem holdsm
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Theorem 4.2 In a network with total number of n nodes, each node can olisRrhop neigh-
borhoods with the necessary condition that the networkaxgé O(n) messages in total.

Proof. See literature/gl. m

Algorithm 4.2.1: Compute two-hop neighbors

nodev sends a packet with its ID, position> to adjacent MIS node;
MIS node broadcasts the packet with D, position counter>, setcounter= 2
while counter> 0 do
if common node hears the packie¢n
if visinits 1-hop listhen
| deletes the packet;
else
| addvto its 2-hop list;
end
else ifCDS node hears the packéen
if visinits 1-hop listhen
| retransmit the packetounter—1;
else
| addvto its 2-hop list;
end
end
end

With theorem and theorem, we can draw the conclusion that iseno increase in the order
of magnitude of the communication overheads from computihgp neighborhoods to 2-hop
neighborhoods. Actually, the knowledge of 2-hop neighbods has been assumed in many
protocols and algorithms for routin§®], broadcasting{6] and media acces3 9.

4.3 Performance Gain of Geographic Routings withk-Hop
Neighborhood Information

In this section, we extend the conventional geographicdyreauting to the utilization ok-hop
neighborhood information to investigate the potential iayement when more information is
allowed. In principle, the neighbor node which can forwdnd packet by the most progress
is selected as the next hop forwarder. Gikelmop neighborhood information, the one in next
forwarding which will lead to a node, aft&rhop routing, closest to the destination is chosen. In
generalization, it is chosen by its potential advantagerms ofk-hop transmissions identified
by the neighborhood information in the corresponding rafdde determination follows the
same concept of preference in the proximity to destination.

As we know, in geographic routing, a selection of forwarduagdidate only by the preference
of shortest distance to destination can simply fall into atirgg deadlock §6]. In other words,
the packet may be passed between two nodes at the dead esaahhie resolved by many
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different techniques. A simple and effective solution isbtacklist the visited end node and
eliminate it from the forwarding candidate list since a ldmxrk occurs. Here, we follow this
approach. Besides, in this Section, the link model adopesimply a boolean disk, which
means if the packet transmission is in the effective radngeaR, the delivery is considered
successful.

In the performance comparison, the number of hops or trasssams required from source to
destination (sink) in the packet forwarding is in our majoncern as it reflects both the routing
delay and energy consumed during transmissions. Here, Meottake into account MAC and
queueing delay in order to focus on the issue of routing. EaeMability to be reported soon is
defined by the ratio of packets from source which can reachitikefinally. When we find the
packet is always buffered at a specific node or possibly Idopen isolated region and thus
cannot go into the right direction after a large number ofdyapwill be considered as routing
failure. This indicator can reflect the routing capabilifyaopath searching scheme. However,
significantly, it also depends on the node density and cgmtoahdicate the level of network
connectivity.

Nodes in the WSNs are uniformly distributed in a geograghacea of (200m, 200m), while
the source and sink are fixed at the location of (30m, 30m) &@0rG, 170m) respectively.
Clearly shown in Figurd.3, as the number of nodes increases, the reachability fromcsdo
sink increases as well generally due to the resulting bagerork connectivity. We conduct
two sets of simulations with different effective radio ran&, of 26m and 22m respectively,
and plot in parallel for reference. As expected, when the memof nodes is insufficient, the
reachability will be low even byo-hop searching due to disjoint clusters or low connectivity
between source and sink. It is therefore unsuitable for oktformation.

As shown in Figuret.3, when the number of nodes is above 150 in the dase26m, the
reachability is at a satisfactory level approximately éqasor above 0.9. Reasonably, in the
caseR = 22m, a higher node density is required to reach this realityabetailed studies of
critical density for wireless network connectivity can loeifid in 34,87]. Here, we will focus
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on the comparison among differeizhop searching results. As observable in Figlu& there

is an improvement in reachability from 1-hop to 2-hop patirsling and also an improvement
from 2-hop to 3-hop searching by the fact that some routiffgcdities can be earlier identified
and better resolved, or even avoided, when more neighbdréoed connectivity information is
provided. However, generally speaking, the improvemedeeasing as the number of nodes
is increasing. For example, the reachability tends to 1 linh& curves when the number of
nodes goes to 300.

It should be noted that the number of hops required from saiarsink is an important indicator
from the point of view of end-to-end packet delay and eneysomption. This is at the core
of our study. As shown in Figuré.4, when the number of nodes increases, the number of hops
required decreases as there can be more and better forgyaftlinces to reach the sink with
potentially less hops. An important observation here i tinere is a significant improvement

in the number of hops required from 1-hop to 2-hop searchargle the improvement from
2-hop to 3-hop searching and even more is relatively smal.example, we can clearly see
this in the casd&k = 26m and the number of nodes equals to 200, in which the redithabd
almost 1 as known from Figuré.3. Generally speaking, in this system, 2-hop searching is a
good option in differenk values by its attractive gain in the reduction of requirechber of
hops. Meanwhile, the system complexity is concerned. Nudé, as expected, the gain will
get decreased when the number of nodes increases. In addijiccomparing the curves of
R=26m andR = 22m, as the effective radio range is reduced, under samedeusty, the
number of hops required increases generally as in Figutesince the network is now in a
lower connectivity. In Figuré.3, the reachability irR = 22m drops significantly, especially in
the region of relatively low node density, e.g. 125to 175.

To have a better understanding on what kind of scenarios-HwpZearching will take a smaller
number of hops than the 1-hop searching does, we study theetopdlogy and resulting rout-
ing paths by details. Figuré.5 and 4.6 depict two typical examples observed. As shown in
Figure4.5, both searching can find a routing path from source to sinkteradly. However, the
two searchings will go into different paths since node X. Bldds chosen as the next forwarder
in the 2-hop searching scheme instead of node Y, althoughiryfet closer to the sink. The
reason is the 2-hop searching has identified that in X’s 2rlinge, via V, node W is even closer
to sink than node Z. So, node V is better than node Y from thetmdiview of 2-hop resulting
progress. However, the 1-hop searching will simply choas#er. This effect often helps the
2-hop searching to drive into a shorter path than that of thefd.searching.

Figure4.6shows an example of the 1-hop searching in which a possibtengpdeadlock occurs
and is finally resolved. After forwarded to node Y from nodeh& packet will be routed back
to X. As now Y will be blacklisted, the packet is thus forwadd® node Z although Y is at
a closer position to sink than Z. However, by the 2-hop seagstwhen the packet arrives X,
in the next forwarder selection, the potential progress-imo@ range will be checked. Clearly,
Y is found as a dead end as it will be back to X. The 2-hop seagctan thus bypass Y and
forward the packet from X to Z directly despite Y is in fact &4 to sink than Z. However,
comparatively, the 1-hop searching will encounter moresi@ansmissions) and consequently
a delay in the deadlock scenario due to the difference inlsbiyalt is worth pointing out
that although the 1-hop and 2-hop searching may enjoy clmshability, the number of hops
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FIGURE 4.5: An example to show the typi- FIGURE 4.6: During the possible deadlock,
cal scenario in which the 1-hop searching enthe 1-hop searching scheme will encounter
counters more hops than the 2-hop searchingore transmissions although the deadlock can
does. be resolved.

required from source to sink can be quite different gengrall

Inspired by the study in this section, we design 2-hop infation based real-time routing pro-
tocol named THVR.

4.4 Design of THVR for RT-WSNs

Although 2-hop information based routing is intuitivelyipiel to improve the routing decision,
an explicit mechanism is necessary. It is worth noting tHdVR primarily aims at lowering
packet DMR for demanding real-time WSNs but will also coesienergy utilization efficiency
that has not been explicitly addressed in SPEED and MM-SPEED

As assumed in most geographic routing algorithms, each imdtle network is aware of the ge-
ographic location of itself and the destination, via GPStbeolocalization techniques4, 85]

as mentioned in Sectioh.2. The information can be further exchanged among 2-hop neigh
bors [79,88]. Thus, each node is aware of its immediate and 2-hop nerghbad their loca-
tions. This is achieved by two rounds of HELLO messagest,F@ech node informs its neigh-
bors about its existence (ID, position, remaining energy). eNext, each node sends message to
all its neighbors informing about its 1-hop neighbors. B tietwork is static or with low mobil-
ity, this could be done at one stroke until there is node fail®therwise in a mobile network,
each node periodically emits additional HELLO messagesdmtain 2-hop information. Too
old entries are removed from the neighbor table, as correipg nodes have moved out of
1-hop or 2-hop range.

To be detailed below, our design is mainly composed of thmraponents : (i) forwarding
metric, (ii) delay estimation and update, and (iii) initvetdrop control.
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4.4.1 Forwarding Metric

To begin with, some definitions are introduced. For each npNé¢i) is used to denote the set
of its 1-hop neighbors. The source and destination nodelabeted byS andD respectively.
The distance between a pair of nodemd j is denoted byd(i, j). Consequently, the required
end-to-end packet delivery velocity for deadlitg;, is defined as :
d(SD
S I5D) 4.1)

tset

F(i) is defined as the set of nodle potential forwarders which will make a progress towards
the destination, i.e.,

F(i) £ {jld(i,D) —d(j,D) > 0,j € N(i)}. (4.2)
Fa(i, j) is defined to represent the set of corresponding 2-hop patéowarders, i.e.,
Fa(i, ) = {k|d(j,D) —d(k,D) > 0, j € F(i),ke N(j)}. (4.3)

An illustration of node’s neighbor set, 1-hop and 2-hop farder set is shown in Figure?7.

In SPEED, the core component SNGF (stateless non-detestmigieographic forwarding)
works as follows. Upon receiving a packet, nddealculates the velocity provided by each
of the forwarding nodes iR (i), which is expressible as :

S - d(i,D) —d(j,D)
Delay

(4.4)

where j € F(i) and Delaylj denotes the estimated hop delay betweand j. If there exists

j such thatS,‘ > Sset, it Will be chosen as the forwarder with probabil®fj) following the
discrete exponential distribution belo®(] :

j\K
P(j) = N(LJK (4.5)
>i=1(§)
whereN is the number of candidates ki) andK is a weighting exponent to tradeoff between
load balance and optimal delivery delay. A largewill lead to a shorter end-to-end delay while
a smaller one can achieve a better load balance.

In our proposed THVR, similarly to SPEED, by 2-hop infornoati nodei will calculate the

velocity provided by each of the 2-hop forwarding pdiFgi), F»(i, j)}, i.e.,
Sj_)k _ d(i, D). —d(k,D)

Delay -+ Delays

(4.6)

where j € F(i) andk € Fa(i, j). For node pairj,k) satisfying§ "* > Sse, we denote it by
setS. Beyond comparing the potential forwarding velocities, al&o take into account node’s
remaining energy level, and thus define the following newtjmetric :

. /EO
E;j/E(

ok SJ—”(
K_Cx —— 1-C _
v =Cx =5 (& /E0)

4.7)
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FIGURE 4.7: lllustration of node’s neighbor set, 1-hop and 2-hapvlrder set.

whereE;j is the remaining energy of forwarder candidatevhile EJQ is its initial energy, and
C € [0,1] is the weighting factor incorporating energy level into fbent metric. Note that
largerC tends to favor end-to-end delay performance, while smalbercan distribute traffics
to nodes in higher energy level and result in a better eneatgnioe. Clearly, a setting Gfrelies
on deadline requirements. The larger the deadline, thdan@atould be.

By (4.7), the node inF(i) (e.g., nodej) with the largestve will be chosen as the forwarder.
The routing then proceeds and the mechanism is repeateé aelbcted node iteratively. In
THVR, the sender will search the largest velocity in 2-homhbkorhood before making the
forwarding decision. However, in SPEEB(], it is only 1-hop optimized. For example, if
there is a topology hole after the first forwarding node, SPE#I get a critical problem and
have to activate back-pressure re-routing. By THVR, thilkof problems can be alleviated.
Inherently, THVR has 1-hop more prediction capability amgs “telescope” in finding the
path. Generally speaking, even if the starting choice isgm®tglobally optimized one, it may
still have a better chance to gradually be corrected dueettattther sight and view.

4.4.2 Delay Estimation

From (4.6), it is observable that packet delay estimation from setmlés potential forwarder
has played an important role in the velocity. In general,dékay of a packet from a noddo
its immediate forwardey is expressible as :

Delay;j = (Delayac + Delayrx) x Cij (4.8)

whereDelayac, Delayrx, andCiJ are used to represent the MAC delay, transmission time and
transmission count respectively. The transmission tirokiges the queueing delay (depending
on the load of the node) and the packet transmission timerfdéied by the packet/ACK size
and the bandwidth). The transmission count refers to thebeurmf retransmissions involved
since ARQ (Automatic Repeat-reQuest) is adopted when pdake to be transmitted due to
collision or lossy link.
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To have packet delay estimation in identifyirg®), we adopt the method of window mean with
exponentially weighted moving average (WMEWMA), which teeen shown ing9] with its
best estimation performance among existing techniquatasita the round-trip time estimation
of TCP. The estimate ddelay for time instant(t + 1) is given by :

. . 1—a t-1 )
Delay (t+1) =aM/(t) +—=— 5  Delay (k) (4.9)

T k=max(1,t—T)

whereT is the time windowj\/liJ (t) is the newly measured delay (known from the most recent
packet), and 6&< a < 1 is the tunable weighting coefficient. It is clear that a éaagwill em-
phasizeM! (t) and fits the case where delay variance is small, while a smiglimore suitable

if the variance is significant. A demonstration of the delstyreates under differermt is plotted

in Figure4.8, while the sum of deviations is indicated in Figur®. With a smalla (a = 0.1),
the delay estimate is insensitive and too slow to captureykem’s immediate fluctuation and
thus may result in a big deviation sum. However, wieis too large ¢ = 0.9), the update to
the delay estimate appears too rigorous while nearly iggathe historic average and results
in an even larger deviation sum. As indicated in Figli@ the deviation is the lowest whan

is set to 0.5 which is quite robust generally. Note that itisgossible to design an adaptive
tuning mechanism with reference to encountered delayvegiaHowever, we will not go into
the detail in this chapter.

To identify the link delay of a packet, a sender will stamptihee the packet is first sent and then
compare that with the time when an ACK is received. On therdthad, to update the link delay
information to other nodes in the routing path, after reiogithe ACK with delay information
from its forwarder, the node will initiate a feedback pachkehich contains the updated delay
of the forwarding link, to its parent node, i.e., the one whose it as a forwarder. Meanwhile,
other neighboring nodes which can overhear the feedbatlalsd update their delay records.
Figure4.10shows an example of link delay update when nGds chosen as the forwarder of
nodeE. Delayg is first updated aE after receiving ACK fromG and then feedback to node
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FIGURE 4.10: An example of two-hop delay update.

NodesB andC overhear the feedback. As a result, the delay fie@in their records, e.g., a
2-hop delay table, will be updated by the new information @h#). It should be noted that the
2-hop information will enlarge the table of delay profilerst in each node. This needs to be
considered if sensor nodes employed have very limited mgmor

4.4.3 Initiative Drop Control

If no node in the 2-hop forwarding set can provide the reglvedocity, the following initiative
drop control will be conducted. To begin with, some techhiledails are defined. Let be the
packet loss ratio of nodg (j € F(i)) andN be the number of nodes (i).2 We define the
following forwarding probability of node, denoted by, as :

31518 d(iD) _ 1

Ui = 1=K JNN ' d(SD) 7 2 (4.10)
Y18 di,D) _ 1
1-Ke JNl » d(SD) <3

whereK; andK5 are proportional gains witK; > Ky > 0, 0< u; < 1. The forwarding prob-
ability is jointly decided by the loss ratio in the forwardiset and the node position. Firstly,
the node that is close to the destination has higher forwmgrgrobability. This is designed by
the fact that a packet near the destination has alreadyiechadong way along the routing and
many nodes have consumed energy to relay it, thus it is waiitbwo try more efforts and see
whether we can finally deliver it successfully. Although terent hop may not be able to meet
the required velocity, it is possible to meet the end-to-eeglirement finally if the coming
hops may have relatively short delays. However, if the piaiskstill at a node near the source
that cannot meet the velocity, from the point of view of eyauglization efficiency, it will be
more efficient to drop it earlier.

Secondly, by 4.10, the node whose forwarding candidates have lower avemsgeratio has
higher forwarding probability. As shown in Figudell, link layer collects the node packet loss

3. Note thak; can be obtained by reading LQI (link quality indicator) fiidsome sensor nodes (e.g., MicaZ
[29)).
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ratio and feeds it back to the dropping controller, whictcakdtes the forwarding probability
according to 4.10. For WSNs, the broadcast nature of the wireless mediunwvalinooping
on the channel. Losses can be known by tracking the link segueumber in the packets from
each source. Various low-power listening mechanisms g&that would enable snooping at
a much lower cost. An alternative approach is to use receiggthl strength as an indication of
link quality. Note that the controller is a proportional ¢xatler and the function of the control
loop is to force the loss ratio of neighbors to converge togéepoint, e.g., 0. The output
of the controller is deterministic and binary. If the outditthe controller is 1, the node will
forward the packet to the candidate that provides langestgardless of the velocity. Otherwise,
dropping is made to maintain the delay requirement.

Set point : 1/0 :
Dropping . Forwarding

Cotroller Decision

\

Link Layer
Feedback |

FIGURE 4.11: Initiative drop control.

4.5 Performance Evaluation

The proposed THVR is simulated in Prowler-Rma&@ 90]. Prowler is a probabilistic wireless

network simulator, capable of simulating wireless disttédal systems, from the application to
the physical communication layers. It provides simple atistic radio/MAC models based

on the Berkeley mote platform, and supports an event-dsteicture similar to TinyOS/NesC.

Implemented in Matlab, there are graphical interfaces felime debugging and toolboxes for
off-line parameter optimization and tuning. Rmase hasreldd Prowler to more options of
topologies, application models and routing designs.

To be close to practical WSNs and realistic implementatian set the MAC layer, link qual-
ity model and energy consumption parameters according ta®IMotes 25 with MPR400
(915MHz) radio. Nodes are distributed in a 200800m area following Poisson point process
with node densityp = 0.005 node/rA. This node density is chosen by the method described
in [91] to ensure a high level of network connectivity. To simulatealti-hop transmissions with
a large enough number of hop counts, we limit the source niodéne left-lower corner of the
above region, while the sink is fixed at location (200m, 200fme size of the neighbor table
for each node is set to 400 bytes for all the tested protowdigh is found sufficient to store
neighbor information within two hops. Note that for THVR)atvely each node needs more
memory to maintain two-hop information. Practically, tege number of neighbors within
two hops is around 20 with average node degree 6 under outagiorusettings. Theoretically,
without losing the generality, if we consider an ideal nodpldyment over a grid, the number
of h-hop neighbors of a node is given 2h+ 1) — 1. So the memory space complexity is
polynomial withO(h?), which is acceptable in practice for= 2.
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45.1 MAC Settings

Following the default CSMA scheme (similar to B-MAQ(]) in Mica2 Motes, to initiate a
packet transmission, a sensor node will generate a randitial waiting time uniformly dis-
tributed in the range of [200, 328] bit-time (by Mica2 Motesie bit-time equals to 1/40000
second) and start a timer. Upon timer expiration, the chaisngensed. If it is found idle, a
packet is transmitted. Otherwise, it backoffs and theninaes the sensing until the channel is
found idle. The backoff time is uniformly distributed in [@0130] bit-time. To improve deliv-
ery reliability, ARQ is employed here. If the total numbertiidnsmission count is greater than
7, the packet will be dropped. This is for avoiding excessies to a bad link or a too busy
channel.

45.2 Link Model

We adopt the packet reception rate (PRR) mo#dé] for lossy WSN links. It is built on exper-
imental measures of practical systems with respect tesitatiof wireless channel. With the
standard non-coherent FSK modulation and Manchester emgdtie PRR, < p(s) <1, of a
wireless link is expressible as :

B 1 Ve 1 \\52
p(s) = (1— éexp<—7m)) (4.11)

wheres is the transmitter-receiver distanggs) is the signal-to-noise ratio (SNR), arfdis
the frame size which equals to 50 bytes including prearhifgbytes), payload and CRC (2
bytes). Here, we adopt the setting @f7]. Note that the maximum packet size allowed is 241
bytes for Mica2. This model takes into account both distasm@endent path loss and log-
normal shadowing in characterizing wireless links. Fonsraitting poweR}, the SNR,y(s), is
expressible as :

¥(S)aB = Ra — PL(S)aB — PnaB (4.12)
where, according to MICAZ2 radio®, yg is set at 0 dBm, the noise flo®yg is at—115 dBm,
and the path losBL(s)qg is modeled as :

PL(S)gs = PL(S0)ds+ 10nl0g;(S/S0) + XodB (4.13)

wheren is the path loss exponerst, is the reference distance (1 meter), addenotes the log-
normal shadowing with zero mean and variaace In the coming simulations, we set= 3
and o = 3. For each transmission, a random numb& generated and then compared with
p(s) as in a lossy WSN link. Wher < p(s), the packet is assumed successfully transmitted.
Otherwise, it is considered lost and a retransmission wilhitiated.

4.5.3 Pre-study of Node Density and Network Connectivity

To support multi-hop delivery and offer an effective WSNsihecessary to have a pre-study of
the relationship between node density and network conngcfB7]. Consider that the trans-
mission power of each node is fixed at 0 dBm, the link reliabflollows (4.11), and nodes are
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distributed in ared@ following a homogeneous Poisson point process with intgiAsiwe want
to know which node density valye (o = A /A) is the most efficient operating point to offer a
good quality of connectivity that is commonly indicated bg node non-isolation probability
giant component sizeand average node degfegs8].

We perform simulations with the increase of node densityhile keeping all other parameters
the same when conducing the routing test. For each dengtsgpeat simulation runs indepen-
dently 500 times and finally evaluate the average perforeafis shown in Figurd.12 it is
found that at node density = 0.005, the non-isolation probability is above 0.8 and the gian
component size is greater than 0.99. Meanwhile, the averade degree is less than 7. Note
that too many neighbors will increase the chance of coliisind enlarge forwarding table. We
choose this density as the operating point for its high guagaof connectivity and appropriate
number of neighbors. This point can be estimated eitheriwialation or theoretical deriva-
tions. The analytical result is plotted by blue dotted liwajch closely matches the simulated
one. Related derivation procedure can be referre@8p [
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FIGURE 4.12: How to choose an efficient operating point under thestrassion power of
0 dBm.

4.5.4 Energy Model

In WSNss, the energy consumed in a node is mainly due to packetrissionk;y), reception
(Erx) and channel sensing{s) to check whether it is clear. The total energy consumedus th

4. Itis the probability that no node in the network is isothte
5. Itis defined by the size of the largest connected companehé network.
6. Itis defined by the average number of neighbor nodes.
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expressible as :

E = BEx+Ex+Ecs
= VX (flixTx+ f - IxTex + lesTes) (4.14)

where f is the packet size (i.e., 50 bytesy, I;x andlcs denote the current required during
transmission, reception and channel sensing respectivelythe voltage supply (by default,
3V), andTix, Tyx andTesrefer to the corresponding activity durations, as liste@iahle4.2[20].

TABLE 4.2: Mica2 Motes based Energy Model]

Operations Duration (ms)| Current (mA)
Transmit 1 byte (0 dBm)| 0.416 (lix) 20 (ltx)
Receive 1 byte : 0.416 {Trx) 15 (rx)
Channel Sensing : 0.35 (Tes) 15 (Ics)

4.5.5 Simulation Results

In this section, a detailed performance investigation oWRHs conducted and compared with
SPEED B(Q] and the well-known PRR-distance-product routing mef?BRRx d, proposed in
[92], in which d is the distance traversed towards destination, which weagegesuperior to
simple greedy geographic routing.

In the first set of simulation, we consider there is one sonozke located at (20m, 20m) while
the sink is at (200m, 200m). The source generates a CBR flovpatHKet/s with packet frame
size equal to 50 bytes (including preamble, payload and CRI@®) value ofC in (4.7) is set at
0.9 to emphasize end-to-end delay performance. In eactb@inpackets are transmitted. Fig-
ure4.13shows the result under different deadline requirementgimgnfrom 900 to 1800 ms.
As shown in Figuretl.13(a) it is clear that with an increase of deadline, the DMR of ageol
has decreased generally by the fact that more packets ciiy fiedorwarded to the destination
due to a longer allowable duration. As the deadline incrgdbeir DMRs will converge to some
corresponding levels. It can be observed that THVR has I@R than all the other in gen-
eral. When deadline is stringent (e.g., less than 1200 msgdvantage is especially significant.
Generally speaking, SPEED wih= 10 has smaller DMR than that with = 2 as expected.
On the other hand, the metiRRRx d is known good at choosing a link for better reliability
and routes in best effort. However, it lacks an explicit ¢desation of packet timeliness and
delay performance. Clearly, compared with the other twoquas, the proposed THVR is able
to enhance real-time delivery by an effective integratib@-bop information. It has inherently
a higher capability in path finding.

Figure4.13(b)shows the energy consumed per packet successfully traadmithe consump-
tion has similar tendency and characteristic as that in DM&yre4.13(a) By a high tolerance
of packet delay (e.g., deadline larger than 1400 ms), DMRdéa be stable and the number
of packets successfully transmitted from end to end is alst® gtable. This supports the con-
vergence of overall energy consumption. In comparing tootier protocols, Figurd.13(b)
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FIGURE 4.13: Performance of (i) PRR-distance-product routing SPEED, withK = 2 and
10 in (4.5) respectively, and (iii) THVR, each with 90% confidence iase.

clearly shows that THVR is more energy efficient. One of thgomaeasons is that THVR has
a better capability in forwarding packets to a small delaghp@his has resulted in a smaller
DMR, smaller retransmission rate, and also higher eneiigation efficiency. Besides, the ini-
tiative drop control has a positive effect in energy savigindicated by Figurd.13 THVR
outperforms SPEED and al§tRRx d geographic routing in both DMR and energy efficiency
performance under the workload of single CBR flow.

Furthermore, we investigate the performance of THVR undgasrdnt workload. Figuré.14(a)
shows the DMR in which the number of sources increases fromblEach source generates a
CBR flow at 1 packet/s while the deadline requirement is fixdl@0 ms. The source nodes are
located in the left bottom area, as highlighted in Figtire5(a)and labeled with ID {190, 116,
1,112, 93, 158} respectively. On the other hand, Figufel(b)shows the energy consumption
performance of the three protocols. It is clear that as thmb®r of sources increases, both
the DMR and energy consumption increase generally. Theaserin DMR is resulted by the
increased channel busy probability, packet collisions AQOViand network congestion, due to
the increased number of sources and consequent trafficcohtygarison indicates that THVR
has lower DMR and also lower energy consumption per suagssfansmitted packet, as
shown in Figuret.14(a)and Figuret.14(b)respectively. This reflects the general improvement
by THVR. It is worth pointing out that as the number of souriteseases from 4 to 6, SPEED
with K = 2 will outperform SPEED witliK = 10. This is due to the benefit of load balance with
K =2 in the case the workload is heavy and traffic congestion ienikely to happen.

In addition, we conduct the following investigations todtuhe energy balance performance of
the proposed cost functiod.(’). First, deadline is relaxed to a large value of 2000 ms sbaha
larger end-to-end delay is allowable. The valu€oh THVR is set at 0.7 so as to have a larger
weighting on the factor of residual energy in forwarder stan. Six source nodes are located
in the left bottom area as usual. Simulation stops when &ab#00 packets are successfully
delivered within deadline by each source. Figdresdepicts the energy consumption distribu-
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FIGURE 4.14: Performance of (ijPRRx d)-routing, (ii) SPEED, and (iii) THVR, each with
90% confidence interval indicated, while the number of semmdes increases from 1 to 6.

tion and magnitude of nodes in the WSNs. In a comparison afréig.15(a)and4.15(b) it is
observable that SPEED wih= 10 has energy consumption footprints more centralizedgalon
the diagonal path while the setting Kf= 2 is able to spread the footprints to a wider area.
Comparing the four distributions in Figu#el§ it is clear that THVR has the most even energy
consumption that is shared among a large number of nodemn be& expected that THVR will
have a longer system lifetime due to the better balancingth®rther hand, their delay per-
formance in the WSNs is shown in Talle3 under the simulation. THVR has the lowest DMR
and energy consumption per successfully transmitted paklksvever, it is worth noting that
the value ofC should be carefully chosen in the delay and load balanceafadtherwise, the
end-to-end delay performance could be over-sacrificed anserjuently much degraded.

TABLE 4.3: Deadline Miss Ratio and Energy Consumption under Eiguirs

Routing protocolsDeadline miss ratipEnergy per packet (mJ/packet)
PRRx d 0.3144 67.74
SPEEDK = 2) 0.1724 55.50
SPEED K = 10) 0.2077 57.59
THVR 0.0967 54.49

4.6 Discussions

Generally, an instant 2-hop delay updating will induce mawverheads than that required for
1-hop information updating. This issue will impact our 2phimased design as well. It can be
observed from Figurd.10that a further feedback will be sent from a child node to iteepa

node as aforementioned. We measure the total amount ofeadsl{ACK packets) encountered
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FIGURE 4.15: Energy consumption distribution and magnitude ifedint protocols.
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FIGURE 4.16: Comparison of the number of overheads encounteredBED and THVR with
instant update (IU) and with piggybacked update (PU).

and plot it (labeled by “THVR_IU") in Figurel.16 and compare to that required in SPEED.
In our case, it is nearly two times of that by SPEEB{owever, one can consider to reduce the
overheads by piggybacking the updated information in cotiweal ACK packets but without
further (extra) feedbacks. Consequently, these data @iligpgybacked and sent together only
when ACK is to be transmitted. This helps to maintain in a $mainber of feedback packets
despite the fact that the resulting ACK size will be largey.tBis approach, simulation shows
that the number of overheads encountered in the WSNs is athmosame as that in SPEED.
Theoretically, they are in the same amount. The slight diffee is due to simulation random-
ness. The result is plotted in Figuiel6 and labeled by “THVR_PU”. Note that a drawback
of this piggyback solution is that the 2-hop delay inforroatmay not be updated frequently
enough. However, since the link delay estimation is basetth®@ombination of the historical
average and most recent one, there could be only minoreliféerto the estimation performance
even when the update is not immediate and especially in WStiidaw mobility.

4.7 Summary

In this chapter, a 2-hop neighborhood information basedyggahic routing protocol is pro-
posed to enhance the service quality of real-time packetatglfor WSNs. We adopt the ap-
proach of mapping packet deadline to the velocity as SPEEWefker, the routing decision
is made based on the 2-hop velocity integrated with enertanbang mechanism. An energy-
efficient packet drop control is incorporated to enhancegsnetilization efficiency while keep-

ing low packet deadline miss ratio. The actual charactesistf physical and MAC layers are

7. Note that in SPEED, two methods can be used for updatighberhood information : (i) periodic beacon
announcement, or (ii) ACK piggyback. Here, we adopt thetatiy which update is embedded in ACK message.
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captured in the simulation studies. Simulation resultsastiat, compared with SPEED and
the (PRRx d)-routing which both only utilize 1-hop information, THVR &i@chieved lower
end-to-end deadline miss ratio and higher energy utibregifficiency.
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5

Detection Fusion with Quality of
Information Support

5.1 Introduction

In contrast to wireless ad hoc networks that are deployedédoeric data service, WSNs are
being deployed to support specific applications. Sensabled applications typically seek the
occurrence of events or patterns of interest, and take &mattowever, the effectiveness and
the subsequent impact of these actions will depend on théngss of the information collected

like the accuracy of a set of measurements, the false alatheireporting of an intruder, the

timeliness of the reporting of a threshold crossing etc.theowords, how well the application

accomplish their tasks will depend on the quality of infotima (Qol).

In [93], Qol has been given a formal definition as follows, simi@af¥oS definition in ITU :

Definition 5.1 Qol is the collective effect of information characteristir attributes) that
determines the degree by which the information is fit-tofasa purpose.

The concept of “fit-to-use” here is to imply any metadata dliba raw information that can
be used by the application to decide whether it is within teeired tolerance bound to the
application or compatible with the application’s requikarh Qol captures the sensor-derived
information to describe the important feature of event tdiiest (e.g., the detection of a fire or
intruder) sufficient well to allow related mission to perfotasks at a desired level of effective-
ness.

In this chapter, we study Qol for a particular class of sems@bled applications that relate
to event detection. Each sensor node deployed in Aol prepsas and extracts information
from the raw observations. They also have the ability to camication with each other or a
central base station (fusion center) via wireless chankeision center jointly processes data
from local sensors and form a global and more precise sinatassessment. This avoids large
volume of raw observations directly sending to the fusiontege resulting in waste of power
and channel resource. In such a system, Qol can be descsbgdaatifiable attributes like
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the system detection probability, false alarm rate and #réopmance robustness in different
noisy environment. If the raw data observed at local seres@raccessible entirely in the fusion
center, the problem is reduced to the classical hypothesisg problem at the fusion center
with multiple data samples supplied by multiple sensors.

Distributed detection has been intensively studied in ts few decades. Optimal local quan-
tizer and fusion rule design can be found in vast literaturéen either the Bayesian criterion
or the Neyman-Pearson criterion. However, there is an git@ssumption in the majority of
existing results : the transmissions between local serssuaighe fusion center are error-free.
Although by proper encoding and decoding, any noisy chacerelbe made reliable, provided
the information rate is less than that prescribed by themélazapacity. This is difficult to guar-
antee in WSNs with limited resources (energy, computingtalatc.). As with the distributed
detection problem, two different problems need to be adeeksthe design of a fusion rule at
the fusion center and the design of a distributed signalgssiag algorithm at the local sensors.
In this chapter, we will mainly focus on the former, considgriocal decision has been made.
Channel fading effects are taken into account in the fusidgdesigns. It is worth noting that
while designing fusion rules for WSNs, there should be toffideonsiderations between the
algorithm effectiveness and computational complexity.

The rest of the chapter is organized as follows. Sechi@reviews related work. Sectioh3
introduces the system models and problem definition. Ini@eét4, four fusion rules are de-
signed. We study the statistics of the fusion rules in Sadiié. Performance evaluation, in-
cluding numerical examples, is contained in Sectdh We summarize the chapter in Section
5.7.

5.2 Related Work

The pioneering work in distributed detection is accom@isby Tenney and Sande@l4]. They
have studied the optimal sensor decision rules in a detesyistem composed of a fusion center
and two sensors. It has been proved that optimal is likeh@adio decision, and the optimal
decision threshold of local sensors are coupled. Chair ardhény 95] brought the design
of fusion rules into the framework of classical hypothessting. In P5], local decisions are
viewed as the observations of the fusion center while thefusiles are considered as gen-
eral hypothesis testing decision rules. The optimal fusides were derived for Bayes fusion
systems. It has been argued 86] that when the sensor observations are correlated, the opti
mal fusion rule cannot be simplified to likelihood ratio d#an. Therefore for simplicity, most
literatures assume the observation from sensors are indepe This assumption holds when
sensors are apart from each other.

More recently, decision fusion under a communication canst has been considered. The
constraint, however, is often in the form of the total numdfduits allowed p7,98]. The actual
transmission is still idealized, i.e., the information som local sensors is assumed intact at
the fusion center. While this assumption may be reasonabkoime applications, it may not be
realistic for many WSNs where the transmitted informatias to endure both channel fading
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and noise/interference. I®9], a non-asymptotic approach is adopted to study the trésleof
between several important parameters like number of sgndegree of quantization at each
local sensor, and SNR. Although it considers the commuieicaionstraints in WSNs, it fails
to capture the fading characteristic of wireless channetiglon fusion with non-ideal channels
has been investigated ia(Q(. The local decisions are transmitted over noisy chanrethat
they may not be correctly received at the fusion center. ietchannel model is simplified as
a binary channel thus does not allow a full integration ohalgransmission into information
processing.

In this chapter, a series of fusion rules are proposed uhe@esgsumption of Rayleigh channel
model. The performance, resource cost and computationgllexity are extensively compared
with different SNR ranges. It is worth noting that in resatmonstraint WSNs, tradeoffs should
be made among the above metrics in choosing the optimal rules

5.3 System Model and Problem Formation

The three-layer model for distributed detection systemhim presence of fading channels is
illustrated in Figure5.1. There are two hypothesed; andHg, under test. Each sensor ob-
tains its own observations, processes them and makes adeciagion. These local decisions
are transmitted via fading and noisy channels to a fusiotecelm a traditional distributed de-
tection system model, all local decisions are assumed t@ed®vered perfectly at the fusion
center. For WSNs operating in a fading environment, chafaaihg and noise impairment may
render the received decisions at the fusion center untejiabpecially in resource constrained
applications. Toward this end, a channel layer must be parated into our model to allow
for the development of channel aware decision fusion rilastave proved to be more energy
efficient. The model shown in Figutelis described below.

Local sensor layer: All local sensors collect observations generated undeeaic hypothe-
sis. In this paper, we assume that the observations areendept of each other across sensors
conditioned on any hypothesis. After receiving its obstova each sensor makes a hard (bi-
nary) decision ux = 1 is sent ifH; is decided, andy = —1 is sent otherwise, wheke=1, ..., K.

The detection performance of each local sensor node candoaatérized by its corresponding
probability of false alarm and detection, denotedPpyandPyy, respectively, for th&th sensor :
Pak = P(ux = 1|H1), Psx = P(ux = —1|Hp).

Ho : Xk = N,
Hq @ X = S+ Nk

In general, these pairs need not be identical and they actidms of SNR'’s as well as thresholds
at local sensors.

Fading channel layer: Decisions at local sensors, denotedpyfor k=1,2,....K are trans-

mitted over parallel channels that are assumed to undedgpéendent fading. In this paper,
we assume flat fading channels between local sensors anddioa icenter. This assumption
is reasonable because most WSNs operate at short range poweoand energy limitations.
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FIGURE 5.1: Paralleled distributed detection system under fadirannel

We further assume phase coherent reception, thus the effadading channel is further sim-
plified as a real scalar multiplication given that the traittad signal is assumed to be binary
. This phase coherent reception can be either accomplisinedgh limited training for sta-
tionary channels or at a small cost of SNR degradation, byl@ymg differential encoding
for fast fading channels which results in the same signalehddhe statistics of the real scalar,
denoted byy, is determined by the fading type. For example, for homogesscattering back-
ground, Rayleigh distribution best describes the envetdpegading signal. In the development
of fusion rules, the gain of the fading channel is conside®d constant during the transmis-
sion of a single local decision. We assume that the channséng additive white Gaussian
and uncorrelated from channel to channel. For simplicigy,assume that the noise variances
are identical for different channels. To summarize, eachlldecision is transmitted through a
fading channel and the output of the channel (or input totiseoh center) for th&th sensor is

Yk = MUk + Nk (5.1)

wherery is the fading channel gain which follows Rayleigh distribatandny is a zero-mean
Gaussian random variable with variangé. Suppose the signal power is normalized to 1,
namely,E(r2) = 1, then the PDF of is :

2
"k

p(rk) = %eﬁﬁ = 2rke*rE (5.2)

It is obvious that th&§NRdB) = 10log1/a?). If other fading models are adopted, i.e., Ricean
fading model, the major results of this study will not be afézl as well.

Fusion center: Based on the received dagafor all k , the fusion center decides which hy-
pothesis is more likely to be true. This is done by constngcéind evaluating a fusion statistic
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using the observations as well as some system parametavsjldible. A global decisiong is
finally obtained with the system detection probabily and system false alarm ra, and

PD = P(Uo = l‘Hl), H: = P(Uo = —1|H1).

The local decision information may be corrupted through whesless channel, which may
degrade the detection system performance. Suppose tHedkaion rule is already known,
the major issue is how to design the decision rules in th@fusenter to maintain the Qol and
counteract the effect of channel fading.

5.4 Fusion Rules Design

In this section, we first analyze the likelihood ratio basggidn rule with fading channels in the
classical Bayes fusion framework. Then this optimal fuside is approximated under different
SNR ranges and three sub-optimal rules are obtained wilalpsor knowledge, resource cost
and less complexity.

5.4.1 Likelihood Ratio based Fusion Rule

Suppose local sensor decisions have been made, the optisnah frule which minimize the
Bayesian risk is given by the likelihood ratio test. Therefave have Theorem. L

Theorem 5.1 By assuming complete knowledge regarding the Rayleighdazhannel and the
local sensor performance indices, thg.Rnd Ry values. Assuming conditional independence
of observations at the sensors and that each local sensoesrabinary decision, the final LR
ruleis :

(o) K P s aopge i
_ yiRi1) dk€ 20° +(l—kg)e 20° I
/\LR(y) - |og f(y‘HO) - |o _(ykfrk>2 _(yk+rk)2 H<0 T (53)

L Pye 27 4 (1-Prle 22

wherey = [y1,...,yk|" is a vector containing data received from K sensors, arid the test
threshold.

Proof. Since the each sensor’s local decision is indepenaerhave :

fylh) S fouH) K f ()

lo = = o] 54
I5(yHo) ~ 0] FilFo) ~ &8 Tl G4
wheref (yx|H1) can be obtained by using total probability formula :
f(yi[H1) = dp(yi[H1)/dyk
= d(p(Yk|uk = 1) p(ux = 1[H1) + p(Yk|uk = —1) p(uk = —1|H1))/dyk
= Pakf (Yi|uk = 1) + (1 — Pai) f (Yi|uk = —1) (5.5)

(VT2  etr)?

— Pdke_ 202 —+ (1— Pdk>e 202
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Similarly :
-2 (Yictr)?

(
f(yk[Ho) = Prke et 4 (1-Prye 202 (5.6)
Plugging equations(5) and 6.6) into equation $.4), we obtain §.3). =

An implicit assumption is that all the channel outputs argobased. This assumption allows us
to deal exclusively with real observations. While the forfriree LR based fusion rulé R is
straightforward to implement, it does need both the locasseperformance indicé%, andPs
and complete channel knowledgeandny. In practical, it is difficult to estimate the channel
state information in WSNs. Sub-optimal fusion rules thdiexwe the above requirements are
more desirable.

5.4.2 Two-Stage Fusion Rule

The fusion rule specified irb(3) jointly considers the effects of the fading channel andakal
sensor output to achieve optimal performance. A directradtiive is to separate this into a two
stage process : firgk is used to infer abouty, and then, the optimal fusion rule basedgn
(assuming that the estimates are reliable). We obtain

Proposition 5.1 As channel SNR» o, the optimal/\_r reduces to\rg, i.e.,

Asy) =y |ng_<::: + 3 log i: E‘:: Hzl T (5.7)
ke7+ ke~ Ho
where.”* = {k:yx > 0}, . = {k:yk < 0}.
Proof. ASSNR— o, g2 — 0, ny — 0, we have :
Mk 2k
ARY)~ S log Pak+ (1— Pdk)eaik +S log Pdkej;zrk + (1—Pyy) (5.8)

kes" P+ (1—-Pr)e o2 kes™  Pye o2 +(1—Py)
LU _ Ak . .
forke *,ed2 > 1;forke.¥—,e ¢ > 1. Since the numerator and the denominator of
both fractions are derivable, we apply L'Hospital rule hanel have :

=/N\ts (5.9)

1—Pyk
1_

. P
lim Ar(Yy) = Z Iogﬂ‘-i- Z log P

0200 ko Pk (G
[ |

Notice that/Ars does not require any knowledge regarding the channel gdiddms require
Py and Py for all k. Further, this two-stage approach falls into the converatiohinking that
separates the communication and signal processing aspéetshow later through numerical
examples that this two-stage approach suffers significaribpnance loss at low to moderate
channel SNR.
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5.4.3 Weighed Average Fusion Rule

Proposition 5.2 As channel SNR» 0, the optimal/\_ g reduces toO\WED

K
nyk B

Awen(y) = > 2Pak—Pri) -z 2 T (5.10)
k=1 Ho

2072
first-order Taylor series when— 0, namelyg‘ ~ 1 —x, we have :

Proof. ASSNR— o, g2 — o, we have— (y"ZGr") 0, - Y0 0 Sincee® approximates its

_ ene? (Yk — k)2
0?2 ~l- = .
e 2 1 257 (5.11a)
_ tietn? (Yi+ k)2
02 ]l KT K A1
e 2 552 (5.11b)
plugging equationsy(119 and 6.111 into equation $.3), we have :
K P (1— (Yk—Ti)? +(1-P 1— (Yt
im Au(y)~ 3 log ak( ( zgrz)z) (1~ Pai)( ( Zfrz)z)
0?0 k=1 Pfk(l_ ylfgazk )+(1_Pfk>(l_ yk202k ) (5.12)

K kYk kYk

2
As 0% — o, % — 0. Since log1+x) approximates its first-order Taylor series wixen O,
namely, log1+ x) ~ x, we have :

K

Ii2m /\LR Z (Zpdkrkyk 2Pk rk)’k)

o0 k=1 o (5.13)
< .
ZZ Pak— Prk) —>- y = Awep
K1

Further, if the local sensors are identical, iley andPsy are the same for all k’s, thevaED
further reduces to a form analogous to a maximum ratio coetbin

1 K
Awebp(y) = K Z kY (5.14)
K=

The factor% in Awep does not affect the detection performance but is introdéaethe con-
venience of performance analysis. Notice that the forr\@Ep in equation $.10 does not
require the knowledge ¥ andPsy providedPyx — Psk > 0, i.e., the local detectors are unbi-
ased. Knowledge of the channel gain is, however, required.
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5.4.4 Average Fusion Rule

While ArsandAwep relieve some of the requirements compared with the optirkelihood
ratio based fusion rule, they still need some informatidhegiabout the local sensors or the
channel statistics. Further, we note that these fusioisstat At sand/\wep, as approximations
to the optimal LR based fusion rule at high and low SNR casey, saffer performance loss
for SNR outside those ranges. It would be very importantiestigate other robust alternatives
that operate well for the non-extreme SNR range while réggithe same or even less amount
of information regarding the channel and/or the sensors.

Proposition 5.3 When the channel statistics are the same for each selgetp can be further
reduced to\gp :

Ha
Nep(y) = Yk E T (5.15)
0

Proof. It can be easily obtained by equatbt4 =

Sinceyy’s are assumed to be phase coherent outputs of each chaersl|lwequire the phase
of the fading channel but no other information regardingahannel/ sensor is needed. While
this heuristic and the simple fusion rule does relieve mbsh® requirements compared with
the optimal LR based fusion rule, its usefulness largelyedep on its performance compared
with the optimal fusion rule as well as the first two altermes.

5.4.5 Physical Meaning Analysis

Figure5.2 shows the physical realization of the above mentioned fusites. We can see from
Figure 5.2 that each fusion rule can be regarded as a weight sum of Iofaimation. The
difference lies in the weight factors. The respective weigbtors are listed in Tablg. 1

hy inl yli ************************************

I |

ag

FIGURE 5.2: The physical realization of different fusion rules.
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TABLE 5.1: The amplifier input o\ r, AtsAwep/\ep in Figure5.2.

_? ~ et)?
Pake  20° +(1-Pye 207

(V)2 (YitT)2

AR ax = log

Pike 202 +(1-Prle 207

logR, ke S, ={k:y<0};

Nrs |ak=

log i:E‘f’E, ke 7,7 ={k:y >0}
AwWED a = MYk
Nep ak = Yk

5.5 The Statistics Analysis of\ts, Awep and Agp

The statistic analysis of the fusion rules provides a themkeway of studying their perfor-
mance. In this section, the statistics/ofs, Awep and/Agp are investigated.

5.5.1 The Statistics of\rg

Recall equation.9), if all the sensors are identical, i.e., for &IPyx = Py, Psx = Ps. Define

Ki=|"],Ko=|"], andK = K1 + Ko. Then 6.9) becomes :
P 1-P
N1s= K1|Og—d+(K—K1) |Og d
Pt 1—Ps (5.16)
YR (1=Ry) 1-P

which is an affine function oK; whenPy > P;. They have equivalent statistics. If all the sen-
sors are identical, aljx are independently and identically distributed (i.i.d).eféfore,K1 is
Binomial distribution, namelyK; ~ % (K, p), wherep is defined ap = P(yx > 0). We denote
po andp as the success probabilities unéigrandHs, respectively. The closed-form solutions
are provided in Lemnial

Lemma 5.1 The probabilities of a nonnegative observatignunder hypothesesdHand H
are :

1 P—1/2

— >0Hp) =4+ — "=
Po=plyk = OlHo) = 5+ ===
1 PRy—1/2

= p(yk > O[Hy) = = + ——=L2
P1=P(¥k 2 0H1) = 5 1207

85



Chapitre 5. Detection Fusion with Quality of Informationgport

Proof. Applying the total probability formula, we have :

p1 = P(yk > O|H1)
= p(uk = 1|H1) p(yk > OJug = 1) + p(ukx = —1|H1) p(yk > Ofux = —1) (5.17)
= Pap(Yk > OJug = 1) + (1 — Py) p(Yk > OJug = —1)
wherep(yi > Oluk = 1) = p(yk = rk+ Nk > 0)

—//f f(y—x)dxdy

_(y=x
= / / 2xe ™ yoz dxdy (5.18)
0 Jo V27T
=2 (14—
2 V1+ 202
- 1 1
S|m||a.r|y7 p(yk Z O|Uk B —1> - é <1— m) (519)

Substituting $.18 and £.19 into (5.17), we have :

p1 = P(Yk > O[H1)
= p(uk = 1|H1)p(yk > Olukx = 1) 4 p(ux = O|H1) p(yk > Olux = —1)

= Pyp(Yk > OJug = 1) + (1 — Py) p(yk > Olux = —1) (5.20)
1 -1
2 2V 1+ 202
. 1 2P—1
Similarly, po = >0Hp) ==+ ——— 5.21
Y:Po =Pk = OlHo) = 5 + 257 (5.21)

Since/AtsandK; have identical statisticgyr sis binomial(K, pg) and binomialK, p1) distri-
bution undeHgy andH; respectively.

5.5.2 The distribution of Awepand Agp

Theorem 5.2 (Central Limit Theorem) Let XX2, X3, ..., Xy be a sequence of n i.i.d. random
variables each having finite values of expectatijorand varianceo?. As the sample size n
increases, the distribution of the sample average of thasdam variableX = %zﬂzlxk ap-
proaches the normal distribution with a megrand variances?/n, namely,X ~ N(u, a?/n).

Proof. According to CLTAwEep andAgp approaches normal distribution whkns large, their
respective mean and variance undgrandH; can be obtained by the expressioné\@fep and
/\ED- |
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5.5.3 Summary of the first-order and second-order statistis of A1, AweD
and NED

The first-order and second-order statisticd\@t, Awep andAgp are summarized in Tabk 2.
With these statistics, system detection probability afgkfalarm rate can be easily calculated.

TABLE 5.2: The mean and variance &t s, Awep, /Aep underHg andH; with K sensors.

ATs AWED Nep
Eo (Ho)| K (% n 5%) 2P — 1 (2P — 1)
Ei (H)| K (%+ 5%) 2Py —1 (2R — 1)
Vo (Ho) | K[3- B0 | R+ 0%+ 4P (1-Py) | [1- 5+ 02+ 7P (1 Py)
Vi (H) | K H— Wg;;é?ﬂ 1114 02+ 4Py(1— Py)] | 2[1— T+ 02+ nPy(1— Py)]

5.6 Simulations and Performance Analysis

While it is clear that the LR-based fusion rule provides tlestldetection performance, it is
interesting to see how much performance degradation tlex tittree simple alternatives suffer,
and among these three, which one provides the best and nimsit rdetection performance.
While analytical results are most desirable, the problenmigeneral, intractable. Th&wyep
andAgp fusion rules, however, are amenable to asymptotic anabesiause of their simple
expression in the form of a sum of some random variables tieanhdependent of each other.
In the case of identical sensors and fading statisticsetivetependent random variables are
also identical to each other, which leads to the direct appbn of the central limit theorem for
asymptotic analysis. We emphasize thatApg=p and/\gp are perhaps more desirable because
of their performance advantage compared Wz for low to medium SNR values. Most WSNs
operating using on-board battery supply are energy limi@&uden that RF communication is
the most energy consuming function of a sensor node, itesetbre, imperative to use as little
power as possible for data transmission, which usuallyltesu modest SNR values at the
fusion center receiver. Throughout this section, we widluase a Rayleigh fading channel for
both analysis and numerical simulation. Other fading typash as Ricean fading, can be used
instead though the analysis is more involved.

5.6.1 ROC curve analysis

In the following, we denote the performance at the networkllas system level detection prob-
ability and false alarm rate, denoted By andP-, to distinguish them from sensor levie|
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and Psx. We assume in this section that the sensors are identicacto @her, thu$s, = Ps
andPy = P4 for all k. Therefore, botl\w ep and/Agp fusion statistics are sums of i.i.d. random
variables which allows direct application of the CLT. Thaneerts the decision fusion prob-
lem into hypothesizing between two Gaussian distributiwhgh can lead to a lot of insight.
In order to use the CLT, we need the first and second ordestitatwhich are derived and
summarized in Tablg.2

[uny

o
©

o
©

o
3

o
o

o
~
T

AN

—A— /\TS Monte Carlo simulation

— - — /\_I_S estimation

System detection rate Po
o
[6;]

o
w
T

—a— /\WED Monte Carlo simulation

o©
S

— % — AWED estimation g

—_— /\ED Monte Carlo simulation

- — /\ED estimation

10 10 107 107" 10°
System false alarm rate PF

FIGURE 5.3: System ROC curve : Monte Carlo simulation vs. numeapgroximation.

Given the above statistics, the probabilities of detectind false alarm can be easily obtained
using theQ(-) function, defined as the complimentary distribution fuoctof standard Gaus-
sian. Figure5.3 presents the receiver operating characteristic (ROC)esuobtained both by
Monte Carlo simulation and numerical approximation usiing.dn this example, the total
number of sensors is 10 with sensor leRek= 0.1 andPy = 0.6 and channel SNR equal to 5dB.
While some discrepancy exists due to the relax in the CLT itmmdthe value oK is not large
enough), the approximations using CLT match relativelyl weethe corresponding simulation
results.

Figure5.4shows the ROC curves of all the fusion rules by Monte Carlaation. The settings
are the same with those in Figuse8. Obviously, the optimal\| r provides the uniformly most
powerful detection performance. However it requires inttaeous CSI and sensor indices. On
the other hand, under this settindg;p performs just a little inferior ta@\_r but requires least
informationa priori and computational complexity. We further discuss theifgremance under
different SNR values in Section6.3
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FIGURE 5.4: System ROC curves of the four fusion rules by Monte Csirtaulation.

5.6.2 Deflection Coefficient

Deflection coefficient (DC) is proposed ihQ1] to be a measure of the detection performance.
DC can be regarded as the system output SNR. The larger the, D& ibetter is the detection
performance. Assumeis the observed values a®ix) is the output statistics. The definition
of DCD(S) is as below :

[E1(S) —Eo(9))
Vo(S)
whereE; andEg are the expectations unddi andHg, while\j is the variance undety. There

are various of advantages of DC as a measure of detecticorpenfice :

1. By using the deflection criterion the systé&{x) is characterized by only one number
instead of by a curve. It is in general much easier to caleulat

2. There is a relation between the LR receiver and the optietaiver in terms of deflec-
tion. First the systen®(x) maximizing5.22is none other than the LR(x), i.e. ratio of
the probability densities functions afunderH; and Ho, respectively. Furthermore, if
there are some constraints 8(x), the receiver maximizing the deflection under these
constraints is the receiver the output of which is the meaausgestimation of (x).

3. DC concerns the asymptotic case. If the componentsacé i.i.d. random variables, it is
possible to use CLT, to assume that the output is Gaussian iTlbecomes again pos-
sible to calculate the ROC curve and it appears that maxngittie deflection becomes
equivalent to optimizing the performances calculated imgof ROC.

Inevitably, the deflection criterion has some limitationdwespect to its use in detection prob-
lems. First, although DC can be treated as system output BNBtyysical meaning is not quite
clear. If there are two systen® andS,, their deflections satisfip(S) < D(S). It is then im-
possible to prove generally that for a given false alarm ahbdliy, the detection probability of

D(S) = (5.22)
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S is greater than that &,;. This can be true for some values of a and untrue for other. dmes
other words a greater deflection does not necessarily giegtertperformance in terms of ROC
curves. This does not mean that the deflection criterion tmisbmpletely rejected. It must be
used with some care.

Deflection coefficient

-10 -5 0 5 10 15 20
SNR (dB)

FIGURE 5.5: The performance of DC as channel SNR increases.

Figure5.5shows the performance of different fusion rules in term$ef@C. The settings are
the same as in Figure 3and Figures.4. As we can see, at very low channel SNR, the perfor-
mance of\ g reduces td\wep and/Agp ; for high channel SNR\tshas close performance as
the ALr. Along the SNR axis, the performanceMfp is the most robust. Even though it is an
interesting metric and it completely characterizes thedein performance under the Gaussian
assumption, in general, it can not be proved that a greatiection always leads to a better per-
formance in terms of ROC curves. Therefore, the DC perfooeaan be regarded as a good
complement to ROC curves as shown in Figbiré

5.6.3 Detection performance in term of different SNRs

To better understand the performance difference as a amefichannel SNR, Figure.6 gives
the probability of detection as a function of the averagenaedSNR for a constant system false
alarm rate oF- = 0.01. Other settings is identical to the above example. Frasfiture, it is
clear that performances are consistent with the resultggur&5.5 using the DC for the same
set of parameters. The jumpy behavior of thig can be explained by its statistics. As we have
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discussed in Section.5.1, the/A r is binomial distributed. We have :
K . .
Pb = ; P (1—p)* (5.23)
i=K¢
K . .
PE = Zz Po(1—po)*™ (5.24)
i=Ky

wherekK; is the threshold and ranges [ K]. According to equation.23), the system level

Pp is only a function of the thresholl;. As we know, there are only finite integer numbers

from whichK; can take values. The value iéf is determined by the average channel SNR and
the system level false alarm rae judging from equationX.21) and equation¥.24). Even

for different SNR values, and hence differdéftvalues, could still be the same due to its finite

alphabet property. Thus, with the saidg P remains constant for a certain range of channel
SNRs.

System detection rate PD

SNR (dB)

FIGURE 5.6: The performance ¢ as channel SNR increases.

To have a more intuitive understanding of how much perforeattegradation the three sub-
optimal alternatives suffer compared to the optifat, the respective difference Hy is shown

in Figure5.7. The smaller the difference values, the closer the perfoomapproaches the
optimalALR. Itis obvious that at low SNR\w ep has the smallest difference with r ; however
when the SNR is larger than 7dBy sis closer to optimal andwy gp performs the worst. It can
be noted thaf\wepis the most robust as channel SNR varies and its averagepeanice seems
the best.

Generally speaking, the performance\@f, is optimal with all SNR values/\tsis sub-optimal
when SNR is large Awep is sub-optimal when SNR is small\ep performs robust with dif-
ferent range of SNR. With regard to computational compyeaitd resource cosfy R is the
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FIGURE 5.7: Difference oy (Ats, Awep and/Agp compared with\ R).

most complicated and requires instant channel state irdbomwhile/Agp is the simplest and
requires least resources. In WSNSs, although the algorigmiopnance is important, other met-
rics must also taken into consideration. To meet applic&idifferent requirement of Qol, there
must be tradeoffs while choosing among the different rules.

5.6.4 Detection performance in term of different number of rodes

The system detection probability as a function of total nends sensors is shown in Figuses.

As we can see, whdhis very large, the detection probability at the fusion ceafgproaches 1,
even when the local sensors have a modest detection perfoeméthPy = 0.6 andP; = 0.1,
and the average channel SNR is low (5dB). This is due to themaglation of information from

a large number of sensors. Note that no matter how many seasoemployed, th&, r fusion
rule outperforms the other three sub-optimal fusion riégh the specific system parameters
in this example, the performance AEp is quite robust and outperforms boMy ep andArs
fusion rules, regardless of the scaling factor .

Figure 5.9 shows another example when SNR is large (30 dB). Comparetytods.8, the
rising of By in Figure5.9is much faster as the number of nodes increases. It is wotthgno
that different from Figur®.8, the performance ohtgis almost the same a§ r. These results
consist with Figurés.6 and also verify the correctness of Propositio#.2
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FIGURE 5.8: The performance ¢ as the number of nodes increases (SNR=5 dB).
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FIGURE 5.9: The performance ¢ as the number of nodes increases (SNR=30 dB)
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5.6.5 System detection performance with different local sesors

In Sections5.6.1, 5.6.2, 5.6.3and5.6.4 we gave examples where the detection performance
are assumed identical for all sensors. In practice, howavey often the case that different
sensors have different detection performances. In thisosgave investigate and compare the
performances of different fusion rules in these more cocapdid and practical scenarios. First,
we assume that all the wireless channels between local rseaisd the fusion center have the
same average SNR. There are totally 10 sensors. All the sehage the same false alarm
rateP; = 0.1. However, they have different detection probabilitiestHis particular example,
we assume th& = [0.2,0.28,0.36, ...,0.92], wherePy = [Py1, Pyo, Py3, .., Pyx]. The simulation
results are shown in Figufe1Q The performance tends to be identical to those in Figuse
which implies that node difference does not have much impadhe performance of fusion
rules.

System detection rate Py

SNR (dB)

FIGURE 5.10: System detection probability as a function of averdganel SNR with 10 sen-
sors whose detection performances are different.
5.6.6 Summary of the Simulation Results

The proposed fusion rules are extensively compared, asrsiowable5.3, in term of the
performance, a priori information required, complexityglanspective application scopes.

5.7 Summary

The problem of fusing binary decisions transmitted overrfgéand noisy channels in WSNs
is studied in this chapter. Local decisions made by locad@enodes may be lost or corrupted
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TABLE 5.3: Comparison of four fusion rules.

Fusion rules Performance Informationa priori | Complexity| Application
ALR optimal CSl and highest traditional
sensor indices wired network
Nts sub-optimal at large SNR  sensor indices high noiseless WSNs
AWED sub-optimal at low SNR Csli low noisy WSNs
NeDp robust none lowest | dynamic WSNs

while transmitted to the fusion center via a fading chanWa.propose a series of fusion rules
under the assumption of Rayleigh channel model. Likelih@atid rule has been shown optimal

through theoretical analysis and simulation. Howevegiitstimes system resource and requires

good knowledge of local and channel information, which i$ easily available in resource-
constrained WSNs. We propose three sub-optimal alteestivhich have less computation
and information cost. They perform well in their respectBMR range. Finally we find that in
resource-constrained WSNs, a tradeoff should be consideneng performance, resource cost
and computation complexity while choosing the fusion rules
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6

Conclusions and Future work

6.1 Conclusions

Supporting QoS in WSN is a requirement instead of a compléfoenVSN-based applica-
tions. Diverse QoS requirements can be guaranteed by ta&fiaegtive measures in different
protocol layers or functional components. For differerplagations, the focusing QoS metrics
can be different from one another. This dissertation is &mpneary and immature exploration
of the problem. We centers on QoS support for the task of edeteiction. When the network
is deployed, the quality of coverage and connectivity stidnal satisfied ; as the critical data is
transmitted through multi-hops, the end-to-end delay afhdbility should be guaranteed while
energy efficiency and load balance should be consideredngltire phase of data processing,
information accuracy should be provided to ensure a higaatien rate. Respective studies are
summarized as follows :

— To better understand how various parameters impact onualkyof connectivity, we an-
alyze the connectivity of WSNs in a non-isotropic log-nofmsizadowing environment. An
explicit expression of node non-isolation probability erided as the upper bound of one-
connectivity, based on an analytical link model which inpmates important parameters such
as path loss exponent, shadowing variance of channel, ol encoding method etc. A
tight lower bound for the minimum node density that is neaps$o obtain an almost surely
connected network is also given. Besides, we find giant compisize a good relaxed mea-
sure of connectivity in some applications that do not regjtufl connectivity.

— To meet the quality of coverage and connectivity togetnéne deployment strategy should
be developed. Assuming each pointin the area is associdied woverage threshold, which
must be satisfied after nodes are deployed, the resultingydapnt problem is formulated as
a multi-objective optimization problem, which seeks to mmize both the gap between the
generated coverage probability and the required thresmaldhe number of deployed nodes
with the constraint of maintaining the network connecyivieuristic methods based on tabu
search (TS) and generic algorithm (GA) are proposed. Stwakshow that GA and TS
deployment outperforms random and regular lattice depéyn-urthermore, GA provides
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diverse solutions with better tradeoffs between two objest

— To satisfy real-time and reliable delivery requirementiya-hop neighborhood information
based real-time routing protocol is proposed. The packadlde is mapped to a network-
wide velocity while routing decision is made based on theshtwo-hop velocity integrated
with energy balancing mechanism. Initiative drop conteokmbedded to enhance energy
utilization efficiency while reducing packet deadline miato. The proposed routing has
one-hop more prediction capability as using a “telescopdihiding the way. Simulation and
comparison show that the new protocol has led to lower deadfiiss ratio, higher energy
efficiency and load balance than two existing popular sclseme

— Finally decision fusion rules under fading channel in WSH iavestigated to ensure high
quality of detection. Local decisions made by local sensaay be corrupted while trans-
mitted to the fusion center via a fading channel. a seriesisibh rules are proposed with
the assumption of Rayleigh channel model. Likelihood rati@ has been proved optimal
by analysis and simulation. However, it is with high compiota complexity and requires
instant channel state information, which is not easily latéde in resource-constrained WSN.
We propose three sub-optimal alternatives, which havedesgputation cost and requires
less a priori information. They perform well in their respee SNR ranges. We draw the
conclusion that in resource-constrained WSN, a tradeoffishbe considered among perfor-
mance, resource cost and computation complexity while gihgahe fusion rules.

6.2 Future Work

QoS has been intensively investigated in wired networksvéder for WSN, QoS has been
given quite a lot of new contents due to its unique charestiesi and challenges. Although
many researches have been made in this domain, there aprailems left open. Based on
the work of this dissertation, the following problems carfimther investigated :

— Although maintaining full sensing range of the Aol guaes® immediate response to emer-
gent event, it is not favorable due to its high energy congionpln some real-time appli-
cations, an immediate response is not required and thetaetedthin certain delay bound
should be tolerable. Therefore, designers are willing tysiee some delay in detection in
exchange for prolonged system lifetime. The challengevwstoguarantee the required qual-
ity of surveillance in an energy-saving mode.

— Most of the existing WSN protocol designs aim at multipleirse to single destination
model. It should be noted that the result may not be appkcébla more sophisticated
multi-source multi-sink system. Conflicts can occur amorgssed tasks in the network.
It is challenging to satisfy the QoS requirements of mudtifsisks simultaneously. In wire-
less sensor-actuator networks (WSANS), sensors havepteutiotential destinations (e.g.
actuators) in event reporting. Besides, actuators coulmdigle in conducting actions. The
resulting heterogenous system is quite different fromditicamal data collection WSN model

98



6.2. Future Work

with single static sink. Note that, in WSANS, actuators dteroassumed resource-rich and
with high energy and communication capability. This implaepossibility of using them as
fast relays to transmit data collected from sensors to ardgtn directly or in a few hops
for time-critical service. Interesting explorations axpected.

— Cross-layer design should be a promising tendency in the-lIased research. In this dis-
sertation, information from MAC layer are taken as feedlsackrouting decision making.
Further co-design of routing and detection fusion are etgukbio get the idea that where and
when to do detection fusion can satisfy QoS requirement &ygtbatest extent.
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Résumé

Cette thése présente nos travaux a la fois théoriques et techniques sur la fourniture de
la qualité de service dans les réseaux de capteurs sans fil, travaux développés
principalement pour la détection en temps réel d’événements.

Le premier probléme fondamental pour assurer une qualité de service est la
connectivité d’un réseau. La probabilité de non-isolation de nceud est donnée
garantissant une borne supérieure de 1-connectivité du réseau. Un deuxieme probleme
traité concerne la considération conjointe du probléme de connectivité de
communication et de couverture de détection. Ce probleme étant formalisé comme un
probléme d’optimisation multi-objectif, un algorithme heuristique du type génétique a
été développé, permettant ainsi d’aider au déploiement. Pour assurer la
communication des données en temps réel et de facon fiable, un protocole de routage
basé sur SPEED a été développé. Les simulations ont montré une amélioration
notable de performances par rapport aux solutions existantes. Afin d’assurer la
fiabilité de I’information finale, un ensemble de régles de fusion de décision a été
proposé. Quant & son implémentation réelle avec moins de complexité sur des nceud
de ressources limitées, trois alternatives sousoptimales ont été proposées et qui
donnent des performances satisfaisantes dans des plages de rapport signal sur bruit.

Mots clés : Réseaux de capteurs sans fil, Qualité de service, Couverture, Connectivité,
déploiement, routage, fusion de données.

Abstract

The fundamental theories and key technologies of QoS support for event detection in
wireless sensor networks are studied in this dissertation.

Firstly, to ensure the quality of connectivity, an explicit expression of node
non-isolation probability is derived as the upper bound of one-connectivity. A tight
lower bound for the minimum node density is also given for obtaining an almost
surely connected network. Secondly, to meet the quality of coverage and connectivity
together, a fine deployment strategy is developed. The deployment problem is
formulated as a multi-objective optimization problem. Heuristic methods based on
tabu search and generic algorithms are proposed. Thirdly, to satisfy real-time and
reliable delivery requirement, a two-hop neighborhood information based real-time
routing protocol is proposed. The simulations show that the proposed routing protocol
has a significant improvement in performance compared to existing solutions. Finally,
decision fusion rules under fading channel are investigated to ensure high quality of
information. We propose three sub-optimal alternatives to the optimal likelihood ratio
rule. They have less computation cost and require less a priori information and
perform well in their respective SNR ranges.

Keywords: wireless sensor networks, quality of service, coverage, connectivity,
deployment, routing, decision fusion.
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