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Abstract

Modeling complex processes often involves a large number of variables with an intricate correlation structure. For example, many spatially-localized processes display spatial regularity, as variables corresponding to neighboring regions are more correlated than distant ones. More specifically, as natural or man-made boundaries have a profound influence on geostatistical processes, suitable models must be able to take the induced structure into account. The framework of weighted graphs allows us to capture relationships between interacting variables in a compact manner, permitting the resolution of problems involving millions of interacting variables. Furthermore, many spatial analysis tasks can be cast as optimization problems structured by fitting graphs. This thesis, motivated by the kind of optimization problems arising from geostatistical data analysis, makes two types of contribution: it develops new algorithms which solve existing problems faster and introduces a new model for processes defined on weighted graphs.

The first part of this manuscript focuses on optimization problems with graph-structured regularizers, such as the total variation or the total boundary size. First, we present the convex formulation and its resolution with proximal splitting algorithms. We introduce a new preconditioning scheme for the existing generalized forward-backward proximal splitting algorithm, specifically designed for graphs with high variability in neighborhood configurations and edge weights. We then introduce a new algorithm, cut pursuit, which exploits the links between graph cuts and total variation in a working set scheme. We also present a variation of this algorithm which solves the non-convex formulation penalized by the boundary size. We show that our proposed approaches reach or outperform state-of-the-art methods for geostatistical aggregation as well as image recovery problems.

The second part focuses on the development of a new model, expanding continuous-time Markov chain models to general undirected weighted graphs. This model allows us to take into account the interactions between neighboring nodes in structured classification more precisely. We demonstrate the advantages of this model for supervised land-use classification from cadastral data.
La modélisation de processus complexes peut impliquer un grand nombre de variables ayant entre elles une structure de corrélation potentiellement compliquée. Par exemple, les processus décrivant des phénomènes spatiaux possèdent souvent une forte régularité spatiale, se traduisant par une corrélation entre variables d’autant plus forte que les régions correspondantes sont proches. Les obstacles naturels ou artificiels jouent également un rôle structurant très fort sur les processus géospatiaux, renforçant ou bloquant la corrélation entre variables associées aux régions qu’ils séparent. Le formalisme des graphes pondérés permet de capturer de manière compacte ces relations entre variables, autorisant le traitement de problèmes impliquant des millions de variables interdépendantes. De nombreux problèmes d’analyse de données spatiales se traduisent ainsi en termes d’optimisation structurée par des graphes pondérés. Les contributions de cette thèse, motivées par les problèmes d’optimisations associés à l’analyse de données géospatiales, sont de deux natures: le développement de nouveaux algorithmes permettant la résolution efficace des problèmes associés à des modèles existants, et la création d’un nouveau modèle plus précis pour les processus définis sur un graphe pondéré.

La première partie du manuscrit se concentre sur la résolution efficace de problèmes de régularisation spatiale, mettant en jeu des pénalités telle que la variation totale ou la longueur totale des contours entre régions constantes. Nous traitons en premier l’approche convexe et sa résolution à l’aide d’algorithmes dit d’éclatement proximal. Nous présentons une stratégie de préconditionnement de l’algorithme generalized forward-backward qui est spécifiquement adaptée à la résolution de problèmes structurés par des graphes pondérés présentant une grande variabilité de configurations et de poids. Nous présentons ensuite un nouvel algorithme appelé cut pursuit, qui exploite les relations entre les algorithmes de flots et la variation totale au travers d’une stratégie dite de working set. Nous présentons également une variante de l’algorithme adaptée à la minisation de fonctions pénalisées par la longueur totale des contours des régions constantes. Ces algorithmes présentent des performances supérieures à l’état de l’art pour des tâches de traitement de l’image ainsi que pour des problèmes d’agrégation de données géostatistiques.

La seconde partie de cette thèse se concentre sur le développement d’un nouveau modèle qui étend les chaînes de Markov à temps continu au cas des graphes pondérés non orientés. Ce modèle autorise la prise en compte plus fine des interactions entre noeuds voisins dans le cadre de la prédiction structurée, comme nous l’illustrons pour la classification supervisée de tissus urbains à partir de données cadastrales.
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Chapter 1

Introduction

Everything is related to everything else, but near things are more related than distant things.

First Law of Geography

Waldo Tobler, 1970

Nearly two hundred years ago, De Châteauneuf (1834) represented the death toll of a cholera epidemic using colour gradients over a partition of Paris into districts. This historic report is considered to be the first attempt at formalizing a geographical process to facilitate its analysis (Coppock and Rhind, 1991). Over a century and a half later, Dana Tomlin developed the Map Algebra framework, a formalization of geographical information mapping ground in set theory (Tomlin, 1990, 2013). This framework is still the at the core of modern approaches to spatial data analysis and implemented in most mapping softwares (Theobald, 2007).

From hyperspectral satellite imagery to mobile laser scanning and web-based technologies, our capacity to collect information has exceeded the capacity of geographers to process it. Consequently the need for automated analysis tools for large-scale geographic databases has became more and more obvious. The advent of computer systems permitted the creation of the first Geographic Information System (GIS) by Tomlinson (1968), which tremendously increased cartographers’ power of analysis (Chrisman, 2006). However special caveats must be taken into account when considering spatial statistics, and operations on geographical data must be performed within a framework that captures the data’s spatial configuration with precision. Furthermore as the size of available data keeps increasing, a modern data analysis approach must be developed (Chen et al., 2006; Graham and Shelton, 2013).

After first defining spatial data analysis, we will describe the specific characteristics of spatial data themselves. We will then present a graph-based framework that is able to capture some of these characteristics. Finally we present present the graph-based optimization problems developed in this thesis, as well as their applications as geographical operations on spatial data.
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![Image 1](image1.png)

Figure 1.1: Rastered average income of Grand Lyon at different scales. From left to right: Intercommunality of Grand Lyon, city of Lyon, first Arrondissement

1.1 Spatial data and geostatistics

Spatial data designate information relative to objects defined within a two or three dimensional space. These objects are typically either elements of a grid, or present simple geometric shapes such as points, lines or polygons. However spatial data also include a wide variety of objects, such as 3D objects, networks or irregular partitions such as Triangulate Irregular Network (Peucker et al., 1978). Each object is associated with an array of numeric values, which can vary greatly from attitude in the case of Digital Elevation Models (Zhang and Montgomery, 1994), to disease rates in the case of epidemiology (Clarke et al., 1996) or even socio-economic values (Wang, 2014). Importantly, geometric features such as length, surface or eccentricity of objects are often also provided when applicable. To efficiently retrieve information, spatial databases use spatial indexing of objects, typically with a grid or with more sophisticated structures such as R-trees (Guttman, 1984).

In this thesis we focus on geostatistical data, a subset of spatial data in which the observed values are taken as realizations of random variables. Its particularity in terms of statistics is its intricateness, as correlations between variables corresponding to adjacent objects play a prevalent role.

The oldest and most frequently used spatial data structure is the raster, in which objects are the cells of a regular lattice and whose values describe their content. For example the French National Institute for Statistics and Economic Research has made public a spatialized database composed of 18 socio-economic variables on a $200 \times 200 m$ raster, represented in Figure A.1. More generally any kind of aerial/satellite imagery can be interpreted as a raster data in which the cells are the pixels. The other important data format is vector data, which are often used when the modelling requires a higher degree of precision, for example at the level of individual buildings or roads. The geometry of each object, be it polygonal or linear, is given by a sequence of georeferenced segments, as shown in Figure A.3.
1.2 Spatial data analysis

Spatial data analysis covers the array of methods used to extract knowledge from spatial data, from prediction to semantic labelling. It is used in many different fields such as biology or socioeconomics, and has theoretical foundations in many different fields of mathematics and computer science. The rest of this section provides a non-comprehensive list of spatial data analysis tasks.

**Interpolation.** Motivated by mining exploration as a way to map underground ore from very sparse observations, interpolation consists in estimating unknown values from observed data. While methods such as linear or bilinear interpolation (Shepard, 1968) have long existed, interpolation as applied to spatial data was at the origin of the development of the field of geostatistics (Matheron, 1962), which interprets spatial data as realizations of correlated random variables. The methods developed, such as kriging, have many links with modern statistical tools such as Gaussian processes (Williams, 1998) and are still widely used today, for example to estimate wood volumes in forested areas (Maselli and Chiesi, 2006).

**Classification.** Classification is the task of annotating spatial objects into semantically-defined classes, for example, classifying urban areas according to their nature, be it dense habitat, individual housing, periphery, agricultural land and so on. It has applications in many domains such as deforestation analysis (Asner et al., 2005; Seto et al., 2012) or urban modelling (Rellier et al., 2004; Voisin et al., 2013; Zhou and Neumann, 2012). This task is closely related to computer vision and shares many of the same models, such as CRFs (Hoberg et al., 2015) or deep neural networks (Pacifici et al., 2009).
classification is usually performed over radiometric measurements such as RGB channels, but also hyperspectral imaging (Camps-Valls et al., 2014; Rellier et al., 2004), SAR images (Oliver and Quegan, 2004; Voisin et al., 2013), elevation models (Kluckner et al., 2009) or LIDAR echoes (Weinmann et al., 2014). Gomez-Chova et al. (2015) states that the best classification rates are obtained when using a combination of different sources.

**Generalization.** Cartographic generalization is the task of formatting information so that it can be represented in an intelligible way on a map at a given scale (Brassel and Weibel, 1988; Gruenreich, 1992; Shea and McMaster, 1989). It involves discarding unimportant or redundant objects, selecting and enhancing relevant ones, as well as displacing them when necessary. It can also involve aggregating similar objects into larger ones. While many aspects of cartographic generalization are centered around human perception, aggregation can be translated in mathematical terms as we will show in Section 1.5.

**Modelling.** Modelling is the task of understanding and simulating urban and geographical processes. One of the most iconic models is the Concentric Ring Model introduced by Burgess (1967), which attempted to model the growth of the city of Chicago and explain the wealth distribution within its different areas. Numerous models also develop the links between urbanisation and industry (Wegener, 1994) as well as transportation networks (Wegener, 2004). Simulations of these processes and interactions are often performed at the individual level though multi-agent systems (Batty and Jiang, 1999; Chaker, 2009; Parker et al., 2003).

**Prediction.** Prediction is the branch of modeling focused on the evolution of dynamic urban and geographical processes such as urban growth (He et al., 2006) or climate change (Houghton and Callander, 1992). Cellular automata (Goodchild et al., 1996) are widely used for raster data. This approach consists of discretizing the space into cells which can be in different states, and whose evolution is determined by a set of rules involving the states of the neighborhood cells.

**Detection.** As the quantity of information and the number of objects constituting spatial databases keeps increasing, detecting specific objects or events proves crucial, such as forest fires (Lafarge et al., 2006) or vegetation (Zhou et al., 2011). Close to its computer vision counterpart, spatial object detection focuses on finding a given class of object in a geographical database (Ardeshir et al., 2014; Crandall et al., 2009). Detecting events in temporal spatial data can also be used to monitor disease outbreaks (Watkins et al., 2009; Wiafe and Davenhall, 2005).

### 1.3 Characteristics of geostatistical data

Geostatistical data have some specific characteristics that need to be taken into account for their analysis. Here we present a non-comprehensive list of such traits.

**Spatially-correlated.** As formalized by Tobler (1970) as the First Law of Geography, objects that are closer are more correlated. Indeed proximity and adjacency play an important structuring role and in general geographical processes can be assumed to only
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change gradually in space.

**Geometrically-constrained.** Geographical spaces are structured not only by natural obstacles such as rivers and mountains, but also man-made boundaries such as road networks or administrative borders. Consequently, although proximity does indeed play an important role, spatial data also display sharp changes across geometrical divides. Models of spatial processes must therefore be able to accommodate simultaneously spatial regularity and sharp transitions.

**Multi-scale.** Spatial data pertains to the content of a geographical space at a given scale, however it is rarely the case that such spaces are free from influence operating at a much larger or smaller scale. For example, the growth pattern of a city can’t be fully explained without a nation-wide analysis of labour market and migration. Conversely, analysis of spatial processes such as the influence of transportation over land use by monitoring car flows lies fundamentally on behavior and decisions taken at the individual level. Consequently, the level at which spatial data analysis operates is a delicate matter that will influence its outcome.

**Multi-modality.** As stated earlier, proximity plays an important structuring role over spatial data. However the relevant notion of distance can change depending on the application, and multiple distances can be at play in a single application. Indeed while transportation analyses often use the topological distance along the road network, the speed and capacity of each road can also be taken into account to define accessibility (Weiping and Chi, 1989). When studying land use interaction, other metrics can be designed to take into account their proximity such as length of shared borders, shortest distance between buildings in a block (Veenendaal et al., 2000).

**Heterogeneity.** Unlike image analysis in which all pixels are similar in importance and configuration, elements of spatial databases display more variability. For example the results of an election aggregated by voting constituencies should be interpreted without forgetting to take into account the number of voters, as (see Figure 1.3).

Figure 1.3: Illustration of the variability of elements in spatial data. On the left, the 2007 presidential election results are broken down by constituency in French Brittany. On the right, we show population density, with dark red standing for densely-inhabited constituencies.
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1.4 The weighted graph framework

Weighted graphs are a general framework for modeling interactions between entities (Balakrishnan and Ranganathan, 2012; Berge, 1958; Harary, 1969). Therefore they appear as a natural tool to capture the structure of spatial data and formalize their analysis (Gaetan and Guyon, 2008).

A weighted graph $G = (V, E)$ is defined by a node set $V$, usually identified by an integer so that $V = [1, \ldots, n]$, and an edge set $E \subset V \times V$ linking nodes two by two. We denote the number of the edge by $m = |E|$. Each edge $(i, j)$ is weighted by a non-negative real number $w_{ij} \in \mathbb{R}_+$. Each node $i$ is weighted by a non-negative real number $\mu_i \in \mathbb{R}_+$.

We consider spatial data associating a real statistical value to regions partitioning a bounded space of dimension $D = 2$ or $3$. In the weighted graph framework, the regions constituting the spatial data are represented by the node set $V$ while the relationship of proximity between pairs of elements are represented by edges. The degree of proximity can be represented by the edge weight $w$, usually the higher the weight, the closer the regions. The variability of importance of the elements can be encoded by the node weight $\mu$. See Appendix A for details about converting vector and raster data to weighted graphs. In this framework, geostatistical data can be represented as a vector $x \in \mathbb{R}^n$.

Graphs with weighted edges are very common in a number of fields including graph theory, operational research and machine learning (Shi and Malik, 2000; Zhu et al., 2005). As emphasized in the previous section, regions constituting spatial data can be very different from one another, be it in size, shape or content. Consequently, the graph considered must be able to take this property into account which is why each node is associated with a weigh $\mu$. Although graphs with node weights are studied in depth in computer science (Takahashi and Matsuyama, 1980), they are seldom used in machine learning to the author’s knowledge.

The graph structure of urban space has been studied extensively, in particular for network analysis (Thomson and Richardson, 1995). Indeed the analysis of the graph morphology itself, whether it was obtained from the network itself or to capture relationship between spatial objects, can be very informative regarding the geographical space being considered (Doğrusöz and Aksoy, 2007; Erath et al., 2009). In this thesis we consider however problems involving variables whose relationships are determined by the graph, rather than the structure of the graph itself, as formalized by Gaetan and Guyon (2008, Chapter 2).

This approach allows us to capture the structure and variability specific to spatial data. Indeed spatial correlations as well as geometrical constraints can be encoded by the edges of the graph and their respective weights. The variability of importance among elements can be described by the weight of the nodes. More importantly, as shown in the next sections, the weighted graph framework allows us to cast certain data.
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Figure 1.4: Graph conversion corresponding to the French Regions as of 2014 (from INSEE). Each node corresponds to a region and the edges correspond to adjacency.

Map generalization is the problem of representing complex spatial data in a readable map to provide decision makers with an overall view of the land and its main characteristics (Lee, 1996). Aggregation is one of the operations in cartographic generalization, and consists of merging adjacent regions of a geographical space to improve readability. This operation requires finding a trade-off between the simplicity of the resulting map and faithfulness to the original data.

Spatial data can be highly sensitive to the parameters of aggregation, such as the scale or the shape of the regions. This sensitivity decreases the robustness and interpretability of the resulting aggregation, as minute changes in parameters could lead to vastly different results, as illustrated in Figure 1.5. This problem, first observed in Gehlke and Biehl (1934), was later referred to as the Modifiable Area Unit problem by Openshaw (1984). It is still mostly unresolved and at the center of spatial statistics research (Holt et al., 1996; Nelson and Brewer, 2015). Several models allow us to understand how the aggregation effects work on spatial statistics. For example Cockings et al. (2011) designed an automated procedure to produce appropriate zoning for census, in particular ensuring homogeneity in population size and built environment.

Aggregation as a clustering task Merging adjacent regions with similar statistics to obtain a simpler representation can be formulated from a machine learning perspective as a clustering problem with structural constraints. In fact, we argue that within the weighted graph framework, we can formulate this geographical problem into a classic optimization problem.
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Figure 1.5: Illustration of the Modifiable Area Unit Problem. From the same pointwise data, one can obtain vastly different aggregations by either a change of scale or a shift of the grid.

In machine learning, clustering is often performed to group together data points that have similar features, the *k*-means algorithm being the most famous example (MacQueen et al., 1967) of clustering algorithms. However it does not take into account the simplicity of the resulting representation. Spectral clustering is another classical method used to cluster data points on a graph. The structure of the graph is derived from the similarity matrix of the features associated with each node (Shi and Malik, 2000). In spatial data aggregation however, the adjacency of the nodes derives from geographical distance measures and not from their respective features.

Following the ideas of (Mumford and Shah, 1989) in image processing, we define a map as simple if it can be partitioned into regions with constant statistics, and such that the total length of their contour is small. The rationale behind this choice is that a representation with short contours will be easy to read as it must have few constant regions with clean borders.

The simple, piecewise constant approximation of an input image is defined as the result of an optimization problem, in which a data fidelity term is regularized by the contour length of the regions. The fidelity term insures fidelity to the original data while the regularizer enforces the simplicity of the solution. When the number of partitions is fixed in advance, this problem is known as the minimal partition problem or the (spatially continuous) Potts model Pock et al. (2009); Santner et al. (2011). When the fidelity term is the squared difference with the observation, this model is called the piecewise constant Mumford-Shah problem.

For an observed image represented by a square integrable function $J \in L^2(\mathbb{R}^2)$, and
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A candidate image with bounded variation $I \in BV(\mathbb{R}^2)$ composed of $k$ constant regions $\mathcal{R} = \{R_i\}_{i=1}^k$, the piecewise constant Mumford-Shah problem writes:

$$\min_{\mathcal{R}} \sum_{i=1}^k \int_{R_i} (I_i - J(x))^2 \, dx + \lambda \text{Per}(\mathcal{R}),$$

(1.1)

with $I_i = \int_{R_i} J(x) \, dx / \int_{R_i} \, dx$ the constant values of $I$ in region $R_i$ and $\text{Per}(\mathcal{R})$ the total surface interface of the boundaries of the constant region set $\mathcal{R}$, as defined in (Chambolle et al., 2010, equation 90). Note that $\text{Per}(\mathcal{R})$ in dimension 2 is the length, and the surface in dimension 3. $\lambda$ is a non-negative value controlling the regularization strength.

Expression within the weighted graph framework This approach, initially designed for the processing of images viewed as continuous functions, can be applied to the discrete setting in which elements correspond to a partition of a space $\Omega$ of dimension $D = 2$ or 3. More generally, graph can capture geographical space of dimension more than 2. Let $\mathcal{P}$ be a partition of $\Omega$ into $n$ regions $\{\mathcal{P}_1, \ldots, \mathcal{P}_n\}$. We consider the weighted graph $G = (V, E, \mu, w)$ such that $V = \{1, \ldots, n\}$ corresponds to the regions of $\mathcal{P}$, $E$ the the pairs of adjacent regions, $\mu_v$ the surface or volume of each region, and finally $w_{v,v'} = \mathcal{H}_{D-1}(\mathcal{P}_v \cap \mathcal{P}_{v'})$ the perimeter of the interface shared by each pair of adjacent regions (formally the $D-1$-Hausdorff measure of the intersection of the topological closure of adjacent regions). For $J \in \mathbb{R}^n$, the set of observed features for all regions and $I \in \mathbb{R}^{n \times d}$ the candidate estimation, the fidelity term can be rewritten with $V$ and $\mu$:

$$\sum_{v \in V} \mu_v (I_v - J_v)^2,$$

with $I_v$ the value of $I$ in region $\mathcal{P}_v$. Note that in this formulation the number of constant regions $k$ does not appear explicitly, although it is bounded by $n$, the total number of regions in $\Omega$. The perimeter of the constant regions can also be expressed with the edge set $E$ and the weight $w$:

$$\text{length}(\mathcal{R}) = \sum_{(v,v') \in E} w_{v,v'} \delta(J_v \neq J_{v'}),$$

with $\delta(x \neq y)$ being equal to zero if $x = y$ and 1 elsewhere. The minimal partition problem (1.1) can be rewritten with the graph structure:

$$\min_I \sum_{v \in V} \mu_v ||I_v - J_v||_2^2 + \beta \sum_{(v,v') \in E} w_{v,v'} \delta(J_v \neq J_{v'}),$$

(1.2)

Equation (1.2) corresponds to the minimization of a non-continuous, non-differentiable and non-convex energy, which makes it a very difficult problem.

Rudin et al. (1992) introduced the total variation, a convex penalization to spatially regularize images while conserving sharp edges. This regularizer is also a simplicity-inducing penalty, and can be translated in the weighted graph framework as follows:
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\[
\min \sum_{v \in V} \mu_v \|I_v - J_v\|_2^2 + \beta \sum_{(v,v') \in E} w_{v,v'} |I_v - J_v|,
\]

with \(\|\cdot\|\) the norm in \(\mathbb{R}^d\). This approach boasts numerous applications in various fields such as vision and signal processing. Chapter 2 presents modern approaches to the resolution of problem (1.3) and presents a novel algorithm allowing for faster resolution. An application of this algorithm to spatial data aggregation is given in Chapter 3. Chapter 4 proposes a novel family of algorithms designed to solve problems of both problems (1.2) and (1.3) when the results are expected to be simple.

1.6 Graph structured prediction

**Probabilistic Classification** A central task of automatic analysis of geographical information is the classification of regions into different predefined types. This task is performed by compiling a list of attributes for each parcel which can come from not only aerial or satellite imagery (Santos and Moreira, 2006), but also socio-economic or cadastral data (Johanna et al., 2013). The regions are then classified into the different categories, for example using predefined rules (Malinverni et al., 2010). A **discriminative classifier** can also be trained from an ensemble of hand-annotated parcels Santos and Moreira (2006).

The generative approach to classification is to build a probabilistic model of the process generating the data. We consider a set of \(n\) regions for which we observe a label in \([1 \cdots K]\). The model, parametrized by a vector \(\theta\), determines the emission probability of a labelling \(y = (y_1, \cdots, y_n)\). We denote \(\ell(\theta, y)\) the log-likelihood of parameter \(\theta\) having generated the labels \(y\):

\[
\ell(\theta; y) = \log (P(y; \theta))
\]

This model allows us to to learn the parameters \(\hat{\theta}\) that best fit the observed labelling:

\[
\hat{\theta} = \arg \min_{\theta} -\ell(\theta; y).
\]

Conversely, when the parameter \(\theta\) is fixed, the model allows us to estimate the probability that a node \(i\) has labels \(y_i\): \(P(y_i; \theta)\). We refer to this task as **probabilistic inference**.

**Land-use classification on a graph** Land-use shows some spatial regularity: we are unlikely to find an industrial plot between residential parcels. Consequently, when establishing a model for land-use, the ability to take the spatial structure into account is an important feature of the weighted graph framework.

From vector or cadastral data we can construct a graph \(G = (V, E, \mu, w)\) in which the nodes are the regions and the edges links neighboring regions. The node weight \(\mu\) encodes the importance of the regions while the edge weight \(w\) encodes the proximity between linked regions. See Appendix A for more details on how to build this graph.
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Figure 1.6: On the left is a partition of the French city of Sevran into city blocks. On the right we show the associated weighted graph encoding proximity. The distance between points - and hence their influence - varies across edges.

Potts models are a powerful framework to perform inference and learning for discrete processes structured by graphs, as detailed in chapter 5. This model is well-suited for land-use as it can model the influence of neighboring regions. Johanna et al. (2013) use local context and proximity by exploiting the grid-structure of the data with a Potts model.

For a process modelled by a Potts model structured by graph $G = (V, E, \mu, w)$, the log-likelihood writes:

$$
\ell(y; \theta) \propto \sum_{i \in V} \epsilon_i(y_i) + \sum_{(i,j) \in E} \epsilon_{ij}(y_i, y_j),
$$

with $\epsilon_i(y_i)$ the potential associated node being in state $y_i$, and $\epsilon_{ij}(y_i, y_j)$ the potential of a transition between labels $y_i$ and $y_j$ taking place between two neighboring nodes. Potential are a generalization of probabilities which do not need to be normalized. States associated with higher potential values are more likely. Chapter 4 presents a review of inference and learning within this model.

We argue, however, that in order to accurately capture the spatial structure of the data, the model must be able to take into account the edges’ weights. Indeed all proximities between regions are not all equivalent, as illustrated in Figure 1.6. In the case of land-use, neighboring regions can have varying degrees of influence, depending on the length of the shared boundaries or the proximity of the respective buildings for example.

In Chapter 5 we present a novel graphical model, the Continuously Indexed Potts Model, which allows us to continuously model proximity between nodes and thus take the influence of neighboring regions into account more accurately. Furthermore our model allows us to learn parameters to fit a partially observed labelling.
1. INTRODUCTION

1.7 Organisation of the thesis

Chapter 2 presents an overview of proximal splitting methods for solving convex structured optimization problems, in particular the generalized forward-backward algorithm. A novel preconditioning scheme for this algorithm is introduced, which is well adapted for problems structured by graphs with high variance in edge weights and neighborhood size. On such problems, our approach reaches state-of-the-art levels of performance.

Chapter 3 describes an application of the preconditioned generalized forward-backward algorithm on a map simplification task. We show that the proposed formulation allows for simplified maps with adaptive scales, thus allowing for increased levels of detail near high population centers.

Chapter 4 introduces a new algorithm called cut pursuit to solve problems regularized with either the convex total variation or its non-convex counterpart, the total perimeter. This algorithm exploits the links existing between the total variation and graph-cut algorithms in a working set scheme in which the graph is iteratively split into constant regions until the optimum is reached. On problems with few level-sets this algorithm is significantly faster than other approaches.

Chapter 5 reviews inference and learning in graphical models. In particular we discuss the Potts models and continuous time Markov chains for processes structured respectively by an unweighted unoriented general graph and an oriented weighted chain-like graph.

Chapter 6 introduces the continuously indexed Potts model, which is designed to take edge weights into account in a consistent manner in the parameterization of a learnable model. A dedicated EM algorithm is then proposed to learn the model.
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Chapter 2

Proximal methods for structured optimization

Chapter Abstract

This chapter presents an overview of structured optimization and how the proximal operator can be used to leverage the structure of the problem. We develop in particular the problem of minimizing the anisotropic total variation on an arbitrary weighted graph. We first define the context of structured optimization and give several examples. We then provide an overview of some of the most well-known methods for solving such problems using the proximal operator. Finally, we present in greater detail the Generalized Forward-Backward algorithm, introduce a preconditioned version and give numerical experiments.

The material of section 2.4 and 2.5 is based on Raguet and Landrieu (2015), published in the 2015 issue of SIAM Journal of Imaging Science (SIIMS), volume 8 issue 4.

2.1 Introduction

Many of the optimization problems encountered in machine learning are ill-posed in the sense that they are underconstrained and have too many solutions, becoming susceptible to overfitting (Hadamard, 1902). A solution is to add regularization functions, providing the problem with mathematical properties which ensure the solution is unique (Tihonov and Arsenin, 1978). Regularization can also be interpreted as encouraging the solution of the problem to satisfy a set of desirable properties. Those properties could represent prior knowledge, such as the solution belonging to a given set, or useful properties such as smoothness.

Among the diversity of such regularizers existing in the litterature, many lack differentiability. This is notably the case of set-characteristic functions and sparsity-inducing penalizations (Bach et al., 2012a), which encourage the solution to be mostly comprised
of zeros. The non-differentiability of such problems prevents the use of traditional first
order schemes such as gradient descent. The most straigh-forward approach to solving
such problems is the subgradient descent (Boyd et al., 2003) which, while simple, is
quite slow with a distance to optimality that decreases as $O\left(\frac{1}{\sqrt{t}}\right)$. However it is often
the case that the non-differentiable functions encountered present a special structure. In
particular, regularized problems usually have a differentiable fidelity term ensuring that
the solution stays close to the observations, and a non-differentiable regularizer. Fur-
thermore such regularizers often present a simple structure, such as separability. This
structure can be leveraged to design algorithms that have similar convergence rates as
problems that are differentiable: $O\left(\frac{1}{t}\right)$, or $O\left(\frac{1}{t^2}\right)$ for accelerated schemes.

2.2 Structured optimization problems

This chapter presents some examples of optimization problems whose structure can be
computationally exploited. We focus in particular on regularized problems, i.e. mini-
mization problems whose optimized function can be broken down into two parts:

$$x^* = \arg \min_{x \in \mathbb{R}^n} f(x) + \lambda \Phi(x),$$

(2.1)

with $f: \mathbb{R}^n \mapsto \mathbb{R}$ a fidelity function, typically smooth, and $\Phi$ the regularizer. $f$ measures
the accuracy of a candidate solution $x$ with respect to the observation, while $\Phi$ is
the regularizer. The regularization strength $\lambda > 0$ balances the influence of the two
functions. While an optimal parametrization in $\lambda$ is hard to find in general, low values
denote trust in the observed data while high values indicate an emphasis on the desired
properties.

2.2.1 Projection on simple sets

Let us consider $f$ a smooth function to minimize over a convex subset $\Omega \in \mathbb{R}$. The
optimization problem can be written as follows:

$$x^* = \arg \min_{x \in \Omega} f(x).$$

Such a problem can be rewritten under regularized form by choosing

$$\Phi(x) = \iota_{x \in \Omega} = \begin{cases} 0 & \text{if } x \in \Omega \\ \infty & \text{else.} \end{cases}$$

As will be detailed further in this chapter, such problems can be solved efficiently
as long as $\Omega$ is easy to project onto. Examples of such sets include:

- box constraints: $\Omega = \{x \mid a_i \geq x_i \geq b_i, \forall i \in 1 \cdots n\}$, for $a, b \in \mathbb{R}^n$.
- simplex constraints: $\Omega = \{x \mid x_i \geq 0, \forall i \in 1 \cdots n, \sum_{i=1}^{n} x_i = 1\}$.
- $\ell_1$ cone: $\Omega = \{x \mid \sum_{i=1}^{n} x_i \leq \omega \}$ for $\omega \in \mathbb{R}$.
- subspace constraint: $\Omega$ is a sub-vector space of $\mathbb{R}^n$. 
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2.2.2 Regular sparsity

The solution of an optimization is said to be sparse if its values at most indices are zero. Sparsity can be desirable, as such solutions are easier to interpret, are more compact in memory (Tropp et al., 2007), or can correspond to knowledge of the optimizer on the solution set.

The sparsity of the solutions can be assured by adding a *sparsity inducing penalty* to an optimization problem, i.e a function $\Phi : \mathbb{R}^n \to \mathbb{R}$ that decreases with the cardinality of the set of non-zeros elements of its argument, called the *support*: $\{k \mid x_k \neq 0\}$. The most natural approach is to penalize by the cardinality of the support:

$$\Phi(x) = \|x\|_0 = |\{k \mid x_k \neq 0\}|.$$ 

The non-continuous and non-convex nature of this penalty can lead to combinatorial problems that are difficult to solve (Tropp, 2004). A successful alternative approach is to replace the cardinal with a convex approximation (Bach et al., 2012a) such as the $\ell_1$ norm:

$$\Phi(x) = \|x\|_1 = \sum_{i=1}^{n} |x_i|.$$ 

This is the celebrated Lasso penalty (Tibshirani, 1996), which has numerous advantages. Its convexity ensures the uniqueness of the solution, and has been shown to be consistent (Zhao and Yu, 2006) in the sense that under some conditions it retrieves the same support as the non-relaxed problem. Furthermore the non-differentiablity of $|\cdot|$ at 0 encourages most coordinates of $x^*$ to be zero, thus inducing sparsity.

This behaviour can be illustrated by the one-dimension minimization problem obtained for $f(x) = \frac{1}{2}(x-y)^2$, $\Psi(x) = |x|$ and $(x,y) \in \mathbb{R}^2$. The solution of this regularized optimization problem is as follows:

$$x^* = \begin{cases} 
  y + \lambda & \text{if } y < -\lambda \\
  0 & \text{if } |y| \leq \lambda \\
  y - \lambda & \text{if } y > \lambda,
\end{cases}$$

and is represented in Figure 2.1. We can see that $x^*$ is encouraged to take the value zero for $y$, which is smaller than the regularization strength $\lambda$. We can also observe that for $|y| \geq \lambda$, the solution $x^*$ is shifted towards zero. This bias is not observed in the $\ell_0$ case, and can be a drawback of this approach.

2.2.3 Structured Sparsity

Sparse methods are not limited to finding solutions for which the majority of parameters are zero. Indeed Huang et al. (2011) extend the sparsity of the vector of parameters to the notion of *coding complexity*, a measure of the *simplicity* adapted for a given problem. Bach et al. (2012b) give an overview of how structured forms of sparsity can be induced by extending the $\ell_1$ norm to appropriate structured norms.
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For example, group sparsity is induced by the group Lasso regularization (Bakin, 1999; Yuan and Lin, 2006). Consider \([1, \cdots, n]\) partitioned into \(k\) meaningful groups \(\{g_1, \cdots, g_k\}\). The group Lasso regularization takes the following form:

\[
\Phi(x) = \sum_{i=1}^{k} \|x_{\phi_i}\|_2,
\]

with \(\|x_g\|_2 = \left(\sum_{j \in g} x_j^2\right)^{\frac{1}{2}}\). As in the regular LASSO, the discontinuity of \(\|\cdot\|_2\) at 0 encourages whole blocks \(x_{\phi_i}^\star\) to be exactly zero. This could be a desirable property of the solution, and can be exploited to decrease the number of samples needed to find the solution (Obozinski et al., 2011; Wipf and Rao, 2007).

Another variation of the LASSO is the fused LASSO, used to encourage the sparsity of the parameters as well as the difference between successive elements in an ordered set (Tibshirani et al., 2005). Suppose that the ordering of \([1, \cdots, n]\) is meaningful, then the fused lasso regularization writes:

\[
\Psi(x) = \alpha \sum_{i=2}^{n} |x_i - x_{i-1}| + \beta \sum_{i=1}^{n} |x_i|
\]

The first part of this regularization encourages most consecutive values of \(x^\star\) to be equals, forming a piecewise constant structure, while the second part encourages values to be exactly zero. Hence the solution \(x^\star\) is not only sparse but its non-zero values show a piecewise constant structure with respect to the chosen ordered set.

2.2.4 Graph-structured Sparsity

An important class of regularizers derive their structure from graphs, as illustrated in (Peyré et al., 2008) for image processing. For example, the spatial structure of an image with \(n\) pixels can be captured by an unoriented graph \(G = (V, E, w)\) with each element of \(V = [1, \cdots, n]\) being associated with one pixel, \(E\) linking neighboring pixels (4, 8 or 16 neighborhood are usually used). In this context \(x \in \mathbb{R}^n\) is the greyscale value associated with each pixel. The edge weights \(w_{i,j}\) can be set based on the norm of

---

**Figure 2.1:** Set of solutions of the one-dimensional LASSO with square error fidelity \(\frac{1}{2}(x - y)^2\). Red represents the solution \(x^\star\) for the different values of \(y\).
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the gradient between two pixels to account for the likelihood of object boundaries to display sharp color changes (Boykov and Jolly, 2001). In the special case of a regular grid graph in the plane, Goldfarb and Yin (2009) propose to set the edge weights such that the total weight of the edges intercepted by a cut of the graph approximates its curve length using the Cauchy-Crofton formula.

A natural way for regularizers to take into account a graph structure is to be factorizable with respect to the graph gradient:

\[ \Phi(x) = \sum_{(ij) \in E} \phi_{ij}(x_i - x_j), \quad (2.2) \]

with \( \phi_{ij} : \mathbb{R} \to \mathbb{R} \). Well-chosen edge weights will capture the specificity of each edge so that the functions \( \phi_{ij} \) take the form : \( \phi_{ij} = w_{ij} \phi \) with \( \phi : \mathbb{R} \to \mathbb{R}^+ \). In this case spatial regularity can be achieved when \( \phi \) is a sparsity inducing function. Indeed as \( \phi \) encourages \( x_i = x_j \) for most neighboring nodes, \( x \) will be constant for large connected components of \( G \).

The challenge is to design a penalty which will induce spatial regularity while authorizing sharp discontinuities. Piecewise constant approximations have in particular been considered in the image processing literature. In that context Mumford and Shah (1989) introduce an energy whose minimization produces piecewise-smooth approximations of images (see Chapter 4 for a more detailed presentation of this literature). By setting the smoothness term to infinity, one can obtain piecewise constant approximations. With this parameterization, the energy amounts to a squared difference data term penalized by the contour length of the constant regions. For an arbitrary data term, and when the number of regions is fixed in advance, this problem is known as the minimal partition problem.

Rather than viewing images as functions on a continuous set, we consider the classical discretization of the problem on a regular grid. In this setting we can transpose this penalty by choosing

\[ \phi(x) = 1_{x \neq 0} = \begin{cases} 0 & \text{if } x = 0 \\ 1 & \text{else}, \end{cases} \]

and \( G = (V, E, w) \) the pixel neighborhood graph weighted with the Cauchy-Crofton formula. For these choices \( \Phi(x) \) can be interpreted as the approximate length of the boundaries between the connected components of \( G \) in which \( x \) is constant. Remark that the form of the regularizer (2.2) is not specific to grid graphs, and can be extended to arbitrary weighted graphs.

The main drawback of this penalty is its non-convexity, which implies a potential multitude of local optima and the impossibility of estimating their quality compared to the global optima. (Rudin et al., 1992) introduce a convex penalization inducing spatial regularity while authorizing sharp discontinuities, the total variation. In our graph setting, this penalty is obtained by setting \( \phi = |\cdot| \). This particular implementation is
known as the anisotropic weighted total variation:

\[ \Phi(x) = \sum_{i,j \in E} w_{ij} |x_i - x_j| \] (2.3)

### 2.3 Proximal splitting for structured optimization

In this section we present a brief overview of proximal splitting algorithms. An index of the methods presented and the context in which they are applicable is presented in Table 2.1. This chapter is inspired by the work of (Bauschke and Combettes, 2011; Combettes, 2004; Combettes and Pesquet, 2009), as well as the survey by Parikh and Boyd (2013)s.

#### 2.3.1 The subgradient

Let \( \Phi : \Omega \rightarrow \mathbb{R} \) be a proper convex function defined over \( \Omega \subset \mathbb{R}^n \). The subgradient is a generalization of the notion of gradient for convex functions that are not necessarily differentiable everywhere. By contrast with the gradient which is a point-to-point operator, the subgradient \( \partial \Phi \) takes its value in the convex subsets of \( \mathbb{R}^n \). The subgradient of \( \Phi \) at \( x_0 \) in \( \mathbb{R}^n \) is defined by the hyperplanes tangent to the set of points above the graph:

\[ \partial \Phi(x_0) = \{ c \in \Omega \mid \Phi(x) - \Phi(x_0) \geq \langle c, x - x_0 \rangle \ \forall x \in \mathbb{R}^n \} \] (2.4)

In dimension 1, the subgradient of \( \Phi \) at \( x_0 \) is the set containing the slopes of all the lines going through \((x_0, f(x_0))\) and that are under the graph of \( \phi \) everywhere, as illustrated in Figure 2.2.

![Figure 2.2: Illustration of the subgradient of a convex function. In blue , the graph of \( \phi \). In red , the lines bounding the slopes in the subgradient. In pink , the set of points through which pass the lines defined by the slopes in the subgradient of \( \Phi \) at \( x_0 \).](image)

If \( \phi \) is differentiable, we have \( \partial \Phi(x) = \{ \nabla \Phi(x) \} \). Generalizing the notion of gradient, the subgradient can be used to characterize stationarity of non-differentiable functions.

\(^1\)this set is called the epigraph of the function
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Figure 2.3: Illustration of the proximal operator. The full black line —— represents the boundary of the definition domain of $\phi$, while the dashed line ----- represents its level sets. The red arrow —— points from point $x$ to the proximal operator value $\text{prox}_\Phi(x)$. Observe that the red arrows are perpendicular to the level set of $\Phi$ at their destination.

**Proposition 1.** $(x = \arg\min_{z \in \mathbb{R}^n} \Phi(z)) \iff 0 \in \partial\Phi(x)$.

2.3.2 The proximal operator

The proximal operator is a key concept from convex analysis to design optimization algorithms for non-differentiable functions (Moreau, 1965).

**Definition 2.** For $x \in \mathbb{R}^n$ and $\lambda > 0$ the proximal operator of $\lambda \Phi$ at $x$ is defined as:

$$\text{prox}_{\lambda \Phi}(x) = \arg\min_{t \in \mathbb{R}^n} \left\{ \frac{1}{2} \|t - x\|^2 + \lambda \Phi(t) \right\}.$$  

If $\Phi = \iota_C$ is the characteristic function of a convex set $C$ whose values are 0 in $C$ and $\infty$ elsewhere, then $\text{prox}_{\lambda \Phi}(x) = \arg\min_{t \in C} \{ \frac{1}{2} \|t - x\|^2 \}$, i.e. the orthogonal projector onto $C$. The proximal operator can thus be seen as a generalization of the orthogonal projection.

If $\Phi$ is differentiable, then $t = \text{prox}_{\lambda \Phi}(x)$ is such that $t + \lambda \nabla \Phi(t) = x$. In other words $t$ is obtained from $x$ by a gradient descent step for which the gradient would be computed at its destination $t$. This property is the reason why the adjective implicit or backward is used to describe algorithms relying on proximal operators. An example of a proximal operator is the soft thresholding which is the proximal operator of $\Phi = |\cdot|$:  

$$\text{prox}_{\lambda |\cdot|}(x) = \begin{cases} 
  x + \lambda & \text{if } x < -\lambda \\
  0 & \text{if } |x| \leq \lambda \\
  x - \lambda & \text{if } x > \lambda 
\end{cases}$$

We can see that $t = \text{prox}_{\lambda |\cdot|}(x)$ gives the same result as a gradient step of length $\lambda$ on the function $|\cdot|$ while dealing with the non-differentiability.

More generally, the proximal operator of a function $\Phi$ maps a point $x$ to a point $t$ which reflects a compromise between decreasing $\Phi$ and moving away from $x$, all while remaining in the domain of $\Phi$, as illustrated in Figure 2.3.
Proximal point algorithm  As suggested by the links between the proximal operator and gradient methods, the former can be used to characterize optimality as well.

**Proposition 3.** For \( x^* \in \mathbb{R}^n \) we have the following equivalence:

\[
(x^* = \arg \min_{z \in \mathbb{R}^n} \Phi(z)) \iff (x^* = \text{prox}_\lambda \Phi(x^*))
\]

**Proof.** Proof in Appendix B. □

This fixed-point characterization of optimality suggests the following algorithmic scheme:

\[
x^{t+1} \leftarrow \text{prox}_\lambda \Phi(x^t).
\]

(2.5)

It is well known that such fixed-point algorithms converge to their fixed-point for operators \( T : \mathbb{R}^n \rightarrow \mathbb{R}^n \) that are contracting, ie:

\[
\| T(x - y) \| \leq \lambda \| x - y \|,
\]

(2.6)

for \( 0 \leq \lambda < 1 \). The proximal operator is *almost* a contracting operator, in the sense that it (2.6) for \( \lambda = 1 \). However convergence is not ensured for such operators. A stronger condition requirement for an operator \( T \) is *firm nonexpansivity*:

\[
\| T(x) - T(y) \|^2 \leq \langle x - y, T(x) - T(y) \rangle.
\]

for all \( x, y \) in the domain of \( T \). Firm nonexpansivity ensures that the sequence of the iterates converges weakly to a fixed point of \( T \), as stated by the Krasnoselskii-Mann theorem (Krasnosel’skii, 1955; Mann, 1953; Reich and Zaslavski, 2000). Consequently, a damping scheme can be used to ensure convergence, as suggested by Combettes (2004) and Bertsekas (2015, Chapter 5).

This algorithm is not used in practice because of its nested structure: each iteration requires solving a minimization problem almost as difficult as minimizing \( \Phi \) itself. If \( \Phi \) is not strictly convex however, the proximal problem is easier as it corresponds to the minimization of a strongly convex function, but this does not justify actually using the proximal point algorithm in practice.

For some functions however, the proximal operator is easy to compute. We call such functions *proximable*. Well-known examples include characteristic functions of simple sets such as the ones listed in (2.2.1), \( \| \cdot \|^2 \), the LASSO and some of its structured variants such as the group-LASSO. Remark that while minimizing these functions is trivial, their *proximable* property proves useful however within the context of regularization.
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2.3.3 Proximal splitting

Structured optimization refers to the optimization algorithms that leverage the structure of the function to minimize. In this section, we are interested in proximal splitting and consider $F: \Omega \rightarrow \mathbb{R}$ a convex function that can be written as:

$$F(x) = f(x) + \Phi(x),$$

with both $f$ and $\Phi$ convex.

**Forward-Backward Splitting** This scheme handles cases where $\Phi$ is *proximable* and $f$ is differentiable with $L$-Lipschitz gradient for $L > 0$:

$$\|\nabla f(x) - \nabla f(y)\| \leq L \|x - y\| \quad \forall x, y \in \mathbb{R}^n.$$

Forward-backward splitting (Chen and Rockafellar, 1997; Combettes and Wajs, 2005; Passty, 1979) is a fixed-point algorithm with the following update:

$$x^{t+1} \leftarrow \text{prox}_{\lambda \Phi}(x^t - \lambda \nabla f(x^t)).$$

(2.7)

This update can be understood as alternating a gradient step on $f$: $x^{t+1} \leftarrow x^t - \lambda \nabla f(x^t)$ (the *forward step*) with a proximal step: $x^{t+1} \leftarrow \text{prox}_{\lambda \Phi}(x^t)$ (the *backward step*). It takes advantage of the split of $F$ into a differentiable part, for which we can compute the gradient, and a non-differentiable part whose proximal operator can be easily computed. Well-known examples include:
- $\Phi = 0$: reduces to gradient descent
- $f = 0$: reduces to the proximal point algorithm
- $\Phi = \iota_C$ with $C$ a convex set: reduces to projected gradient descent (Bertsekas, 1999, chapter 2)
- $\Phi = |\cdot|$: reduces to iterative soft thresholding (Daubechies et al., 2004)

This algorithm is a fixed-point algorithm as well, whose optimality at convergence is a classical results that we recall in Proposition 4. This method will converge for $\lambda < 2/L$, and inertial acceleration schemes can be used to accelerate the gradient descent part of the algorithm (Beck and Teboulle, 2009; Nesterov, 1983, 2013).

**Proposition 4.** $x^*$ is a fixed point of (2.7) if and only if it is a minimizer of $f + \Phi$.

*Proof.* Proof in Appendix B.

**Douglas-Rachford Splitting** The Douglas-Rachford splitting algorithm (Combettes, 2004; Douglas and Rachford, 1956) applies when $f$ and $\Phi$ are both *proximable*, with no hypothesis on their differentiability, and corresponds to the following scheme:

$${\begin{cases} x^{t+1} = \text{prox}_{\lambda f}(y^t - w^t) \\ y^{t+1} = \text{prox}_{\lambda \Phi}(y^{t+1} + w^t) \\ w^{t+1} = y^t + x^{t+1} - y^{t+1} \end{cases}}$$

(2.8)

This scheme is equivalent to the celebrated ADMM: alternating direction of Multipliers method (Boyd et al., 2011), as shown in Appendix B.
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<table>
<thead>
<tr>
<th>$f_1$</th>
<th>$f_2$</th>
<th>differentiable</th>
<th>proximable</th>
</tr>
</thead>
<tbody>
<tr>
<td>differentiable</td>
<td>differentiable</td>
<td>gradient descent</td>
<td>forward-backward</td>
</tr>
<tr>
<td>proximable</td>
<td>proximable</td>
<td>forward-backward</td>
<td>Douglas-Rachford</td>
</tr>
<tr>
<td>$f(Kx)$ with $f$ proximable</td>
<td></td>
<td>Chambolle-Pock</td>
<td></td>
</tr>
<tr>
<td>$\sum_{i=1}^{n} f_i(x)$ with $f_i$ proximable</td>
<td></td>
<td>generalized forward-backward</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1: Summary of the algorithms presented in section 1.2 with their case of applicability.

Primal-Dual Splitting Chambolle and Pock (2011)’s primal dual splitting deals with the case of $f$ proximable and $\Phi$ of the form $\Phi(x) = \phi(Kx)$ with $K$ being a continuous linear operator and $\phi$ proximable as well. Their scheme is written as follows:

$$
\begin{align*}
    y^{t+1} &= \text{prox}_{\sigma \phi} y^{t} + \sigma K \tilde{x}^{t} \\
    x^{t+1} &= \text{prox}_{\tau f} y^{t} - \tau K^* y^{t+1} \\
    \tilde{x}^{t+1} &= x^{t+1} + \theta (x^{t+1} - x^{t})
\end{align*}
$$

with $\theta, \sigma > 0$ and $\theta \in [0,1]$. This scheme is particularly useful as it avoids the inversion of the linear operator $K$.

This splitting is obtained from the Douglas-Rachford splitting by the addition of the term to the first line of the update, which simplifies the terms involving the inverse of $K$. The addition of this step is often referred to as a preconditioning step (Esser et al., 2010). The primal dual splitting can also be seen as a relaxed version of the Arrow-Hurwicz algorithm, whose modified version by Popov (1980) is obtained for $\theta = 0$.

2.4 Generalized forward-backward

2.4.1 A Generalized forward-backward splitting

Motivation Raguet et al. (2013) presents a proximal splitting scheme for optimization problems of the form

$$
    x^* = \arg \min_{x \in \mathbb{R}^n} f(x) + \sum_{i=1}^{k} \phi_i(x),
$$

where $f$ is differentiable with $L$-Lipschitz gradient and all $\phi_i$ are proximable.

Douglas-Rachford splitting has been extended for such arbitrary number of proximable functions (Combettes and Pesquet, 2008; Eckstein and Svaiter, 2009). The idea behind this splitting is to introduce auxiliary variables for each function, allowing us to compute the proximal operator of each function individually and in parallel (Spingarn, 1983, section 5). The objective variable is then obtained by averaging the auxiliary variables. However this scheme does not extend to the forward-backward scheme but
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rather to the splitting Douglas-Rachford, and it is hence limited to regularization of
problems in which the fidelity term is proximable itself. Chaux et al. (2009) present an
algorithm in which the proximal operator of the sum \( \sum \phi_i \) is computed numerically,
nested in a forward-backward splitting scheme. However the nested structure of this
algorithm increases both computation time and the number of parameters.

Generalized forward-backward splitting (GFB) is a scheme in which the fidelity
function \( f \) is only handled through its gradients, and the functions \( \phi_i \) through their
proximal operators. In this sense it is a hybrid algorithm, in which a forward step is
performed on \( f \) and a backward step is performed separately on each \( \phi_i \), individually
and in parallel.

**Algorithmic scheme**  The algorithmic scheme is the following: \( \gamma \in [0, 2L] \) and \( w \in [0, 1]^k \) such that \( \sum_{i=1}^k w_i = 1 \):

**Algorithm 1:** Generalized forward-backward splitting

\[
\begin{align*}
  z & \in (\mathbb{R}^n)^k; \\
  x & \leftarrow \sum_i w_i z_i; \\
  \text{repeat} & \\
  & \quad \text{for } i = 1 \cdots n \text{ do} \\
  & \quad \quad z_i \leftarrow z_i + \text{prox}_{\frac{\gamma \phi_i}{w_i}} (2x - z_i - \gamma \nabla f(x)) - x; \\
  & \quad x \leftarrow \sum_i w_i z_i; \\
  & \quad \text{until convergence; } \\
  \text{return } x.
\end{align*}
\]

**Interpretation**  The main advantage of this scheme is that it allows for more com-
plicated fidelity functions that need not be proximable, while allowing for a complex
non-differentiable penalization in the form of \( \sum \phi_i \). Each \( \phi_i \) is handled by an auxiliary
variable \( z_i \), so that the proximal operators can be computed in parallel. The variable
\( x \) is then obtained as a weighted average of the auxiliary variables with weights \( w_i \).
Typical values for those weights are \( w_i = \frac{1}{n} \).

The auxiliary variable \( z \) belongs to the product space \( \{\mathbb{R}^n\}^k \), endowed with the scalar
product:

\[
\langle z, z' \rangle = \sum_{i=1}^k w_i \langle z_i, z'_i \rangle.
\]

The scheme presented in Algorithm 1 ensures that \( z^* \), the fixed point of the iterate
operator is such that \( x^* = \sum_{i=1}^k w_i z_i \) is a solution of (2.9). We refer the reader to
Raguet et al. (2013, section 4) for a detailed proof of the convergence.

The choices of the step size \( \gamma \) ensures that the operator in the fixed-point equation,
denoted here \( T \), is a firmly nonexpansive operator in the Hilbert space defined by the
product space \( \{\mathbb{R}^n\}^k \) endowed with the aforementioned scalar product.
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Applications  The hybrid nature of GFB proves particularly useful in image processing, in which smooth but complicated fidelity terms can arise, as observed when using complex linear representations or when dealing with complex linear observation processes. The gradient is generally easier to produce, as a closed form can be obtained for most reasonable choices of \( f \).

The sum of proximable functions \( \sum_i \phi_i \) can encode any penalization that can be factored over the graph gradient, such as the anisotropic total variation. In the case of an image defined on a grid of size \( I \times J \) of pixel for which the 4-neighborhood is taken, the total variation semi-norm can be rewritten as a sum of 4 functions:

\[
TV(x) = \sum_{i=2}^{I} \sum_{j=1}^{J} |x_{i,j} - x_{i-1,j}| + \sum_{i=1}^{I} \sum_{j=2}^{J} |x_{i,j} - x_{i,j-1}|
\]

\[
= \sum_{i=1}^{I} \sum_{j=1}^{J} |x_{2i-1,j} - x_{2i,j}| + \sum_{i=1}^{I} \sum_{j=1}^{J} |x_{2i,j} - x_{2i+1,j}|
\]

\[
+ \sum_{i=1}^{I} \sum_{j=1}^{J} |x_{i,2j-1} - x_{i,2j}| + \sum_{i=1}^{I} \sum_{j=1}^{J} |x_{i,2j} - x_{i,2j+1}|.
\]

It is clear that each of those 4 functions is proximable as a sum of proximable functions of disjoint set of variables. However a drawback of this method is that the duplication of the variables induces high memory requirements. This consideration has led to the development of the algorithm presented in the next section.

2.4.2 Preconditioning of a generalized forward-backward splitting

In this section we present the algorithm introduced in Raguet and Landrieu (2015), which proposes an extension of the generalized forward-backward splitting with better memory requirement and allowing preconditioning strategies for consequential speed-ups.

Metric adaptation for gradient descent  Consider the simple gradient descent aiming at minimizing \( f \), a convex, bounded below and differentiable function with gradient \( L \)-Lipschitz: \( x_{t+1} \leftarrow x_t - \gamma \nabla f(x_t) \). This scheme converges to the solution for \( \gamma < \frac{2}{L} \) (Nesterov, 2004).

However if the variations of the gradient of \( f \) are much sharper along one direction than along others, the information carried by its Lipschitz constant \( L \) might not be representative of its overall behavior. More formally, this scheme is based on the construction of an upper bound of the function whose Hessian is scalar. If the Hessian of the function \( \nabla^2 f \) is badly-conditioned, this upper bound is very loose and might impose a step size that is too small in most directions, leading to slow convergence rates.

A more precise approach would be to allow the step size to be different in each direction, or more generally to replace the step size \( \gamma \) by a matrix \( \Gamma \) addressing the bad-conditioning of the function to minimize. This can be interpreted as a metric change,
as in the euclidian space $\mathbb{R}^n$ equipped with the scalar product $\langle x, y \rangle \mapsto \langle \Gamma^{-1} x, y \rangle$, we have that $\Gamma \nabla f$ is the gradient of $f$. Since $\langle \nabla f(x), \cdot \rangle = \langle \Gamma \nabla f(x), \cdot \rangle$, this can be seen as a consequence of Riesz’s representation theorem (Riesz, 1907). Such matrix $\Gamma$ is also referred to as the preconditionning matrix.

Metric change algorithms have been long studied, the most famous being Newton or quasi-Newton methods (Broyden, 1967) for twice differentiable functions. But generalization of such methods to problems that count proximable non-differentiable terms are delicate. In this chapter, we study metric adaptation to minimize sum of non-differentiable functions, and in particular for the generalized forward-backward algorithm.

Our goal is to define a metric which would take on a role similar to that of the Hessians for twice differentiable functions, while keeping tractable the computation of the proximal operators of the non differentiable parts. We limit ourselves to preconditionning matrices $\Gamma$ that are diagonal, following the rationale of Giselsson and Boyd (2014a). Since neither $f$ nor $\phi_i$ are supposed twice differentiable, $\Gamma$ will be determined with diagonal pseudo Hessians, as explained in Section 2.4.2.

**Preconditioning of proximal splittings** Qian (1992) was the first to introduce variable metrics in the context of proximal operators, and more specifically for the proximal point algorithm. Chen and Rockafellar (1997) give a variable metric version of the forward-backward splitting in finite dimension. Both papers focused on the theoretical convergence without providing insight on how to chose metrics.

Those results were used ten years later by Parente et al. (2008) to speed up the resolution of differential equations systems. Pock and Chambolle (2011) extend their celebrated primal-dual splitting (Chambolle and Pock, 2011) to allow a metric change that remains fixed after the first iteration, an operation known as preconditioning. They then explain how to easily compute a diagonal preconditioner that leads to significant gains in convergence speed for badly-conditioned problems. Giselsson and Boyd (2014a,b) explore the rationale behind the choice of preconditioners for proximal splittings. They suggest favoring diagonal splittings in order to keep the proximable properties of the functions, and show how a well-chosen metric can greatly decrease the condition number of a problem and subsequently increase both theoretical and empirical convergence speeds.

Metric change is not limited to preconditioning however, and Becker and Fadili (2012) uses such variable metrics to apply quasi-Newton updates to the twice-differential part of a forward-backward splitting. Combettes and Vü (2014) provide a convergence proof of a forward-backward splitting in which the metric is free to change at each iteration. Finally Lorenz and Pock (2014) introduce the inertial forward-backward algorithm in which the step size changes at each iteration.

In the footsteps of those algorithms, the preconditioned generalized forward-backward splitting represents an improved scheme from Raguet et al. (2013). It uses variable metrics not only to accelerate the convergence without using second order information but also to decrease the memory requirement as well. Finally, a reconditioning strategy is
picted.

**Tight Primal Splitting** Recall from section 2.4 that the generalized forward-
backward algorithm introduces the *auxiliary variables* \( z_i \) in order to compute the pro-
ximal operator of each functions \( \phi_i \) separately. In Raguet et al. (2013) each \( z_i \) is a full
copy of the original variable \( x \).

In the case of the total variation on a regular graph such as a 4 neighborhood grid
this memory requirement is not an issue. It can however be problematic in the case of
a highly irregular graph. Indeed for a graph of degree \( k \), the naive splitting would need
a set of \( k \) full sized auxiliary variables, most of which will be unused: the computation
of \( x_v \) for a nodes \( v \) of degree \( k' \) smaller than \( k \) only involve \( k' \) auxiliary variables.

We introduce the notion of tight splitting, in which all auxiliary variables are used
in their entirety. More formally, a splitting is tight when the auxiliary variables are
defined in a Cartesian produce of subspace \( H_i \subset \mathbb{R}^n \) for which there exists no strict
subspace \( H \subset H_i \) such that \( \phi_i = \phi_i \circ P_H \) with \( P_H \) the projector onto \( H \).

We define \( I_i \subset \{1, \cdots, n\} \) as the subset of the variables \( x_1, \cdots, x_n \) involved in \( \phi_i \).
We define \( H_i \) as the subspace generated by the variables relevant to \( \phi_i \):

\[
H_i = \text{span}(\{e_i\}_{i \in I_i}) = \{x \in \mathbb{R}^n \mid x_j = 0 \text{ for } j \notin I_i\},
\]

with \( e_i \in \{0, 1\}^n \) the binary vector whose sole non-zero value is at the \( i \)th row. The
*restricted product space* \( X_{i=1}^k H_i \) is naturally a tight splitting. Whereas in 2.4 the the
auxiliary variable \( z \) was in the product space \( X_{i=1}^k \mathbb{R}^n \), it suffices here to take \( z \) in \( X_{i=1}^k H_i \),
whose values are all used. We denote \( z_i \) the vector of auxiliary variables associated with
\( \phi_i \) and whose entries \( z_i^j \) are zeros for all \( j \notin I_i \).

In the case of the anisotropic total variation, we split \( \Phi(x) = \sum_{ij \in E} w_{ij} |x_i - x_j| \)
into \( m = |E| \) functions. The need for a tight primal splitting is clear as a naive splitting
would induce a memory requirement \( O(n \times k) \) with \( k \) the degree of the graph, which
is impractical for most real life problems. Fortunately, each function \( g_{ij} = w_{ij} |x_i - x_j| \)
only depends on two variables, \( x_i \) and \( x_j \), and we set \( H_{ij} = \text{span}(1_{(i)}, 1_{(j)}) \). With this
tight splitting the memory requirement for the auxiliary variables are limited to \( O(2m) \)
with \( m \) the number of edges in the graph.

**Weights matrices** We introduce the *weight* matrices \( W_i \in \mathbb{R}^{n \times n} \) for each function
\( \phi_i \), which play a role similar to the scalar weights \( w_i \) of section 2.4, but in matrix
form. For simplicity we will limit ourselves to diagonal weight matrices as well \( W_i = \text{diag}(w_i^1, \cdots, w_i^n) \). In the same manner that the \( w_i \) of section 2.4 sum to unity, the \( W_i \)
must satisfy \( \sum_{i=1}^k W_i = I_d \). We also impose that \( w_i^j \) be zero for \( j \) outside of \( I_i \), and
strictly greater than zero for \( j \) in \( I_i \). For an auxiliary variable \( z_i \in H_i \) and \( j \in \{1, \cdots, n\} \)
we denote:

\[
[W_i z_i]_j = \begin{cases} 
  w_i^j z_i^j & \text{for } j \in I_i, \\
  0 & \text{else},
\end{cases}
\]
Consequently, we can interpret $\sum_i W_i z_i$ as the average of all auxiliary variables weighted by the matrices $W_i$. We denote $x^{H_i}$ the projection of $x$ onto $H_i$ and $\text{prox}_{W_i \Gamma^{-1}}^\phi$ the proximal operator of $\phi$ in the Hilbert space $H_i$ with inner product $\langle x, y \rangle_{W_i \Gamma^{-1}} = \langle W_i \Gamma^{-1} x, y \rangle$:

$$\text{prox}_{W_i \Gamma^{-1}}^\phi(x) = \arg \min_{t \in \mathbb{R}^n} \{ \langle x - t, x - t \rangle_{W_i \Gamma^{-1}} + \phi(t) \}.$$ 

**Algorithmic scheme** We consider the problem of minimizing $f + \sum_{i=1}^k \phi_i$ with $f$ convex continuously differentiable. We suppose that there is a self-adjoint, positive definite matrix $L$ for which $L^{-\frac{1}{2}} \circ \nabla f \circ L^{-\frac{1}{2}}$ is non-expansive. The functions $\phi_i$ are assumed to be convex, continuous and the sets of relevant variables $I_i$ verify $\bigcup_{k=1}^n I_i = [1, \ldots, n]$.

We denote $\Gamma$ a diagonal, positive definite preconditionning matrix which verifies $\left\| L^{\frac{1}{2}} \Gamma L^{\frac{1}{2}} \right\| < 2$. We denote $W_i$ the diagonal, positive definite weight matrices, which satisfy $\sum_{i=1}^k W_i = \text{Id}$ and $[w_i^j]$ zero for $j$ outside of $I_i$, and strictly greater than zero for $j$ in $I_i$.

Under those hypothesis, the following scheme define a sequence $\{x^t\}$ which converges strongly towards the mimizer of (2.9).

**Algorithm 2: Preconditioned generalized forward-backward splitting**

\[
\begin{align*}
& z \in X_{i=1}^k \Gamma L_i \quad (1) \\
& x \leftarrow \sum_i W_i z_i \\
& \text{repeat} \\
& \quad p \leftarrow 2x - \Gamma \nabla f(x) \\
& \quad \text{for } i = 1 \cdots n \text{ do} \\
& \quad \quad z_i \leftarrow z_i + \text{prox}_{W_i \Gamma^{-1}}^\phi \left( p^{H_i} - z_i \right) - x^{H_i} \\
& \quad x_{t+1} \leftarrow \sum_i W_i z_i \\
& \text{until convergence} \\
& \text{return } x.
\end{align*}
\]

**Diagonal preconditioning the generalized forward-backward splitting**

**Choice of the preconditioner:** The literature on metric adaptation for gradient descent is based on Newton’s method and implies either exact or approximated computation of the inverse of the Hessian. Similarly, metric adaptation for proximal splittings relies on a smoothness hypothesis. In particular Becker and Fadili (2012) use second order information to precondition a forward-backward scheme, while Giselsson and Boyd (2014b) assume that $f$ is both smooth an strongly convex.

In our setting however, $f$ is only assumed to be convex and once continuously differentiable and no smoothness hypothesis is made on the functions $\phi_i$, so that the Hessians of the functions composing the objective do not exist in general. We can however compute pseudo Hessian for $f$ and $\phi_i$. To reduce the cost of the computation of the inverse, we
limit ourselves to diagonal pseudo-Hessians.

We propose to derive diagonal pseudo Hessian from quadratic approximations of $f$ and $\phi_i$ at a current value $x_t$, i.e. functions of the form $x \mapsto \langle \frac{1}{2}Ax + b, x \rangle + c$ with $b, c \in \mathbb{R}^n$ and $A$ the diagonal pseudo-Hessian, a positive definite diagonal matrix such that the approximation matches the value and differential of the function at $x_t$. We denote $A = \text{diag}(a_1, \cdots, a_n)$ the pseudo-Hessian of $f$ and $A_i = \text{diag}(a^i_1, \cdots, a^i_n)$ the pseudo-Hessian of $\phi_i$.

Those approximations are used a heuristic to accelerate the convergence of the algorithm. The convergence of the algorithm itself only require that $A$ be diagonal with strictly positive diagonal terms, which may be enforced by the addition of regularizers. In particular, although the quadratic functions detailed in section 2.5 are also majorizers of the function they approximate, it is not a requirement of the algorithm. In section 2.5 we provide examples of such approximations, demonstrating that common regularizers can be easily approximated by quadratic functions despite their lack of differentiability. The quadratic approximation of the data term however must be chosen on a case-by-case basis.

From Algorithm 1, we would like to incorporate those pseudo-Hessians such that their inverses determine the size of the step. In other words, we would like to have $\Gamma^{-1} \approx A$ and $W_i \Gamma^{-1} \approx A_i$. However this is not completely straightforward as we must verify the algorithm’s hypotheses on both $\Gamma$ and $W_i$.

Choosing $\Gamma$: We want to choose $\Gamma = \text{diag}(\gamma_1, \cdots, \gamma_n)$ so that $\Gamma^{-1} \approx A$ but it must also verify that $\|L^{\frac{1}{2}} \Gamma L^{\frac{1}{2}}\| < 2$ for $L$ self-adjoint, positive matrix for which $L^{-\frac{1}{2}} \circ \nabla f \circ L^{-\frac{1}{2}}$ is non expansive. $\Gamma^{-1} \approx A$ would encourage us to choose $\gamma_i \sim \frac{1}{a^i_i}$. However, since the choice of the preconditioner $\Gamma$ determines the metric shaping all auxiliary variables, we opt to recondition with respect to the whole functional:

$$\gamma_i \sim \frac{1}{a_i + \sum_{j \in I_i} a^j_i}.$$ 

Numerical experiments demonstrated the superiority of this approach compared to different choices of $\Gamma$, and the reconditioning in section 2.5 are chosen as such.

To ensure the condition $\|L^{\frac{1}{2}} \Gamma L^{\frac{1}{2}}\| < 2$, we make the simplifying hypothesis that we know a matrix $L$ satisfying this inequality and that it is diagonal as well, which can be always be achieved since $f$ is continuously differentiable. In this case, for $L = \text{diag}(l_1, \cdots, l_n)$, both conditions combined yield:

$$\gamma_i = \min \left( \frac{2\delta}{l_i}, \frac{1}{a_i + \sum_{j \in I_i} a^j_i} \right).$$

with $0 < \delta < 1$, typically equal to 0.99

Choosing $W$: We want to choose $W_i = \text{diag}(w^i_1, \cdots, w^i_n)$ such that $W_i \approx \Gamma A_i$, $\sum_{i=1}^k W_i = I$ and $w^j_i = 0$ for all $j \not\in I_i$, the set of variables relevant to $\phi_i$. This leads us to set:
\[ \tilde{w}_i^j = \begin{cases} \gamma_i a_i^j & \text{if } j \in I_i \\ 0 & \text{else,} \end{cases} \]

and

\[ w_i^j = \frac{\tilde{w}_i^j}{\sum_{k \in I_i} \tilde{w}_i^k}. \]

See Raguet and Landrieu (2015, section 3) for a more detailed analysis.

**Reconditioning and variable metric** As explained in the previous sections, we propose to compute quadratic approximations of our functions in order to emulate the second order preconditioning generally applied to smooth functions. However it is natural that this preconditioning is only as good as the quadratic approximations, which is why we suggest updating the quadratic approximations periodically and changing the metric accordingly. We call this heuristic *reconditioning*.

Unfortunately the auxiliary variables \( z_i \) are defined with respect to one given metric, and are no longer adapted after reconditioning, setting back convergence. The auxiliary variables therefore need to be updated to the new metric. For that purpose, we make the hypothesis that when the reconditioning step takes place, the auxiliary variables are close to convergence. This allows us to update the current auxiliary points so that they are adapted to the new metric. If we denote \((\Gamma, W)\) the old preconditioners and \((\hat{\Gamma}, \hat{W})\) the new ones, the updated \( \hat{z}_i \) are:

\[ \hat{z}_i = \left(x - \hat{\Gamma} \nabla f(x)\right)^{H_i} - \hat{W}_i^{-1} \hat{y}_i, \quad \text{with} \quad y_i = \Gamma^{-1} W_i (x - \Gamma \nabla f(x) - z_i) \]

Because this update relies on the hypothesis that the convergence is almost reached with respect to the current metric, this reconditioning strategy should not be applied at each iteration. On the contrary, we advocate only reconditioning when the relative change of the iterate at iteration \( t \), i.e. \( \|x_t - x_{t-1}\| / \|x_{t-1}\| \) is below a certain threshold \( \theta \). As the algorithm progresses, each time this threshold is reached, it we chose to divide the threshold by a constant factor.

Furthermore, for the convergence proof presented in Raguet and Landrieu (2015) to hold, the reconditioning steps must only be applied a finite number of times. A potential lead to overcoming this restriction may be found in Liang et al. (2014), who proved that if the metric changes only induce summable errors with respect to the first metric, then the convergence holds for many proximal splitting algorithms including the generalized forward-backward splitting.

## 2.5 Experimental setup and results

We now present a numerical application of our algorithm on a high-dimensional problem structured on an irregular graph. Solving it implies performing a sequence of badly conditioned, non-differentiable optimization problems, providing a good illustration of
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<table>
<thead>
<tr>
<th>Experiment</th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of vertices</td>
<td>252,183</td>
<td>252,183</td>
<td>4,670,492</td>
</tr>
<tr>
<td>Number of edges</td>
<td>378,258</td>
<td>378,258</td>
<td>7,002,424</td>
</tr>
<tr>
<td>$\ell_1$ penalty</td>
<td>no</td>
<td>yes</td>
<td>no</td>
</tr>
</tbody>
</table>

Table 2.2: Dataset summary for each experimental setting

several notions developed in the previous sections. We show how the convergence speed of the preconditioned GFB algorithm compares with concurrent preconditioned proximal algorithms over three different experimental setups. The applied motivation and setup of the experiments presented here are detailed in the next chapter.

2.5.1 Problem formulation

We consider a graph $G = (V, E)$ with $n \doteq |V|$ and $m \doteq |E|$.

Each node is assigned a scalar observation value $y_i \in \mathbb{R}$. We consider the minimization of a function $F$ defined as the sum of a weighted least square fidelity term, a weighted total variation term and of an $\ell_1$ penalty:

$$F(x) = \frac{1}{2} \sum_{v \in V} \nu_v |x_v - y_v|^2 + s^1 \sum_{(u,v) \in E} \mu_{uv} |x_u - x_v| + s^2 \sum_{v \in V_0} \lambda_v |x_v|,$$

(2.10)

with $\nu_v \in \mathbb{R}_+^n$, $\mu_{uv} \in \mathbb{R}_+^m$, $\lambda_v \in \mathbb{R}_+^n$ and $V_0 \subset V$. The penalization strength $s^1$ and $s^2$ are non negative as well. We consider 3 experiments with dimensions given in Table 2.2. The motivations for choosing this specific function are discussed in the next chapter.

2.5.2 Applying a preconditioned generalized forward-backward

There are several ways to cast this problem as an instance of (2.9); we describe one of them.

**Tight splitting**  We set $f$ as the smooth part:

$$f(x) = \frac{1}{2} \sum_{v \in V} \nu_v (x_v - y_v)^2.$$

The rest of the energy constitutes the regularization, whose terms we split individually into $|E| + |V_0|$ separate functions:

$$\forall (u,v) \in E \begin{cases} \phi_{uv} = \mu_{uv} |x_u - x_v| \\ H_{uv} = \text{span}(1_u, 1_v) \end{cases} \quad \text{and} \quad \forall w \in V_0 \begin{cases} \phi_w = \lambda_w |x_w| \\ H_w = \text{span}(1_w) \end{cases}$$

It is easy to see that those functions are proximable. Thanks to the tight splitting property, the generalized forward splitting algorithm can be applied without demultiplying the memory requirement. Indeed the restricted product space $(X_{u,v \in E} H_{uv}) \times (X_{w \in V_0} H_w)$ is only of dimension $2 |E| + |V_0|$.
Preconditioning  As stated in 2.4.2, our reconditioning scheme relies on computing a diagonal pseudo-Hessian obtained from quadratic approximation of the involved functions. In our case, $f$ being already quadratic, with a diagonal Hessian, it does not need to be approximated. More complicated data terms involving a non diagonal design would need more work to find a suitable approximation.

We approximate the functions $\phi_w$ at point $\hat{x}$ by the tightest quadratic upper bound at the current point $\hat{x}$:

$$q_w(x) = \frac{\lambda_w}{2|\hat{x}_w|}x_w^2 + \frac{|\hat{x}_w| \lambda_w}{2},$$

as illustrated in Figure 2.4. The Hessian of this approximation is the diagonal matrix $\text{diag} \left( \frac{\lambda_w}{|\hat{x}_w|} \right)$. However if $\hat{x}_w = 0$ the corresponding term is unbounded, which causes numerical issues. Hence we chose for diagonal pseudo-Hessian the following matrix: $\text{diag} \left( \frac{\lambda_w}{\max(|\hat{x}_w|, \epsilon_1)} \right)$ for $\epsilon_1$ a small value. In our implementation we chose $\epsilon_1 = 10^{-6} \bar{x}$ with $\bar{x}$ being the average of all $\hat{x}$.

Similarly, the best quadratic approximation of $g_{uv}$ at point $\hat{x}$ is the function $q_{uv}$ defined by:

$$q_{uv}(x) = \frac{\mu_{uv}}{2|\hat{x}_u - \hat{x}_v|}(x_u - x_v)^2 + \frac{\mu_{uv} |\hat{x}_u - \hat{x}_v|}{2}.$$  

The Hessian of this quadratic function is however not diagonal, and we drop the off-diagonal terms. To avoid the same numeric issues faced with $q_w$ we take the pseudo-Hessian of $g_{uv}$ to be $\text{diag} \left( \frac{\mu_{uv}}{\max(|\hat{x}_u - \hat{x}_v|, \epsilon_2)} \right)$ with $\epsilon_2 > 0$ a small real number. In our implementation we observed best results for $\epsilon_2 = 10^{-1} \bar{x}$.

![Figure 2.4: Quadratic upper bound of $\phi_v$.](image)

Competing algorithms  In the following, we compare the performance of our pre-conditioned generalized forward-backward splitting algorithm for the minimization of
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For each dataset in Table 2.2, we fix reasonable values for the parameters \( s_1 \) and when applicable \( s_2 \), and illustrate the solution in the next chapter. For each algorithm, we monitor the computation time and the decrease of the objective functional \( F \) over one thousand iterations. Finally, we compute an approximate minimum \( \tilde{F}_\infty \) by running five thousand iterations of \( PGFB_\theta \). In Figure 2, we plot the distance between the relative primal suboptimality gap \( \frac{\tilde{F}_t - \tilde{F}_\infty}{|F_\infty|} \) on a logarithmic scale against the corresponding computational time.

All performance results show the same trend, in spite of the variety of the problems, of the conditionings, and of the data size considered. In all three experiments, we see that \( PPD \) and \( IPPD \) iterations are faster than \( PGFB \) iterations as it take them less time to compute one thousand iterations. Yet, the coarse initial preconditioning is
already enough for $PGFB_0$ to outperform PPD and IPPD. The three different reconditioning threshold values illustrate that reconditioning must happen neither too early nor too late for optimal performance. Indeed the version of PGFB without reconditioning (but only preconditioning) performs consistently worse than its preconditioned counterparts. On the contrary, undesirable spikes can be observed on the top right of Figure 2.5 when the reconditionings are too close. However in all cases, it is clear that the computational cost of the reconditionings is negligible, and that it allows for a significant increase in speed compared to $PGFB_0$.

For our algorithm and the competing ones, we tried different preconditioning schemes which yielded inferior results and are not represented in this chapter. In particular we tried a Douglas Rachford version of our algorithm by setting $f = 0$, and different less successful preconditioning schemes. Similarly for the primal dual algorithms, we tried to include the data term in the preconditioning matrix, which induced slower convergence. Finally we tried an inertial version of the PGFB algorithm following the idea of Lorenz and Pock (2014), but the gain in convergence speed was offset by the longer iterations and a doubling of the memory requirements.

2.6 Conclusion

In this chapter we presented some proximal splitting algorithms, as well as their applications in the context of structured optimization. We expanded in particular the generalized forward-backward algorithm and showed how the concept of gradient step size can be expanded to a matrix through reconditioning, which can be interpreted as an adequate change of metric. We presented a scheme which allows for such adaptations without the hypothesis of twice differentiability and allows for a substantial decrease in convergence time. The drawback of the generalized forward backward scheme is the duplication of auxiliary variables, even though tight splittings strongly mitigates the issue. Finally, we demonstrated the acceleration permitted by the preconditioned generalized forward-backward algorithm on a spatial aggregation task detailed in the next chapter.

Future work to be done includes the generalization of this method to cases in which the node values are constrained within a multidimensional convex set. An interesting direction to explore would be to consider the potential links with stochastic optimization techniques such as the random block coordinate primal dual algorithm (Combettes and Pesquet, 2015; Repetti et al., 2015). Indeed the choice of a stochastic activation function for block coordinate algorithms shares a common objective with preconditioning schemes: focusing the optimization efforts on the most difficult parts of the function to minimize, be it by adapting step sizes or activation probabilities.
Figure 2.5: Relative primal suboptimality graph $\frac{F_t - F_{*}}{F_{\infty}}$ for the different data sets: top left: population, top right: revenue, bottom left: vote. The different algorithms are preconditioned primal dual splitting: PPD, Inertial preconditioned primal dual splitting IPPD, Preconditioned Generalized Forward-Backward Splitting GFB0, and generalized forward backward with reconditioning for different values of the threshold (see image legends) and for one thousand iterations.
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Chapter 3

Aggregating spatial statistics with a generalized forward-backward splitting algorithm

Chapter Abstract

In this chapter we present a mathematical formalization of the geospatial data aggregation problem. We then show how this problem can be efficiently solved with the algorithm presented in the previous chapter, and provide illustrations and interpretations of the results.

3.1 Aggregation as an optimization problem

As stated in the introduction of this manuscript, the weighted graph framework allows us to cast the task of aggregating spatial data as an optimization problem.

3.1.1 Aggregating spatial statistics

The amount of geo-referenced socio-economic data available has reached volumes that exceeds our ability to analyse it. We consider the problem of aggregating spatial statistics to obtain simple yet accurate representations in map form, facilitating analysis and providing valuable decision aids. Our spatial data consists of an observation (the result of an election in percentages), related to an observation weight (the number of voters), defined over subregions of a geographical space (electoral constituencies). See Table 3.2.

In order to capture the spatial structure of the data, we consider a graph $G = (V, E)$, where the vertices $V$ represent the subregions and the edges $E \subseteq V \times V$ represent spatial adjacencies between subregions. Further spatial information is available, encoded by the strictly positive node weight $\lambda$ and edges weight $\mu$. The node weight $\lambda = (\lambda_v)_{v \in V} \in \mathbb{R}^{\lfloor V \rfloor}_+$ weights the vertices by their surface, and the edge weight $\mu = (\mu_{uv})_{uv \in E} \in \mathbb{R}^{\lfloor E \rfloor}_+$ corresponds to the length of the border between adjacent subregions. $y = (y_v)_{v \in V} \in \mathbb{R}^{\lfloor V \rfloor}$

47
3. AGGREGATING SPATIAL STATISTICS WITH A GENERALIZED FORWARD-BACKWARD SPLITTING ALGORITHM

<table>
<thead>
<tr>
<th>Variable</th>
<th>Signification</th>
<th>Domain</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>V</td>
<td>node set</td>
<td>subregions</td>
<td></td>
</tr>
<tr>
<td>E</td>
<td>edge set</td>
<td>subregion adjacency</td>
<td></td>
</tr>
<tr>
<td>λ</td>
<td>node weight</td>
<td>$\mathbb{R}_+^{\lvert V \rvert}$</td>
<td>subregions surface</td>
</tr>
<tr>
<td>µ</td>
<td>edge weight</td>
<td>$\mathbb{R}_+^{\lvert E \rvert}$</td>
<td>subregions border length</td>
</tr>
<tr>
<td>y</td>
<td>observation</td>
<td>$\mathbb{R}^{\lvert V \rvert}$</td>
<td>electoral results in percentage</td>
</tr>
<tr>
<td>ν</td>
<td>observation weight</td>
<td>$\mathbb{R}^{\lvert V \rvert}$</td>
<td>population in subregion</td>
</tr>
<tr>
<td>$V_0$</td>
<td>nodes with zero observation weight</td>
<td>$\mathbb{R}^{\lvert V \rvert}_+$</td>
<td>uninhabited subregions</td>
</tr>
</tbody>
</table>

Table 3.1: Summary of the variables introduced in the map simplification problem

denotes the observed spatial data and its respective weight is denoted by $\nu = (\nu_v)_{v \in V} \in \mathbb{R}_+^{\lvert V \rvert}$. In addition, we single out the set $V_0$ of vertices corresponding to regions for which the observation weight is zero. The variables introduced in this section and their meaning are given in Table 3.1.

3.1.2 Problem formulation

We define the simplification energy $F$ such that the simplified data $x^*$ is defined by $x^* \in \arg \min_{x \in \mathbb{R}^n} \{ F(x) \}$ and defined as follows:

$$F(x) = \frac{1}{2} \sum_{v \in V} \nu_v \left| x_v - y_v \right|^2 + s_1 \sum_{(u,v) \in E} \mu_{uv} \left| x_u - x_v \right|_0 + s_2 \sum_{v \in V_0} \lambda_v \left| x_v \right|_0$$

with $V_0 = \{ v \in V \mid \nu_v = 0 \}$ the set of nodes with zero observation weight and $\left| \cdot \right|_0 = \delta_{\neq 0}$ the function equal to zero at zero and one everywhere else. This energy is comprised of three parts, each weighted by its respective regularization coefficient. The first term is a data-fidelity measure, favoring a solution $x^*$ close to the observation $y$. Each quadratic difference is naturally weighted by its observation weight. The second term is a penalization ensuring the simplicity of the solution, as it tends to merge together neighboring subregions with similar values. We weight the contribution of each edge proportionally to the length of the borders between the corresponding adjacent regions. This term is thus proportional to the total length of the contours of the constant regions of $x$, in a similar fashion to the geometric term in the Mumford-Shah functional (see for instance the review of Vitti (2012)). The coefficient $s_1 \in \mathbb{R}_{++}$ scales its influence relatively to the other terms in $F$.

Finally, the last term penalizes non-zero values attributed to regions whose observation weight is zero. Without this term, large areas could take values of little significance, eventually cluttering the map. Consequently, we penalize such regions proportionally to their surface. Again, $s_2 \in \mathbb{R}_{++}$ scales its overall influence in $F$.

The minimization of $F$ is very challenging because the functional $\left| \cdot \right|_0$ is neither continuous nor non-convex. Thus, we consider the convex analog of the non-convex
problem $\tilde{F}$:

$$\tilde{F}(x) = \frac{1}{2} \sum_{v \in V} \nu_v |x_v - y_v|^2 + \tilde{s}^1 \sum_{(u,v) \in E} \mu_{uv} |x_u - x_v| + \tilde{s}^2 \sum_{v \in V_0} \lambda_v |x_v|. \quad (3.1)$$

We solve the non-convex problem by solving a sequence of convex problems of the form (3.1), but with coefficients $\lambda$ and $\nu$ depending each time on the previously found solution, following classical reweighting techniques (see in particular the recent review of Ochs et al. (2015)). We observe that the energy in (3.1) corresponds to the experimental setup presented in the last chapter. Consequently the solution $x^*$ of each problem (3.1) can be efficiently computed using the generalized Forward Backward Splitting in its reconditioned form.

3.1.3 Experimental Setting

We perform aggregation of spatial statistics over three different datasets, presented in Table 3.2. The datasets population and revenue are open-source, available at the French National Institute for Statistic and Economics Studies 1. The dataset election is also open-source, provided by the Cartelec project (Colange et al., 2013).

For each experiment a region is partitioned into subregions, and for each subregion a value is observed with respect to an observation weight. In the first experiment it is population density weighted by the subregions surface; in the second, average revenue weighted by population; in the third election results weighted by number of voters.

The first two experiments are rasterized data, i.e. square cells organized along a regular lattice. In the third experiment the vote percentages are given with respect to constituencies and their populations. Constituencies shape can be arbitrary and possibly very complex. To obtain more readable maps, the Delaunay triangulation of the vertices composing the cells is computed, with the constraint that all region borders must be used as edges by the triangles (see Chew (1989)). To each triangle forming a constituency we associate the observation corresponding to its region. In turn, the observation weight is shared among the triangles, proportionally to their surface area. See Appendix A for a more detailed explanation of this process.

In the first and third experiment no regions have a zero observation weight, as no regions has a zero surface area, and no constituency zero voters. In the second experiment however some of the triangles have zero observation weight (no population), and hence $V_0$ is not empty, while it is empty for the two other experiments.

3.2 Interpretation

We list here the benefits and limits of our approach as a map simplification algorithm.

\footnote{IdeesLibres.org 01/2015, INSEE 20/11/2013, https://www.data.gouv.fr/fr/datasets/donnees-carroyees-a-200m-sur-la-population/}
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Observation</th>
<th>Observation weight</th>
<th>Space division</th>
<th>Spatial extent</th>
<th>Number of vertices</th>
<th>Number of edges</th>
<th>Presence of zero</th>
<th>Observation weights</th>
</tr>
</thead>
<tbody>
<tr>
<td>population</td>
<td>y</td>
<td>population density</td>
<td>region surface</td>
<td>rasters</td>
<td>Ile-de-France</td>
<td>252.183</td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td>revenue</td>
<td>ν</td>
<td>average revenue</td>
<td>population rasters</td>
<td>Ile-de-France</td>
<td>252.183</td>
<td>378.258</td>
<td>yes</td>
<td>no</td>
</tr>
<tr>
<td>election</td>
<td></td>
<td>election results</td>
<td>number of voters</td>
<td>constituencies</td>
<td>France</td>
<td>4.670.492</td>
<td>7.002.424</td>
<td></td>
</tr>
</tbody>
</table>

Table 3.2: Dataset summary for each experimental setting

3.2.1 Aggregation as compression

As long as there is no sparsity-inducing $\ell_1$ penalization, our aggregation method can be seen as a lossy compression process, where one simply seeks for a trade-off between data size and loss of information. As already pointed out in the aggregation model, the complexity of a map is estimated by the total length of the contours between constant regions. We thus measure the compression ratio of the aggregation $x$ of the spatial statistics $y$ as:

$$
\frac{\sum_{uv \in E} \mu_{uv} |y_u - y_v|_0}{\sum_{uv \in E} \mu_{uv} |x_u - x_v|_0}
$$

A compression of $c$ means that the contours are $c$ times shorter. A high value means that the resulting map is much simpler. Similarly, a relevant measure of the relative error is the root (weighted) mean square error between the simplified and observed maps, which we normalize by the (weighted) standard-deviation of the latter:

$$
\sqrt{\frac{\sum_{v \in V} \nu_v (x_v - y_v)^2}{\sum_{v \in V} \nu_v (y_v - \bar{y})^2}}, \text{ with } \bar{y} = \frac{\sum_{v \in V} \nu_v y_v}{\sum_{v \in V} \nu_v}.
$$

A relative error of $r$ means that a proportion $1 - r$ of the standard deviation is retrieved by the simplified map. A low value of $r$ means that the simplified map is faithful to the original map. The values of compression obtained for different regularizing strengths can be found in Table 3.3.

Such measures are reported on Figures 3.2 and 3.1. Because of the presence of the sparsity-inducing penalization term, the aggregations on the revenue dataset are somewhat more difficult to interpret. Note that on Figure 3.1- revenue, local areas without population can still be distinguished, in spite of high degrees of simplification.

3.2.2 Weighted vs uniform regularization

Our formulation allows us to weight the nodes in the fidelity term according to the significance they hold in the error estimation. For example in the case of aggregating the results of an election, the weight of each subregion is determined by the number of
3.2 Interpretation

<table>
<thead>
<tr>
<th>compression</th>
<th>relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>0.34</td>
</tr>
<tr>
<td>12</td>
<td>0.45</td>
</tr>
<tr>
<td>21</td>
<td>0.51</td>
</tr>
<tr>
<td>26</td>
<td>0.54</td>
</tr>
<tr>
<td>38</td>
<td>0.57</td>
</tr>
</tbody>
</table>

Table 3.3: Compression and error for the aggregation for the population data set in the order they are represented in Figure 3.1.

voters. Figure 3.2 represents the results of aggregation weighted by either population or surface for a detail of the election dataset. If both results are comparable in simplicity, the maps regularized with voters count allows us to better capture high density details such as the political polarization at the scale of a city.

3.2.3 Adaptive scaling

Our approach allows the region sizes to adapt to local increase in variability and weight, as opposed to more traditional approaches such as Laplacian regularization Ando and Zhang (2007). Indeed by penalizing by the length of contours, the (local) optimum will tend to greatly simplify regions of low density or low variation to concentrate the borders in high variability areas such as urban centers, while still being able to visualize global trends. Our approach overlooks differences between low density areas in favor of statistically more significant local effect. On the contrary, the level of detail has to be set globally for Laplacian based regularizations, as illustrated in Figure 3.3.
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3.2 Interpretation

Figure 3.1: Left: Aggregation of the population density in the greater Paris area for increasing values of $s_1$. The colormap represents high density areas in dark red and low density areas in pale orange.

Right: Aggregation of the average yearly revenue density in the greater Paris area for increasing values of $s_1$ and $s_2$. The colormap represents areas of high revenues in dark blue and areas of low revenues in cyan.
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Figure 3.2: Close-up on the election dataset: results of the second round of the 2007 French presidential election, broken down by constituencies in French Brittany. Two candidates are opposed, the colormap goes thus from blue to red, representing respectively the regions where one candidate achieve its highest score, respectively its lowest score. Top left: Original map; top right: Number of voters per surface unit over constituencies, from low density in pale orange to high density in dark red; middle left: aggregation weighted by number of voters; middle right: aggregation weighted by surface of precincts. Compression ratio 9, relative error 0.22. At the bottom row we see a close-up of the city of Brest and can appreciate how an aptly-weighted formulation allows us to capture local details corresponding to high population areas.
Figure 3.3: Aggregation results for different regularization methods with the same error rate (0.23).
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Chapter 4

Cut Pursuit: fast algorithms to learn piecewise constant functions on general weighted graphs

Chapter Abstract

In this chapter we propose working-set/greedy algorithms to efficiently solve problems penalized respectively by the total variation on a general weighted graph and its $\ell_0$ counterpart the total level-set boundary size when the piecewise constant solutions have a small number of distinct level-sets; this is typically the case when the total level-set boundary size is small, which is encouraged by these two forms of penalization. Our algorithms exploit this structure by recursively splitting the level-sets of a piecewise-constant candidate solution using graph cuts. We obtain significant increase in speed over state-of-the-art algorithms for images that are well approximated with few level-sets.

The material of this chapter is based on Landrieu and Obozinski (2016a), published in the 19th International Conference on Artificial Intelligence and Statistics (AISTATS 2016), and from its journal version Landrieu and Obozinski (2016b), unpublished.

4.1 Introduction

Estimation or approximation with piecewise constant functions has many applications in image and signal processing, machine learning and statistics. In particular, the assumption that natural images are well modeled by functions whose total variation is bounded motivates its use as a regularizer, which leads to piecewise constant images for discrete approximations. Moreover a number of models used in medical imaging (El-Zehiry and Elmaghraby, 2007) assume directly piecewise constant images. More generally, piecewise constant models can be used for compression, for their interpretability and finally because they are typically adaptive to the local regularity of the function approximated.
CUT PURSUIT: FAST ALGORITHMS TO LEARN PIECEWISE CONSTANT FUNCTIONS ON GENERAL WEIGHTED GRAPHS

(Wang et al., 2014). Piecewise constant functions display a form of structured sparsity since their gradient is sparse.

Both convex and non-convex formulations have been proposed to learn functions with sparse gradients. The most famous being the formulation of Rudin et al. (1992), hereafter referred to as ROF, which proposed minimizing the total variation subject to constraints of approximation of the noisy signal in the least squares sense, as well as the formulation of Mumford and Shah (Mumford and Shah, 1989), which proposed penalizing the total length of discontinuities of piecewise smooth functions. A fairly large literature is devoted to these formulations mainly in the image processing and optimization domain. Although the connection between the total variation, the Mumford-Shah energy and graph cuts is today well-established, algorithms that leverage this connection are relatively recent. In particular for ROF, Chambolle and Darbon (2009); Goldfarb and Yin (2009) use the fact that the problem can be formulated as a parametric max-flow. El-Zehiry and Grady (2011) use graph cuts to solve the formulation of Mumford and Shah for the case of two piecewise constant components.

The literature on sparsity in computational statistics and machine learning has shown how the sparsity of the solution sought can be exploited to design algorithms which use parsimonious computations to solve the corresponding large-scale optimization problem with significant increase in speed (Bach et al., 2012). Our work is motivated by the fact that this has to the best of our knowledge not been fully leveraged to estimate and optimize with piecewise constant functions. In the convex cases, the algorithms proposed to exploit sparsity are working set\(^1\) algorithms and the related (fully corrective) Frank-Wolfe algorithm (Harchaoui et al., 2014). In the non-convex cases, forward selection algorithms such as OMP, FoBa and others have been proposed (Mallat and Zhang, 1992; Needell and Tropp, 2009; Zhang, 2009)\(^2\).

It is well understood that algorithms for the convex and non-convex case are in fact fairly related. In particular, for a given type of sparsity, the forward step of working set methods, Frank-Wolfe and greedy algorithm is typically the same, and followed by the resolution of a reduced problem.

Given their similarity, we explore in this chapter both greedy and working set strategies. The working set approach is used to solve optimization problems regularized by the total variation while the greedy strategy solves problems penalized by the total boundary size for piecewise constant functions. In the convex case, our algorithms do not apply only to cases in which the data fitting term is the MSE or a separable smooth convex function, for which some efficient algorithms implicitly exploiting sparsity ex-

---

\(^1\)We distinguish working set algorithms (aka column generation algorithm) that maintain an expansion of the solution which may have zero coefficients from active set algorithms that maintain an expansion using only non-zero coefficients and discard all other directions (or variables). This distinction can also be understood in the dual, where working set algorithms (which are dually cutting plane algorithms) maintain a superset of the active constraints, while active set algorithms maintain the exact set of active constraints.

\(^2\)Proximal methods that perform soft-thresholding or the non-convex IHT methods maintain sparse solutions, but typically need to update a full dimensional vector at each iteration, which is why we do not cite them here. They blend however very well with active set algorithms.
ist (Bach, 2013; Chambolle and Darbon, 2009; Kumar and Bach, 2015), but also to a
general smooth convex term.

Our algorithms are very competitive for deblurring and are applicable to the esti-
mation of piecewise constant functions on general weighted graphs.

4.1.1 Notations

Let $G = (V, E, w)$ be an unoriented weighted graph whose edge set is of cardinality $m$
and $V = [1, \ldots, n]$. For convenience of notations and proofs, we encode the undirected
graph $G$, as a directed graph with for each pair of connected nodes a directed edge in
each direction. Thus $E$ denotes a collection of couples $(i, j)$ of nodes, with $(i, j) \in E$
if and only if $(j, i) \in E$. We also have $w \in \mathbb{R}^{2m}$ and $w_{ij} = w_{ji}$. For a set of nodes $A \subset V$
we denote $1_A$ the vector of $\{0, 1\}^n$ such that $[1_A]_i = 1$ if and only if $i \in A$. For $F \subset E$
a subset of edges we denote $w(F) = \sum_{(i,j) \in F} w_{ij}$. By extension, for two subsets $A$ and
$B$ of $V$ we denote $w(A, B) = w((A \times B) \cap E)$ the weight of the boundary between
those two subsets. Finally we denote $\mathcal{C}$ the set of all partitions of $V$ into connected
components.

4.1.2 General problem considered

Problem formulation In this work we consider the problem of minimizing func-
tions $Q$ of the form $f(x) + \lambda \Phi(x)$ with $f : \mathbb{R}^n \to \mathbb{R}$ differentiable and $\Phi : \mathbb{R}^n \to \mathbb{R}$ a
penalty function that decomposes as $\Phi(x) = \sum_{(i,j) \in E} w_{ij} \phi(x_i - x_j)$ with $\phi : \mathbb{R} \to
\mathbb{R}^+$ a sparsity-inducing function such that $\phi(0) = 0$. The general problem writes
\[
\min_{x \in \mathbb{R}^n} Q(x)
\]
\[
Q(x) = f(x) + \frac{\lambda}{2} \sum_{(i,j) \in E} w_{ij} \phi(x_i - x_j).
\] (4.1)

Energies of this form were first introduced by Geman and Reynolds (1992) for image
regularization, and are widely used for their inducing spatial regularity as well as pre-
serving discontinuities. The function $\phi$ is typically the absolute value, which corresponds
to the total variation (denoted $TV$), or one minus the Kronecker delta at 0, which leads
to the total boundary size penalty for piecewise constant functions. More generally, for
functions $\phi$ that have a non-differentiability at 0, the solution $x^*$ of (4.1) has a sparse
gradient $\{x^*_i - x^*_j \mid (i, j) \in E\}$. As a consequence, these solutions are constant on the
elements of a certain partition of $V$ that is typically coarse, i.e. such that has much
fewer elements than $|V|$. We therefore reformulate the problem for candidate solutions
that have that property. We define the support of a vector $x \in \mathbb{R}^n$ as the set $S(x)$ of
edges supporting its gradients
\[
S(x) = \{(i, j) \in E \mid x_i \neq x_j\},
\] (4.2)
and we will use $S^c(x) = E \setminus S(x)$ for the set on which the gradients are zero.
In the general case the approach presented in Section 4.2 can be easily adapted to functions $\phi$ that are differentiable in $\mathbb{R} \setminus \{0\}$, are decreasing on $\mathbb{R}^-$, non-decreasing on $\mathbb{R}^+$ and such that $\lim_{h \to 0^+, h > 0} \phi'(h) > 0$ and $\lim_{h \to 0^-, h < 0} \phi'(h) < 0$. We will limit our scope however to the absolute value.

**Decomposition on a partition** Any $x \in \mathbb{R}^n$ can be written as $x = \sum_{i=1}^k c_i 1_{A_i}$ with $\Pi = \{ A_1, \cdots, A_k \} \in \mathcal{C}$ a partition of $V$ into $k$ connected components and $c \in \mathbb{R}^k$. Conversely we say that $x$ can be expressed by partition $\Pi = (A_1, \cdots, A_k)$ if it is in the set $\text{span}(\Pi) = \text{span}(1_{A_1}, \cdots, 1_{A_k}) = \{ \sum_{i=1}^k c_i 1_{A_i} \mid c \in \mathbb{R}^k \}$. We denote $x_{\Pi} = \arg\min_{z \in \text{span}(\Pi)} Q(z)$, the solution of (4.1) when $x$ is constrained to be in $\text{span}(\Pi)$. Assuming that the regularization strength is such that the solution $x^*$ decomposes over a coarse partition, and that the constrained problem (4.3) is easy to solve for such a partition, problem (4.1) boils down to finding an optimal partition $\Pi^*$:

$$
\Pi^* = \arg\min_{\Pi \in \mathcal{C}} Q(x_{\Pi}).
$$

An additional motivation to consider a sequence of partitions and solve sequentially problems with $x$ constrained to $\text{span}(\Pi)$ is that the vectors of the form $w(B, B^c)^{-1}1_B$ are extreme points of the set $\{ x \mid TV(x) \leq 1 \}$. In fact, the total variation is an atomic gauge in the sense of Chandrasekaran et al. (2012) and the vectors of the form $w(B, B^c)^{-1}1_B$ are among the atoms of the gauge. We do not develop this more abstract point of view in this chapter, but provide a discussion in Appendix C.

Before presenting our approach we review some of the main relevant ideas in the related literature.

### 4.1.3 Related work

Mumford and Shah (1989) describe an image as simple if it can be expressed as a piecewise-smooth function with few and small discontinuities, i.e. if the space can partitioned in regions with short contours and such that the image varies little in each of these regions. Given an observed noisy image viewed as a square integrable function $J \in L(\mathbb{R}^2)$, Mumford and Shah therefore propose recovering the original image with bounded variation $I \in BV(\mathbb{R}^2)$, via the minimization of an energy composed of three terms: a fidelity term quantifying the distortion between $I$ and $J$, a part evaluating the smoothness of $I$ outside of a one-dimensional set of discontinuities $\Gamma$, and finally the one-dimensional Hausdorff measure of this set $\mathcal{H}_1(\Gamma)$:

$$
\min_{I^\dagger} \int_{\Omega} (I(x) - J(x))^2 \, dx + \mu \int_{\Omega \setminus \Gamma} \|\nabla I(x)\|^2 \, dx + \lambda \mathcal{H}_1(\Gamma).
$$

(11.1)

$\mu$ and $\lambda$ are two nonnegative regularization coefficient. When $\mu \to \infty$, the smoothness term forces the function to be infinitely smooth outside of the boundary, i.e. constant on each set $R_i$ of a collection $\Pi = \{R_i\}_{i=1}^k$ of disjoint connected regions.
4.1 Introduction

When the number of regions \( k \) is fixed this problem is called the piecewise constant Mumford-Shah problem and can be reformulated as:

\[
\min_{\Pi, I} \sum_{i=1}^{k} \int_{R_i} (I_i - J(x))^2 \, dx + \lambda \text{length}(\Pi), \tag{PC-MS}
\]

with \( I_i \) the constant value of \( I \) on \( R_i \) and \( \text{length}(\Pi) \) the one dimensional Hausdorff measure of the boundaries between pairs of sets in \( \Pi \). For general data terms it is referred to as the minimal partition problem \((\text{Santner et al., 2011})\). The setting in which the number of regions \( k = 2 \), is known as the Chan-Vese problem and was first solved using active contour methods \((\text{Aubert et al., 2003; Kass et al., 1988})\). Chan and Vese \((2001)\) propose a level-set based method for the binary case, which has the advantage of foregoing edges and gradient completely, as they are typically very sensitive to noise. This method has since been extended to the so called multiphase setting where the number of phases, that is of level-sets of the function, is a power of two \((\text{Vese and Chan, 2002})\). The resolution of those problems is substantially sped up by the introduction of graph-cut methods, for binary phase \((\text{El-Zehiry and Elmaghriby, 2007})\) and in the multiphase setting \((\text{El-Zehiry and Grady, 2011})\).

Independently of the work of Mumford and Shah, Rudin, Osher and Fatemi proposed in \(\text{Rudin et al. (1992)}\) the idea that the class of functions with bounded variation is a good model for images, and relied on this idea to motivate the minimization of the total variation under MSE approximation constraint as an approach for image denoising. The introduction of the total variation had a lasting impact in imaging sciences and was used for various tasks including denoising, deblurring and segmentation \((\text{Chambolle et al., 2010})\). When the total variation is used as a regularizer\(^1\), the ROF problem can be formulated as

\[
\min_{I \in \text{BV}} \int_{\Omega} (I(x) - J(x))^2 \, dx + \lambda \text{TV}(I), \tag{ROF}
\]

where \( \text{BV} \) is the space of functions with bounded total variation.

In this chapter we consider discretized versions of these formulations, in which the function takes its value on the node set of a weighted graph \( G = (V, E, w) \). Such discretizations are for example naturally obtained if an a priori fine grained partition of the space in a collection of elementary regions\(^2\), \( \mathcal{R}_0 \) is chosen and the image or function \( I \) is constrained to be constant on each of these regions. The edge set \( E \) captures adjacencies between the elements, and the weights \( w \) the size of the boundary between each pair of regions.

A first approach to minimizing functions regularized by the total variation is to consider explicitly the set of edges presenting discontinuities and iteratively update this set using calculus of variations based on the Euler-Lagrange equations \((\text{Chambolle et al., 2010})\).

\(^1\)In \(\text{Rudin et al. (1992)}\) the \(\text{TV}(I)\) is minimized under a constraint on the \(L_2\) distance between \( I \) and \( J \).

\(^2\)In the context of images these could be thought of as super-pixels, for example.
The level-sets approach (Osher and Sethian, 1988; Tsai and Osher, 2005) takes the opposite point of view and defines the discontinuity set as the zero set of an auxiliary function. The evolution of the curve is thus indirectly handled, thereby avoiding complications associated to making discrete changes in the structure of the contours.

In the recent literature, problems regularized with the total variation are typically solved using proximal splitting algorithms (Chambolle and Pock, 2011; Raguet et al., 2013). Some of the connections between graph-cuts and the total variation were already known in Picard and Ratliff (1975) but some of these connections have been only fully exploited recently, when Chambolle and Darbon (2009) and Goldfarb and Yin (2009) among others, exploited the fact that the ROF model can be reformulated as a parametric maximum flow problem, which they moreover show can be solved by a divide-and-conquer strategy: this algorithm entails solving a sequence of max-flow problems on the same graph, and the algorithm makes it possible to efficiently reuse partial computations performed in each max-flow problem. These results on the total variation are actually an instance of results that apply more generally to submodular functions (Bach, 2011). Indeed, the intimate relation existing between the total variation and graph-cuts is due fundamentally to the fact that the former is the Lovász extension of the value of the cut, which is a submodular function. Beyond the case of the total variation, Bach (2011) considers regularizers that are obtained as Lovász extensions of symmetric submodular functions and recent progress made on the efficient optimization of submodular functions produces simultaneously new fast algorithms to compute proximal operators of the Lovász extension of submodular function (Jegelka et al., 2013; Kumar and Bach, 2015).

Problems regularized by the total variation or the total boundary size are also related to the Potts model. Indeed, if the values of the level-set are quantized, the corresponding energy to minimize is that of a discrete valued conditional random field (CRF), with as many values as there are quantization levels (Ishikawa, 2003; Tsai and Osher, 2005).

A number of optimization techniques exist for CRFs (Szeliski et al., 2006). One of the fastest is the $\alpha$-expansion algorithm of Boykov et al. (2001b), which relies on graph-cut algorithms (Boykov and Kolmogorov, 2004).

In the literature on sparsity, a number of algorithms have been proposed to take advantage computationally of the sparsity of the solution. In the convex setting, these algorithms includes homotopy algorithms such as the LARS (Efron et al., 2004) or working set algorithms (Friedman et al., 2010; Obozinski et al., 2006; Roth and Fischer, 2008). It should be noted that the Frank-Wolfe algorithm (Jaggi, 2013), which has been revived and regained popularity in recent years, is closely-related to working set methods and also provides a rationale to algorithmically exploit the sparsity of solution of optimization problems. Although originally designed to solve constrained optimization problems, Harchaoui et al. (2014) have shown how a variant can be naturally constructed for the regularized setting, and can be applied to the case of total variation regularization. The counterparts of these algorithms in the $\ell_0$ setting are (a) greedy forward selection approaches that compute a sequence of candidate solutions by iteratively decreasing the sparsity of the candidate solutions, such as orthogonal matching
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In this section, we consider the problem of solving the minimization of a differentiable function $f$ regularized by a weighted total variation of the form $TV(x) = \frac{1}{2} \sum_{(i,j)\in E} w_{ij} |x_i - x_j|$ with $w_{ij}$ some nonnegative weights. Based on the considerations of Section 4.1.2, we propose a working set algorithm which alternates between solving a reduced problem of the form $\min_{x \in \text{span}(B)} Q(x)$ for $Q(x) = f(x) + \lambda TV(x)$, and refining the partition $\Pi$. In Section 4.2.3, we will discuss how to solve the reduced problem efficiently, but first we present a criterion for refining the partition $\Pi$.

4.2.1 Steepest binary cut

Given a current partition $\Pi$ and the solution of the associated reduced problem $x_\Pi = \arg \min_{x \in \text{span}(\Pi)} Q(x)$, our goal is to compute a finer partition $\Pi_{\text{new}}$ leading to the largest possible decrease of $Q$. To this end we consider updates of $x$ of the form $x_\Pi + h u_B$ with $u_B = \gamma_B 1_B - \gamma_{B^c} 1_{B^c}$ for some set $B \subset V$ and some scalars $h, \gamma_B$ and $\gamma_{B^c}$ such that $\|u_B\|_2 = 1$. We postpone to Section 4.2.2 the precise discussion of how the choice of $B$ leads to a new partition and focus first on a rationale for choosing $B$, but essentially, introducing $u_B$ in the expansion of $x$ will lead to a new partition in which the elements of $\Pi$ are split along the boundary between $B$ and $B^c$. A natural criterion is to choose the set $B$ such that $u_B$ is a descent direction which is as steep as possible, in the sense that $Q$ decreases the most, at first order. We denote $Q'(x, v) = \lim_{h\to 0} h^{-1}(Q(x + hv) - Q(x))$ so that, when $d \in \mathbb{R}^n$ is a unit vector, $Q'(x, d)$ denotes the directional derivative of $Q$ at $x \in \mathbb{R}^n$ in the direction $d$. Consequently, choosing $B$ for which the direction $u_B$ is steepest requires solving $\min_{B \subset V} Q'(x_\Pi, u_B)$.

To further characterize $Q'$ we decompose the objective function: Since the absolute value is differentiable on $\mathbb{R}_+$, setting $S = S(x_\Pi)$ allows us to split $Q$ into two parts $Q_S$ and $TV|_{S^c}$ which are respectively differentiable and non-differentiable at $x_\Pi$:

$$
\begin{align*}
Q_S(x) &\doteq f(x) + \frac{1}{2} \sum_{(i,j) \in S} w_{ij} |x_i - x_j|, \\
TV|_{S^c}(x) &\doteq \frac{1}{2} \sum_{(i,j) \in S^c} w_{ij} |x_i - x_j|.
\end{align*}
$$

pursuit (Mallat and Zhang, 1992), orthogonal least squares (Chen et al., 1991) and related algorithms (Needell and Tropp, 2009), (b) forward-backward selection approaches such as the Single Best Replacement (SBR) algorithm (Soussen et al., 2011), based on an $\ell_0$ penalization or the FoBa algorithm (Zhang, 2009), which add backwards steps to remove previously introduced variables that are no longer relevant. See (Bach et al., 2012) for a review. Bach (2013) proposes a number of algorithms to minimize submodular functions, compute the associated proximal operators of the corresponding Lovász extensions. In particular, generic primal and dual active set algorithms are proposed to solve a linear regression problem regularized with the Lovász extension of a submodular function (Bach, 2013, Chap. 7.12).
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TV|_S^c is a weighted total variation on the graph G but with weights w_{S^c} such that [w_{S^c}]_{ij} = w_{ij} for (i, j) ∈ S^c and 0 for (i, j) ∈ S. We extend the previous notations and define w_{S^c}(A, B) = w((A × B) ∩ S^c).

**Proposition 1.** For x ∈ R^n, if we set S = S(x) then the directional derivative in the direction of 1_B is

\[ Q'(x, 1_B) = \langle \nabla Q_S(x), 1_B \rangle + \lambda w_{S^c}(B, B^c). \]

Moreover if \( \langle \nabla f(x), 1_V \rangle = 0 \) then

\[ Q'(x, u_B) = (\gamma_B + \gamma_{B^c}) Q'(x, 1_B). \]

**Proof.** See Appendix C. □

Considering the case x = x_H, then for S = S(x_H), ∇f(x_H) is clearly orthogonal to span(Π) and thus to 1_V. Therefore, by the previous proposition, finding the steepest descent direction of the form u_B requires solving

\[ \min_{B \subset V} (\gamma_B + \gamma_{B^c}) Q'(x_H, 1_B) \]

To keep a formulation which remains amenable to efficient computations, we will assume that γ_B + γ_{B^c} is constant or ignore this factor. This leads us to define a *steepest binary cut* as any cut \((B_H, B_H^c)\) such that

\[ B_H \in \arg \min_{B \subset V} \langle \nabla Q_S(x_H), 1_B \rangle + \lambda w_{S^c}(B, B^c). \] (4.5)

Note that since \( Q'(x, 1_\emptyset) = 0 \), we have \( \min_{B \subset V} Q'(x, 1_B) \leq 0 \). If \emptyset is a solution to (4.5), we set \( B_H = \emptyset \). As formulated, it is well known, at least since Picard and Ratliff (1975), that problem (4.5) can be interpreted as a minimum cut problem in a suitably defined flow graph. Indeed consider the graph \( G_{flow} = (V \cup \{s, t\}, E_{flow}) \) illustrated in Figure 5.2, where s and t are respectively a source and sink nodes, with \( E_{flow} \) the edge set and the associated nonzero (undirected) capacities \( c \in R^{|S'|+n} \). Let \( \nabla_+ = \{i \in V | \nabla_i Q_S(x) > 0\} \) and \( \nabla_- = V \setminus \nabla_+ \). We have the following edge set:

\[ E_{flow} = \{(s, i), \forall i \in \nabla_+\} \cup \{(i, t), \forall i \in \nabla_-\} \cup \{(i, j), \forall (i, j) \in S^c\}, \]

and the associated capacities:

\[ c_{i,j} = \begin{cases} 
\nabla_j Q_S(x) & \text{for } i = s \text{ and } j \in \nabla_+ \\
-\nabla_i Q_S(x) & \text{for } j = t \text{ and } i \in \nabla_- \\
\lambda w_{ij} & \text{for } (i, j) \in S^c 
\end{cases} \] (4.6)

where \( \nabla_+ = \{i \in V | \nabla_i Q_S(x) > 0\} \) and \( \nabla_- = V \setminus \nabla_+ \). The vector \( \nabla Q_S(x) \) is directly computed as \( \nabla Q_S(x) = \nabla f(x) + \frac{1}{\lambda} D^\top y \), where \( D \in R^{2m \times n} \) the weighted edge incidence matrix whose entries are equal to \( D_{(i,j),k} = w_{ij}(1_{i=k} - 1_{j=k}) \) and \( y \in R^{2n} \) is the
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$$\begin{align*}
\lambda w_{ij} &= \frac{\partial Q_S(x)}{\partial x_i} - \frac{\partial Q_S(x)}{\partial x_j} \\
\text{nodes in } \nabla_- \\
\text{nodes in } \nabla_+ \\
\text{edge in } S^c
\end{align*}$$

Figure 4.1: Directed graph for which finding a maximal flow is equivalent to solving (4.5). Neighboring nodes with different values of $x$ in the original graph are linked by an undirected edge with capacity $\lambda w_{ij}$, nodes with non-negative gradient are linked to the source, and nodes with negative gradient to the sink with capacity $|\nabla Q_S(x)|$.

vector whose entries are indexed by the elements of $E$ and such that $y_{(i,j)} \doteq \text{sign}(x_i - x_j)$ with the convention that $\text{sign}(0) = 0$.

As stated in the next proposition, finding a minimal cut in this graph provides us with the desired steepest binary cut.

**Proposition 2.** Let $S = S(x)$ then $(C, V_{\text{flow}} \setminus C)$ is a minimal cut in $G_{\text{flow}}$ if and only if $C \setminus \{s\}$, and its complement in $V$ are minimizers of $B \mapsto Q'(x, 1_B)$.

This result is a well-known result which was first discussed in Picard and Ratliff (1975). We refer the reader to Kolmogorov and Zabih (2004) for a proof.

Note that the min-cut/max-flow problem of Figure 5.2 decouples on each of the connected components of the graph $G|_{S^c} \doteq (V, S^c)$ and that as a result solving (4.5) is equivalent to solving separately

$$\min_{C \subset A} (\nabla Q_S(x_\Pi), 1_C) + \lambda w(C, A\setminus C)$$

for each set $A$ that is a connected components of $G|_{S^c}$. The binary steepest cut thus actually reduces to computing a steep cut in each connected component of the graph,

$^1\gamma_B$ and $\gamma_{B^c}$ could otherwise be determined by requiring that $(1_V, u_B) = 0$. More rigorously, descent directions considered could be required to be orthogonal to span$(\Pi)$, but this leads to even less tractable formulations, that we therefore do not consider here.
and they can all be computed in parallel. Let us insist that the connected components of \( G_i \), are often but not always the elements of \( \Pi \) since they can be unions of adjacent elements of \( \Pi \) when they share the same value.

We can now characterize the optimality of \( x_\Pi \) or of the corresponding partition \( \Pi \), based on the value of the steepest binary partition:

**Proposition 3.** We have \( x = \arg \min_{z \in \mathbb{R}^n} Q(z) \) if and only if \( \min_{B \in V} Q'(x, 1_B) = 0 \)

and \( Q'(x, 1_V) = 0 \).

**Proof.** See Appendix C

Note that the rationale we propose to choose the new direction \( 1_B \) is different than the one typically used for working-set algorithms in the sparsity literature and variants of Frank-Wolfe. When considering the minimization of an objective of the form \( f(x) + \Omega(x) \), where \( f : \mathbb{R}^n \to \mathbb{R} \) is a differentiable function and \( \Omega \) is a norm, the optimality condition in terms of subgradient is \( -\nabla f(x) \in \partial \Omega(x) \), where \( \partial \Omega(x) \) is the subgradient of the norm \( \Omega \) at \( x \). A classical result from convex analysis is that \( \partial \Omega(x) = \{ s \in \mathbb{R}^n \mid \langle s, x \rangle = \Omega(x) \text{ and } \Omega^*(s) \leq 1 \} \) where \( \Omega^* \) denotes the dual norm (Rockafellar, 1970, Thm. 23.5). In particular, the subgradient condition is not satisfied if \( \Omega^*(-\nabla f(x)) \geq \lambda \) and since \( \Omega^*(s) = \max_{\Omega(\xi) \leq 1} \langle s, \xi \rangle \) then \( \arg \max_{\Omega(\xi) \leq 1} \langle -\nabla f(x), \xi \rangle \) provides a direction in which the inequality constraint is most violated. This direction is the same as the Frank-Wolfe direction for the optimization problem \( \min_{\Omega(\xi) \leq \kappa} f(x) \), also the same as the direction proposed in a variant of the Frank-Wolfe algorithm proposed by Harchaoui et al. (2014) for the regularized problem, and again the same as the direction that would be used in the primal active set algorithm of Bach (2013, Chap. 7.12) for generic Lovász extensions of submodular function, which is essentially a fully corrective and active-set version of the algorithm of Harchaoui et al. (2014). This rationale extends to the case where \( \Omega \) is more generally a gauge and is most relevant when it is an atomic norm or gauge (Chandrasekaran et al., 2012), which we discuss in Appendix C. For decomposable atomic norms (Negahban et al., 2009) that have atoms of equal Euclidean norm, one can check that the steepest descent direction that we propose and the Frank-Wolfe direction are actually the same. However, for the total variation the two differ. The Frank-Wolfe direction leads to the choice \( B^* = \arg \max_{B \in V} -w(B, B^c)^{-1}(\nabla f(x_\Pi), 1_B) \). We show in Section 4.4.1 and via results presented in Figure 4.6 that using the steepest cut direction outperforms the Frank-Wolfe direction.

### 4.2.2 Induced new partition in connected sets and new reduced problem

For \( \Pi = (A_1, \ldots, A_k) \), \( B_\Pi \) is chosen so that the addition of a term of the form \( h u_B = h \gamma_B 1_B - h \gamma_B 1_{B^c} \) to \( x = \sum_{i=1}^k c_i 1_{A_i} \) decreases the objective function \( Q \) the most. At the next iteration, we could thus consider solving a reduced problem that consists of minimizing \( Q \) under the constraint that \( x \in \text{span}(1_{A_1}, \ldots, 1_{A_k}, 1_B) \) with \( B = B_\Pi \). But there is in fact a simpler and more relevant choice. Indeed, on the set
4.2 A working set algorithm for total variation regularization

span(1_A_1, \ldots, 1_A_k, 1_B), the values x_{i_1}, x_{i_2}, x_{i_3} and x_{i_4} with i_1 \in A_j \cap B, i_2 \in A_j \cap B^c, i_3 \in A_j^c \cap B and i_4 \in A_j^c \cap B^c are a priori coupled; also, if A_j \cap B has several connected components \( i \mapsto x_i \) must take the same value on these components. These constraints seem unnecessarily restrictive.

Consider \( S_\Pi = \bigcup_{(A,A') \in \Pi} \partial(A, A') \) with \( \partial(A, A') \triangleq (A \times A') \cap E \). With the notion of support \( S(x) \) that we defined in (4.2) we actually have \( \text{span}(\Pi) = \{ x \in \mathbb{R}^n \mid S(x) \subset S_\Pi \} \).

Now, if \( x \in \text{span}(1_A_1, \ldots, 1_A_k, 1_B) \), we have in general \( S(x) \subset S_{\text{new}} = S_\Pi \cup \partial(B, B^c) \), which corresponds to allowing a larger support. But then it makes sense to allow \( x \) to remain in the largest set with this maximal support \( S_{\text{new}} \), that is equivalent to staying in the vector space \( X_{S_{\text{new}}} \triangleq \{ x' \mid S(x') \subset S_{\text{new}} \} \). But, if we now define \( \Pi_{\text{new}} \) as the partition of \( V \) defined as the collection of all connected components in \( G \) of all sets \( A_j \cap B_\Pi \) and \( A_j \cap B_\Pi^c \) for \( A_j \in \Pi \), then it is relatively immediate that \( \text{span}(\Pi_{\text{new}}) = X_{S_{\text{new}}} \). The construction of \( \Pi_{\text{new}} \) from \( \Pi \) is illustrated in Figure 4.2.

\[ \begin{align*}
\text{(a) Initial partition } \Pi &= \{ A_1, A_2 \} \\
\text{(b) Steepest Binary Cut } B &\implies \text{new partition } \Pi_{\text{new}} = \{ A_1, A_2, A_3, A_4, A_5 \}
\end{align*} \]

**Figure 4.2:** Illustration of the induced new partition. From an initial partition \( \Pi \), the steepest binary cut \( B \) induced a new partition \( \Pi_{\text{new}} \). The solid line \( \text{———} \) represent the initial contours \( S \), and the dashed line \( \cdots \cdots \) the new contours \( S_{\text{new}} \setminus S \) introduced by \( B \). Note that the binary partition induced by \( B \) can more than double the number of resulting components.

We therefore set \( \Pi_{\text{new}} \) to be the new partition and solve the reduced problem constrained to \( \text{span}(\Pi_{\text{new}}) \). Note that in general we do not have \( S(x_\Pi) = S_\Pi \), because the total variation regularization can induce that the value of \( x_\Pi \) on several adjacent elements of \( \Pi \) is the same.

The following result shows that if a non-trivial cut \( (B_\Pi, B_\Pi^c) \) was obtained as a solution to (4.5) then the new reduced problem has the following solution \( x_{\Pi_{\text{new}}} = \arg\min_{x \in \text{span}(\Pi_{\text{new}})} Q(x) \) which is strictly better than the previous one.

**Proposition 4.** If \( B_\Pi \neq \emptyset \), \( Q(x_{\Pi_{\text{new}}}) < Q(x_\Pi) \).

**Proof.** We clearly have

\[ \text{span}(\Pi) \subset \text{span}(1_A_1, \ldots, 1_A_k, 1_B) \subset \text{span}(\Pi_{\text{new}}), \]

so that

\[ Q(x_{\Pi_{\text{new}}}) = \min_{x \in \text{span}(\Pi_{\text{new}})} Q(x) \leq \min_{x \in \text{span}(\Pi)} Q(x) = Q(x_\Pi). \]
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Figure 4.3: Two first iterations of cut pursuit for the ROF problem on the picture in (a). Images (b) and (d) represent the new cut at iterations 1 and 2 with $B_\Pi$ and $B_\Pi^c$ respectively in black and white, and (c) and (e) represent the partial solution in levels of gray, with the current set of contours $S$ in red. The contours induced by the cut in (b) (resp. (d)) are superimposed on (c) (resp. (e)).

Moreover, if $B_\Pi \neq \emptyset$, then $Q'(x_\Pi, 1_B) < 0$, which entails that there exists $\varepsilon > 0$ such that $Q(x_{\Pi_{\text{new}}}) \leq Q(x_\Pi + \varepsilon 1_B) < Q(x_\Pi)$. This completes the proof.

**Algorithm 3: Cut Pursuit**

1. Initialize $\Pi \leftarrow \{V\}$, $x_\Pi \in \arg\min_{z = c1_V, c \in \mathbb{R}} Q(z)$, $S \leftarrow \emptyset$
2. while $\min_{B \subset V} \langle \nabla Q_S(x_\Pi), 1_B \rangle + \lambda w_{S,c}(B, B^c) < 0$ do
   1. Pick $B_\Pi \in \arg\min_{B \subset V} \langle \nabla Q_S(x_\Pi), 1_B \rangle + \lambda w_{S,c}(B, B^c)$
   2. $\Pi \leftarrow \{B_\Pi \cap A\}_{A \in \Pi} \cup \{B_\Pi^c \cap A\}_{A \in \Pi}$
   3. $\Pi \leftarrow \text{connected components of elements of } \Pi$
   4. Pick $x_\Pi \in \arg\min_{z \in \text{span}(\Pi)} Q(z)$
   5. $S \leftarrow S(x_\Pi)$
3. return $(\Pi, x_\Pi)$

We summarize the obtained working set scheme as Algorithm 3, and illustrate its two first steps on a ROF problem in Figure 4.3.* At the beginning of each iteration, if $\min_{B \subset V} Q'(x_\Pi, 1_B) < 0$ then the steepest binary partition is not trivial: $B_\Pi \neq \emptyset$. Consequently the new partition $\Pi_{\text{new}}$ will have at least one more component than $\Pi$, and Proposition 4 states that the solution associated with $\Pi_{\text{new}}$ will be strictly better than $x_\Pi$. This insures that the objective function is strictly decreasing along iterations of the algorithm. If $\min_{B \subset V} Q'(x_\Pi, 1_B) = 0$, then Proposition 3 insures that optimality is reached. Provided that each constrained problem $x_\Pi \in \arg\min_{z \in \text{span}(\Pi)} Q(z)$ is solved exactly in finite time, this proves that $x_\Pi$ converges to the optimum $x^\star$. In term of complexity, since the number of component of $\Pi$ is strictly increasing and bounded by $n$, the algorithm converges in at most $n$ steps, in the worst case scenario. In the next section we discuss how to exploit the sparse structure of $x_\Pi$ to solve the reduced problem efficiently.
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4.2.3 A reduced graph for the reduced problem

Let $\Pi$ be a coarse partition of $V$ into connected components. We argue that the minimization problem $\min_{z \in \text{span}(\Pi)} Q(z)$ can be solved efficiently on a smaller weighted graph whose nodes are associated with the elements of partition $\Pi$, and whose edges correspond to pairs of adjacent elements in the original graph. Indeed, consider the graph $\mathcal{S} = (V, \mathcal{E})$ with $V = \Pi$ and $\mathcal{E} = \{(A, B) \in V^2 \mid \exists (i, j) \in (A \times B) \cap E\}$. Figure 4.4 shows an example of graph reduction on a small graph. For $x \in \text{span}(\Pi)$ we can indeed express $\text{TV}(x)$ simply:

**Proposition 5.** For $x = \sum_{A \in \Pi} c_A 1_A$ we have $\text{TV}(x) = \text{TV}_\mathcal{S}(c)$ with $\text{TV}_\mathcal{S}(c) \doteq \frac{1}{2} \sum_{(A, B) \in \mathcal{E}} w(A, B) |c_A - c_B|$. 

**Proof.**

$$2\text{TV}(x) = \sum_{(i, j) \in E} w_{ij} |x_i - x_j| = \sum_{(i, j) \in E} w_{ij} \sum_{(A, B) \in \Pi^2} 1_{\{i \in A, j \in B\}} |c_A - c_B|$$

$$= \sum_{(A, B) \in \Pi^2} |c_A - c_B| \sum_{(i, j) \in E \cap (A \times B)} w_{ij},$$

hence the result using the definition of $w(A, B)$.

Note that if $\text{TV}$ is the total variation associated with the weighted graph $G$ with weights $(w_{ij})_{(i, j) \in E}$ then $\text{TV}_\mathcal{S}$ is the total variation associated with the weighted graph $\mathcal{S}$ and the weights $(w(A, B))_{(A, B) \in \mathcal{E}}$. Denoting $\tilde{f} : c \mapsto f(\sum_{A \in \Pi} c_A 1_A)$, the reduced problem is equivalent to solving $\min_{c \in \mathbb{R}^2} \tilde{f}(c) + \lambda \text{TV}_\mathcal{S}(c)$ on $\mathcal{S}$. If $\Pi$ is a coarse partition, we have $|\mathcal{E}| \ll 2m$ and computations involving $\text{TV}_\mathcal{S}$ are much cheaper than those involving $\text{TV}$. As illustrated in Section 4.2.4, the structure of $\tilde{f}$ can often be exploited as well to reduce the computational cost on the reduced problem. The construction of the reduced graph itself $\mathcal{S}$ is cheap compared to the speed-ups allowed, as it is obtained by computing the connected components of the graph $(V, E \setminus S(x))$, which can be done in linear time by depth-first search. Note that once the reduced problem is solved, if $c_\Pi \in \arg \min_y \tilde{f}(c) + \lambda \text{TV}_\mathcal{S}(c)$, then $S(x_\Pi)$ is directly computed as $S(x_\Pi) = \bigcup \{ \partial(A, A') \mid (A, A') \in \mathcal{E}, c_A \neq c_{A'} \}$. 
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4.2.4 Solving linear inverse problems with TV

A number of classical problems in image processing such as deblurring, blind deconvolution, and inpainting are formulated as ill-posed linear inverse problems (Chan et al., 2005), where a low TV prior on the image provides appropriate regularization.

Typically if $x_0 \in \mathbb{R}^n$ is the original signal, $H$ a $p \times n$ linear operator, $\epsilon$ additive noise, and $y = Hx_0 + \epsilon \in \mathbb{R}^p$ the degraded observed signal, this leads to problems of the form:

$$x^* = \arg \min_{x \in \mathbb{R}^n} \frac{1}{2} \|Hx - y\|^2 + \lambda TV(x)$$ (4.7)

First order optimization algorithms, such as proximal methods, only require the computation of the gradient $H^\top Hx - H^\top y$ of $f$ and can be used to solve (4.7) efficiently. However the reduced problem can be computed orders of magnitude faster provided that the current partition is coarse. Indeed for a $k$-partition $\Pi$ of $V$ we denote $K \in \{0, 1\}^{n \times k}$ the matrix whose columns are the vectors $1_A$ for $A \in \Pi$. Any $x \in \text{span}(\Pi)$ can be rewritten as $Kc$ with $c \in \mathbb{R}^k$. The gradient of the discrepancy function with respect to $c$ writes: $\nabla_c \frac{1}{2} \|HKc - y\|^2 = K^\top H^\top HKc - K^\top Hy$. As a result, the reduced problem can be solved by a similar first-order scheme of much smaller size, with parameters $K^\top H^\top HK$ and $K^\top Hy$, which are of size $k \times k$ and $k$ respectively, and which can be precomputed in $O(kpn)$ time, which is the same complexity as one iteration of gradient descent of the full problem. Solving the reduced problem is then very quick provided $k$ is small compared to $n$.

In the case of a blurring operator $H$ with adequate symmetry, for which $p = n$ is large, manipulating the matrices $H$ or $H^\top$ directly should be avoided. However $x \mapsto Hx$ being a convolution, it can be computed quickly using fast Fourier transform. The parameters $K^\top H^\top HK$ and $K^\top Hy$ can also be precomputed using fast Fourier transform in $O(k^2n \log n)$ time, and the reduced problem can in turn be solved very quickly for $k$ small.

4.2.5 Complexity analysis

The computational bottlenecks of the algorithm could a priori be (a) the computation of the steepest binary cut which requires to solve a min cut/max flow problem, (b) the cost of solving the reduced problem, (c) the computation of the reduced graph itself, (d) the number of global iterations needed.

(a) The steepest binary cut is obtained as the solution of a max-flow/min-cut optimization problem. It is well-known that there is a large discrepancy between the theoretical upper bound on the complexity of many graph-cut algorithms and the running times observed empirically, the former being too pessimistic. In particular, the algorithm of Boykov et al. (2001a) has a theoretical exponential worst case complexity, but scales essentially linearly with respect to the graph size in
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practice. In fact, it is known to scale better than some algorithms with polynomial complexity, which is why we chose it.

(b) Solving the reduced problem can be done with efficient proximal splitting algorithms such as Raguet and Landrieu (2015), which is proved to reach a primal suboptimality gap of $\varepsilon$ in $O(1/\varepsilon^2)$ iterations; in practice, the observed convergence rate is almost linear. Preconditioning greatly speeds up convergence in practice. Moreover, the problems induced on the reduced graph can typically be solved at a significantly reduced cost: in particular, as discussed in section 2.4, for a quadratic data fitting term and $H$ a blurring operator, the gradient in the subgraph can be computed in $O(k^2)$ time, based on a single efficient FFT-based computation of the Hessian per global iteration which itself takes $O(k^2 n \log n)$ time. For problems with coarse solutions, this algorithm is only called for small graphs so that this step only contributes to a small fraction of the the running time.

(c) Computing the reduced graph requires computing the connected components of the graph obtained when removing the edges in $S$, and the weights $w(A, B)$ between all pairs of components $(A, B)$. This can be efficiently performed in $O(m + n)$ through a depth-first exploration of the nodes of the original graph.

(d) The main factor determining the computation time is the number of global iterations needed. In the worst case scenario, this is $O(n)$. In practice, the number of global iterations seems to grow logarithmically with the number of constant regions at the optimum. If for simple images or strongly regularized natural images 4 or 5 cuts seems to suffice, a very complex image with very weak regularization might need many more. In the end, our algorithm is only efficient on problems whose solutions do not have too many components. E.g. in the deblurring task, it is competitive for solutions with up to 10,000 components for a $512 \times 512$ image.

We would like to draw the reader’s attention to the fact that even though we ignored in Section 4.2.1 the term $\gamma_B + \gamma_{Bc}$, this is not the case in general, our proofs still hold. The direction $1_B + 1_{Bc}$ will not be in general the steepest descent direction, however Proposition 4 insures that it is always a descent direction. Furthermore Proposition 3 states that if no descent direction of this form can be found, optimality is reached. In practice, foregoing the value of $\gamma_B + \gamma_{Bc}$ favors binary partitions $B_\Pi$ which are balanced, i.e. such that the cardinal of $B_\Pi$ is close to $n/2$. As such partitions are more likely to have many connected components, this leads to faster partitioning of the graph. The trade-off being that it tends to overshoot, resulting in a final partition that is more refined than it needs to be, increasing the reduced problem’s size.

4.2.6 Regularization path of the total variation

Since the regularization coefficient $\lambda$ is difficult to choose a priori, it is typically useful to compute an approximate regularization path, that is the collection of solutions to (4.1) for a set of values $\lambda_0 > \cdots > \lambda_j > 0$. For $\ell_1$ sparsity, Efron et al. (2004) showed how a
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fraction of the exact regularization path can be computed in a time of the same order of magnitude as the time need to compute of the last point. In general, when the path is not piecewise linear, the exact path cannot be computed, but similar results have been shown for group sparsity (Obozinski et al., 2006; Roth and Fischer, 2008). The case of total variation has been studied as well for 1-dimensional signals in Bleakley and Vert (2011). We propose a warm start approach to compute an approximate solution path for the total variation.

The rationale behind our approach is that, if \( \lambda_i \) and \( \lambda_{i+1} \) are close, the associated solutions \( x^*_i \) and \( x^*_{i+1} \) should also be similar, as well as their associated optimal partition, which we will refer to as \( \Pi^*_i \) and \( \Pi^*_{i+1} \). Consequently, it is reasonable to use a warm-start technique which consists of initializing Algorithm 3 with \( \Pi^*_i \) to solve the problem associated with \( \lambda_{i+1} \) and to expect that it will converge in a small number of binary cuts. It is important to note that while our algorithm lends itself naturally to warm starts, to the best of our knowledge similar warm-start techniques do not exist for proximal splitting approaches such as Raguet et al. (2013) or Chambolle and Pock (2011). Indeed solutions whose primal solutions are close can have vastly different auxiliary/dual solutions, and in our experiments no initialization heuristics consistently outperformed a naive initialization.

4.3 Minimal partition problems

We consider now a generalization of the minimal partition problem \( \min_{x \in \mathbb{R}^n} Q(x) \) with \( Q(x) = f(x) + \lambda \Gamma(x) \) where \( \Gamma(x) = \frac{1}{2} \sum_{(i,j) \in S(x)} w_{ij} \) the total boundary size penalty for piecewise constant functions. This non-convex non-differentiable problem being significantly harder than the previous one, we restrict the functions \( f \) we consider to be separable functions of the form \( f(x) = \sum_{i \in V} f_i(x_i) \) with \( f_i : \mathbb{R} \rightarrow \mathbb{R} \) continuously differentiable and convex. Our formulation, unlike most examples of the minimal partition problem in the literature, does not imply fixing the number of components in advance. We call the corresponding problem generalized minimal partition problem.

Inspired by greedy feature selection algorithms in the sparsity literature and by the working set algorithm we presented for TV regularization, we propose exploiting the fact that the optimal partition \( |\Pi^*| \) is not too large to construct an algorithm that greedily optimizes the objective by adding and removing cuts in the graph.

Indeed, the problem that we consider has a fixed regularization coefficient \( \lambda \), and so its natural counterpart for classical sparsity is the problem of minimizing an objective of the form \( f(x) + \lambda \|x\|_0 \) which subsumes AIC, BIC and other information criteria. The algorithmic approach we consider is thus the counterpart of a very natural greedy algorithm to minimize the former objective, which surprisingly is almost absent from

\[1\text{In fact for a quadratic data fitting term regularized by the total variation, the regularization path is piecewise linear and could thus in theory computed exactly, with a scheme similar to the LARS algorithm (Efron et al., 2004). It should however be expected that this path has many point of discontinuity of the gradient, which entails that the cost of computation of the whole path is likely to be prohibitively high. We therefore do not consider further this possibility.}\]
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the literature, perhaps for the following reasons: On the one hand, work on stagewise regression and forward-backward greedy algorithms, which both add and remove variables, goes back to the 60ies (Efroymson, 1960), but the algorithms then considered were based on sequences of tests as opposed to a greedy minimization of a penalized criterion. On the other hand, the literature on greedy algorithms for sparse models has almost exclusively focused on solving the constrained problem \( \min_x f(x) \) s.t. \( \|x\|_0 \leq k \), with algorithms such as OMP, Orthogonal least squares (OLS), FoBa, and CoSamp, which can alternatively be viewed as algorithms that are greedily approximating the corresponding Pareto frontier. A notable exception is IHT.

A very natural variant of OLS solving \( \min_x f(x) + \lambda \|x\|_0 \) can however be obtained by adding the \( \ell_0 \) penalty to the objective. This algorithm was formally considered in Soussen et al. (2011) under the name Single Best Replacement (SBR), in reference to the similar Single Maximum Likelihood Replacement (SMLR) of Kormylo and Mendel (1982). At each iteration, the algorithm considers adding or removing a single variable, whichever reduces the value of the objective the most. It should be noted that while the similar OLS and OMP are forward algorithms, SBR is a forward-backward algorithm, which can remove a variable provided doing so only increases \( f \) by less than \( \lambda \).

We argue in the following sections that a similar natural algorithm can be designed for the generalized minimal partition problem, where forward steps split existing components and backward steps merge two components (with the further possibility of combined merge-resplit moves). We call this algorithm \( \ell_0 \)-Cut Pursuit, since it is also naturally very similar to Cut Pursuit.

4.3.1 A greedy algorithm for regularized minimal partition

As for the working set algorithm, we propose building an expansion of \( x \) of the form \( x = \sum_{j=1}^k c_i A_i \), for \( \Pi = (A_1, \ldots, A_k) \) a partition of \( V \), by recursively splitting some of the existing sets \( A \in \Pi \). Assume that we split the set of existing regions \( (A_j)_{1 \leq j \leq k} \) by introducing a global cut \( (B, B^c) \) for some set \( B \subset V \). This cut induces a cut on each element \( A_j \) of the form \( (A_j \cap B, A_j \cap B^c) \). Two simple properties should be noted: (a) the additional boundary length incurred with the cut is simply the sum of the lengths of the cuts induced within each element \( A_j \) and is precisely of the form \( \sum_{j=1}^k w(A_j \cap B, A_j \cap B^c) \) — the boundary of previously accepted component is thus “free” (cf Figure 4.2), (b) if the value of \( x \) is re-optimized under the constraint that it should be constant on each of the elements \( A_j \cap B \) and \( A_j \cap B^c \) of the new partition, then the separability of \( f \) entails that the optimization is independent on each set \( A_j \). As a consequence of (a) and (b) the choice of an optimal cut reduces to independent choices of optimal cut on each set \( A_j \) as defined by the objective

\[
\min_{B \subset V} \min_{(h_j, h_j')} \sum_{i \in A_j \cap B} f_i(h_j) + \sum_{i \in A_j \cap B^c} f_i(h_j') + \lambda w(A_j \cap B, A_j \cap B^c).
\]

We should therefore design an algorithm that cuts a single set \( A \) at a time. To simplify notations we consider hereafter the case \( \Pi = \{V\} \), which corresponds to the very first cut of the algorithm.
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Optimal binary cut with alternating minimization In the same way that we defined the steepest binary cut in the working set algorithm, we define the optimal binary partition \((B, B^c)\) of \(V\) such that \(Q\) optimized over \(\text{span}(1_B, 1_{B^c})\) is as small as possible. Ideally, we should impose that \(B\) and \(B^c\) have a single connected component each, because as argued in section 4.2.3, it does not make sense to impose that \(x_i\) should have the same values in different connected components. However, since this constraint is too difficult to enforce, we first ignore it and address it later with post-processing. Note however that the penalization of the length of the boundary between \(B\) and \(B^c\) should strongly discourage the choice of sets \(B\) with many connected components.

Since \(\Gamma(h1_B + h'1_{B^c}) = \Gamma(1_B) = w(B, B^c)\), and ignoring the connectedness constraint, the corresponding optimization problem is of the form

\[
\min_{B \subseteq V} \min_{h, h' \in \mathbb{R}} \sum_{i \in B} f_i(h) + \sum_{i \in B^c} f_i(h') + \lambda w(B, B^c).
\]

This problem is a priori hard to solve in general, because \(B \mapsto \min_{h, h' \in \mathbb{R}} f(h1_B + h'1_{B^c})\) is not a submodular function. However, when \(h, h'\) are fixed, the assumption that \(f\) is separable entails that \(B \mapsto f(h1_B + h'1_{B^c})\) is a modular function, so that the objective can be optimized with respect to \(B\) by solving a max-flow problem. Similar to the flow problem (4.9) we define the flow graph \(G_{\text{flow}} = (V \cup \{s, t\}, E_{\text{flow}})\) whose edge set and capacities are defined as followed, with \(\nabla_+ \doteq \{i \in V \mid f_i(h) > f_i(h')\}\) and \(\nabla_- \doteq V \setminus \nabla_+\):

\[E_{\text{flow}} = \{(s, i), \forall i \in \nabla_+\} \cup \{(i, t), \forall i \in \nabla_-\} \cup \{(i, j), \forall (i, j) \in S^c\},\]

and the associated capacities:

\[c_{i,j} = \begin{cases} f_j(h) - f_j(h') & \text{for } i = s \text{ and } j \in \nabla_+ \\ f_i(h') - f_i(h) & \text{for } j = t \text{ and } i \in \nabla_- \\ \lambda w_{ij} & \text{for } (i, j) \in S^c \end{cases} \quad (4.9)\]

where \(\nabla_+ \doteq \{i \in V \mid f_i(h) > f_i(h')\}\) and \(\nabla_- \doteq V \setminus \nabla_+\).

The smoothness and convexity of \(f\) with respect to \(h\) and \(h'\) guarantee that the objective can be minimized efficiently with respect to these variables. As suggested by Bresson et al. (2007) or El-Zehiry et al. (2011), \(\psi(B, h, h') = \sum_{i \in B} f_i(h) + \sum_{i \in B^c} f_i(h') + \lambda w(B, B^c)\) can be efficiently minimized by alternatively minimizing with respect to \(B\) and \((h, h')\). This alternated procedure can be shown to find a local minimum of \(\psi(B, h, h')\) with the following assumptions:

- (A0): the function \(f_i\) are continuous.
- (A1): the solution of \(\min_{h, h'} \psi(h, h', B)\) exists and is unique for all sets \(B\).
- (A2): the minimizer with respect to \(B\) of \(\psi(h_A, h'_A, B)\) is unique for all \(A\).

Note that (A1) holds if for example all functions \(f_i\) are strictly convex. (A2) can be shown to hold with probability one if \(f_i\) is appropriately random, for example if \(f_i(\cdot) = (\cdot - x_i)^2\) with \(x_i\) drawn i.i.d. from a continuous distribution, which corresponds to our case of interest.
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Proposition 6. Assuming that the assumptions (A0), (A1) and (A2) hold, the alternate minimization scheme converges in a finite number of iterations to a local minimum of \( \psi(h, h', B) \) in the sense that there exists a neighborhood \( \mathcal{N}_B \) of \( (h_B, h'_B) \) such that for all \( (h, h', A) \in \mathcal{N}_B \times 2^V \), we have \( \psi(h, h', A) \geq \psi(h_B, h'_B, B) \).

Proof. Let \( \psi(B) = \min_{h,h'} \psi(h, h', B) \). By construction and with assumption (A1), the sequence \( (\psi(B^t))^t \) is strictly decreasing until minimization with respect to either \( (h, h') \) or \( B \) yields no progress, i.e. until a partial minimum with respect to both blocks is attained. Since the set \( 2^V \) is finite, the algorithm must converge in a finite number of iterations.

The point \( B \) attained must be a local minimum in the sense above: indeed for any set \( A \) different than \( B \), we must have \( \phi(h_B, h'_B, B) < \phi(h_B, h'_B, A) \) because the algorithm stopped (which excludes \( \phi(h_B, h'_B, B) > \phi(h_B, h'_B, A) \)) and because an equality is excluded by (A2). But then by assumption (A0), \( \phi \) is continuous with respect to \( (h, h') \) so that in a neighborhood \( \mathcal{N}_B \) of \( (h_B, h'_B) \) we must have \( \phi(h, h', A) \) sufficiently close to \( \phi(h_B, h'_B, A) \) for the inequality characterising a local minimum to hold.

From binary cut to partition in connected components Like the working set algorithm proposed for the total variation, \( \ell_0 \)-Cut Pursuit recursively splits the components of the current partition \( \Pi \). The sets \( B \) and \( B' \) obtained as a solution of (4.8) are not necessarily connected sets, but splitting \( B \) and \( B' \) into their connected components and assigning each connected component its own value obviously does not change the contour length \( \Gamma \) and can only decrease \( f \). Given the collection of connected components \( A_1, \ldots, A_k \) of \( B \) and \( B' \) we therefore set \( x = h_1 1_{A_1} + \ldots + h_k 1_{A_k} \) with \( h_j \) the minimizer of \( h \mapsto \sum_{i \in A_j} f_i(h) \). Note that each \( h_i \) could possibly be computed in parallel given the separability of \( f \).

Backward step In greedy algorithms for plain sparsity, backward steps remove variables to reduce the support of the solution. In our case, the appropriate notion of support is \( S(x) \), which is formed as the union of the boundaries between pairs of components. A backward step is a step that reduces the total boundary length (or size). The most natural way to obtain this is by merging two adjacent components. Using the same ideas as the ones proposed in Soussen et al. (2011) for plain sparsity, we consider backward steps when the reduction of penalty obtained is larger than the increase of \( f \).

Simple merge step: If a pair of adjacent components \( (A, B) \) is merged into a single constant component, \( \Gamma(x) \) decreases by \( w(A, B) \) and the merge is worth it if \( f \) increases by less than \( \lambda w(A, B) \). If we denote \( \Pi_{-}(A, B) \) the partition obtained by merging \( A \) and \( B \), the corresponding decrease in energy \( \delta_{-}(A, B) \) is

\[
\delta_{-}(A, B) = f(x_{\Pi}) - f(x_{\Pi_{-}(A, B)}) + \lambda w(A, B),
\]

with \( \Pi_{-}(A, B) = \Pi \setminus \{A, B\} \cup \{A \cup B\} \). It should be noted that the merge step considered does not in general not correspond to canceling a previous cut.
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A shortcoming of the simple merge step is that while the removal of boundaries between components is considered, a shift or other type of remodeling of the created boundaries is not possible. But since the optimal binary computation only considers binary partitions, the shape of the components might be suboptimal without justifying, however, a complete removal. We therefore consider another kind of step: **Merge-resplit:** This step is a combination of a merge step immediately followed by a new cut step on the merged components. It is a “backward-then-forward” step, which can be worth it even if the corresponding backward step taken individually is not decreasing the objective. It amounts to solve the corresponding min cut/max flow problem

\[
\min_{z_i \in \{0,1\}, i \in A \cup B} \sum_{i \in A \cup B} z_i f_i(x_A) + (1 - z_i) f_i(x_B) + \frac{\lambda}{2} \sum_{(i,j) \in (A \times B) \cap E} w_{ij} |z_i - z_j|.
\]

Note that finding the best way to resplit is very similar to what Boykov et al. (2001b) call an \(\alpha-\beta\) swap in the context of energy minimization in Markov random fields: nodes assigned to other components\(^1\) than \(A\) or \(B\) keep their current assignments to components, but the nodes of \(A \cup B\) are reassigned to \(A\) or \(B\) so that the boundary between \(A\) and \(B\) minimizes the above energy. Note that the merge-resplit step includes the possibility of a simple merge step (without resplitting), since all elements can be “swapped” in the same set by the \(\alpha-\beta\) swap, so that the new boundary is effectively empty. Note that during the merge-resplit step the value of \(x_A\) and \(x_B\) is held constant and only updated upon completion of the step. In fact, in a number of cases, it might be possible to iterate such steps for a given pair \((A,B)\). We do not consider this computationally heavier possibility.

Remark: The work we presented in this section focussed on a formulation in which the total boundary size is penalized and not constrained. It is worth pointing out that trying to solve directly the constrained case seems difficult: indeed, designing algorithms that are only based on forward steps (e.g., in the style of OMP, OLS, etc) might not succeed, because of the dependence between the cuts that need to be introduced to form the final solution. Based on similar ideas as the ones used in \(\ell_0\)-Cut Pursuit, we designed and tested an algorithm generalizing the FoBa algorithm (Zhang, 2009). The obtained algorithm tended to remain trapped in bad local minima and yielded solutions that were much worse than the ones based on the penalized formulation.

4.3.2 Implementation

Similar to the convex case, \(\ell_0\)-Cut Pursuit maintains a current partition \(\Pi\) that is recursively split and computes optimal values for each of its components. It is comprised of three main steps: the splitting of the current partition, the computation of the connected components and their values, and a potential merging step, when necessary.

**Splitting.** For each component an optimal binary partition \((B, B^c)\) is obtained by

\(^1\)In the context of MRFs the components correspond to a number of different classes fixed in advance and are in general not connected.
solving (4.8) as described in section 4.3.1: we alternatively minimize the objective with respect to $B$ and with respect to $(h, h')$ until either $B$ does not change or a maximum number of iterations is reached. In practice, the algorithm converges in 3 steps most of the time. The choice of an appropriate initialization for $B$ is non-trivial. Since the problem in which $\lambda = 0$ is often simpler, and can in a number of cases be solved analytically, we chose to use that solution to initialize our alternating minimization scheme. Indeed, for $\lambda = 0$, and when $f$ is a squared Euclidean distance $f : x \mapsto \|x-x_0\|^2$ the objective of (4.8) is the same as the objective of one dimensional $k$-means with $k = 2$; in this particular setting, the problem reduces to a change-point analysis problem, and an exact solution can be computed efficiently by dynamic programming (Bellman, 1973). This can be generalized to the case of Bregman divergences and beyond (Nielsen and Nock, 2014).

As described in section 4.3.1, the partition $\Pi$ is updated by computing its connected components after it is split by $(B, B')$. Subroutine 1 gives the procedure algorithmically. It is important to note that this is the only operation that involves the original graph $G$, and hence will be the computational bottleneck of the algorithm. Fortunately since $f$ is separable, this procedure can be performed on each component in parallel.

**Component saturation.** We say that a component is saturated if the empty cut is an optimal binary cut. A saturated component will no longer be cut (because the separability of $f$ entails that other cuts do not change the fact that it is saturated) unless it is first involved in a merge or merge-resplit step. A partition $\Pi$ is said to be saturated if all its components are saturated.

**Simple merge.** This backward step consists of checking for each neighboring components $A$ and $B$ in $\Pi$ whether merging them into a single component decreases the energy. $\delta_-$ is computed for each neighboring components, and stored in a priority queue. Each pair that provides a nonnegative decrease is merged, and $\delta_-$ is updated for the neighbors of $A$ and $B$ to reflect the change in value and graph topology. This operation scales with the size of the reduced graph only, and therefore can be performed efficiently for problems with a coarse solution.

**Merge-resplit.** This more complex backward step, already described in 4.3.1 is significantly computationally more intensive as it is performed on the edges of the full graph, by contrast with the simple merge which only considers the edges of the reduced graph. As a consequence, while all potential simple merge steps can be precomputed and performed based on a priority queue by merging first the pair of components yielding the largest decrease in objective value, this would be too computationally heavy here and we perform boundary changes only once for each pair of neighbors in the graph $\mathcal{E}$. The pseudocode of the procedure is detailed in subroutine 3.

**Algorithm structure:** In Algorithm 4 and 5, we present implementations of the algorithm using respectively only simple merge or merge-resplit steps. We chose to alternate between splitting all components at once (possibly in parallel) and then iterating backward steps over all adjacent pairs of components. This allows for the splitting to be done in parallel directly on the original flow graph, thus avoiding the memory over-
heads associated with constructing a new flow graph for each new component. It would have been theoretically possible to be more greedy and to perform a single forward step (corresponding to splitting a single region) at a time or a single backward step at a time by maintaining a global priority queue and greedily choosing the most beneficial. However we did not implement this option because the overhead costs would have been prohibitive.

Subroutine 1: \([\Pi, E] \leftarrow \text{split}(\Pi, E, A)\)

Split component \(A\) with a binary cut.

\[
\begin{align*}
\Pi & \leftarrow \Pi \setminus \{A\} \\
B & \leftarrow \arg\min_{B \subseteq A, h, h'} \sum_{i \in B} f_i(h) + \sum_{i \in B^c} f_i(h') \\
\text{while not_converged do} & \\
\quad & x \leftarrow \arg\min_h \sum_{i \in B} f_i(h) \\
\quad & x' \leftarrow \arg\min_h \sum_{i \in A \setminus B} f_i(h) \\
\quad & B \leftarrow \arg\min_{B \subseteq A} \sum_{i \in B} f_i(x) + \sum_{i \in B^c} f_i(x') + \lambda w(B, B^c) \\
\quad & [B_1, \ldots, B_k] \leftarrow \text{connected components of } B \text{ and } A \setminus B \\
\Pi & \leftarrow \Pi \cup \{B_1, \ldots, B_k\} \\
E & \leftarrow \text{updated adjacency structure}
\end{align*}
\]

Subroutine 2: \([\Pi, E] \leftarrow \text{simple_merge}(\Pi, E, A, B)\)

Merges components \(A\) and \(B\)

\[
\begin{align*}
\Pi & \leftarrow \Pi \setminus \{A, B\} \cup \{A \cup B\} \\
E & \leftarrow E \setminus \{A, B\} \\
\text{for } C \text{ neighbors of } A \text{ or } B & \text{ do} \\
\quad & E \leftarrow E \cup \{A \cup B, C\}
\end{align*}
\]

Subroutine 3: \([\Pi, E] \leftarrow \text{merge_resplit}(\Pi, E, A, B)\)

Perform a merge-resplit operation on components \(A\) and \(B\).

\[
\begin{align*}
[\Pi, E] & \leftarrow \text{simple_merge}(\Pi, E, A, B) \\
\Pi & \leftarrow \Pi \setminus \{A \cup B\} \\
x_A & \leftarrow \arg\min_h \sum_{i \in A} f_i(h) \\
x_B & \leftarrow \arg\min_h \sum_{i \in B} f_i(h) \\
C & \leftarrow \arg\min_{C \subseteq A \cup B} \sum_{i \in C} f_i(x_A) + \sum_{i \in A \cup B \setminus C} f_i(x_B) + \lambda w(C, A \cup B \setminus C) \\
[C_1, \ldots, C_k] & \leftarrow \text{connected components of } C \text{ and } A \cup B \setminus C \\
\Pi & \leftarrow \Pi \cup \{C_1, \ldots, C_k\} \\
E & \leftarrow \text{updated adjacency structure}
\end{align*}
\]
4.3 Minimal partition problems

Algorithm 4: Simple merge variant

\((\ell_0\text{-CPm})\)

**Initialization:** \(\Pi_0 = \{V\}, \mathcal{E} = \emptyset\)

**while** \(\Pi\) is not saturated **do**

**for** \(A \in \Pi\) in parallel **do**

- **if** \(A\) is not saturated **then**
  - \([\Pi, \mathcal{E}] \leftarrow \text{split} (\Pi, \mathcal{E}, A)\)

  Compute \(\delta_-(A, B)\) for all \((A, B) \in \mathcal{E}\)

  **while** \(\max_{(A,B)\in\mathcal{E}} \delta_-(A, B) > 0\) **do**

    - \((A, B) = \arg\max_{(A',B')\in\mathcal{E}} \delta_-(A', B')\)
    - \([\Pi, \mathcal{E}] \leftarrow \text{merge} (\Pi, \mathcal{E}, A, B)\)
    - Update \(\delta_-(A, B)\) for all \((A, B) \in \mathcal{E}\)

We now prove the local optimality of the solution provided the following assumption:

- (A4) the solution of \(\min_{z \in \mathbb{R}} \sum_{i \in B} f_i(h)\) exists and is unique for any \(B \subset V\).

**Proposition 7.** If assumptions (A0) and (A4) are verified, then the \(\ell_0\) cut pursuit algorithm provides in a finite number of iterations a partition \(\Pi = (A_1, \cdots, A_n)\) such that \(x_{\Pi} \doteq \arg\min_{z \in \text{span}(\Pi)} Q(z)\) is a local minimum of \(Q\).

**Proof.** Assumption (A4) and the fact that \(f\) is separable ensure that \(x_{\Pi}\) can be minimized separately over each connected component: \(x_{A_i} = \arg\min_z \sum_{i \in A_i} f_i(z)\).

We denote \(\Pi^{t}\) the partition at iteration \(t\), and \(x^{t}_{\Pi}\) the associated solution. We first prove that the sequence \(Q(x^{t}_{\Pi})\) is strictly decreasing. Indeed if the stopping criteria for the algorithm is not met, then there exists at least one component \(A_j\) which is not saturated, i.e. such that there exists a binary partitions \(B \subset A_j\) such that \(\min_{h,h'} \sum_{i \in B} f_i(h) + \sum_{i \in B^c} f_i(h') + \lambda w(B, B^c) < \sum_{i \in A_j} f_i x_{A_j}\). Consequently this component will be split in the next partition to yield a strict decrease of the objective function \(Q\), at least equal to the one provided by the minimizing arguments \((h, h')\).

Since the set of all partition is a finite set, the algorithm stops in a finite number of steps.

We now prove that the partition \(\Pi\) attained when the algorithm stops is such that the corresponding variable \(x_{\Pi}\) is a local minima of \(Q\). Let \(\mathcal{E}\) be the set of pairs of adjacent components of \(\Pi\). We can assume that \(x_A \neq x_B\) for any \((A, B) \in \mathcal{E}\). If it is not the case we replace \(\Pi\) by the partition in which such components are merged, without changing \(x_{\Pi}\). Consequently there exists \(\delta > 0\) such that \(|x_A - x_B| > \delta\) for any \((A, B) \in \mathcal{E}\).

Let \(x'\) be an element of the ball \(\mathcal{B}\) centered on \(x_{\Pi}\) and of radius \(\frac{1}{3}\delta\) such that \(Q(x') \leq Q(x_{\Pi})\). We can first recognize that since the values of \(x_{\Pi}\) associated to each
connected component differs by at least $\delta$, $x'$ cannot have two connected components of $\Pi$ sharing a common value. Consequently the boundary length can only increase $\Gamma(x') \geq \Gamma(x)$.

If we first assume that $\Gamma(x') = \Gamma(x)$, then $x'$ must be piecewise constant with respect to $\Pi$, and be such that $f(x') \leq f(x)$, which is contradictory with (A4) and the definition of $x$. We must then assume that $\Gamma(x') > \Gamma(x)$, and since (A0) states that $f$ is continuous, there exists a neighborhood of $x$ included in $B$ such that $x$ is a local minima of $Q$.

4.4 Experiments

4.4.1 Deblurring experiments with TV
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Figure 4.5: Benchmark on the deblurring task. Left column: original images, middle column: blurred images, right column: images retrieved by Cut Pursuit (CP)

To assess the performance in terms of speed of our working set algorithm for the total variation regularization, we compare it with several state-of-the-art algorithms on a deblurring task of the form presented in section 4.2.4. Specifically, given an image $x$, we compute $y = Hx + \epsilon$, where $H$ is a Gaussian blur matrix, and $\epsilon$ is some Gaussian additive noise, and we solve (4.1) with a total variation regularization based on the 8-neighborhood graph built on image pixels. We use three $512 \times 512$ images of increasing complexity to benchmark the algorithms: the Shepp-Logan phantom, a simulated
example, and Lena, all displayed in Figure 4.5. For all images the standard deviation of the blur is set to 5 pixels.

**Competing methods** Preconditioned Generalized Forward Backward (PGFB). As a general baseline, we consider a recent preconditioned generalized forward-backward splitting algorithm by Raguet and Landrieu (2015) whose prior non-preconditioned version was shown to outperform state-of-the-art convex optimization on deblurring tasks in Raguet et al. (2013), including among others the algorithm of Chambolle and Pock (2011). Raguet and Landrieu (2015) demonstrate the advantages of the preconditioning strategy used over other adaptive metric approaches, such as the preconditioning proposed in Pock and Chambolle (2011) and the inertial acceleration developed in Lorenz and Pock (2014).

Accelerated forward-backward with parametric max-flows (FB+). Since efficient algorithms that solve the ROF problem have been the focus of recent work, and given that the ROF problem corresponds to the computation of the proximal operator of the total variation, we also compare with an implementation of the accelerated forward-backward algorithm of Nesterov (2007). To compute the proximal operator, we use an efficient solver of the ROF problem based on a reformulation as a parametric max-flow proposed by Chambolle and Darbon (2009). The solver we use is the one made publicly available by the authors, which is based on a divide and conquer approach that works through the resolution of a parametric max-flow problem. This implies computing a sequence of max-flow problems, whose order make it possible to re-use the search trees in the Boykov et al. (2001b) algorithm, thereby greatly speeding up computations.

**Cut Pursuit with Frank-Wolfe descent direction** (CPFW). We consider an alternative to the steepest binary partition to split the existing components of the partial solution: Inspired by the conditional gradient algorithm for regularized problems proposed by Harchaoui et al. (2014), consider a variant of Cut Pursuit in which we replace the steepest binary cut by the cut \((B, B^c)\) such that \(1_B\) is the Frank-Wolfe direction for the total variation, i.e. minimizing \(w(B, B^c)^{-1}\langle \nabla f(x), 1_B \rangle\) (see the discussion at the end of Section 4.2.1 and Appendix C). Note that the corresponding minimization of a ratio of combinatorial functions can in this setting be done efficiently using a slight modification of the algorithm of Dinkelbach (1967). See Appendix C for more details.

We chose not to make direct comparisons with the algorithms of Harchaoui et al. (2014) and of Bach (2013, Chap. 7.12), since it is clear that these algorithms will be outperformed by CPFW. Indeed, these algorithms include a single term of the form \(1_A\) in the expansion of \(x\) at each iteration, while CP and CPFW grow much faster the subspace in which \(x\) is sought (its dimension typically more than doubles at each iteration). This entails that these algorithms must be slower than CPFW, because for the former and for the latter, a single iteration requires to compute a Frank-Wolfe step, which requires solving several graph-cuts on the whole graph, and, as we discuss in Section 4.4.1 and illustrate in Figure 4.7, the cost of graph cuts already dominates the per iteration cost of CP and CPFW.

**Cut Pursuit.** To implement our algorithm (CP), we solve min-cut problems using
4. CUT PURSUIT: FAST ALGORITHMS TO LEARN PIECEWISE CONST ANT FUNCTIONS ON GENERAL WEIGHTED GRAPHS

the Kohli and Torr (2005) solver, which itself is based on Boykov et al. (2001b) and Kolmogorov and Zabih (2004). The problems on the reduced graph are solved using the PGFB algorithm. This last choice is motivated by the fact that the preconditioning is quite useful as it compensates for the fact that the weights on the reduced graph can be quite imbalanced.

Figure 4.6: Relative primal suboptimality gap \(Q_t/Q_\infty - 1\) at time \(t\) (in seconds) for different algorithms on the deblurring task: accelerated forward backward (FB+), Preconditioned Generalized Forward Backward (PGFB), Cut pursuit (CP) and a variant using Frank-Wolfe directions (CPFW), and for different 512 x 512 images and different regularization values: Shepp-Logan phantom (left), our simulated example (middle) and Lena (right). The marks in (FB+), (CP) and (CPFW) corresponds to one iteration.

Results Figure 4.6 presents the convergence speed of the different approaches on the three test images on a quad-core CPU at 2.4 Ghz. Precisely, we represent the relative primal suboptimality gap \((Q_t - Q_\infty)/Q_\infty\) where \(Q_\infty\) is the lowest value obtained by CP in 100 seconds. We can see that our algorithm significantly speeds up the
direct optimization approach PGFB when the solution is sparse, and that it remains competitive in the case of a natural image with strong regularization. Indeed since the reduced problems are of a much smaller size than the original, our algorithm can perform many more forward-backward iterations in the same allotted time.

The variant of Cut Pursuit using Frank-Wolfe directions (CPFW) is as efficient over the first few iterations but then stagnates. The issue is that the computation of a new Frank-Wolfe direction does not take into account the current support \( S(x) \) which provides a set of edges that are “free”; this means that the algorithm overestimates the cost of adding new boundaries, resulting in overly-conservative updates.

Accelerated forward-backward with parametric max-flow (FB+) is also slower than the Cut Pursuit approach in this setting. This can be explained by the fact that the calls to max-flow algorithms, represented by a mark on the curve, are better exploited in the cut pursuit setting. Indeed in the forward-backward algorithm, the solutions of parametric max-flow problems are exploited by performing one (accelerated) proximal gradient step. By contrast, in the Cut Pursuit setting, the solution of each max-flow problem is used to optimize the reduced problem. Since the reduced graph is typically much smaller than the original, a precise solution can generally be obtained very quickly, yet resulting in significant decrease in the objective function. Furthermore, as the graph is split into smaller and smaller independent connected components by Cut Pursuit, the calls to the max-flow solver of Boykov et al. (2001b) are increasingly efficient because the augmenting paths search trees are prevented from growing too wide, which is the main source of computational effort.

Figure 4.7 presents the breakdown of computation time for each algorithm over 60 seconds of computation. In PGFB, the forward-backward updates naturally dominate the computation time, as well as the fast Fourier transform needed to compute the gradient at each iteration. In FB+, the computation of the proximal operator of the partial solution through parametric maximum flows is by far the costliest. Our approach and CPFW share a similar breakdown of computation time as their structures are similar. The maximum flow represents the highest cost, with the fast Fourier transform needed to compute \( K^\top H^\top HK \) a close second. Finally diverse operations such as computing the reduced graph takes a small fraction of the time. More interestingly, solving the reduced problem (with the PGFB subroutine of CP) takes comparatively very little time (roughly 3%) when this is the only step that actually decreases the objective function. This is expected as, even at the last iteration, the reduced graph had only 300 components so that the associated problem is solved very rapidly.

**Approximate regularization path** We now present the computation of an approximate regularization path for the ROF minimization, using warm-starts as described in Section 4.2.6. We consider the task of ROF-denoising on three natural images presented in Figure 4.9. For each image we pick 20 values of \( \lambda \) evenly distributed logarithmically in the range of parameters inducing from coarse to perfect reconstructions.
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Competing methods  Parametric max-flows (PMF). We use the parametric max-flow based ROF solver of Chambolle and Darbon (2009) to compute each value. In our numerical experiments, it was the fastest of all available solvers, and moreover returns an exact solution.

Cut Pursuit (CP). We use the algorithm presented in this chapter to separately compute the solutions for each parameter value. The algorithm stops when it reaches a relative primal suboptimality gap $Q_t/Q_\infty - 1$ of $10^{-5}$, with $Q_\infty$ the exact solution given by PMF.

Cut Pursuit Path (CPP). We use the warm start approach proposed in Section 4.2.6, with the same stopping criterion.

Results  We report in Figure 4.9 the time in seconds necessary to reach a primal suboptimality gap of $10^{-5}$ for the different approaches. We observe that, in general, cut pursuit (CP) is slightly faster than the parametric max-flow. It should be noted, however, that the latter finds an exact solution and remains from that point of view superior. Warm starts allow for a significant acceleration, needing at most two calls to the max-flow code to reach the desired gap. Unlike the deblurring task, for high noise levels, Cut Pursuit remains here very competitive for natural images which are not sparse, as illustrated in Table 4.10 and Figure 4.8.

As the regularization strength decreases, the coarseness of the solution decreases, and as a consequence the Cut Pursuit approaches CP and CPP become less and less efficient. This is because as the number of components increases, so does the time needed to solve the reduced problem. We note however that for the values provided with the peak PSNR, the warm-start approach is faster than PMF.
PMF and CP perform significantly worse on sparse images and for high values of $\lambda$. This can be explained by the inner workings of the max-flow algorithm of Boykov et al. (2001b). Indeed for high values of $\lambda$ or sparse images, the pairwise term of the corresponding Potts model will dominate, which forces the algorithm to build deep search trees to find augmenting paths. Indeed as the size of the regions formed by the cut increase, the combinatorial exploration of all possible augmenting paths drastically increases as well. The warm-started path approach does not suffer from this problem because the graph is already split in smaller components at the warm-start initialization, which prevents the search trees from growing too large.

### 4.4.2 Experiments on minimal partitions

**Denoising experiment**  We now present experiments empirically demonstrating the superior performance of the $\ell_0$-Cut pursuit algorithm presented in section 4.3. We assess its performance against two state-of-the art algorithms to minimize the problem regularized by the total boundary size for two noisy $512 \times 512$ images: the Shepp-Logan phantom (Shepp and Logan, 1974) and another simulated example. In order to illustrate the advantage of our algorithm over alternatives which discretize the value range, we add a small random shift of grey values to both images. We also test the algorithms
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Figure 4.9: Time in seconds necessary to solve the problem regularized with a given $\lambda$ (from the warm-start initialization when applicable) with a relative primal suboptimality gap of $10^{-5}$, for regularly sampled values of $\lambda$ along the regularization path. The competing methods are Cut Pursuit (CP), Cut Pursuit with warm start (CPP) and the parametric max-flow solver (PMF) for different $512 \times 512$ noisy images: simulated example (left), Lena (middle) and eagle (right). The computation times are averaged over 10 random degradations of the images by uniform noise. The blue arrow indicates the best PSNR value.

on a spatial statistic aggregation problem using open-source data which consists of computing the statistically most faithful simplified map of the population density in the Paris area over a regular grid represented in Figure 4.12. The raster is triangulated to obtain a graph with 252,183 nodes and 378,258 edges. We use the squared loss weighted by the surface of each triangle as a fidelity term.

Competing methods $\alpha$-expansions on quantized models (CRF$i$). If the range of values of $x_i$ is quantized, the MPP and TV problems reduce to a Potts model, 

\footnote{https://www.data.gouv.fr/fr/datasets/donnees-carroyees-a-200m-sur-la-population}
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<table>
<thead>
<tr>
<th>Method</th>
<th>Simulated</th>
<th>Lena</th>
<th>Eagle</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPP</td>
<td>59</td>
<td>25</td>
<td>27</td>
</tr>
<tr>
<td>CP</td>
<td>194</td>
<td>62</td>
<td>70</td>
</tr>
<tr>
<td>PMF</td>
<td>356</td>
<td>67</td>
<td>91</td>
</tr>
</tbody>
</table>

Figure 4.10: Time in seconds necessary to compute the entire approximate regularization path at a relative primal suboptimality gap of $10^{-5}$ for the different algorithms, averaged over 10 samplings of the noise.

in which each class $c$ is associated with a (non necessarily connected) level-set (Ishikawa, 2003). In the MPP case, the pairwise terms are of the form $1_{c_i \neq c_j} w_{ij}$. We use $\alpha$-expansions (Boykov et al., 2001b) to approximately minimize the corresponding energy. More precisely, we use the $\alpha$-expansions implementation of Fulkerson et al. (2009), which uses the same max-flow code (Boykov and Kolmogorov, 2004) as our algorithm. We denote the resulting algorithm CRF$i$ where $i$ is the number of levels of quantization of the observed image value range. While this algorithm is not theoretically guaranteed to converge, it does in practice and the local minima are shown by Boykov et al. (2001b) to be within a multiplicative constant of the global optimum.

Non-convex relaxation (TV$_{0.5}$). We implemented a non-convex analog of the total variation, inspired by Nikolova et al. (2010) and the adaptive Lasso of Zou (2006), with $t \mapsto \epsilon + t^{\frac{1}{2}}$ in lieu of $t \mapsto |t|$. The resulting functional can be minimized locally using a reweighted TV scheme described in Ochs et al. (2015). We use our Cut Pursuit algorithm to solve each reweighted TV problem as it is the fastest implementation.

$\ell_0$-Cut Pursuit We implemented three versions of $\ell_0$ cut pursuit with different backward steps. In the simplest instantiation, $\ell_0$-CPf, no backward step is used and the reduced graph can only increase in size. In $\ell_0$-CPm, described in Algorithm 4, the simple merge step is performed after each round of cuts. Finally in $\ell_0$-CPs, described in Algorithm 5, merge steps are replaced by merge-resplit steps but without priority queue.

After a few preliminary experiments, we chose not to include either level-set methods (Chan and Vese, 2001) or active contour methods based on solving Euler-Lagrange equations (Kass et al., 1988) as their performances were much lower than the algorithms we consider.

Comparing speed results of code is always delicate as the degree of code optimization varies from one implementation to another. The $\alpha$-expansion code uses the implementation of Fulkerson et al. (2009) which is a highly optimized code, $\ell_0$-CPf and $\ell_0$-CPm are implemented in C++, while $\ell_0$-CPs and TV$_{0.5}$ are implemented in Matlab with a heavy use of mex-files. Even if minor improvements could be obtained on the latter, we believe that it would not change the performances significantly. In particular, a justification for direct time comparisons here is that computation time for each of the algorithms is mostly spent computing min cuts which is done in all codes using the same implementation of Boykov and Kolmogorov (2004) and which accounts for most of the computation time.
4. CUT PURSUIT: FAST ALGORITHMS TO LEARN PIECEWISE CONSTANT FUNCTIONS ON GENERAL WEIGHTED GRAPHS

Results Given that the MPP is hard, and that all the algorithms we consider only find local minima, we compare the different algorithms both in terms of running time and in terms of the objective value of the local minima found. The marks on the curves correspond to one iteration of each of the considered algorithms: For TV$_{0,5}$ there is a mark for each reweighted TV problem to solve, for CRF$_k$, a mark corresponds to one $\alpha$-expansion step, i.e. solving $k$ max-flow problems. For $\ell_0$-$\text{CP}$ this corresponds to one forward (split) and one backward step. For clarity, the large number of marks were omitted in the third experiment, as well as for $\ell_0$-CPs in the first experiment.

In Figure 4.11, we report the energy obtained by the different algorithms normalized by the energy of the best constant approximation. We can see that our algorithms find local optima that are essentially as good or better than $\alpha$-expansions for the discretized problems in less time, as long as the solutions are sufficiently sparse. For the population density data, the implementation $\ell_0$-$\text{CP}_{\text{m}}$ with simple merge is faster and finds a better local minimum than CRF$_{40}$, but is outperformed by CRF$_{60}$. The implementation with swaps merge-resplit ($\ell_0$-CPs) is on par with CRF$_{60}$ when it comes to speed, and finds a slightly better minimum.

The simple merge step provides with a better solution than the purely forward approach at the cost of a slight increase in computational time. The merge-resplit backward step improves the quality of the solution further, but comes with a significant increase in computation.

In Figure 4.14, we report the performance of approximations with CRFs solved with iterative $\alpha$-expansions for different numbers of quantization levels, as compared to the performance of $\ell_0$-$\text{CP}_{\text{m}}$. We observe that although CRFs can outperform $\ell_0$-$\text{CP}_{\text{m}}$ in terms of quality of the local minima found for some of the higher numbers of quantization levels, the performances are very unstable with respect to this number. The fact that $\ell_0$-$\text{CP}$ does not rely on an a priori quantized level leads to overall good performance, with significantly faster computation times. Plotting the corresponding PSNR shows that the smaller local minima of the objective found correlates well with gain in PSNR. It is interesting to note however that small improvements of the objective, which could be assessed as negligible, can yield unexpectedly high improvements in PSNR, as illustrated in Table 4.13.
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Figure 4.11: Mumford-Shah energy at time $t$ (in seconds) divided by the same energy for the best constant approximation obtained by different algorithms: Non-convex relaxation ($TV_{0.5}$), $\ell_0$-CPf with no backward step, $\ell_0$-CPm with simple merge step, $\ell_0$-CPs with merge-resplit steps, and finally, $\alpha$-expansions with different number of levels of quantization (see image legends), for different images: the Shepp-Logan phantom (left), our simulated example (middle) and the map simplification problem (right). Markers correspond respectively to one reweighting, one $\alpha$-expansion cycle and one cut for ($TV_{0.5}$), (CRF) and ($\ell_0$-CP).
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Figure 4.12: Benchmark on the denoising task. First two lines: (left) noisy images, (right) images retrieved by Cut Pursuit (CP). Last line: (left) rasterized population density of Paris area, (right) simplified map obtained by $\ell_0$-Cut Pursuit with simple merge steps ($\ell_0$-CPm): 69% of variance explained with 1.2% of contours length.

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Phantom</th>
<th>Simulated</th>
</tr>
</thead>
<tbody>
<tr>
<td>Noisy image</td>
<td>16.8</td>
<td>16.8</td>
</tr>
<tr>
<td>$\ell_0$-CP</td>
<td><strong>33.5</strong></td>
<td><strong>37.0</strong></td>
</tr>
<tr>
<td>CRF15</td>
<td>32.6</td>
<td>34.2</td>
</tr>
<tr>
<td>CRF30</td>
<td>33.3</td>
<td>34.8</td>
</tr>
<tr>
<td>$TV_{0.5}$</td>
<td>32.2</td>
<td>33.6</td>
</tr>
</tbody>
</table>

Figure 4.13: PSNR at convergence and time to converge in seconds for the four algorithms as well as the noisy image for the first two denoising experiments.
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Figure 4.14: Behavior of the CRF algorithm for different number of quantization levels for the phantom (top) and the simulated data (bottom) averaged on 10 denoising experiments: (left) ratio between the energy $Q$ at convergence and the energy at time 0, (middle) running time, (right) corresponding PSNRs. The two algorithms represented are $\alpha$-expansions (CRF) for a varying number of quantization levels and $\ell_0$-CPM.
4.5 Conclusion

We proposed two algorithms to minimize functions penalized respectively by the total variation and by the Mumford-Shah boundary size. They computationally exploit the fact that for sufficiently large regularization coefficients, the solution is typically piecewise constant with a small number of pieces, corresponding to a coarse partition. This is a consequence of the fact that, in the discrete setting, both the total variation and the Mumford-Shah boundary size penalize the size of the support of the gradient: indeed, functions with sparse gradients tend to have a small number of distinct level sets which are moreover connected. The sparsity that is optimized is thus not exactly the same as the sparsity which is exploited computationally, although both are related.

By constructing a sequence of approximate solutions that are themselves piecewise constant with a small number of pieces, the proposed algorithms operate on reduced problems that can be solved efficiently, and perform only graph cuts on the original graph, which are thus the remaining bottleneck for further speed-ups. Like all working-set algorithms, the cut pursuit variants are not competitive if the solution has too many connected level-sets.

In the convex case, cut pursuit outperforms all proximal methods for deblurring images with simple solutions. For denoising with a ROF energy, it outperforms the parametric maxflow approach when computing sequences of solutions for different regularization strengths. In the $\ell_0$ case, our algorithm can find a better solution in a shorter time than the non-convex continuous relaxation approach as well as the approach based on $\alpha$-expansions. Furthermore, while the performance of the latter hinges critically on setting an appropriate number of level-sets in advance, cut pursuit needs no such parametrization.

Future developments will consider the case of Lovász extensions of other symmetric submodular functions (Bach, 2011) and to the multivariate case. It would also be interesting to determine the conditions under which the alternating scheme presented in 4.3.1 provides a globally optimal solution of (4.8), as it would be a necessary step in order to prove approximation guarantees to the solution of $\ell_0$-cut pursuit itself.
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Chapter 5

Learning in graphical models

Chapter Abstract

In this chapter we present an overview of the framework of graphical models, introducing
the theoretical foundations used in the next chapter. We highlight the links that exist
between conditional independance in a set of random variables and the factorization of
its probability density function over a graph structure. We present as well the framework
of exponential families. We review how probabilistic inference and learning can be
performed in two particular graphical models, namely Potts model and the continuous
time Markov chain. This chapter does not present original work, it serves however as
an introduction and motivation for the continuously indexed Pott’s model presented in
the next chapter.

This chapter refers extensively the very comprehensive book Graphical models, ex-
ponential families, and variational inference by Wainwright and Jordan (2008).

5.1 Introduction

Graphical models are a powerful framework used to model interactions between ran-
dom variables with graphs. They boast applications across numerous fields, such as
bioinformatics, computer vision, and speech and natural language processing. In the
general setting, when considering a set of random variables one must assume that the
conditional probability distribution of each variable involves the realization of all other
variables. In the simplest case where each variable has a Bernoulli marginal distrib-
ution, this would involve an exponential number of configurations for each variable.
For any real life application with millions of nodes, a naive parameterization of such
distributions appears unreasonable. However in many cases, the direct influence of a
random variable is sparse in the sense that its realization only influences the conditional
probabilities of a limited number of other random variables. Markov chains are a prime
example of such sparse influence, as the conditional distribution of variable at time $t$ is
solely determined by the realization at $t - 1$.

We can create a graphical model for any given collection of variables by assigning
nodes to represent random variables, with the edges between nodes encoding the *direct influence* of the corresponding variables. The goal of graphical models is to represent models in a compact form by exploiting that the joint distribution of the variables can be represented in a simplified form. This framework allows us to use graph-based algorithms like message passing schemes to solve queries on the models, such as marginal inference or parameters learning. Graphical models also blend well with exponential families. This latter class of models has great expressive power and has been well-studied, and also makes it possible to cast queries on the distribution as optimization problems.

In this chapter we study two graphical models in more detail: the Potts model, a special case of unoriented discrete state Markov random field, and the directed continuous time Markov Chain, as well as the extension of the latter to trees.

5.2 Undirected graphical models

5.2.1 Conditional independence

We are interested in modelling the behavior of a multivariate random variable \( X = \{X_1, \cdots, X_n\} \) with \( X_i \in \mathcal{X} \) for all \( i \). Realizations of the random variable \( X_i \) are denoted by \( x_i \in \mathcal{X} \). For a realization \( x = \{x_1, \cdots, x_n\} \in \mathcal{X}^n \) we denote \( p(x_1, \cdots, x_n) = P(X_1 = x_1, \cdots, X_n = x_n) \) its probability. For \( A \subset V \) a subsets of nodes we denote \( X_A \) the corresponding multivariate random variables and \( x_A \) a realization.

The notion of *influence* between nodes is more rigourously formalized with the notion of conditional independence, which extends the traditional notion of random variable independance to the conditional setting. For \( A, B \) and \( C \), three subsets of nodes, we say that the two random variables \( X_A \) and \( X_B \) are independent given \( X_C \) if

\[
p(x_A, x_B \mid x_C) = p(x_A \mid x_C) p(x_B \mid x_C),
\]

or equivalently, with Bayes rule:

\[
p(x_A \mid x_B, x_C) = p(x_A \mid x_C).
\]

The random variables \( X = \{X_1, \cdots, X_n\} \) may have a complex dependance structure, in which the realization of certain variables influences the conditional probability distribution of others. We denote \( G = (V, E) \) the graph formalizing the structure of dependency between those random variables with \( V = \{1, \cdots, n\} \) the node set. The edge set \( E \subset V \times V \) contains the edges \((i, j)\) if and only if the conditional probability distribution of \( X_i \) given all other variables depends on the realization of \( X_j \). Note that a simple application of Bayes rule shows that this relationships is symetrical, thus we take the edges of \( G \) to be unoriented. The graph \( G \) is constructed so that for \( i \in V \) we have:

\[
p(x_i \mid x_{V \setminus i}) = p(x_i \mid x_{N_i}),
\]

with \( N_i \) the neighbors of node \( i \) in graph \( G \).
5.2 Undirected graphical models

In the unoriented setting the conditional independance of two variables given a set of other variables can be deduced directly from graph $G$ with the notion of separation in graph-theory: a node subset $A$ is said to be separated from a node subset $B$ by a node subset $C$ if and only if every path from $A$ to $B$ go through a $C$. The chain rule of probability allows to see the equivalence between separation of $A$ and $B$ and the conditional independance of $X_A$ and $X_B$ given $X_C$.

It is important to note that in the oriented setting the naive notion of separation is neither necessary nor sufficient to insure conditional independance. It is however the case if $G$ is supposed to be oriented but also tree-shaped, provided there are no $v$-structure. We refer the reader to Wainwright and Jordan (2008) for more details.

5.2.2 Factorization

A set of nodes $c \subset V$ is called a clique if all pairs of nodes of $c$ are connected by an edge in $G$. We denote $\mathcal{C}(G)$ the sets of maximal cliques of graph $G$, i.e. the set of cliques that are not contained within another clique. We say that the probability distribution of multivariate random variable $X = \{X_1, \cdots, X_n\}$ factorize on a graph $G$ if its density function can be written as followed:

$$p(x_1, \cdots, x_n) \propto \prod_{c \in \mathcal{C}(G)} \psi_c(x_c),$$  (5.1)

where $\psi_i: \mathcal{X} \mapsto \mathbb{R}^+$ and $\psi_{i,j}: \mathcal{X}^2 \mapsto \mathbb{R}^+$ are called potential functions. Note that contrary to probability and conditional probability distributions, potential functions aren’t normalized, and the probability density function (5.1) needs to be normalized.

A key result underpinning graphical models is the Hammersley–Clifford theorem (Hammersley and Clifford, 1971; Lafferty et al., 2001) which states that conditional independance and the factorization of the probability distribution over a graph are equivalent. This is the fundamental theorem of Graphical Models, linking probability and the graph-theoretic notion of separation.

**Theorem 1** (Hammersley–Clifford). Let $X = \{X_1, \cdots, X_n\}$ be a multivariate random variable such that its conditional independance structure is captured by $G$ and $p(x) > 0$ for all $x \in \mathcal{X}^n$. The probability distribution of $X$ factorizes over $G$ following equation 5.1.

5.2.3 Parameterization

**Exponential families** Many graphical models are naturally parametrized as member of an exponential family. A collection of distribution distribution is called an exponential family if the logarithm of the probability density function $\ell$ of all member can be written under the following form:

$$\ell(x; \theta) = \langle b(\theta), \phi(x) \rangle - A(\theta).$$

with respect to a base measure $\gamma$ on $x$. The involved quantities are:
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- $\phi(x) = [\phi_1(x), \ldots, \phi_k(x)]^\top \in \mathbb{R}^K$ the sufficient statistics vector. It is comprised of a collection of functions $\phi_i : \xi \mapsto \mathbb{R}$ encompassing the relevant statistics of $x$.

- $\theta \in \mathbb{R}^K$ the canonical parameter vector, which weighs each sufficient statistic.

- $b(\theta)$ are called the transformed parameters. When $b$ is the identity, the family is called a flat exponential family, and a curved exponential family otherwise.

- $A(\theta) : \mathbb{R}^K \mapsto \mathbb{R}_+$ is the log-partition function insuring that $p$ defines indeed a probability.

We denote $\Omega = \{\theta \mid A(\theta) < \infty\}$ the set of admissible parameters, called domain. A parameterization is said to be minimal if the sufficient statistics are linearly independent. A distribution in the exponential family defined by such $\phi$ and $\gamma$ is uniquely defined by a vector of canonical parameter $\theta$.

This formulation is very general and includes, among many others, the following family of distributions: Bernoulli, binomial, normal, exponential, Poisson, gamma and beta.

**Mean parameterization** We define the mean parameter with respect to an arbitrary distribution density function $p$ as:

$$\mu_p = \mathbb{E}_p(\phi(X)) = \int_{\mathcal{X}} \phi(x)p(x)d\gamma(x).$$

The set of all achievable mean parameters plays an important role and is called the marginal polytope $\mathcal{M}$:

$$\mathcal{M} = \{\mu_p \mid p \in \mathcal{P}\},$$

with $\mathcal{P}$ the set of all distributions over $\mathcal{X}^n$. It is important to note that in the definition of $\mathcal{M}$, $p$ is not restricted to members of the exponential family defined by $\phi$ and $\gamma$. However we will show that in the case of a minimal representation there is a one-to-one mapping between canonical parameters and mean parameters. Consequently an exponential family parametrized by $\theta$ can also be equivalently parameterized by the associated mean parameter $\mu_\theta$ obtained for $p_\theta$ the distribution parametrized by $\theta$.

**The log-partition function** The normalization of distributions in an exponential family is ensured by the log-partition function $A(\theta)$:

$$A(\theta) = \log \int_{\mathcal{X}} \exp \langle \theta, \phi(x) \rangle d\gamma(x).$$

This function, although convex, is impractical to compute for most problems as one must integrate over all possible realizations of $X$, which is a combinatorial set. However in some circumstances it can be computed, either exactly or approximately, as we will expand upon in section 5.3.3. A key property of the log-partition function is the relation
between its derivative with respect to the canonical parameters and the associated mean parameters:

$$\frac{\partial A(\theta)}{\partial \theta} = \mu_\theta,$$

(5.2)

where $\mu_\theta$ is the mean parameter defined with respect to the distribution $p_\theta$ associated with $\theta$. This property constitutes a mapping from canonical parameters to mean parameters, and is very useful in a context of learning. An important result is that even if the representation is not minimal, this mapping from $\Omega$ to the interior of $M$ is surjective, which means that any mean parameter $\mu$ within the interior of the marginal polytope can be obtained for the canonical parameter $\theta(\mu)$.

**Fenchel conjugate** Since $A(\theta)$ is convex, we can define its Fenchel conjugate:

$$A^*(\mu) = \sup_{\theta \in \Omega} \langle \mu, \theta \rangle - A(\theta).$$

(5.3)

We denote $\theta(\mu)$ a minimizing argument of this optimization problem. Conversely we have

$$A(\theta) = \sup_{\mu \in M} \langle \mu, \theta \rangle - A^*(\mu),$$

(5.4)

and denote $\mu(\theta)$ a maximizing parameter of this optimization problem. At the optimum we have $\nabla A^*(\mu(\theta)) = \theta$. Consequently, it appears that $\nabla A^*$ defines the reverse mapping from mean parameterization to canonical parameters.

Finally an important result states that the conjugate of the log-partition function can be expressed with the entropy of the probability distribution:

$$A^*(\mu) = \begin{cases} -H(p_\theta(\mu)) & \text{if } \mu \in M^o \\ +\infty & \text{if } \mu \notin \overline{M}, \end{cases}$$

where $M^o$ is the interior of $M$ and $\overline{M}$ is its closure. The value at at the frontier of $M$ is determined by the limit of a converging sequence. Denote that for $X$ a finite set, $M$ is a closed set.

5.2.4 Inference and learning

**Inference** Inference is the problem of predicting the value of a model given its parameters. We can distinguish between several forms of inference, such as Bayesian inference, which consists of estimating the likelihood of an hypothesis, or MAP-inference, which consists of finding the model’s value of highest probability. In this chapter we are interested in marginal inference, which consists of estimating the probability of a certain subsets of variables taking a particular value. For a single variable $X_i$ this amounts to finding $p(x_i)$ for $x_i \in X$.

Such marginal probabilities are in general hard to compute. There are however algorithms that perform either exact or approximate inference in specific settings, as we will illustrate for several models in the rest of the chapter.
Learning Given a model for observed data, learning can be reduced to the estimation of the fitting parameters. One of the main estimators is the maximum likelihood estimator, which is the one we opt for in this manuscript. Note that this is not the only way that learning a model can be understood as there are alternatives such as Bayesian learning, which involves priors on the distribution and subsequent penalizations, risk minimization and many other approaches. However this is the point of view we chose for the rest of the chapter.

From a set of independent observations \( \{x^t\}_{t=1}^T \) of a random variable \( X \), we define learning as finding the parameters \( \theta \) which maximize the emission probability of the observed data. This is formalized by the maximization of the log-likelihood:

\[
\ell(\{x^t\}_{t=1}^T; \theta) = \sum_{t=1}^T \ell(x^t; \theta),
\]

with \( \ell(x^t; \theta) \) the log-likelihood associated with the model parameterized by \( \theta \) given observation \( x^t \). Learning the model amounts to finding the optimal parameter:

\[
\hat{\theta} = \arg\max_{\theta \in \Omega} \ell(\{x^t\}_{t=1}^T; \theta).
\]

5.3 Potts model

5.3.1 Definition

The Potts model is a graphical model in which the variables take their value in a discrete, finite set, and in which the direct influence between variables is pairwise. In other words the conditional probability of a given variable is influenced by the realizations of other variables separately. This excludes conditional probabilities depending on the joint realizations of two or more other variables. Let \( X = (X_1, \cdots, X_n) \in \mathcal{X}^n \) be a random variable whose distribution follows a Potts model with \( d \) states, meaning that each node can be one of \( d \) labels. We parameterize the state of each node by the discrete simplex \( \mathcal{X} = \{z \in \{0,1\}^d | \sum_{i=1}^d z_i = 1\} \). A node \( i \) is in state \( k \) when \( x_i \) is equal to the vector of size \( d \) with value 1 at index \( k \) and zeros elsewhere. We sometimes write for convenience \( x_i = k \) in this case.

Factorization Let \( G = (V, E) \) be the graph which captures the dependency structure of \( X \), as described in Section 5.2.1. As the model is pairwise, we can rewrite 5.1 as:

\[
p(x_1, \cdots, x_n) = \frac{1}{Z} \prod_{i \in V} \psi_i(x_i) \prod_{(ij) \in E} \psi_{ij}(x_i, x_j),
\]

with \( \psi_i : \mathcal{X} \to \mathbb{R}^+ \) and \( \psi_{ij} : \mathcal{X}^2 \to \mathbb{R}^+ \) respectively the unary and binary potential functions.
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Parameterization From Equation 5.6 one can see a Potts model can naturally be parameterized as an exponential family. Furthermore, they conform to a particular parameterization called the *standard overcomplete representation*. Indeed as influence between variables is pairwise, the sufficient statistics for each variable are the realization vector \( x_i \in X \) and the combined realization \( x_i x_j^\top \in X^2 \) for nodes which are adjacent on the graph \( G \). Hence the canonical parameters \( \theta \) can be split into an unary parameter \( \{\theta^i\}_{i \in V} \) and pairwise parameter \( \{\theta^{i,j}\}_{(i,j) \in E} \). The unary parameter \( \theta^i \in \mathbb{R}^K \) associates a value \( \theta^i_k \) to the realization \( x_i = k \), and the binary parameter \( \theta^{i,j} \in \mathbb{R}^{K \times K} \) associates \( \theta^{i,j}_{k,l} \) to the joint realization \( x_i = k \) and \( x_j = l \). The log-likelihood of such parameterization given realization \( x \) can be rewritten as follows:

\[
\ell(x; \theta) = \sum_{i \in V} x_i^\top \theta^i + \sum_{i,j \in E} x_i^\top \theta^{i,j} x_j - A(\theta).
\]

Remark that as its name suggest, the standard overcomplete representation is not minimal as the sufficient statistics \( x_i x_j^\top \), \( x_i \) and \( x_j \) are not independant. As detailed in Section 5.2.3 the mean parameter plays an important role as well. We define \( \mu^i_\theta = \mathbb{E}_\theta(x_i) \in [0,1]^d \) and \( \mu^{i,j}_\theta = \mathbb{E}_\theta(x_i x_j^\top) \in [0,1]^{d \times d} \). According to Equation 5.2 we have:

\[
\frac{\partial A(\theta)}{\partial \theta^i} = \mu^i_\theta \quad \text{and} \quad \frac{\partial A(\theta)}{\partial \theta^{i,j}} = \mu^{i,j}_\theta.
\]

5.3.2 Inference in Potts models

We consider the problem of finding the marginal probability in a Potts model. With the canonical parameterization, this is equivalent to finding the mean parameters:

\[
p_\theta(x_i) = \mathbb{E}_\theta(x_i) = \mu^i_\theta
\]
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As stated in Section 5.2.4, the probabilistic inference problem is difficult in general. It is in fact NP-complete for Potts models. In this section we present several algorithms for exact and approximate inference.

5.3.3 Exact inference

Belief propagation on trees If $G$ has a tree structure one can use a dynamic programming algorithm to efficiently organize the summation over an exponential number of terms involved in the computing of the marginals:

$$p_\theta(x_i) = \sum_{y \in X^n \mid y_i = x_i} p_\theta(y)$$

The algorithm is called belief propagation because it can be interpreted as messages going through each edge, carrying information about the partial tree structure which is obtained by removing the edge. More precisely the message $M_{i \rightarrow j}$ contains all necessary information about the subtree containing $i$ obtained when removing $(i, j)$ from $E$. The messages are defined as follows:

$$M_{j \rightarrow i}(x_i) \propto \sum_{x_j} \psi_{ij}(x_i, x_j) \psi(x_j) \sum_{v \in N_j \setminus i} M_{v \rightarrow j}(x_j),$$

where $N_i$ denotes the neighbors of $i$ in $G$. This scheme, called collect and distribute, starts on leaves and is propagated to the root and back. Once the messages have converged, the marginals are obtained with the following equation:

$$\mu_\theta(x_i) \propto \psi_i(x_i) \prod_{j \in N_i} M_{j \rightarrow i}(x_i)$$

The junction tree algorithm The sum product algorithm can be generalized for exact inference on cyclic graphs with the junction tree algorithm. The first step of the algorithm is to compute the clique tree, whose nodes are the maximal cliques of $G$. The second step is a similar message passing scheme on the clique tree. This algorithm, although exact, has an exponential complexity with respect to the cardinal of the largest clique (treewidth) of the graph, hence is only used in specific graphical models whose junction tree has a know low treewidth.

5.3.4 Approximate inference

Although message passing algorithms provide exact marginals on trees in a reasonable time, this is not the case for general graphs. In practice, approximate inference is often used, as it allows us to find good approximate solutions faster.
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Sampling methods  Gibbs sampling is the most straightforward way to obtain approximate values for the marginals. The idea is to obtain a set of realizations (samples) from which the marginals can be approximatively inferred. The samples are obtained by initializing a realization $x^0$ randomly and iteratively updating $x^t_i$ for each node while the values of all other nodes are fixed. In other words, $x^t_i$ is sampled according to $p(x_i \mid x^t_{i-1}, x^t_{i+1}, \ldots, x^n_{t-1})$. After a sufficient number of iterations the value obtained is considered a realization of the joint probability. Averaging over all obtained samples gives an approximation of the marginal distribution, which has been proved to converge to the real distribution for a high enough number of samples (Geman and Geman, 1984). In practice the first few samples are usually discarded following the burn in heuristic.

The update can be done sequentially with each node (usually in a random order), but this process is often very long as many samples are needed to obtain. Parallel computations would be faster but the scheme would then not converge to the desired distribution. Gonzalez et al. (2011) proposes a parallel scheme in which the graph is colored so that no adjacent nodes share the same color. Then each color of the nodes is sequentially updated in parallel. This process allow for a consequent acceleration as well as provable convergence.

5.3.5 Loopy belief propagation

The sum-product algorithm detailed in the previous section has only be proved to provide an exact result on tree-shaped graphs. It has however been applied on general graphs with good empirical success. This heuristic was dubbed Loopy belief propagation due to the presence of cycles in the graphs considered. In this section we will see that although there is no theoretic guarantee to find the same result as the exact inference, the approximations made are well understood and convergence results have been obtained under restrictive conditions (Heskes, 2004; Tatikonda and Jordan, 2002; Weiss, 2000). Wainwright and Jordan (2008) have presented how this algorithm can be understood as the combination of two approximations.

The local polytope  Even though the marginal polytope is convex, its structure can be very complex, with a number of facets growing exponentially in the number of nodes. The first approximation is using a surrogate polytope called local polytope $\mathcal{L}$ whose structure is simpler. For a marginal $\mu$ to be realizable, it must be consistent. The unary marginals $\mu^i$ must be probabilities:

$$\begin{align*}
\sum_{k=1}^{d} \mu^i_k &= 1 & \forall i \in V, \\
\mu^i_k &\geq 0 & \forall i \in V, \forall k = 1, \ldots, d,
\end{align*}$$

and the binary marginals $\mu^{ij}$ must be consistent with the unary marginals:

$$\begin{align*}
\sum_{k=1}^{d} \mu^{ij}_k &= \mu_1^i & \text{and} & \sum_{l=1}^{d} \mu^{ij}_l &= \mu_k^i.
\end{align*}$$
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The local polytope is the set of mean parameters $\mu$ that respect conditions (5.7) and (5.8). It is obvious that any reachable marginals $\mu$ in $M$ must also be consistent, and hence that $M$ is included in $L$. This inclusion is actually tight for trees.

**Bethe entropy** The second approximation is replacing the entropy which appears as the conjugate of the log partition function $\mathcal{A}^*(\mu)$ by the Bethe entropy $-H_{\text{Bethe}}(\mu)$:

$$H_{\text{Bethe}}(\mu) = -\sum_{i \in V} \sum_{k=1}^{K} \mu^i_k \log(\mu^i_k) - \sum_{(i,j) \in E} \sum_{k,l=1}^{K} \mu_{i,j}^k \log\left(\frac{\mu_{i,j}^k \mu_{i,j}^l}{\mu_i^k \mu_j^l}\right). \tag{5.9}$$

Here again, this approximation is tight on trees.

**Bethe variational problem** The two prior approximations induce an approximate mapping between canonical parameters and mean parameters: the approximate marginals $\tilde{\mu}$ are solutions of the following variational problem:

$$\tilde{\mu} = \arg \max_{\mu \in L} \langle \theta, \mu \rangle + H_{\text{Bethe}}(\mu)$$

This problem, although not concave, is differentiable and its constraints are simple. The marginal distribution has been proved to be a fixed point of the sum-product algorithm and a local maximum of the Bethe variational problem (Yedidia et al., 2005).

**Convergence issue** In addition to the non-concavity of the problem, the belief propagation algorithm may have some convergence issues. Ihler et al. (2005) introduces an index which depends on the graph values, which insures convergence when bounded by 1. As this index is the maximum over all edges of a quantity which increases with the number of neighbors and the strength of the corresponding potentials, convergence requires simultaneously weak potentials and a small enough neighborhood structure for all nodes.

Noorshams and Wainwright (2013) propose a stochastic synchronous scheme which is not only faster on trees where the convergence is proven, but is also more robust with respect to convergence. However the synchronous nature of the algorithm makes it slower in general, as updates cannot be computed in parallel. Heskes (2002) details how one can obtain a more resilient algorithm by damping the message updates: messages are taken as linear combinations between the updated messages and the ones previously obtained.

5.3.6 Learning in Potts models

Let $\{x^t\}_{t=1}^T$ be a set of $T$ independent observations of the Potts model. Equation 5.5 rewrites:

$$\ell(x; \theta) = \sum_{t=1}^T \left( \sum_{i \in V} x^t_i \theta^i + \sum_{i,j \in E} x^t_i \theta^{i,j} x^t_j \right) - T \cdot \mathcal{A}(\theta). \tag{5.10}$$
Denoting \( \hat{\mu}^i = \frac{1}{T} \sum_{t=1}^{T} x^i_t \) and \( \hat{\mu}^{i,j} = \frac{1}{T} \sum_{t=1}^{T} x^i_t x^j_t \) the vectors of empirical marginals we can rewrite (5.11) as:

\[
\ell(x; \theta) = T \left( \sum_{i \in V} (\hat{\mu}^i)^T \theta^i + \sum_{i,j \in E} 1^T (\hat{\mu}^{i,j} \odot \theta^{ij}) 1 - A(\theta) \right),
\]

with \( 1 \) the vector of ones of size \( K \) and \( \odot \) the entrywise matrix product, otherwise known as Hadamard product. This quantity is concave and hence can be maximized with a first order method such as gradient ascent. Recalling from Equation 5.4, we have:

\[
\nabla_{\theta} A(\theta) = \mu^i - \mu^i_{\theta}.
\]

The gradient of the log-likelihood writes:

\[
\begin{cases}
\frac{1}{T} \nabla_{\theta^i} \ell(x; \theta) = \hat{\mu}^i - \mu^i_{\theta} \\
\frac{1}{T} \nabla_{\theta^{i,j}} \ell(x; \theta) = \hat{\mu}^{i,j} - \mu^{i,j}_{\theta}
\end{cases}
\]

Note that the gradient computation requires performing inference. The particular form of the gradient is easily interpretable: the parameters are optimal when they perfectly explain the observations, i.e. when the empirical mean and the mean of the model are the same. This property is called the moment matching property, and is only true for flat parametrizations.

5.4 Continuous time Markov models

In this section we present another type graphical model, the Continuous Time Markov models which displays some major difference with the Potts models, mainly due to its continuous nature. The simplest version of these models is the Continuous Time Markov Chain, which is used to describe the evolution of a continuous time process that has the Markov property. Typical examples of applications include the study of chemical reactions speed (Anderson and Kurtz, 2011), the spread of infectious diseases (Jacquez and O’Neill, 1991; Keeling and Ross, 2008) and queuing theory (Gross and Harris, 1998).

Continuous time Markov trees are an extension of Markov chains and are used when the continuous time process can branch out. A prime example is the study of speciation events through the analysis of phylogenetic trees. Holmes and Rubin (2002) proposes this framework for protein sequence alignment.

5.4.1 Continuous time Markov chain

**Definition** We consider the continuously indexed set of random variables \( \{X_t\}_{t \in [0,T]} \) with \( T > 0 \) which take values in the set \( X = \{ z \in \{0,1\}^d \mid \sum_{i=1}^{d} z_i = 1 \} \), and denote \( \{x_t\}_{t \in [0,T]} \) a realization of the process. The random variables \( \{X_t\}_{t \in [0,T]} \) define a process for which we make two assumptions: the Markov property and a notion of homogeneity that we detail below.
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The Markov property implies that the influence of the past is entirely comprised of the last observation. In other words, for \( 0 < s, t < T \), \( \{x_t\}_{t \in [0, T]} \) a realization and \( k \in \mathcal{X} \) we have:

\[
p(X_{s+t} = k \mid x_{[0,t]}) = p(X_{s+t} = k \mid x_t).
\] (5.12)

Homogeneity states that the evolution of the process is identical at all times. In the case of a continuous time Markov chain, it translates into the following property, for \( k \in \mathcal{X} \) and \( h, t > 0 \):

\[
p(X_{t+h} = k \mid x_t) \text{ is independent of } t.
\]

This property allows us to define the transition matrix \( P_h \in \mathbb{R}^{d \times d}_+ \) at distance \( h \):

\[
[P_h]_{i,j} = p(X_h = i \mid X_0 = j) \quad \forall (i, j) \in \mathcal{X}^2
\] (5.13)

From (5.13) we immediately see that \( P \) is a stochastic matrix. We assume that \( P : \mathbb{R} \to \mathbb{R}^{K \times K}_+ \) is a continuous application, which entails that \( P_0 = I \). The chain rule of probability translates into the following equation, for \( s, t > 0 \):

\[
P_{s+t} = P_s P_t
\] (5.14)

**Parameterization** We denote \( W \) the rate matrix, or infinitesimal generator, defined as the derivative of \( P_h \) at \( h = 0 \):

\[
W \triangleq \lim_{h \to 0} \frac{P_h - I}{h}.
\] (5.15)

Combining equations (5.14) and (5.15) we can write the transition matrix at distance \( h \) as follows:

\[
P_h = \exp(hW),
\] (5.16)

with \( \exp \) being the matrix exponential. Simple calculus, detailed in the next chapter, shows that the stochasticity of \( P \) implies that the columns of \( W \) must sum to zero. The process needs to be initialized, and we define \( \pi \in \mathbb{R}^K_+ \) the initial probability:

\[
[\pi]_k = p(X_0 = k).
\] (5.17)

**Factorization** The law of a process with an infinite number of variables cannot be expressed directly. We write the joint probability for an arbitrary finite number of variables which corresponds to points on the chains. Furthermore, Kolmogorov’s extension theorem (Kallenberg, 2006, Theorem 5.14) insures the existence of the process at all points of the chain if it can be written for an arbitrarily large but finite number of points.

Let \( t_0 = 0 \leq t_1 < \cdots < t_n \leq T \) be the ordered position on the chain of the variables considered, and let us denote \( X_i = X_{t_i} \), the variable indexed by \( t_i \), and \( x_i \) its realization. Note that the process is however defined at all points \( 0 \leq t \leq T \).
From equation (5.12) and (5.17), the probability of a realization $x = \{x_0, \cdots, x_T\}$ of the variable formed by $X = \{X_0, \cdots, X_n\}$ can be factorized as follows:

$$p(x_0, \cdots, x_n) = \pi(x_0) \prod_{i=1}^{n} P_{t_i - t_{i-1}} (x_i \mid x_{i-1}) \tag{5.18}$$

\[\begin{array}{cccc}
\circ & \circ & \circ & \circ \\
t_1 & t_2 & t_3 & t_3 + dt \rightarrow \infty
\end{array}\]

**Figure 5.2:** Continuous time random Markov chain.

**Exponential family** The form of the distribution defined in (5.18) suggests writing the process as a member of the exponential family with sufficient statistics $x_0$ and $\{x_i^\top x_i\}_{i=1}^{n}$. Indeed we can write the logarithme of the density function as:

$$\ell(x_0, \cdots, x_n; \theta) = x_0^\top \theta^0 + \sum_{i=1}^{n} x_i^\top \theta^i x_i, \tag{5.19}$$

with $\theta^0$ and $\theta^i$ the parameters as defined:

$$\begin{cases}
\theta^0 = \log(\pi_0) \\
\theta^i = \log(P_{t_i - t_{i-1}})
\end{cases}$$

where log is the *entrywise* logarithm. Remark that $\theta$ as defined are not the canonical parameters but the *transformed parameters*. The canonical parameter of this representation is the rate matrix, and the transformation is the matrix exponentation to the power defined by the edge weights.

**Inference** Marginal inference on continuous Markov chains can be performed with the same collect and distribute algorithm used in tree-shaped Potts models.

**Learning** With the homogeneity hypothesis and Equation (5.16), the canonical parameters can be expressed with the infinitesimal generator, which only has at most $d(d-1)$ free parameters. The derivation of the log-likelihood’s gradient with respect to $W$ can be found in Holmes and Rubin (2002), and very similar calculations can be found in the next chapter. Consequently the infinitesimal estimator can be learnt from a single realization of the process on the chain, as each transition betweenobserved nodes.
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gives information about $W$. This is a difference with the setting detailed for the Potts model in Section 5.3.6, which implied learning from several independent realization of the process. In the next section we extend these derivations to the case of tree-shaped graphs.

5.4.2 Continuous time Markov tree

**Definition** Holmes and Rubin (2002) use the framework of continuous time Markov trees to study protein alignements using phylogenetic trees. Let $G = (V, E, w)$ be a tree-shaped graph with $w \in \mathbb{R}^{|E|}$ being a length associated with each edge. We consider an homogeneous process continuously indexed by the edge of the tree: edges can be viewed as continuous Markov chains. As in the continuous Markov chain setting, we limit ourself to a finite number of variables, taken at the nodes of graph $G$.

As for the Potts model, conditional independance in directed trees is equivalent to graph separation. Consequently each edge can be treated independently given $x$. The probability density function $p$ can be written as follows:

$$p(x_1, \cdots, x_n) = \pi(x_0) \prod_{(i,j) \in E} p_{i,j}(x_i | x_j),$$

(5.20)

with $\pi$ the marginal probability vector of the root node, and $p_{i,j}(x_i | x_j)$ the probability of node $i$ having the value $x_i$ given that node $j$ has value $x_j$.

**Parameterization** Since the process is homogeneous over the entire tree, its joint probability can be parametrized by a single rate matrix $W$ and the multinomial distribution $\pi$ of the state of the root node. Note that in the protein alignment context of the article, the homogeneity of the transition rate matrix is an empirically well-established fact.

The further hypothesis of *time reversibility* of the process implies the *detailed balance* equation linking $\pi$ and $W$:

$$\pi_i W_{ij} = \pi_j W_{ji}$$

Consequently the matrix $S = W_{ij} \sqrt{\frac{\pi_i}{\pi_j}}$ is symmetrical and can be diagonalized by $V \in \mathbb{R}^{K,K}$ and $\mu \in \mathbb{R}^n$: $S = V^\top \text{diag}(\mu) V$.

5.4.3 Inference and learning

Inference can be made by performing the collect and distribute algorithm as the results on chains generalizes on tree shaped graphs easily. Learning however is more intricate and requires an Expectation Maximization scheme. The $E$ step implies performing inference, and the $M$ step is closed-form thanks to the diagonal parameterization $(V, \mu)$.  
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5.5 Conclusion

In this chapter we reviewed the framework of graphical models and how the problem of inference and learning can be formulated using concepts from exponential families. In particular, we’ve presented several well-known graphical models, namely the Potts model and the continuous time Markov chains and trees. Those two models are quite different:

- continuous-time models are defined at all whereas Potts models are only defined on nodes
- cycles in the graph are forbidden for continuous time Markov trees, whereas general graph can structure a Potts model.
- continuous-time model are oriented and Potts models are defined on unoriented graphs.

In the next chapter we present a new model which takes characteristics from both model, as it expands continuous time Markov trees to the case of general unoriented graphs.
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Chapter 6

Continuously indexed Potts model

Chapter Abstract

This chapter introduces an extension to undirected graphical models of the classical continuous time Markov chains. This model can be used to solve a transductive or unsupervised multi-class classification problem at each point of a network defined as a set of nodes connected by segments of different lengths. The classification is performed not only at the nodes, but at every point of the edge connecting two nodes. This is achieved by constructing a Potts process indexed by the continuum of points forming the edges of the graph. We propose a homogeneous parameterization which satisfies Kolmogorov consistency, and show that classical inference and learning algorithms can be applied. We then apply our model to a problem from geomatics, namely that of labelling city blocks automatically with a simple typology of classes (e.g. industrial area, collective housing) from simple properties of the shape and sizes of buildings of the blocks. Our experiments shows that our model outperform standard MRFs and a discriminative model like logistic regression.

The material of this chapter is based on Landrieu and Obozinski (2014), published at the 30th Conference on Uncertainty in Artificial Intelligence (UAI2014), pages 459 to 468.

6.1 Introduction

Connections in networks typically have a length or weight that gives a measure of distance between the nodes connected, or the intensity of their interaction. This length information has been used to perform unsupervised or semi-supervised classification on graphs based among others on graph partitioning algorithms (see e.g. Zhu and Goldberg, 2009). When defining probabilistic graphical models on such networks, it is not clear how to take this distance into account naturally so that the interaction decreases with the distance. In this chapter, we propose an unoriented counterpart of the continuous-time Markov process on a tree proposed by Holmes and Rubin (2002) which is naturally generalized to any unoriented graph.
In a continuous time Markov chain, a random state $X_t$ is associated with every point $t \in \mathbb{R}_+$. The generalization to a continuous tree model considered by Holmes and Rubin (2002) is most simply described through its application in phylogenetics. The phylogenetic tree of a family of species is assumed given as a directed tree with branches of different lengths. The length of the branches measure the genetic distance between extant or extinct species. Branching nodes are associated with speciation events. Each point of each branch of the tree corresponds to the form taken by a species as it existed at one time in the past and the variable modeled as a random process and defined at each such point is typically a discrete trait of that species such as the nucleic acid among $\{A, C, T, G\}$ at a certain position in the DNA. In the absence of speciation event, the state evolves like a continuous-time Markov chain, with time here being measure in terms of the genetic distance along an edge. When a branching occurs, the Markov chain is split into two identical states which continue to involve independently. For that process, if the edges of the trees are identified with line segments, there is a random variable $X_t$ associated with every point $t$ of each of these segments. Since a tree is simply connected, removing point $t$ will split the tree in at least two components, and with this model we have the fundamental Markov property that the subprocesses defined on each component are conditionally independent given $X_t$.

We aim to extend these models in two ways. First, these continuously indexed processes are fundamentally oriented. This stems for the fact that the continuous Markov chain in this model is homogeneous, which implies that the conditional distributions forward in time are constant, a property which, while true forward, is not in general true backwards in time. This implies in particular that all marginals of the process on any finite set of points including at least all nodes of degree different than two is naturally parameterized as a product of conditionals $p(x_s|x_t)$ whose value depends on the graph only through the distance between $s$ and $t$. We aim to propose natural parameterization for unoriented continuously indexed models with the same Markov property as the oriented trees. Second, the considered models are simply connected and we would like to propose an extension from weighted trees to general weighted graphs, where all edges are identified with a real segment of lengths equal to their weights, and which satisfy the Markov property in the sense that if a finite set of points $A$ on these segments cuts the graph into several connected components, the processes on the two subgraphs are conditionally independent given $(X_a)_{a \in A}$. The obtained models will be Potts models that take into account in a natural way the length of the edges and such that the interaction between two nodes decreases with the distance separating them.

More precisely, we consider a continuous graph formed of a set of junction nodes connected by segments of different lengths. In such a graph, each point of each segment can be viewed as a node of the graph linked to its neighbors by edges of infinitesimal length. We then construct a discrete valued random process defined at any point of the graph, such that the process induced on the junction nodes of the graph is a usual Potts model, but with binary potentials that take into account in a natural way the length of the edges and such that the interaction between two nodes decreases with the distance separating them.
6.1 Introduction

After a discussion of related work, we first consider the simplest case of an unoriented continuous chain for which we propose an exponential family parametrization. Next, we show how this parametrization is naturally extended to general unoriented continuous graphs. We derive the marginal log-likelihood of different subsets of nodes, as well as the form of its gradients, and show that inference and learning in these models can be obtained with classical algorithms. We then extend the model and algorithms to the hidden Markov random field case where a feature vector is attached to a certain number node. In terms of experiments, we consider first a transductive classification problem from geomatics, which consists in assigning city blocks to different classes from simple buildings characteristics, while taking into account the distances between the blocks. Then we illustrate the possibility of using the model for transfer learning in order to refine predictions for city blocks from a new entirely unlabelled city.

6.1.1 Related work

The model we consider in this work can be viewed as an extension to undirected graphs of the continuous time Markov chain (CTMC). We therefore first review the literature pertaining to both CTMCs and graphical models The continuous-time Markov chain (Norris, 1997) is a fundamental model in probability and statistics for random variables that takes values in a set of discrete states and that can transition at any point in continuous time from one state to another. Beyond its theoretical value, it has been applied directly in queuing theory, for the statistical modeling of chemical reactions and in genetics. Indeed they provide a natural parameterization of how the joint distribution of two discrete valued random variables should change as these variables are separated in time, or in terms of a genetic divergence or another type of distance.

In genetics, CTMC models have been notably used to propose models of the evolution of DNA at the nucleotide level (Durrett, 2008; Nielsen, 2005), with among several others, the celebrated Jukes-Cantor model. In this context, these models have been extended to directed trees, where the tree corresponds to a phylogeny of species or of proteins, and which has been used to estimate rate matrices or for genetic sequence alignment (Von Bing and Speed, 2004). The rate matrices of bases substitutions have been empirically proven to be temporally homogenous, and this model allows for accurate alignment of large of DNA, RNA or protein sequences.

Like for CTMCs, the fact that these models are continuous arise from temporality, and the models derived are thus intrinsically oriented. For these CTMC on trees, Holmes and Rubin (2002) proposed an exponential family parametrization of the likelihood and showed that it was possible to design an EM algorithm to learn the rate matrices modeling the substitution of DNA bases over time, in a way that generalizes the classical EM algorithm on trees.

As is the case for the CTMC, continuously indexed processes arise typically as the limit of discretely indexed processes. Along these lines, Yagle and Abrams (2013) consider a continuum limit of the Ising model on a regular grid where the lengths of the edges are infinitesimal and use it to characterize the patterns of magnetic polarity in ferromagnetic materials through the resolution of integro-differential equations.
A different but also recent line of research combining ideas from the graphical models literature with stochastic processes is known under the name of *continuous time Bayesian networks* (CTBNs, Nodelman et al., 2002). These are models of structured multivariate stochastic processes in time in which the interaction between the different components of the process can be modeled by a graphical model. These models are quite different than the continuous time tree models or the models we will propose in this chapter in that, for CTBNs, the graphical model structure is somehow orthogonal to the direction of time which is the unique global oriented continuous variable for the process.

Last but not least, a common family of approaches which take into account the length of edges in a graph in the context of unsupervised or semi-supervised classification are the graph partitioning and related spectral clustering techniques (see e.g. Zhu and Goldberg, 2009, chap. 5). A review of these techniques is beyond the scope of this chapter. We however discuss how these methods differ and are not directly comparable to ours in section 6.3.3.

### 6.1.2 Notations

All multinomial variables considered take values in $\mathcal{X} = \{1, \ldots, K\}$ and are represented by the indicator vector $x \in \{0, 1\}^K$ whose sole non zero entry is $x_k$ when the multinomial is the $k$th state. We thus define $\mathcal{X} = \{x \in \{0, 1\}^K \mid \sum_{k \in \mathcal{X}} x_k = 1\}$. Given a vector $x \in \mathbb{R}^K$, diag$(x)$ is the diagonal matrix whose elements are the entries in $x$. We use $\odot$ (resp. $\oslash$) to denote the Hadamard product (resp. division), that is the entrywise multiplication (resp. division) of matrices. We will denote nodes of graphical model with the sans-serif font $a, b$, and set of nodes with upper capitals of the same font: $A, B$.

### 6.2 Continuous graph Potts models

#### 6.2.1 Parametrization

**An unoriented continuous chain model** To derive a parameterization of the model, we start with the case of an unoriented chain that we identify with the $[0, l]$ segment, where without loss of generality $l$ is an integer. We will denote by $X_a$ a multinomial random variable associated with the point $a \in [0, l]$. Before defining the process at any point of the segment, we model the joint distribution of the random variables $X_k$ for $k$ an integer in $\{0, \ldots, l\}$. Denoting by $x_k \in \{0, 1\}^K$ an instance of $X_k$, and assuming that both unary and binary potentials are constant, the log-likelihood of the parameterization given a realization $(x_k)_{k \in \{0, 1, \ldots, l\}}$ can be written in multiplicative form as

$$p(x_0, x_1, \ldots, x_l; U, h) \propto \prod_{k=0}^{l} h^T x_k \prod_{k=0}^{l-1} x_k^T U x_{k+1}, \quad (6.1)$$

with $h \in \mathbb{R}^K_{+\ast}$ the vector of unary potential values and $U \in \mathbb{R}^{K \times K}_{+\ast}$ the matrix of binary potential values. For reasons of symmetry and invariance along the chain, we
assume that those parameters do not depend on the position \( k \) and that \( U = U^\top \).
Note that, while similar in spirit, the assumption that these parameters are constant is different from assuming that the Markov chain is homogeneous; we discuss this point in section 6.3.3. To get concise forms for the log-likelihood induced on subsets of the \( X_k \)s by marginalization, we introduce further \( H = \text{diag}(h) \) and \( W = H^{\frac{1}{2}} U H^{\frac{1}{2}} \), which is a parameter that combines the binary potential with half of the unary potentials from each point of an edge. This allows us to rewrite (6.1) as follows:

\[
p(x_0, x_1, \ldots, x_l; U, h) \propto \prod_{i=0}^{l-1} x_i^\top U x_{i+1} \prod_{i=0}^{l} h_i x_i
\]

\[
\propto \prod_{i=0}^{l-1} x_i^\top H^{-\frac{1}{2}} W H^{-\frac{1}{2}} x_{i+1} \prod_{i=0}^{l} H^\frac{1}{2} x_i
\]

\[
\propto \prod_{i=0}^{l-1} x_i^\top H^\frac{1}{2} \prod_{i=0}^{l-1} x_i^\top H^{-\frac{1}{2}} W H^{-\frac{1}{2}} x_{i+1} \prod_{i=0}^{l} H^\frac{1}{2} x_i
\]

\[
\propto x_0^\top H^\frac{1}{2} \left( \prod_{i=0}^{l-1} x_i^\top H^\frac{1}{2} x_{i+1} \right)^{\frac{1}{2}} H^{-\frac{1}{2}} x_l
\]

We can now marginalize all variables except for the extreme points of the segment to obtain:

\[
p(x_0, x_l; W, h) \propto \sum_{x_1 \cdots x_{l-1}} p(x_0, x_1, \ldots, x_l; W, h)
\]

\[
\propto x_0^\top H^\frac{1}{2} \left( \sum_{x_1 \cdots x_{l-1}} \prod_{i=0}^{l-1} x_i^\top W x_{i+1} \right)^{\frac{1}{2}} H^{-\frac{1}{2}} x_l
\]

\[
\propto x_0^\top H^\frac{1}{2} \left( x_0^\top W^l x_l \right)^{\frac{1}{2}} H^{-\frac{1}{2}} x_l
\]

\[
\propto h^\top x_0 \left( x_0^\top H^{-\frac{1}{2}} W^l H^{-\frac{1}{2}} x_l \right) h^\top x_l \quad (6.2)
\]

We call \( W \) the corrected binary potential matrix. This matrix takes into account the unary potentials of the hidden states, and allows to write the likelihood by separating the influence of the edge and the end nodes, which allows for a more natural generalization to graphs later on.

Similar calculations show that, for any sequence \( a_0 = 0 < a_1 < \ldots < a_m = l \) with \( a_k \in \{0, \ldots, l\} \), denoting \( d_j = d(a_j, a_{j-1}) = a_j - a_{j-1} \) the distances between consecutive
By simply taking the logarithm of this expression we obtain a curved exponential family of distributions with log-likelihood
\[
\ell(x_{\mathcal{A}}; \theta) = \sum_{j=0}^{m} \eta^T x_{a_j} + \sum_{j=0}^{m-1} x_{a_j}^T \Lambda(\theta, d_j) x_{a_{j+1}} - A(\theta),
\]
with \(\forall k \in \mathcal{K}, \eta_k = \log(h_k), \theta = (W, \eta), A\) the log-partition function and where \(\Lambda(\theta, d_j)\) is defined entrywise by
\[
[\Lambda(\theta, d_j)]_{kk'} = \log([H^{-\frac{1}{2}} W^d H^{-\frac{1}{2}}]_{kk'}). \]

It is now very natural to try and use this formula to extend the definition of the process to any sequence of points \(a_0 = 0 < a_1 < \ldots < a_m = l\) that are no longer restricted to take integer values. This requires however that for all for all \(s \geq 0\), \(W^s\) should be a well defined real valued matrix with non-negative (or for learning purposes positive) entries. The fact that \(W\) is real symmetric and that all its powers should be real implies that it should have non-negative eigenvalues. Since we can approximate a low rank matrix with a full rank matrix, we assume for convenience that all it eigenvalues are positive (any low rank matrix can be approximated by a full rank one). \(W\) is then a matrix exponential \(W = \exp(\Pi)\). The fact that all its powers should have non-negative entries implies in particular that for any \(s\), \(W^s\) is completely positive.\(^1\) We therefore need to characterize which conditions on \(\Pi\) are needed to obtain a valid \(W\). Note that \(\Pi\) can be viewed as the counterpart of the rate matrix for CTMCs.

**Infinitesimal generator** \(\Pi\) To easily compute the matrix exponential we use the eigendecomposition of \(\Pi\):
\[
\Pi = P^T \Sigma P, \quad \Sigma = \text{diag}(\sigma), \quad P^T P = PP^T = I_K
\]
and exponentiate its eigenspectrum.\(^2\) In the context of learning, it is natural to assume that the entries of \(W^s\) are actually strictly positive so that the log-likelihood is always finite. The following lemma provides sufficient and necessary conditions on \(\Pi\) for the entries of exp \((\Pi)\) to be either non negative or positive.

**Lemma 1.** For \(\Pi\) a square matrix, \([\exp(l \Pi)]_{i,j} \geq 0 \forall l \in \mathbb{R}_+\) and \(\forall i, j\) if and only if \(\Pi_{i,j} \geq 0\) for all \(i \neq j\). Similarly, \([\exp(l \Pi)]_{i,j} > 0 \forall l \in \mathbb{R}_+\) if and only if the sequences \((u_{i,j}^{(k)})_{k \in \mathbb{K}}\) with \(u_{i,j}^{(k)} = [\Pi^k]_{i,j}\) is such that its first non-zero value exists and is strictly positive, for all \(i \neq j\).

\(^1\)A \(\in \mathbb{R}^{K \times K}\) is completely positive iff there exists \(B \in \mathbb{R}_{+}^{K \times m}\) with \(A = BB^T\) (see e.g. Seber (2008) p. 223).

\(^2\) One caveat of this parametrization is that if \(W\) is close to low rank, the corresponding eigenvalues in \(\sigma\) have to take large negative values. This could be addressed by working with \((\sigma_k^{-1})_{k \in \mathcal{K}}\).
6.2 Continuous graph Potts models

Proof. See Appendix D.

Remark: it is easy to see from the proof of the lemma that \( \Pi_{i,j} > 0 \) for \( i \neq j \) is a sufficient condition for \( \exp (l \Pi) \) to be positive for all \( i, j \) and for all \( l \in \mathbb{R}^+_* \).

Note that because of its normalization the likelihood obtained in (6.3) is invariant by a multiplication of \( H \) or \( U \) and thus of \( W \) by a positive scalar. As a result it is also invariant by addition of a constant multiple of the identity matrix to \( \Pi \) or equivalently to \( \sigma \). This means that the likelihood is invariant by addition of an arbitrary identical constant to all the eigenvalues \( (\sigma_i)_{i \in \mathcal{X}} \). In particular, it is possible to choose this constant sufficient large to guarantee that the diagonal of \( \Pi \) is positive. This implies that it will be conveniently possible to parameterize the model by the entrywise logarithm of \( \Pi \).

Existence of the process on the chain We now go on to prove the existence of such process when \( k \) the number of points in \( A \) approaches infinity and the distance \( d_j \) between points of \( A \) decreases towards zero.

Proposition 2. There exists a stochastic process \((X_a)_{a \in [0,l]}\) defined at all points of the segment \([0,l]\) whose finite marginal on any finite set of points containing \( a_0 \) and \( a_l \) is given by (6.3).

Proof. Let \( A = \{a_0, \ldots, a_m\} \) and \( B = \{b_0, \ldots, b_n\} \) two such sets with \( a_0 = b_0 = 0 \) and \( a_m = b_n = l \). It is clear that using (6.3) to define a joint log-likelihood given \((X_a)_{a \in A \cup B}\), the log-likelihood obtained by marginalization of elements of \( A \setminus B \) using the same type of derivation used in (6.2) is still of the form of (6.3). Since the same holds for \( B \setminus A \), we just showed that the collection of proposed marginals are consistent and by Kolmogorov’s extension theorem (Chung and Speyer, 1998, chap. 6). This proves the existence of the process.

6.2.2 Extending the model to graphs

Real graphs To extend the model we proposed on a segment to undirected trees and more generally to undirected graphs, we first define what we will call continuous graphs or real graphs.\footnote{Real graphs extend the notion of real trees which have been introduced previously in the literature (Chiswell, 2001) and are of interest notably in mathematical cladistics and to construct Brownian trees.} Given a weighted graph \( G = (V, E) \) with the weight \( d_{ab} \) associated with the edge \((a, b) \in E\), we define the associated real graph \( \mathcal{G} \) as the space constructed as the union of line segments of lengths \( d_{ab} \) associated with the edges \((a, b) \in E\) and whose extreme points are respectively identified with the nodes \( a \) and \( b \) through an equivalence relation. Put informally, a real graph is the set of line segments that we usually draw to represent an abstract graph. For any pair of points \( a', b' \) on the same segment \([a, b]\), we will denote by \( d_{a'b'} \) the length of that subsegment.

Remark: Continuous trees have been studied by the field of geometrical topology. In this chapter we limit ourselves to the study of simplicial trees for which the set of nodes with more than two neighbors is discrete and finite.
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Figure 6.1: (a) Representation of a real graph with a zoom that shows that edges are actually a continuum of nodes linked by infinitesimal unoriented edges. (b) The induced discrete graph associated with the junction nodes in red and the observed nodes in blue.

It should be noted that, in a real graph, the segments connecting a node of degree two are essentially merged into a single segment by concatenation. We will call all nodes of degree different than two junction nodes. Conversely, identifying nodes and points in the real graph, any point that is not a junction node can actually be viewed as a degree two node.

Definition 3. Let $S$ be the set of junction nodes. Given $A$ a set of points on the real graph, we will call the induced discrete graph on $A \cup S$, denoted by $G_{A}$ the graph with vertices $A \cup S$ and whose edges $E_{A}$ link the nodes that can be joined on the real graph by segments not containing elements of $A \cup S$: $E_{A} = \{(a, b) \mid a, b \cap (A \cup S) = \emptyset\}$. To distinguish the set of nodes in $A$ from $S \setminus A$, we will call them observed nodes.

The concepts of real graph, junction node, observed node and induced graph are illustrated on Figure 6.1.
Towards a Potts model on real graphs. To extend the stochastic process previously defined to real graphs, we first define its marginals. In particular, given a set of points $A = \{a_0, \ldots, a_m\}$, the marginal on $A \cup S$ is naturally defined as follows: let $G_A = (A \cup S, E_A)$ be the induced discrete graph on $A \cup S$, we propose to define the log-marginal likelihood given $(X_a)_{a \in A \cup S}$ as

$$
\ell(x_{A \cup S}; \theta) = \sum_{a \in A \cup S} \eta^T x_a + \sum_{(a, b) \in E_A} x_a^T A(\theta, d_{ab}) x_b - A(\theta),
$$

(6.5)

with $\theta = (\eta, W)$ which we reparametrize from now on with $\theta = (\eta, \Pi)$. If $A$ does not contain $S$, then $p(x_A)$ is obtained by marginalizing $x_{S \setminus A}$ out in $p(x_{A \cup S})$.

Existence of the process on a real graph. The existence of the process on a real graph is again proven using Kolmogorov’s theorem:

**Proposition 4.** There exists a stochastic process $(X_a)_{a \in \mathcal{G}}$ defined at all points of the real graph $\mathcal{G}$ with log-marginals on any set of nodes $A$ containing the junction nodes given by Eq. (6.5).

**Proof.** Let $A$ and $B$ be two subsets of nodes on the real graph $\mathcal{G}$, for which the distributions $x_A$ and $x_B$ are obtained by marginalizing $S$ out of $x_{A \cup S}$ and $x_{B \cup S}$ in Eq. (6.5). We note that a node on an edge is conditionally independent of any node on a different edge given $x_S$. Proposition 2 tells us that the marginals are consistent on each edge with fixed endpoints, from which we can deduce that the definition of the definition of the process on $A \cup S$ and $B \cup S$ provided in Eq. (6.5) is consistent since it is obtained by marginalization of the joint distribution at the nodes $A \cup B \cup S$. The process being consistent on $A$ and $A \cup S$ by definition of $p(x_A)$, and similarly on $B$ and $B \cup S$, we have proved Kolmogorov consistency between $A$ and $B$ which in turn proves the existence of the process on the real graph.

We will refer to the obtained process, illustrated on Figure 6.2, as a continuous graph Potts model or continuous graph Markov random field (CGMRF).

6.3 Learning with continuous graphs

6.3.1 Inference

Probabilistic inference is an operation which is key to learning and making predictions in graphical models. It usually consists in computing the log-partition function, some cliques marginals or the expected value of some sufficient statistics in exponential families.

In the case of our continuous graph $\mathcal{G}$, if we consider any segment $[a, b]$ with $a, b \in S$ and any $a', b' \in [a, b]$, it should be noted that $p(x_{\{a, a', b', b\}}) = p(x_{\{a', b'\}}|x_{\{a, b\}})p(x_{\{a, b\}})$ where $p(x_{\{a, b\}})$ is computed as a clique marginal of $p(x_S)$, and $p(x_{\{a', b'\}}|x_{\{a, b\}})$ reduces to the model on the segment and hence has a simple analytical expression. This implies
that marginal distributions on any finite collection of nodes on the same edge can be computed efficiently provided the edge marginals of the induced model on $S$ can be computed efficiently. In spite of the fact that the graph has uncountably many nodes, inference can thus be performed by any classical inference algorithm scaling with $|A \cup S|$ and $|E_A|$. For example, if the graph is a tree the sum-product algorithm can be used, and typically approximate inference techniques otherwise, such as loopy belief propagation.

### 6.3.2 Learning

In this section, we focus on learning the model from data. Since the process values are only observed at a finite number of points, we are somehow always in the situation where some nodes are unobserved. However, when all junction nodes are observed the joint likelihood of a given set of nodes has the closed form expression of Eq. (6.5). Since this a curved exponential family, the log-likelihood is in general not a concave function of the parameters.\(^1\)

To avoid having to cope with positivity constraints, and given the rapid divergence of the likelihood on the boundary of the domain we parameterize the likelihood by $\eta$ and the entrywise logarithm of $\Pi$, since given the remark following lemma 1, it is possible to take $\Pi$ positive entrywise.

For the CTMC directed tree, Holmes and Rubin (2002) consider the likelihood of the entire process, show that it has a canonical exponential family form with a small number of sufficient statistics and derive an EM algorithm based on this representation to learn the parameters. A similar exponential family form can be obtained for our process, with also a small number of sufficient statistics and in theory it is possible to construct a similar EM algorithm. Unfortunately, in our case the M-step of the algorithm would still require solving a convex optimization problem whose solution is not closed form. We therefore do not pursue further this approach or detail the corresponding canonical exponential family form of the process. We propose instead to optimize the likelihood using a gradient based method. We show that the gradient can be computed from the moments obtained by performing the probabilistic inference on the model in different settings. In the next sections, we derive the form of the gradient of the likelihood, first when all junction nodes are observed, then, when any set of nodes is observed, and finally, when some nodes are observed and another (typically larger) set of nodes emits observed vectors of features that are each conditionally independent given the state of associated node, as in a hidden Markov random field setting. Since computing the inference is typically intractable in graphs, we introduce a variational approximation in 6.3.2 that allows for faster (linear) computation.

**Gradient of the likelihood on a segment** Given that the model is parameterized by exponentials of $\Pi$, the gradients involve the differential of the matrix exponential. We will therefore repeatedly use the function $\psi_{l,\Pi}$ with $\psi_{l,\Pi}(X) = P^T((PXPT) \odot \Gamma_{l,\Pi})P$.

\(^1\)It is however clearly concave when all edges are of the same length, because the constraint of equality of the parameters for all potentials is a convex constraint.
where \( \Pi = P \text{diag}(\sigma)P^\top \) is the eigenvalue decomposition of \( \Pi \) and

\[
[\Gamma_{l,\Pi}]_{i,j} = \begin{cases} 
\frac{\exp(l \sigma_i) - \exp(l \sigma_j)}{\sigma_i - \sigma_j} & \text{if } \sigma_i \neq \sigma_j \\
\frac{l \exp(l \sigma_j)}{\sigma_i - \sigma_j} & \text{if } \sigma_i = \sigma_j.
\end{cases}
\]

The function \( \psi \) is such that the gradient of \( x^\top \exp(l \Pi) y \) is \( \psi_{l,\Pi}(xy^\top) \). It is essentially switching to the spectral space of \( \Pi \), where the gradient has a simple multiplicative form given by \( \Gamma \) and then maps the result back to the original space. With this function, we thus have

**Lemma 5.** The gradient with respect to variable \( \Pi \) of the log-likelihood \( \ell \) of \( x_a \) and \( x_b \) on a segment of length \( l \) whose end points are \( a \) and \( b \) can be written as

\[
\nabla_{\Pi} \ell(x_a, x_b; \theta) = \psi_{l,\Pi}(xy^\top) \circ W^l.
\]

We first prove the following intermediate result:

**Proposition 6.** For \( x \) and \( y \) elementary vectors of size \( K \), for which the only non-zero value is set to one we have \( \nabla_{\Pi} [x^\top \exp(d \Pi) y] = \psi_{d,\Pi}(xy^\top) \), with \( \psi_{d,\Pi}(X) = P^\top ((PXP^\top) \odot \Gamma_d) P \) and

\[
[\Gamma_d]_{i,j} = \begin{cases} 
\frac{\exp(d \sigma_i) - \exp(d \sigma_j)}{\sigma_i - \sigma_j} & \text{if } \sigma_i \neq \sigma_j \\
d \exp(d \sigma_j) & \text{if } \sigma_i = \sigma_j,
\end{cases}
\]

with \( \Pi = P \text{diag}(\sigma)P^\top \) the eigenvalue decomposition of \( \Pi \).

**Proof.** In Appendix D. \( \square \)

Using the previous result we can show the following proposition:

**Proposition 7.** \( \nabla_{\Pi} [x^\top \Lambda(d) y] = \psi_{d}
(\ x^\top \Lambda(d) y \ y^\top \ \odot \ W^d
) \)

**Proof.** With Proposition 6 we have that \( \nabla_{\Pi} \left( x^\top H^{-\frac{1}{2}} \exp(d \Pi) H^{-\frac{1}{2}} y \right) = \psi_{d}\left( H^{-\frac{1}{2}} xy^\top H^{-\frac{1}{2}} \right) \) and since

\[
x^\top \Lambda(d) y = \log \left( x^\top H^{-\frac{1}{2}} W^d H^{-\frac{1}{2}} y \right),
\]

we have, with \( \odot \) denoting the termwise division,

\[
\nabla_{\Pi} (x^\top \Lambda(d) y) = \psi_{d}\left( H^{-\frac{1}{2}} \left( xy^\top \odot \left( H^{-\frac{1}{2}} W^d H^{-\frac{1}{2}} \right) \right) H^{-\frac{1}{2}} \right) = \psi_{d}\left( xy^\top \odot W^d \right).
\]

Finally we compute the gradient of the log partition:
Proposition 8. \( \nabla_\Pi A(\Pi, h) = \psi_d(\mathbb{E}[XY^T] \otimes W^d) \)

Proof. It is a classical result in the theory of exponential families that \( \nabla_\Lambda d A(\Pi, h) = \mathbb{E}[X^T Y] \). By the chain rule, we have

\[
\nabla_\Pi (A(\Pi, h)) = J(\Lambda(d), \Pi)^\top \nabla_\Pi [A(\Pi, h)].
\]

where \( J(\Lambda(d), \Pi) \) is the Jacobian of the function \( \Pi \mapsto \Lambda(d) \), which is given by 6.6 :

\[
[J(\Lambda(d), \Pi)]_{(i,j),(k,l)} = \frac{\partial [\Lambda(d)]_{(k,l)}}{\partial \Pi_{(i,j)}} = \psi_d \left( 1_{k,l} \otimes W^d \right),
\]

in which \( 1_{k,l} \) denote the \( K \times K \) matrix whose only non zero entry is 1 at \( k, l \). Consequently

\[
\nabla_\Pi (A(\Pi, h)) = J(\Lambda(d), \Pi)^\top \times \mathbb{E}[XY^T] = \psi_d \left( \mathbb{E}[XY^T] \otimes W^d \right),
\]

(6.7)

Subtracting the equation found in proposition 7 from the one in proposition 8 yields the gradient of the likelihood with respect to variable \( \Pi \) announced in lemma 5.

**Partially observed junction nodes** To learn from partially labelled data it is necessary to consider the likelihood of \( X_B \) for \( B \) a set of nodes that does not necessarily contain \( S \). Let \( B \) be a set of observed nodes, i.e. for which we know the states \( x_B \), and \( A \) a set of unobserved nodes containing \( S \setminus B \). We have the following log-likelihood:

\[
\ell(x_{A \cup B}; \theta) = \sum_{a \in A \cup B} \eta^T x_a + \sum_{(a,b) \in E_{A \cup B}} x_a^T \Lambda(\theta, d_{ab}) x_b - A_{A \cup B}(\theta)
\]

\[
\ell(x_A|x_B; \theta) = \sum_{a \in A \cup B} \eta^T x_a + \sum_{(a,b) \in E_{A \cup B}} x_a^T \Lambda(\theta, d_{ab}) x_b - A_{A \setminus B}(\theta, x_B),
\]

We can rewrite the log-likelihood as follows (Wainwright and Jordan, 2008):

\[
\ell(x_B; \theta) = A_{A \setminus B}(\Pi, h, x_B) - A_{A \cup B}(\Pi, h),
\]

and its gradient are therefore computed according to the following proposition:

Proposition 9.

\[
\nabla_\Pi \ell(x_B; \theta) = \sum_{(a, b) \in E_{A \cup B}} \psi_{d_{ab}, \Pi} \left( (\mu_{ab|B} - \mu_a) \otimes W^{d_{ab}} \right)
\]

\[
\nabla_\eta \ell(x_B; \theta) = \sum_{a \in A \cup B} \mu_{a|B} - \mu_a
\]

\[
-\frac{1}{2} \sum_{(a, b) \in E_{A \cup B}} (\mu_{a|B} - \mu_a + \mu_{b|B} - \mu_b).
\]

with \( \mu_{ab|B} = \mathbb{E}[X_a X_b^T | X_B = x_B] \) and \( \mu_{a|B} = \mathbb{E}[X_a | X_B = x_B] \).
6.3 Learning with continuous graphs

**Hidden Markov model** We consider a hidden Markov random field variant of our model in which some nodes have, in addition to the state variable, a feature vector with a state specific distribution. More precisely, we envision to learn from data on a graph in which the states of a set of nodes $B$ are observed and in which each node in a set $A$ (with $A \cap B \neq \emptyset$) provides an observed feature vectors $y_a$ which is conditionally independent of the rest of the graph given the corresponding node state $x_a$. For simplicity, we assume that $S \subset A \cup B$.

The joint and conditional likelihood of observed and unobserved variables are very similar as above

$$
\ell(x_{A \cup B}, y_A; \theta, \kappa) = \sum_{a \in A \cup B} \eta^T x_a + \sum_{a \in A} \log(p(y_a|x_a; \kappa)) + \sum_{(a,b) \in E_{A \cup B}} x_a^T \Lambda(\theta, d_{ab}) x_b - A_{A \cup B}(\theta, \kappa)
$$

$$
\ell(x_A|y_A, x_B; \theta, \kappa) = \sum_{a \in A \cup B} \eta^T x_a + \sum_{a \in A} \log(p(y_a|x_a; \kappa)) + \sum_{(a,b) \in E_{A \cup B}} x_a^T \Lambda(\theta, d_{ab}) x_b - A_{A \mid B}(\theta, \kappa, x_B, y_A)
$$

which allows us to rewrite the likelihood of observations as $\ell(x_B, y_A) = A_{A \mid B}(\theta, \kappa, y_A, x_B) - A_{A \cup B}(\theta, \kappa)$. Given that the model for $p(y_a|x_a)$ is Gaussian or at least an exponential family, when envisioning an EM algorithm to learn $\kappa$ and $\theta$, it is easy to see that the update for $\kappa$ is closed form while that of $\theta$ is not.

This motivates a variant of the EM algorithm which does not attempt to maximize with respect to both $\kappa$ and $\theta$ simultaneously but which either maximizes the expected likelihood with respect to $\kappa$ or maximizes it with respect to $\theta$. The algorithm can then be summarized as an E-M1-E-M2 algorithm, where the E-step is the usual computation of expected sufficient statistics given current parameters, M1 solves for $\kappa$ in closed form and M2 maximizes with respect to $\theta$ using gradient ascent.

**Variational approximation** For graphs with cycles, since inference is intractable, we replace the likelihood by a pseudo-likelihood obtained using a variational approximation of the log-partition. Our variational approximation is the one associated with the entropy of Bethe (see, e.g. section 4.1 in Wainwright and Jordan, 2008), but other choices would be possible. The main motivation behind this approximation is that the exact gradient of this pseudo-likelihood is directly obtained from the pseudo-moments given by loopy BP. In practice, damping needs to be used (see Wainwright and Jordan, 2008, chap. 7).

\[1\] Note that gradient ascent itself requires to perform some inference to recompute the log-partition function.
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In term of complexity, the parametrization of CGMRF could suggest that inference is slower than in the discrete setting since the computation of the SVD of $\Pi$ is required. However, since the number of states is typically much smaller than the number of nodes in the graph, the computational cost of the SVD is negligible compared to the overall cost of the algorithm. Hence, inference in the CGMRF is just as hard as for any discrete MRF.

The log-likelihood is a curved exponential family and is in particular not a convex function of the parameters, while it is convex for a standard MRF. As a consequence the pseudo log-likelihood based on the variational approximation is also non-convex. We take advantage of the likelihood’s invariance and impose that the largest eigenvalue of $\Pi$ be 0 and that the largest value of $\eta$ be 0. We use gradient descent with a line-search based on the Wolfe (see Nocedal and Wright, 1999, chap. 3) conditions to approximate the maximum of the likelihood. Empirically the iterates are attracted to the same stationary point from random initializations. It does however more iterations to converge than the MRF counterpart. Experiments showed that the training for CGMRFs was only two times longer than for regular MRFs.

6.3.3 Power of expression of the model

In this section, we discuss more precisely features of CGMRFs that are unique or common with other models and approaches existing in the literature.

First, we note that for a tree, our model is not equivalent to that of Holmes and Rubin (2002). Their model uses a constant rate matrix (i.e. the Markov process is homogeneous) while we use constant infinitesimal potentials, which do not lead to a constant rate matrix on any orientation of the tree. If the tree is just the segment $[0, L]$, for $s$ and $t$ with $0 < s < t < L$ a CTMC is such that $p(x_t|x_s)$ only depends on $t - s$ and not on $L$. By contrast for our model $\log p(x_t|x_s)$ depends also on $L - t$ and $L - s$ since

$$
\log p(x_t|x_s) = x_t^\top \Lambda (t-s)x_t + x_t^\top \eta + x_t^\top \Lambda (L-t)1 - x_s^\top \Lambda (L-s)1,
$$

where for simplicity we omitted the dependance in $\theta$, and $1$ is the constant vector equal to 1.

Consequently in our model the conditional probability does not only depends on the position from the conditioned variable but also from the the position in the graph. Conversely to a CTMP it is possible to have $p(x_t|x_s)$ to be non-monotonic in $t - s$ as can be seen on Figure 6.3. To obtain this figure we consider a binary process on a chain which state 1 is repulsive, ie transitions to state 0 are very attractive from either state, even more so than 1 to 1 transitions. As a result the probability of being in state 1 is higher on the edges of the chain than at its center because edges have only one neighbor instead of two. Even when only conditioning on the first node of the chain this gives a non-monotonic probability distribution.

To obtain Figure 6.3 we chose the following value for $U$ and $h$:

$$
U = \begin{bmatrix} 1.7 & .9 \\ .9 & .6 \end{bmatrix} \quad \text{and} \quad h = \begin{bmatrix} 1 \\ 1.3 \end{bmatrix}.
$$

We can see that when in state 1 the process has a higher incentive to switch in state 0 in which it stays. This behavior is impossible to obtain with a homogeneous
6.4 Experiments

Our model has in common with graph partitioning techniques and spectral clustering (SC) that the distance between nodes are taken into account. But there are several important differences: first, in SC, there is no model learning in the sense that no parameters are learned to optimize the model (Bach and Jordan (2006) who learn the metric for SC, are an exception). Second, our model captures that there could be different transition probabilities between different classes along the graph which is not possible in SC. Then, the main assumption in SC is that classes are separated by edges of smaller weights so that each class is as disconnected as possible. By contrast, our model authorizes (to some extent) transitions between classes on short edges and moreover permits that each class corresponds to several connected components. Our models extends naturally to a hidden Markov model that makes it possible to include feature vectors for some nodes and not for others, which is not possible with SC techniques.

Another graph-based approach to classification which is perhaps more related to ours is the work of Zhu et al. (2003) on binary classification with harmonic functions. Indeed, the Gaussian field considered there is similar to the Potts model we obtain on the junction nodes. The approach of Zhu et al. (2003) is however just concerned by inference and not by learning, but their approach could be extended both to multi-class classification and to perform learning of the parameters.

6.4 Experiments

We present in this section experiments on real as well as synthetic data.

6.4.1 Synthetic data

In this section we provide a detailed description of simulated experiments destined to test the core model of CGMRF in a setting with no hidden layers.
We consider two multi-class classification problems on real graphs: in the first case the real graph is a tree and the data is drawn exactly according to the model proposed in this chapter, in the second case we consider the problem of predicting regions in the plane corresponding to a quantization of level sets of a random Gaussian function.

**Potts process on an unoriented graph** In this first experiment, we generate a random weighted graph and generate data on this graph following the Potts model on the continuous graph. We compare the labels predicted with a CGMRF trained with the maximum likelihood principle, with the predictions obtained from the true CGMRF model, and with the prediction of a standard Potts model, i.e. which ignores the length of the edges (and which is thus the classical MRF counterpart of the CGMRF). We consider a semi-supervised setting in which only a small fraction of the labels of the nodes of the continuous graph are observed.

The graph is generated by picking greedily 3 random neighbors for each node and each edge is assigned a length sampled from a gamma distribution. Then, the variables at the junction nodes are sampled using Gibbs sampling, given a set of parameters.

We hide a portion of those variables, learn the parameters of the process following the maximum likelihood principle using a trust-region algorithm and infer the labels of the unseen nodes based those learned parameters using damped loopy belief propagation (Wainwright and Jordan, 2008, chap. 7).

For each model, we construct a precision-coverage curve reported on Figure 6.5 and based on sorting the probabilistic predictions by increasing values of the entropies of these predictions.

As a possible contender to compare our algorithm with, we consider a variant of the $k$-nearest neighbor ($k$-NN) algorithm on the graph that was called graph geodesic $k$-nearest neighbor in Herbster and Pontil (2006) (even though not the focus of that work) and where the geodesic distance is the shortest path in the graph in the sense of the sum of the lengths of the edges. In practice, we find nearest labelled neighbors in the geodesic sense using a simple algorithm based on a priority queue that explores recursively neighbors of neighbors. We should stress that the algorithm is not a label propagation algorithm based on the graph and that we actually follow geodesics until we find labelled points. We also consider a variant of this geodesic $k$-NN in which the prediction is obtained with weighted majority vote with weights that are inversely proportional to the exponential of the graph induced distance between them. The prediction is thus probabilistic and the predictor is a form of Nadaraya-Watson estimator based on the geodesic distance. For both of these methods, the number of neighbors $k$ is chosen by cross validation. Finally we also compare with the naive algorithm which predicts systematically the most frequent label. We do not make any comparisons with graph partitioning algorithms for the reasons expressed in the discussion section.

The results are as follows. The baseline naive algorithm that constantly picks the most frequent labels of the revealed nodes attains a precision of 61% for the experiment (reported on Figure 6.5), and the geodesic $k$-NN algorithm cross validated on $k$ yields a similar precision of 60.9%. For the weighted geodesic $k$-NN, since it produces
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probabilistic predictions, we report its precision-coverage curve on Figure 6.5. This precision-coverage curves indicate that, even when a small proportion of node labels are revealed, the precision obtained when learning parameters is almost as high as when using the true generating distribution and significantly above the precision obtained with the discrete random Markov field. Confident predictions of our models have a much higher precision than the $k$-NN algorithm, which can be very useful if not all data has to be labelled or in an active learning context.

The labels form clusters on the graph and it is tempting to try and apply other common clustering algorithm such as spectral clustering on the tree, but this fails for the following reasons: first the clusters from the labels are not connected. Second the main hypothesis of spectral clustering is that the different clusters are in different connected component, or at least somewhat separated. This is not the case in this setting for which the label can possibly transition on an edge of small length. Finally the semi-supervision of the algorithm is not possible here as there are many more clusters than labels, since a given label can appear on different clusters.

Level sets of a random Gaussian function As mentioned in the discussion section, one of the advantages of our model over approaches based only on distance is that it can learn that some transitions between classes are more likely than others. To illustrate this we generate highly structured spatial data in the following way: we sample points uniformly on $[0,1]^2$ and compute at each point the value of a random function obtained as a random linear combination of Gaussian functions. We then quantize these values into a finite number of classes. See Figure 6.4.

From such data, we construct a graph by connecting together the points whose Voronoi cells are adjacent. We could also have used a $k$ nearest neighbor graph.

As a baseline we implemented a classical $k$-NN algorithm based on the Euclidean distance and a weighted $k$-NN algorithm using weights that are inversely proportional to the exponential of the Euclidean distance to the point, like in the previous experiment but with the Euclidean distance. Again $k$ is chosen by cross validation. We compare the precision of the result of learning for standard Potts model (MRF) and for the continuous Potts model (CGMRF).

We report average precision-coverage curves over 100 replicates of the experiment on Figure 6.6.

When making prediction for all unlabeled points, the different algorithms have the following precision: for $k$-NN 77.4%, for the weighted $k$-NN 81%, the MRF 71.2%, and our CGMRF 83.5%. It is interesting to note that weighted $k$-NN outperforms $k$-NN by a large margin and that the MRF has lower precision than $k$-NN, even though it has a much higher precision for confident predictions. In spite of the fact that the precision coverage curve of the weighted $k$-NN is quite close, the misclassification error of the CGMRF is 13% smaller than weighted $k$-NN, 27% smaller than $k$-NN, and 42.7% smaller than the MRF. The gain in precision is not only obtained in average since the misclassification error of the CMRF was lower than that of its closest competitor, the weighted $k$-NN, in 99 out of 100 experiments, which means that the CMRF performs
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significantly better and by a large margin than all competitors based on Wilcoxon signed rank tests. It is interesting to note that the MRF has initially a higher precision than the CGMRF on Figure 6.6. This is explained by the fact that predictions of the CGMRF can be very confident if the closest neighbor is very close and behave in those pathological case like 1-NN, while the MRF requires that a large fraction of the neighbors have the same label to reach a similar level of confidence.

6.4.2 Experiments on real data

In geographic information systems, data is often aggregated either on regular grid or on cells corresponding to abstract administrative boundaries, which do not necessarily reflect the structure of a city. A fairly natural type of representation for urban environment is based on graphs and in particular weighted graphs which can encode a distance information.

We consider a problem from geomatics in which this type of representation could be beneficial and which consists in predicting building use in urban and peri-urban environments from a few annotations and simple building shape characteristics that can be extracted easily from aerial images. More precisely, we consider the transductive learning problem of assigning city blocks to one category from \{individual housing, collective housing, industrial/commercial area\}.

### Building the city block continuous graph

A city can be divided into city blocks using its layout and road network as in Figure 6.7. Assuming that the blocks are given, we compute the Voronoi diagram of the block centroids and link together blocks with adjacent Voronoi cells. Edges are annotated with a proximity measure, in our case the distance between their respective closest buildings. This provides a continuous graph encapsulating the structure of the city. Each block is then annotated into one of three categories: individual residential, collective residential and industrial/commercial area.

The blocks are annotated by hand using cadastral information, business registration codes, and resorting to Google street view images for ambiguous blocks (see Figure 6.7).

### Data descriptors and learning setting

A block is then described by the weighted average of characteristics of the buildings it contains, each building counting with a weight proportional to its volume. We tested 10 different building descriptors, found that floor area and height were the most discriminative, and that adding more descriptors actually decreases the performance of all tested algorithms.

We use the example of Sevran, a French city of 50 000 inhabitants north of Paris. We divided it into 461 blocks, 400 of which can clearly be assigned one of three labels mentioned above and the rest being of insignificant size, ambiguous, or corresponding to other categories such as schools or hospitals.

We consider the transductive learning problem of predicting all block labels from a subset of labelled blocks. In our experiments, 7% of annotated labels, corresponding to 28 blocks, are used for training and the remaining are used for testing.
Figure 6.4: Inference of the algorithm on a random Gaussian map. (top) Quantized levels of the random Gaussian map. (middle) nodes drawn from the map with nodes whose labels are provided to the algorithm circled in black. (bottom) predictions of the CGMRF with mistakes marked with $\times$. 
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Figure 6.5: Averaged precision-coverage curves for the inference in 28 random continuous trees of 500 nodes with 6 states and 20% of the labels revealed. We plot the precision of the inference with the exact parameters used to generate the data (red), parameters learnt in the continuous graph (black), in the discrete graph, or Markov random field (green), the weighted nearest neighbors algorithm (blue) and the nearest neighbors algorithm (magenta).

Competing algorithms As baselines we consider two algorithms that do not take into account spatial information: a generative Gaussian mixture model and a logistic regression trained each using the 7% revealed labels. We also consider classical hidden MRFs, which cannot take into account the distance, and whose graph is either the same as for the CGMRF or a pruned graph in which all edges longer than a threshold (corresponding to the average city block radius) have been removed. The different graphs are illustrated on Figure 6.8. Note that the Gaussian mixture model does not take the graph structure into account, and can be interpreted as an edgeless MRF.

In all Markov models, we use Gaussian emissions to model the distribution of the building descriptors given the block label, which can conveniently be optimized in closed form. To train the CGMRF and MRF models we learn the parameter $\theta$ with the maximum likelihood principle following the approach presented in section 6.3.2.

Results analysis For each model, we construct a precision-coverage curve, obtained by sorting the probabilistic predictions by increasing values of their entropies, and reported on Figure 6.9. The confidence bands represented corresponds to one standard error for the estimation of the mean precision. The classification error at 100% coverage is reported in Table 6.1.

We can see that enriching the simple Gaussian mixture model by adding a graph structure significantly improves the overall performance. Building a MRF using all the edges from the Voronoi proximity or only retaining a fraction of the shorter edges yields similar results, on par with logistic regression. Building a CMRF using the edges
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Figure 6.6: Averaged precision coverage curves for the inference in 100 random gaussian maps with 5 level sets, containing 1000 nodes each and with 20% of the labels revealed. We plot the precision of the inference parameters learnt in the continuous Potts model (black), in the Markov random Field (green), and the performance of the $k$-nearest neighbors algorithm, weighted (blue) and not (red).

Figure 6.7: (left) Buildings and road network of Sevran. (middle) Division into city blocks. (right) City blocks with annotations. Blue: individual housing, cyan: collective housing, red: industrial/commercial area. (Best seen in color.)

Figure 6.8: (left) continuous graph used to train the HCGMRF, the darker the edge the shorter the annotated distance. (middle) graph used for the HMRF including all edges or (right) with only edges shorter than a threshold.
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Figure 6.9: Precision coverage curves on Sevran. Averaged precision coverage curves for the inference for 300 random resamplings of 7% of revealed labels on the city of Sevran. (Best seen in color.)

<table>
<thead>
<tr>
<th>Method</th>
<th>error</th>
<th>relative gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGMRF</td>
<td>6%</td>
<td></td>
</tr>
<tr>
<td>Gaussian Mixture</td>
<td>12%</td>
<td>50%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>7.5%</td>
<td>20%</td>
</tr>
<tr>
<td>MRF</td>
<td>7.6%</td>
<td>21%</td>
</tr>
<tr>
<td>Pruned MRF</td>
<td>8.4%</td>
<td>29%</td>
</tr>
</tbody>
</table>

Table 6.1: Error at 100% coverage for the different methods in the Sevran dataset over 300 random resamplings. The relative gain represent the improvement in error by using the best methods (CGMRF).

annotated with a distance measure leads to a performance which is significantly above all others based on estimated standard errors.

When making prediction for all unlabeled points from the 7% of revealed annotations, the different algorithms yield the following average precisions (over the 300 resamplings): for the Gaussian mixture model 88.0%, for logistic regression 92.5%, the full MRF 92.4%, the pruned MRF 91.6% and our CGMRF 94.0%. Both pruned MRF and full MRF outperform the simple Gaussian mixture model, but not logistic regression, even though their precision at intermediate coverage is higher. The misclassification error of the CGMRF is 20% smaller than that of logistic regression, 21.5% smaller than for the best MRF model, and 50.2% smaller than for the Gaussian mixture. The gain in precision is not only obtained in average since the misclassification error in the CMRF was lower than MRF and logistic regression in respectively 193 and 293 out of 300 experiments. Wilcoxon signed rank tests assigns respectively p-values of $7 \cdot 10^{-26}$ and $3 \cdot 10^{-24}$ to the common median hypothesis.

In this experiment, with 461 nodes and 2718 edges the inference takes less than 0.1s on a CPU at 3.3GHz. Learning requires usually around 50 calls to the inference step for the MRF (5s total), while it is closer to 100 for the CGMRF (10s total).
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**Figure 6.10**: Illustration of the transfer learning process from a data set $A$ to a data set $B$. (a) The parameters are learnt in a semi-supervised fashion with graph $A$ and partial annotation $A$, then directly applied on graph $B$. (b) The parameters are learnt with graph $A$ and annotation $A$ and serve as initialization while unsupervised learning is performed on graph $B$. The parameters relearnt on graph $B$ may outperform those learnt on graph $A$.

**Transfer learning on another city** We now consider the problem of predicting block labels on a new unannotated city using partial annotation from a given city. More precisely, we train our model with 15% of revealed labels from Sevran, and consider several schemes to make predictions on the neighboring urban area formed by Pierrefitte-sur-Seine together with Stains, for a total of 63000 inhabitants and 583 blocks, for which both graph and features are available but no labels are revealed. We consider logistic regression and the Gaussian mixture model trained from the annotated blocks from Sevran as baselines, and test for each of the CGMRF and MRF the models learnt as follows:

- $\theta$ and $\kappa$ are learnt on data from Sevran
- idem followed by a single EM-step on $\kappa$ alone (E-M2) on the graph of Pierrefitte+Stains
- idem followed by an EM-step on $\theta$ (E-M1) and then an EM-step on $\kappa$ (E-M2).

This process is illustrated in Figure 6.10 and the results on Figure 6.11.

**Results analysis** The precision coverage curves for the different methods on the Pierrefitte-Stains dataset, with and without relearning are reported in Figure 6.11. The classification error at 100% coverage is reported in Table 6.2.

The results observe on Figure 6.11 demonstrates both the benefit of relearning, and the superiority of the CGMRF approach. Indeed the relearning step decreases the error by 15% for the CGMRF approach, allowing a gain of 46% and 35% against respectively the Gaussian Mixture and Logistic Regression approach. The MRF approach however
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![Image of precision coverage curves for transfer learning](image)

**Figure 6.11: Precision coverage curves for transfer learning.** Averaged precision coverage curves for the inference on the Pierrefitte/Stains conglomeration for 200 random resamplings of 15% of revealed labels on the city of Sevran. (Best seen in color.)

<table>
<thead>
<tr>
<th>Method</th>
<th>error</th>
<th>relative gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>CGMRF relearning</td>
<td>6.8%</td>
<td>15%</td>
</tr>
<tr>
<td>CGMRF</td>
<td>8%</td>
<td>15%</td>
</tr>
<tr>
<td>Gaussian Mixture</td>
<td>12.6%</td>
<td>46%</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>10.4%</td>
<td>35%</td>
</tr>
<tr>
<td>MRF</td>
<td>10.6%</td>
<td>36%</td>
</tr>
<tr>
<td>MRF relearning</td>
<td>12%</td>
<td>43%</td>
</tr>
</tbody>
</table>

**Table 6.2:** Error at 100% coverage for the different methods in the SPierrefitte-Stains dataset over 200 random resamplings. The relative gain represent the improvement in error by using the best methods (CGMRF with relearning).

See its performance decreased by the transfer learning. This is explained by the non-supervised nature of the relearning step, which relies entirely on the quality of the initialization and the adequacy between the model and the data, both of which are inferior in the MRF setting. The pruned MRF heuristic, performing worse with or without relearning, is not represented here.

6.5 Conclusion

In this chapter, we constructed a Potts model over a continuous graph and showed how to compute the likelihood of several of its variants as well as the corresponding gradients, for the purpose of learning.

Our experiments on a problem from geomatics show that this model outperforms regular MRFs, and compares favorably with logistic regression which although discriminative does not leverage unlabelled data. Finally, we showed that the model can be
6.5 Conclusion

used to perform transfer learning from a first partially labelled graph towards a new completely unlabeled graph.

We use the 359 labelled blocks (out of 583) of the Pierrefitte/Stains conglomeration as a testing set and construct the precision-coverage curves reported on Figure 6.11. We observe that the CGMRF setting is superior to its competitors, and that the relearning step improves the performance. The MRFs do not perform as well, which can be explained by the initial prediction being inferior, and relearning degrades its performance. The setting where only one E-M2 step is performed yields in both cases results comprised between the two other settings.
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Conclusion

The key motivation of this thesis was to develop tools to handle some of the specificities of spatial data, and more precisely geostatistics. This led us to consider the problems of learning and generalizing from data whose structure is encoded by weighted graphs with high variability in edge weight and node degrees, as opposed to the grid graphs typically used when considering images or raster data. Examining corresponding machine learning questions led us to develop several mathematical methods for efficiently and accurately solving graph-structured optimization and classification problems. While initially conceived for geostatistics, the methods developed in this manuscript can also be applied to more general problems that can be modelled by a weighted graph. This thesis made two types of contribution: it developed faster algorithms for solving problems induced by existing models, and it introduced a new model to accurately represent discrete processes defined on a weighted graph. We illustrated the efficiency of our algorithms on image recovery and spatial data analysis tasks, for which we provided context and analysis as well.

The first chapter introduced spatial data analysis, the specificities of geostatistics, and how prior knowledge of the organization of spatial data imposes a specific structure on associated problems. In chapters 2 to 4, we focused on the development of convex optimization algorithms to efficiently solve problems structured by general weighted graphs. In particular, we presented a novel preconditioning scheme for the Generalized Forward-Backward proximal splitting algorithm well suited for graphs with high variance in edge weights and neighborhood size, which lead to badly-conditioned structured optimization problems. The proposed preconditioning allowed us to obtain faster convergence than classical approaches, such as the first order primal dual algorithm, as demonstrated for geostatistical data aggregation. In chapter 4, we introduced a new algorithm, cut pursuit, which exploits the relationship between total variation and graph-cut algorithms in a simple and novel manner. It follows a working set scheme in which the graph is iteratively split into constant regions until the optimum is reached. For problems that can be well-estimated with few level-sets, our approach displays a significant gain in computational speed. In the non-convex Mumford-Shah setting, we proposed a variant of cut pursuit which is able to find better approximated solutions than the state-of-the-art methods such as α-expansion, and in a shorter time. We illustrated the algorithm’s performance with image recovery and spatial aggregation problems.

In chapters 5 and 6, we considered the problem of probabilistic classification for
data structured by a weighted graph. We proposed a novel graphical model that we call \textit{continuously indexed Potts model}, which provides a mathematically principled way of taking edge weights into account for inference and learning. This model extends the \textit{continuous time Markov chains} to the general undirected graph setting, with the length of each edge corresponding to its weight. An important difference from Potts models is that the associated process is defined at all points of the continuum forming the edges, and not just at a discrete set of nodes. This model was used for the spatially-structured problem of predicting land-use in urban environment. Our approach neither increases the number of parameters nor the computation time compared to standard approaches, and allows us to take into account more accurately the influence between neighboring regions, leading to more precise classification.

The weighted graph framework being highly versatile and expressive, we argue that many spatial analysis problems could be formalized and efficiently solved by extending the methods proposed in this manuscript. Spatial data types not covered in this thesis, such as multispectral aerial photography or LIDAR point clouds, can also be embedded in a weighted graph structure. Tasks such as segmentation or regularization of semantic classification could then be cast as the optimization problem similar to the ones tackled in this thesis.
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Converting spatial data to graph

Chapter Abstract
This appendix presents details on how to convert raster or vector data into a weighted graph structure.

A.1 Converting spatial data to graph

In this section we present two methods for capturing the spatial structure of a geographical space with graphs. The examples are taken from Grand Lyon, an intercommunal structure based around the French city of Lyon and its suburbs. With just under 1.3 million inhabitants, 500,000 distincts buildings and 40,000 roads segments, it is one of the major French population and economic center. We consider two types of urban data: raster and vector data.

A.1.1 Raster data

Raster data are geographical data aggregated over a regular grid, which often is isotropic. For example the French National Institute for Statistics and Economic research have made public a spatialized database composed of 18 socio-economic variables on a $200 \times 200m$ raster. The rasterization also causes several problems depending on the scales at which we want to consider the data: from afar the resolution is too refined and prevent the global tendencies and information from standing out. At closer view, the $200 \times 200m$ raster appears coarse and do not respect the finer urban structure, such as buildings blocks or roads network.

To convert a raster structure to a graph the general baseline is to compute the adjacency graph of each of the rectangular cell. This approach has however several limitations. In image and spatial data analysis it is common for the length of the contour of a zone to intervene, and it is in particular the case for the models presented in chapter 2 to 4. However in a square grid this length is obtained from the Manhattan distance, which tends to induce numerous anisotropic artifacts, as a square of side $1$
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Figure A.1: Rastered average income per consumption unit of Grand Lyon at different scales (left) Intercommunality (middle) Lyon (right) First Arrondissement

Figure A.2: Illustration of the conversion of raster data into a weighted graphs. Remark that the gaps are taken into account by adding empty cells.

and a circle of diameter 1 share the same perimeter. Another limitation is the case of incomplete grids: as some cells are missing the adjacency structure do not capture the gaps well.

To tackle those issues some empty nodes are added to complete the grid, and the 8 neighborhood is computed. The edge weight are chosen to best approximate the length of the curves with the Cauchy-Crofton formula (Goldfarb and Yin, 2009, formula 2.5).

A.1.2 Vector data

Vector data are given at the level of each individual building and road. For each building is given shape of the floor space as well as facade height. For each road is given its extent and its type, as illustrated in Figure A.3.

Individual building are often not a convenient unit when modeling urban phe-
nomenons as it is too granular, making the choice of statistically significant parameters difficult. Indeed morphological descriptors such as height and surface at the individual building level have little spatial structure, and are not robust to arbitrary modelisation choices. For example, the modeliser must determine if two buildings linked by a thin stretch shall be considered as a large unique buildings, or two smaller ones? If so what is the width threshold?

Hence it is desirable to automatically group buildings into geographical meaningful units, such as urban blocks Keating and Krumholz (2000). This partition groups together buildings that are: (a) close by (b) not separated by any roads. City blocks are preferred to rasters as they are less arbitrary and more robust. Furthermore they capture in part the spatial structure of the underlying urban space by taking into account the cadastral data and the road network simultaneously. We present here an algorithmic approach to grouping buildings into city blocks. City blocks are defined by the following properties:

(i) building within the same building blocks are close to one another and are not separated by any roads

Figure A.3: Buildings shape (top) and roads network (bottom) of Grand Lyon at different scales (left) Intercommunality (middle) Lyon (right) First Arrondissement
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Figure A.4: Adjacency graphs for different notion of neighborhood on a non-uniform sample of points. Remark that only A.4c connects point across rows.

(ii) city blocks are polygonal and completely covers the floor space of enclosed buildings

(iii) city blocks boundaries do not cross roads.

Grouping buildings The first step is to find buildings that are close to one another. There are numerous ways to cluster buildings by proximity, such as from k-nearest neighbors or distance thresholding. We prefer however the parameters free relative neighborhood graphs of Jaromczyk and Toussaint (1992), which amount to compute the Voronoi cells of the centroids of all buildings and link buildings whose cells are neighbors. Indeed this approach allows to better capture line-of-sight neighborhood, and is more robust to irregular configuration of buildings. Indeed houses belonging densely packed in a row would not be connected to the building they are facing in other directions with fixed radius or the k-nearest neighbor approach, as illustrated in Figure A.4a and Figure A.4b. The relative neighborhood graph would connect adjacent house as well as houses from other rows, as seen on Figure A.4c. The latter approach defines a notion of proximity that is more relevant to the urban setting capture better the urban notion of promiscuity between buildings (Cetinkaya et al., 2015).

Following (ii) we define the pruned relative neighborhood graph (PRNG) as the relative neighborhood graph in which the edges crossing roads are removed. To avoid linking buildings that are too distant we also prune edges linking buildings whose centroids are further away than a given threshold. This is the only parameter, and only intervene on a minority of edges as the road network cuts most long edges. The connected components of this graph provide a clustering of buildings that take the network into account, see Figure A.5.

Computing the blocks’ shape Property (ii) imply that the polygon corresponding to each connex component of the PRNG must cover entirely the surface area of
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![Image](a) the selected roads

![Image](b) Buildings centroids

![Image](c) Pruned relative Neighborhood Graph

**Figure A.5:** Illustration of the process of the building grouping process. From the shape of all buildings (a) is computed their centroids (b). Then the relative neighborhood graph is computed and the edges that are either too long or intersecting a road are removed (c).

The inclosed buildings. We choose the convex hull of all points composing the buildings contours and perform a dilatation, see Figure A.6. To verify property (iii) we must reshape this polygon until it doesn’t cross any roads. We define an **intercepting** path a set of consecutive roads segments that crosses the initial polygon exactly twice and both its free ends are outside the polygon. Such a path split the polygon in two parts, one containing all the buildings, and another that contains none, and therefore must be discarded, see Figure A.6.

**Computing the partition** At this point of the process are computed a set of polygons containing the different connected component of the PRNG and following the road network. We would like to have a polygonal partition of the entire space, and hence need to add polygons between the current blocks. To proceed we compute the relative neighborhood graph of the vertices constituting the boundaries of the city blocks, see Figure A.7b. To decrease redundancy we merge the triangles joining the same blocks, see Figure A.7c.
Figure A.6: Illustration of the computation of the shape of a city block. First the convex hull of all buildings is computed as well as the neighboring roads (a), then the intersecting roads are detected (b) and finally the city block is retrieved (c).

The polygon added in this process, which contains no buildings, are called *empty blocks*, and will defines regions with observation weight zero, as described in Chapter 3.
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Figure A.7: Illustration of the computation of the polygonal partition. The relative neighborhood graph of the vertices forming the city blocks (a) is computed (b). Then the triangles joining the same blocks are merged (c).
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Appendix B

Appendix of Chapter 2

Proof of proposition 3 and 4

Proposition 3. For \( x^* \in \mathbb{R}^n \) we have the following equivalence:

\[
\left( x^* = \arg \min_{z \in \mathbb{R}^n} \Phi(z) \right) \iff \left( x^* = \text{prox}_\lambda \Phi(x^*) \right)
\]

Proof. \((\Rightarrow)\) If \( x^* = \arg \min_{z \in \mathbb{R}^n} \Phi(z) \) then by definition:

\[
\Phi(x) \geq \Phi(x^*)
\]

\[
\Phi(x) + \frac{1}{2} ||x - x^*||^2 \geq \Phi(x^*) + \frac{1}{2} ||x^* - x^*||^2
\]

\[
x^* = \text{prox}_\lambda \Phi(x^*)
\]

\((\Leftarrow)\) If \( x^* = \text{prox}_\lambda \Phi(x^*) \) then by definition \( x^* = \arg \min_{z \in \mathbb{R}^n} \{ \Phi(x) + \frac{1}{2} ||x - x^*||^2 \} \). Using Proposition 1 we have that: \( 0 \in \partial \Phi(x^*) + (x^* - x^*) \) and finally \( x^* = \arg \min_{z \in \mathbb{R}^n} \Phi(z) \).

Proposition 4. \( x^* \) is a fixed point of (2.7) if and only if it is a minimizer of \( f + \Phi \).

Proof.

\[
x^* \text{minimizer of } f + \Phi
\]

\[
\iff 0 \in \partial \Phi(x^*) + \nabla f(x^*)
\]

\[
\iff 0 \in \lambda \partial \Phi(x^*) - x^* + x^* + \lambda \nabla f(x^*)
\]

\[
\iff (I - \lambda \nabla f)(x^*) \in (I + \lambda \partial \Phi)(x^*)
\]

Consequently \( t = (I - \lambda \nabla f)(x^*) \) is such that \( 0 \in x^* - t + \partial \Phi(x^*) \) and hence \( x^* \) is a minimizer of \( \frac{1}{2} ||x - t||^2 + \Phi(x) \), i.e \( x^* = \text{prox}_{\lambda \Phi}(t) = \text{prox}_{\lambda \Phi}(x^* - \lambda \nabla f(x^*)) \).
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Equivalency between Douglas-Rachford and ADMM schemes

The following calculation shows how one can obtain the Douglas-Rachford iterates from ADMM. In the ADMM framework, a splitting is operated on the variables of the two functions: $\min_{x \in \mathbb{R}^n} f(x) + \Phi(x)$ is equivalent to solve $\min_{x,z \in \mathbb{R}^n} f(x) + \Phi(y)$ s.t $x = y$.

We write the augmented Lagrangian (Eckstein and Yao, 2012) corresponding to the constrained optimization with dual variable $z$ and parameter $\rho > 0$:

$$\mathcal{L}(x, y, z) = (x) + \Phi(y) + z^\top (x - y) + \frac{\rho}{2} \|x - z\|^2$$

The ADMM update to minimize this augmented Lagrangian is the following:

$$\begin{cases} 
x^{t+1} &= \arg \min_x \mathcal{L}(x, y^t, z^t) \\
y^{t+1} &= \arg \min_y \mathcal{L}(x^{t+1}, y, z^t) \\
z^{t+1} &= z^t + \rho (x^{t+1} - y^{t+1}) ,
\end{cases}$$

which can rewritten as:

$$\begin{cases} 
x^{t+1} &= \arg \min_x f(x) + z^\top x + \frac{\rho}{2} \|x - y^t\|^2 \\
y^{t+1} &= \arg \min_y \Phi(y) - z^\top y + \frac{\rho}{2} \|y - x^{t+1}\|^2 \\
z^{t+1} &= z^t + \rho (x^{t+1} - y^{t+1}) .
\end{cases}$$

The first line of the update can be rewritten as a proximal operation:

$$\begin{align*}
x^{t+1} &= \arg \min_x f(x) + \frac{\rho}{2} \|x - y^t\|^2 \\
x^{t+1} &= \arg \min_x f(x) + \frac{\rho}{2} \|x - y^t + \frac{1}{\rho} z^t\|^2 \\
x^{t+1} &= \arg \min_x \frac{1}{\rho} f(x) + \frac{1}{2} \|x - (y^t - \frac{1}{\rho} z^t)\|^2 ,
\end{align*}$$

and with $w = \frac{1}{\rho} z$ and $\lambda = \frac{1}{\rho}$ we obtain:

$$\begin{align*}
x^{t+1} &= \arg \min_x \lambda f(x) + \frac{1}{2} \|x - (y^t - w^t)\|^2 \\
x^{t+1} &= \text{prox}_\lambda y^t - w^t ,
\end{align*}$$

which is identical to the first line of Douglas-Rachford updates. The second and third lines can similarly be rewritten with the same change of variable.
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Appendix of Chapter 4

The total variation as an atomic gauge

It is well known that the total variation is the Lovász extension of the submodular function $F : B \mapsto w(B, B^c)$ (see Bach, 2013, chap. 6.2). The base polytope associated with $F$ is the set $\mathcal{B}_F = \{ s \in \mathbb{R}^n \mid s(B) \leq F(B), B \subset V, s(V) = F(V) \}$, where $s(B) \doteq \sum_{i \in B} s_i$. For any submodular function $F$ such that $F(\emptyset) = F(V) = 0$, which is true in particular for all symmetric submodular functions, the Lovász extension $\gamma_F$ is a gauge function which is the support function of $\mathcal{B}_F$: $\gamma_F(x) = \max_{s \in \mathcal{B}_F} \langle s, x \rangle$ and its polar gauge is the gauge of $\mathcal{B}_F$ (Bach, 2011). The total variation is thus a gauge function and its polar gauge is $TV^\circ$ with

$$TV^\circ(s) = \begin{cases} \max_{\emptyset \subseteq B \subseteq V} \frac{s(B)}{w(B, B^c)} & \text{if } s(V) = 0 \\ +\infty & \text{else.} \end{cases}$$

Chandrasekaran et al. (2012) have recently introduced the concept of atomic gauge. Given a closed set $\mathcal{A} \subset \mathbb{R}^n$ whose elements are called atoms, the associated atomic gauge is the gauge $\gamma_\mathcal{A}$ of the convex hull $C_\mathcal{A}$ of $\mathcal{A} \cup \{0\}$, i.e. $\gamma_\mathcal{A}(x) = \inf \{ t \mid x \in t C_\mathcal{A} \}$. The polar gauge is the support function of $\mathcal{A} \cup \{0\}$, that is $\gamma_\mathcal{A}^\circ(s) = \sup_{a \in \mathcal{A} \cup \{0\}} \langle a, s \rangle$. Given that $\mathcal{A} \subset \mathbb{R}^n$, using Caratheodory’s theorem, we have that

$$\gamma_\mathcal{A}(x) = \inf \{ \sum_{a \in \mathcal{A}} c_a \mid \forall a \in \mathcal{A}, c_a \geq 0, \sum_{a \in \mathcal{A}} c_a a = x \}.$$ 

Regularizing with an atomic gauge thus favors solutions that are sparse combinations of atoms, which motivated the use of algorithms that exploit the sparsity of the solution computationally (Jaggi, 2013; Rao et al., 2015). It is clear from previous definitions that Lovász extensions are atomic gauges. In particular the total variation is the atomic gauge associated with the set of atoms $\mathcal{A} = \{ w(B, B^c)^{-1}1_B + \mu 1_V \}_{B \in \emptyset \cup V}, \mu \in \mathbb{R}$ or equivalently the set $\mathcal{A}' = \{ \frac{1}{2}w(B, B^c)^{-1}(1_B - 1_B^c) + \mu' 1_V \}_{B \in \emptyset \cup V}, \mu' \in \mathbb{R}$. Expressing

1See Rockafellar (1970) for definitions of gauge, polar gauge and support function of a set.
solutions to problem regularized with the total variation as combinations of set indicators or cuts as we propose to do in this paper is thus very natural from this perspective.

For the total variation, the Frank-Wolfe direction associated to \( s = -\nabla f(x) \) such that \( \langle s, 1_V \rangle = 0 \) is

\[
\arg \max_{\xi : \text{TV}(\xi) \leq 1} \langle s, \xi \rangle = \arg \max_{B \notin \{\emptyset, V\}} \frac{1}{w(B, B^c)} \langle s, 1_B \rangle,
\]

(C.1)

since the maximizer is necessarily an extreme point of the set \( \{ \xi \mid \text{TV}(\xi) \leq 1 \} \) and therefore among the atoms.

### Proof of proposition 1

**Proposition 1.** For \( x \in \mathbb{R}^n \), if we set \( S = S(x) \) then

\[
Q'(x, 1_B) = \langle \nabla Q_S(x), 1_B \rangle + \lambda w_{S^c}(B, B^c).
\]

Moreover if \( \langle \nabla f(x), 1_V \rangle = 0 \) then

\[
Q'(x, u_B) = (\gamma_B + \gamma_{B^c}) Q'(x, 1_B).
\]

**Proof.** For \( B \subset V \) we have that \( Q'(x, 1_B) = \langle \nabla Q_S(x), 1_B \rangle + \sup_{\epsilon \in \partial \text{TV}|_{S^c}(x)} \langle \epsilon, 1_B \rangle \). This can be shown using the chain rule for subgradients that we have:

\[
\partial \text{TV}|_{S^c}(x) = \left\{ \frac{1}{2} D' \delta \mid \delta_S = 0, \|\delta_{S^c}\|_{\infty} \leq 1, \forall (i, j) \in E, \delta_{ij} = -\delta_{ji} \right\},
\]

with \( D \in \mathbb{R}^{2m \times n} \) the matrix whose only non-zero entries are \( D_{(i,j),i} = w_{ij} \) and \( D_{(i,j),j} = -w_{ij} \) for all \( (i,j) \in E \), and with the notations \( \delta_S \in \mathbb{R}^{2m} \) and \( \delta_{S^c} \in \mathbb{R}^{2m} \) for the vectors whose entries are equal to those of \( \delta \) respectively on \( S \) and \( S^c \) and equal to zero otherwise. Therefore if \( \epsilon = \frac{1}{2} D' \delta_{S^c} \) then

\[
\langle \epsilon, 1_B \rangle = \langle \frac{1}{2} \delta_{S^c}, D1_B \rangle = \frac{1}{2} \sum_{(i,j) \in S^c} \delta_{ij} w_{ij} ([1_B]_i - [1_B]_j)
\]

so that

\[
\sup_{\epsilon \in \partial \text{TV}|_{S^c}(x)} \langle \epsilon, 1_B \rangle = w_{S^c}(B, B^c).
\]

For the second statement, we have that

\[
Q'(x, u_B) = \langle \nabla Q_S(x), u_B \rangle + \sup_{\epsilon \in \partial \text{TV}|_{S^c}(x)} \langle \epsilon, u_B \rangle.
\]

Letting \( g = Q_S(x) \), and since \( \langle \nabla f, 1 \rangle = 0 \) we have \( \langle \nabla g, 1 \rangle = 0 \) for \( g = \nabla Q_S(x) \). Consequently \( \langle g, 1_B \rangle = \langle g, 1 - 1_B \rangle = -\langle g, 1_B \rangle \), we have

\[
\langle g, u_B \rangle = \gamma_B \langle g, 1_B \rangle - \gamma_{B^c} \langle g, 1_B \rangle = (\gamma_B + \gamma_{B^c}) \langle g, 1_B \rangle.
\]

Similarly, \( \langle \epsilon, u_B \rangle = \langle \frac{1}{2} \delta_{S^c}, D u_B \rangle = \frac{1}{2} \gamma_B \langle \delta_{S^c}, D1_B \rangle - \frac{1}{2} \gamma_{B^c} \langle \delta_{S^c}, D1_B \rangle = \frac{1}{2} (\gamma_B + \gamma_{B^c}) \langle \delta_{S^c}, D1_B \rangle \)

because \( D1_B = -D1_{B^c} \). Taking the supremum over \( \epsilon \) then proves the result. \[ \square \]
Proof of proposition 3

**Proposition 3.** We have \( x = \arg \min_{z \in \mathbb{R}^n} Q(z) \) if and only if \( \min_{B \subseteq V} Q'(x, 1_B) = 0 \) and \( Q'(x, 1_V) = 0 \).

**Proof.** (\( \Rightarrow \)) If \( x \) is the solution of problem (1), the directional derivative of \( Q \) along any direction must be nonnegative, which implies that \( Q'(x, 1_B) \geq 0 \) for all \( B \). But \( \min_{B \subseteq V} Q'(x, 1_B) \leq Q'(x, 1_S) = 0 \), which proves the first part. Then since \( w(V, \emptyset) = 0 \) we have \( Q'(x, 1_V) = \langle \nabla Q_S(x), 1_V \rangle \), and, in fact, since all elements of the subgradient of \( TV |_{S^c} \) are orthogonal to \( 1_V \) we also have \( Q'(x, -1_V) = -\langle \nabla Q_S(x), 1_V \rangle \). So \( 0 \leq Q'(x, -1_V) = -Q'(x, 1_V) \leq 0 \).

(\( \Leftarrow \)) Conversely we assume that \( \min_{B \subseteq V} Q'(x, 1_B) = 0 \) and \( Q'(x, 1_V) = 0 \). Since \( Q'(x, 1_V) = 0 \) and since \( w_{S^c}(V, \emptyset) = 0 \) we have \( \langle \nabla Q_S(x), 1_V \rangle = 0 \). Now, for any set \( A \) which is a maximal connected component of \( G|_{S^c} = (V, S^c) \), we also have \( w_{S^c}(A, A^c) = 0 \) so that \( 0 \leq Q'(x, 1_A) = \langle \nabla Q_S(x), 1_A \rangle \) but the same holds for the complement \( A^c \) and \( \langle \nabla Q_S(x), 1_A \rangle = \langle \nabla Q_S(x), 1_{A^c} \rangle = 0 \) so that \( \langle \nabla Q_S(x), 1_A \rangle = 0 \).

As a consequence the capacities of the graph \( G_{flow} \) defined in (3) of the article are such that, for any set \( A \) which is a maximal connected component of \( G|_{S^c} \), we have

\[
\sum_{i \in \nabla_+ \cap A} c_{si} = \sum_{i \in \nabla_- \cap A} c_{it}, \quad \text{(C.2)}
\]

Then since \( Q'(x, 1_S) = 0 \) and since \( \min_{B \subseteq V} Q'(x, 1_B) = 0 \) it is a minimizing argument. The characterization of the steepest partition as a minimal cut then guarantees that there exists a minimal cut in \( G_{flow} \) which does not cut any edge in \( S^c \) and isolates the source or the sink from the rest of the graph. Given equality (C.2), the set of minimal cuts are the cuts that remove indifferently for each maximal connected component \( A \) either all edges \( \{(s, i)\}_{i \in A} \) or the edges \( \{(i, t)\}_{i \in A} \).

A consequence of the max-flow/min-cut duality is that to this cut corresponds a maximal flow \( e \in \mathbb{R}^{2m} \) in \( G_{flow} \). This flow is such that it is saturated at the minimal cut, and we thus have \( e_{si} = c_{si} \) for all \( i \in \nabla_+ \) and \( e_{it} = c_{it} \) for all \( i \in \nabla_- \), again because of equation (C.2).

Writing flow conservation yields

\[
\begin{align*}
e_{si} + \sum_{j \in N_i}(e_{ji} - e_{ij}) &= 0 & \forall i \in \nabla_+ \\
-e_{it} + \sum_{j \in N_i}(e_{ji} - e_{ij}) &= 0 & \forall i \in \nabla_-, 
\end{align*}
\]

with \( N_i = \{j | (i, j) \in S^c\} \).

By replacing \( e_{si} \) and \( e_{it} \) by their value, the flow conservation (C.3) at node \( i \) rewrites

\[
\nabla_i Q_S(x) + \sum_{j \in N_i} \lambda w_{ij} \delta_{ij} = 0
\]

\[
\nabla_i Q_S(x) + \frac{1}{2} \sum_{j \in N_i} \lambda w_{ij} (\delta_{ij} - \delta_{ji}) = 0, \quad \text{(C.4)}
\]
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with \( \delta_{ij} = \frac{e_{ij}-e_{ji}}{\lambda w_{ij}} \) for \((i,j) \in S^c(x)\) and \( \delta_{ij} = \delta_{ji} = 0 \) for all edges \((i,j) \in S(x)\). The flow \( e \) must respect the capacity at all edges and hence \( 0 \leq e_{ij} \leq c_{ij} = \lambda w_{ij} \) for all edges in \( S^c(x) \). Since the flow is maximal, only one of \( e_{ij} \) or \( e_{ji} \) is non zero. Hence \( \delta \) we naturally have \( \delta_{ij} = -\delta_{ji}, \) and \( |\delta_{ij}| \leq 1. \) But we can rewrite (C.4) as \( \nabla Q_S(x) = \frac{1}{2}AD^T\delta \) with \( \delta_S = 0 \) and \( \|\delta_S\| \leq 1 \) with \( D \) as in the characterization of the subgradient of \( TV|_{S^c} \), which shows that \( -\frac{1}{2}\lambda \nabla Q_S(x) \in \partial TV|_{S^c}(x) \) thus that \( 0 \in \partial Q(x) \), and finally that \( x \) minimizes \( Q \).

\[ \blacksquare \]

Remark: We proved Proposition 3 using directly the flow formulation and the simplest possible arguments. It is also possible to prove the result more directly using more abstract results. We actually used the fact that \( \sum_{A \in \Pi_S} c_A 1_A \) is simply the submodular polytope \( P_F \) of \( F : B \mapsto w(B, B^c) \). As a result \( \partial TV|_{S^c}(x) = \{ s \in \mathbb{R}^n \mid \langle s, x \rangle = 1; \forall B, s(B) \leq w_{S^c}(B, B) \} \). But having that \( \min_{B \in \mathcal{V}} \langle \nabla Q_S(x), 1_B \rangle + \lambda w_{S^c}(B, B^c) = 0 \) is equivalent to having \( -\frac{1}{2}\lambda \nabla Q_S(x) \in \{ s \in \mathbb{R}^n \mid \forall B, s(B) \leq w_{S^c}(B, B) \} \). There thus just remains to show that \( \langle \nabla Q_S(x), x \rangle = TV(x) \). Let \( \Pi_S \) denote the set of maximal connected components of \( G|_{S^c} = (V, S^c) \), so that we have \( x = \sum_{A \in \Pi_S} c_A 1_A \). Since \( w_{S^c}(V, \emptyset) = 0 \), we have \( 0 = Q'(x, 1_V) = \langle \nabla Q_S(x), 1_V \rangle \). Similarly for \( A \in \Pi_S \), we have \( w_{S^c}(A, A^c) = 0 \), which entails that \( \langle \nabla Q_S(x), 1_A \rangle \geq 0 \). But then \( -\langle \nabla Q_S(x), 1_A \rangle = \langle \nabla Q_S(x), 1_{A^c} \rangle \geq 0 \) also, which proves \( \langle \nabla Q_S(x), 1_A \rangle = 0 \). Finally by linearity \( \langle \nabla Q_S(x), x \rangle = \sum_{A \in \Pi_S} c_A \langle \nabla Q_S(x), 1_A \rangle = 0 = TV|_{S^c}(x) \) which proves the result.

**Computation of the Frank-Wolfe direction**

The computation of the Frank-Wolfe direction defined in (C.1) requires to optimize a ratio of combinatorial functions. More precisely, it requires to solve

\[
\max_{B \in \mathcal{V}(\emptyset, 1)} \frac{N(B)}{D(B)} \quad \text{with} \quad N(B) \doteq -\langle \nabla f(x), 1_B \rangle, \quad \text{and} \quad D(B) \doteq w(B, B^c).
\]

But \( B \mapsto \frac{N(B)}{D(B)} \) is the ratio of a supermodular function (in fact a modular function) and a nonnegative submodular function, which, as we explain in this appendix, can thus be minimized using a natural extension to combinatorial functions of the algorithm proposed by Dinkelbach (1967) to minimize the ratio of a convex function to a positive concave function.

We first consider the case where \( D \) is a positive function (which is not the case for the cut function since \( D(\emptyset) = D(V) = 0 \)). We then have:

**Lemma.** Let \( N : 2^V \to \mathbb{R} \) and \( D : 2^V \to \mathbb{R}_+ \setminus \{0\} \). We have that \( \lambda_0 \doteq \frac{N(A_0)}{D(A_0)} = \max_{A \in \mathcal{V}} \frac{N(A)}{D(A)} \) if and only if \( N(A_0) - \lambda_0 D(A_0) = \max_{A \in \mathcal{V}} N(A) - \lambda_0 D(A) = 0 \).
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Proof. Let us define $A_0 = \arg \min_{A \subset V} \frac{N(A)}{D(A)}$ and $\lambda_0 = \frac{N(A_0)}{D(A_0)}$. Since $D$ is positive, we have
\[
\begin{cases}
N(A) - \lambda_0 D(A) & \leq 0, \quad \text{for all } A \subset V, \\
N(A_0) - \lambda_0 D(A_0) & = 0.
\end{cases}
\]
We conclude that $A_0$ is a maximizer of $N(A) - \lambda_0 D(A)$.

Conversely, let $A_0$ be such that $N(A_0) - \lambda_0 D(A_0) = \arg \max_{A \subset V} N(A) - \lambda_0 D(A) = 0$, and so, for all $A \subset V$ we have that $\frac{N(A)}{D(A)} \leq \lambda_0 = \frac{N(A_0)}{D(A_0)}$.

This lemma from Dinkelbach (1967), shows that, up to the determination of $\lambda_0$, the original maximization problem is equivalent to the maximization of $G_{\lambda_0}$ for $G_{\lambda} : A \mapsto N(A) - \lambda D(A)$. Moreover it is immediate that $\lambda \mapsto \max_A G_{\lambda}(A)$ is a nondecreasing function which is equal to 0 for $\lambda_0$, it is therefore easy to find $\lambda_0$ with a bisection algorithm.

The problem $\max_{A \subset V} G_{\lambda}(A)$ is easy to solve if $G_{\lambda}$ is a supermodular function (Dinkelbach’s paper considers the case of functions of real vectors and focuses on the case in which $G$ is convex). But $G_{\lambda}$ is supermodular for all $\lambda \in \mathbb{R}$ if and only if $N$ is supermodular and $D$ is submodular. In that case, the algorithm proposed by Dinkelbach is immediately applicable to our setting and we have the following result:

**Proposition 7.** If $N$ and $D$ are respectively supermodular and submodular and if $D$ is positive then Algorithm 6 is finitely convergent and converges to $\arg \max_{A \subset V} \frac{N(A)}{D(A)}$.

**Proof.** The proof of this proposition follows the same arguments as the ones of Dinkelbach (1967).

**Algorithm 6: Dinkelbach’s algorithm**

1. **Initialization:**
   \[ \lambda_0 = 1, \lambda_{-1} = 0, \ t = 0 \]
   \[ \text{while } \lambda_t \neq \lambda_{t-1} \ do \]
   \[ A_t \leftarrow \arg \max_{A \subset V} N(A) - \lambda_t D(A) \]
   \[ \lambda_{t+1} \leftarrow \frac{N(A_t)}{D(A_t)} \]
   \[ t \leftarrow t + 1 \]
   \[ \text{return } A_t \]

**Proposition 8.** If $N : 2^V \to \mathbb{R}$, $D : 2^V \to \mathbb{R}_+$ and if there exists a set $Z \subset 2^V$ such that $Z = \{A \mid D(A) = 0\} = \{A \mid N(A) = 0\}$, if then $M = \arg \max_{A \in Z} \frac{N(A)}{D(A)}$, $M^* = \arg \max_{A \in M} N(A)$, and $A^* \in M^*$, if $\frac{N(A^*)}{D(A^*)} > 0$ then
\[
M^* = \arg \max_A \frac{N(A)}{D(A) + \eta} \quad \forall \eta \ s.t. \ 0 < \eta < \min_{B : N(B) < N(A^*)} \frac{D(A^*) D(B)}{N(A^*) - N(B)} \left( \frac{N(B)}{D(B)} - \frac{N(A^*)}{D(A^*)} \right).
\]
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Proof. For any such \( \eta \), it is easy to check that
\[
N(A^*)D(B) - N(B)D(A^*) + \eta (N(A^*) - N(B)) > 0
\]
for any \( B \notin M^* \), which yields the result by dividing this inequality by
\[
(D(A^*) + \eta)(D(B) + \eta)
\]
and noting that for any \( A' \in M^* \) we must have \( N(A') = N(A^*) \)
and \( D(A') = D(A^*) \). \( \square \)

By setting \( Z = \{ \emptyset, V \} \) in the previous proposition, we see that it is applies to the
computation of the Frank-Wolfe direction for any point \( x \) such that
\[
\langle \nabla f(x), 1_V \rangle = 0,
\]
because \( N(B) = -N(B^c) \) and \( D(B) = D(B^c) \), which guarantees that the maximum is
strictly positive. Proposition 7 then shows that the maximization is obtained by solving
a sequence of problems of the form
\[
\max_{B \in V} -\langle \nabla f(x), 1_B \rangle - \lambda w(B, B^c)
\]
which are of the exact same general form as (4.5) and are thus solved as max-flow problems. In practice
the algorithm converges in a few iterations.
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Appendix D

Appendix of Chapter 6

Proof of lemma 1

In this section we prove the lemma regarding the necessary and sufficient conditions on the infinitesimal generator $\Pi$ to ensure the term wise positivity of $\exp(\Pi \ast l)$, and hence all possible binary edge potential. We first prove the following lemma:

**Lemma.** If $\Pi$ is such that for all $i \neq j$, $\Pi_{i,j} \geq 0$, then the sequences $u^{(k)}_{i,j} = [\Pi^k]_{i,j}$ have, if it exists, a first non-zero value which is strictly positive.

**Proof.** We consider the set

$$\Omega = \left\{ k \in \mathbb{N}^* | \exists (i,j), i \neq j \middle| u^{(k)}_{i,j} < 0 \text{ and } \forall t < k \Rightarrow u^{(t)}_{i,j} = 0 \right\},$$

and assume that it is non empty. It must therefore have a smallest element that we denote $k_0 = \min(\Omega)$, associated with the matrix coordinates $(i_0, j_0)$.

By definition $u^{(k_0)}_{i_0,j_0} = \sum_{t \neq i_0} \Pi_{i_0,t}u^{(k_0-1)}_{t,j_0} < 0$, which imply that the set

$$I_{i_0,j_0,k_0} = \{ i \neq i_0 | \Pi_{i_0,i} > 0, u^{(k_0-1)}_{i,j_0} < 0 \}$$

cannot be empty.

For any element $i$ of $I_{i_0,j_0,k_0}$ the sequence $u_{i,j_0}$ must have taken a strictly positive value before $k_0$, or else we would have $\min(\Omega) \leq k_0 - 1$. This implies that the set

$$K_{i,j_0,k_0} = \left\{ k \in \mathbb{N}^* | k < k_0 - 1, u^{(k)}_{i,j_0} > 0 \right\}$$

is not empty.

We now consider $k_1 = \min \left( \bigcup_{i \in I_{i_0,j_0,k_0}} K_{i,j_0,k_0} \right)$, associated with $i_1$. Since $k_1 + 1 < k_0$, we can deduce that $u^{(k_1+1)}_{i_0,j_0} = 0$.

But the fact that $u^{(k_1+1)}_{i_0,j_0} = \sum_{t \neq i_0} \Pi_{i_0,t}u^{k_1}_{t,j_0} = 0$ together with the definition of $k_1$ imply that $\Pi_{i_0,i} \cdot u^{k_1}_{i_1,j_0} > 0$, so that we must have that $\sum_{t \neq i_0,i_1} \Pi_{i_0,t}u^{k_1}_{t,j_0} < 0$. 
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This implies that we can find $i_2 \neq i_0, i_1$ such that $u_{i_2 j_0}^{k_1} < 0$. But since $k_1 < k_0$ the sequence $u_{i_2 j_0}$ must have once before taken a strictly positive value, which contradicts the definition of $k_1$.

Finally, we can conclude that the set $\Omega$ is empty, which proves the lemma. ∎

We are now ready to prove lemma 1.

**Lemma 1.** For $\Pi$ a square matrix, $[\exp (l \Pi)]_{i,j} \geq 0 \forall l \in \mathbb{R}_+$ and $\forall i, j$ if and only if $\Pi_{i,j} \geq 0$ for all $i \neq j$. Similarly, $[\exp (l \Pi)]_{i,j} > 0 \forall i, j$ and $\forall l \in \mathbb{R}_+$, if and only if the sequences defined as $u_{i,j}^{(k)} = [\Pi^k]_{i,j}$ is such that its first non-zero value exists and is strictly positive, for all $i \neq j$.

**Proof.** We first prove the lemma for the non-strict inequalities, i.e. that if we have $\Pi_{i,j} \geq 0$ for $i \neq j$ then

$$\forall (i, j) \in \mathcal{K}^2, \forall l \in \mathbb{R}_+, \quad [\exp (l \Pi)]_{i,j} \geq 0.$$  

We define the continuous functions

$$f_{i,j} : l \mapsto [\exp (l \Pi)]_{i,j}, \forall (i, j) \in \mathcal{K}^2,$$

and introduce the sequences of derivatives of $f_{i,j}$ at zero :

$$u_{i,j}^{(k)} = \frac{\partial^k f_{i,j} (0)}{\partial l^k} = [\Pi^k]_{i,j}.$$

Since for $i \neq j$,

$$u_{i,j}^{(k+1)} = \sum_{t=1}^{K} \Pi_{i,t} \cdot u_{i,j}^{(k)} \geq \Pi_{i,i} \cdot u_{i,j}^{(k)}$$

and $u_{i,j}^{(1)} \geq 0$, it appears that either $u_{i,j}^{(k)}$ is identically zero or its first non-null value must be strictly positive.

On the diagonal, $\forall i \in \mathcal{K}$, $f_{i,i} (0) = 1$ and since $f_{ii} (l)$ is continuous there exists an $\eta_i > 0$ such that

$$\forall s \in \mathbb{R}, |s| \leq \eta_i \Rightarrow f_{ii} (s) \geq 0.$$

Outside of the diagonal, $\forall i, j \in \mathcal{K}^2$, $f_{i,i} (0) = 0$. If the sequence $u_{i,j}$ is identically equal to zero then $f_{i,j} (0) = 0$ for all $l \in \mathbb{R}$ since $f_{i,j} (l) = \sum_{k=0}^{\infty} \frac{\mu u_{i,j}^{(k)}}{k!}$ and we set $\eta_{i,j} = 1$.

Otherwise, the first non zero derivative of $f_{i,j}$ at zero must exist and be strictly positive, implying that we can find $\eta_{i,j} > 0$ such that $\forall s \in \mathbb{R}, |s| \leq \eta_{i,j} \Rightarrow f_{ij} (s) \geq 0$.

With

$$\eta = \min \left( (\eta_i)_{i \in \mathcal{K}}, (\eta_{i,j})_{i,j \in \mathcal{K}^2} \right),$$

we have that $\forall l \in \mathbb{R}, \exists n \in \mathbb{N}$ such as $|\frac{l}{\eta}| \leq \eta$ and then, $\forall i, j \in \mathcal{K}^2, f_{ij} (\frac{l}{\eta}) \geq 0$.  
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The properties of the matrix exponential gives us that \([f_{ij}(l)] = [f_{ij}(\frac{l}{n})]^n\) in term of matrix exponentiation, and since \(f_{ij}(\frac{l}{n}) \geq 0\) \(\forall i, j \in K^2\), we also have

\[
\left[f_{ij}\left(\frac{l}{n}\right)\right]^n \geq 0, \forall i, j \in K^2
\]

which proves that all the \(f_{i,j}\) are non negative for \(i \neq j\).

The proof for the strict inequality is similar because the first non zero derivatives are strictly positive, implying that the \(f_{i,j}\) must be strictly positive for \(t > 0\).

We now go on to prove that conversly, if \([\exp (l \Pi)]_{i,j} \geq 0 \ \forall l \in \mathbb{R}_+\) and \(\forall i,j\) then necessarily \(\Pi_{i,j} \geq 0\) for \(i \neq j\).

For all \(f_{i,j}\) with \(i \neq j\) to be non negative the sequence of their derivatives at zero must either have their first non-zero value positive, or be identically zero, which implies that \(\Pi_{i,j} \geq 0\). For the strict inequality, since we have that \([\exp (t \Pi)]_{i,j} > 0\) the sequences of \(u^{(k)}_{i,j}\) cannot be identically zero. This shows that the sequences of derivatives at zero of the functions \(f_{i,j}\) must have their first non-zero value and that it must necessarily be strictly positive, which proves the lemma.

\[\square\]

Proof of proposition 6

**Proposition 6.** For \(x\) and \(y\) elementary vectors of size \(K\), for which the only non-zero value is set to one we have \(\nabla \Pi [x^T \exp (d \Pi) y] = \psi_{d,\Pi} (xy^T)\), with \(\psi_{d,\Pi} (X) = P^T ((PXP^T) \odot \Gamma_d) P\) and

\[
[G_d]_{i,j} = \begin{cases} 
\frac{\exp (l \sigma_i) - \exp (d \sigma_j)}{\sigma_i - \sigma_j} & \text{if } \sigma_i \neq \sigma_j \\
\frac{d \exp (d \sigma_j)}{\sigma_i} & \text{if } \sigma_i = \sigma_j,
\end{cases}
\]

with \(\Pi = P \text{diag}(\sigma) P^T\) the eigenvalue decomposition of \(\Pi\).

**Proof.** In the remainder of the proof, we will use the matrix max-norm defined for a matrix \(M \in \mathbb{R}^{K \times K}\) by \(\|M\|_{\max} = \max_{k,k'} |M_{k,k'}|\), and the matrix operator norm \(\|M\|_{\infty} = \max_k \sum_{k'} |M_{k,k'}|\). We first compute the differential. For \(\epsilon\) a \(K \times K\) matrix such that \(\|\epsilon\|_{\max} \leq 1\), we have:
\[
x^\top (\exp(d(\Pi + \epsilon))) y - x^\top (\exp(d\Pi)) y
\]
\[
= x^\top \left( \sum_{k=0}^{\infty} \frac{d^k}{k!} \left((\Pi + \epsilon)^k - \Pi^k\right) \right) y
\]
\[
= x^\top \left( \sum_{k=1}^{\infty} \frac{d^k}{k!} \left(\sum_{t=0}^{k-1} \Pi^t \epsilon \Pi^{k-1-t} + r(\epsilon, k)\right) \right) y
\]
\[
= \sum_{k=1}^{\infty} \sum_{t=0}^{k-1} \frac{d^k}{k!} \text{Tr} \left( \epsilon \Pi^{k-1-t} y x^\top \Pi^t \right) + x^\top \sum_{k=1}^{\infty} \frac{d^k}{k!} r(\epsilon, k) y
\]
\[
= \text{Tr} \left( \epsilon \left( \sum_{k=1}^{\infty} \sum_{t=1}^{k-1} \frac{d^k}{k!} \Pi^t x y \Pi^{k-1-t} \right)^\top \right) + x^\top \sum_{k=1}^{\infty} \frac{d^k}{k!} r(\epsilon, k) y,
\]

Where we have \( r(\epsilon, k) \) are the terms of second order and more in the expansion of \((\Pi + \epsilon)^k\). To prove that we do have the differential we must prove that \( |x^\top \left( \sum_{k=0}^{\infty} \frac{d^k}{k!} r(\epsilon, k) \right) y| \) is bound by an term which is \( O(\epsilon^2) \).

\[
| x^\top \left( \sum_{k=1}^{\infty} \frac{d^k}{k!} r(\epsilon, k) \right) y | \leq \sum_{k=1}^{\infty} \frac{d^k}{k!} |r(\epsilon, k)|_{\max}
\]
\[
\leq \max_{\epsilon} \frac{|\epsilon|^2}{\|\epsilon\|_{\max}^2} \sum_{k=1}^{\infty} \frac{d^k}{k!} \left( \left\| \left( \Pi + \frac{\epsilon}{\|\epsilon\|_{\max}} \right)^k - \Pi^k - \sum_{t=0}^{k-1} \frac{\epsilon}{\|\epsilon\|_{\max}} \Pi^t \Pi^{k-1-t} \right\|_{\max} \right)
\]
\[
\leq \max_{\epsilon} \frac{|\epsilon|^2}{\|\epsilon\|_{\max}^2} \sum_{k=1}^{\infty} \frac{d^k}{k!} \left( \left\| \left( \Pi + \frac{\epsilon}{\|\epsilon\|_{\max}} \right)^k \right\|_{\max} + \left\| \Pi^k \right\|_{\max}
\]
\[
+ \left\| \sum_{t=0}^{k-1} \frac{\epsilon}{\|\epsilon\|_{\max}} \Pi^t \Pi^{k-1-t} \right\|_{\max} \right)
\]

We have the immediate result: \( \|\Pi^k\|_{\max} \leq K^k \|\Pi\|_{\infty} \), and the less immediate one:

\[
\left\| \sum_{t=0}^{k-1} \frac{\epsilon}{\|\epsilon\|_{\max}} \Pi^t \Pi^{k-1-t} \right\|_{\max} \leq kK^k \|\Pi\|_{\max}^{k-1}.
\]

Injecting those expressions in the main inequality we have that:

\[
| x^\top \left( \sum_{k=1}^{\infty} \frac{d^k}{k!} r(\epsilon, k) \right) y | \leq \max_{\epsilon} \frac{|\epsilon|^2}{\|\epsilon\|_{\max}^2} \sum_{k=1}^{\infty} \frac{d^k}{k!} \left( K^k \|\Pi\|_{\max} + \frac{\epsilon}{\|\epsilon\|_{\max}} \left|\left| \Pi \right|\right|_{\infty}^k \right) + kK^k \|\Pi\|_{\max}^{k-1} + kK^k \|\Pi\|_{\max}^{k-1} \right)
\]
\[
\leq \max_{\epsilon} \frac{|\epsilon|^2}{\|\epsilon\|_{\max}^2} (\exp(dK \|\Pi\|_{\max}) + 1) (dK + 1) \exp(dK \|\Pi\|_{\max}))
\]
This proves that:

\[ \nabla_\Pi [x^T \exp(l \Pi) y] = \sum_{k=1}^{\infty} \sum_{t=0}^{k-1} \frac{d^k}{k!} \Pi^t x^T y \Pi^{k-1-t}. \]

Since

\[ \Pi^t x^T y \Pi^{k-1-t} = P^T \sigma^t P x^T y P \sigma^{k-1-t} P = P^T \left( (P x y P^T) \odot \left[ \sigma_a^t \sigma_b^{k-1-t} \right]_{a,b} \right) P \]

and

\[ \sum_{t=0}^{k-1} \sigma_a^t \sigma_b^{k-1-t} = [\gamma_k]_{i,j} = \begin{cases} \frac{\sigma_i^k - \sigma_j^k}{\sigma_i - \sigma_j} & \text{if } \sigma_i \neq \sigma_j \\ k \sigma_i^{k-1} & \text{if } \sigma_i = \sigma_j, \end{cases} \]

we have

\[ \nabla_\Pi [x^T \exp(s \Pi) y] = P^T \sum_{k=1}^{\infty} \sum_{t=0}^{k-1} \frac{d^k}{k!} \left( (P x y P^T) \odot \left[ \sigma_a^{-t} \sigma_b^{k-1-t} \right]_{a,b} \right) P \]

\[ = P^T \left( (P x y P^T) \odot \sum_{k=1}^{\infty} \frac{d^k}{k!} \gamma_k \right) P \]

\[ = P^T \left( (P x y P^T) \odot \Gamma_d \right) P. \]

(D.1)
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Abstract

Modeling complex processes often involve a high number of variables with an intricate correlation structure. For example, many spatially-localized processes display spatial regularity, as variables corresponding to neighboring regions are more correlated than distant ones. The formalism of weighted graphs allows us to capture relationships between interacting variables in a compact manner, permitting the mathematical formulation of many spatial analysis tasks.

The first part of this manuscript focuses on optimization problems with graph-structured regularizers, such as the total variation or the total boundary size. We first present the convex formulation and its resolution with proximal splitting algorithms. We introduce a new preconditioning scheme for the existing generalized forward-backward proximal splitting algorithm, specifically designed for graphs with high variability in neighbourhood configurations and edge weights. We then introduce a new algorithm, cut pursuit, which used the links between graph cuts and total variation in a working set scheme. We also present a variation of this algorithm which solved the problem regularized by the non convex total boundary length penalty. We show that our proposed approaches reach or outperform state-of-the-art for geostatistical aggregation as well as image recovery problems. The second part focuses on the development of a new model, expanding continuous-time Markov chain models to general undirected weighted graphs. This allows us to take into account the interactions between neighbouring nodes in structured classification, as demonstrated for a supervised land-use classification task from cadastral data.

Keywords

machine learning, structured optimization, graphical models, total variation, Mumford-Shah, spatial data analysis

Résumé

La modélisation de processus complexes peut impliquer un grand nombre de variables ayant entre elles une structure de corréléation compliquée. Par exemple, les phénomènes spatiaux possèdent souvent une forte régularité spatiale, se traduisant par une corrélation entre variables d’autant plus forte que les régions correspondantes sont proches. Le formalisme des graphes pondérés permet de capturer de manière compacte ces relations entre variables, autorisant la formalisation mathématique de nombreux problèmes d’analyse de données spatiales.

La première partie du manuscrit se concentre sur la résolution efficace de problèmes de régularisation spatiale, mettant en jeu des pénalités telle que la variation totale ou la longueur totale des contours. Nous présentons une stratégie de préconditionnement pour l’algorithme généralized forward-backward, spécifiquement adaptée à la résolution de problèmes structurés par des graphes pondérés présentant une grande variabilité de configurations et de poids. Nous présentons ensuite un nouvel algorithme appelé cut pursuit, qui exploite les relations entre les algorithmes de flots et la variation totale au travers d’une stratégie de working set. Ces algorithmes présentent des performances supérieures à l’état de l’art pour des tâches d’agrégrations de données géostatistiques. La seconde partie de ce document se concentre sur le développement d’un nouveau modèle qui étend les chaînes de Markov à temps continu au cas des graphes pondérés non orientés généraux. Ce modèle autorise la prise en compte plus fine des interactions entre nœuds voisins pour la prédiction structurée, comme illustré pour la classification supervisée de tissus urbains.

Mots Clés

Apprentissage machine, optimisation structurée, modèles graphiques, variation totale, Mumford-Shah, analyse de données spatiales