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Chapitre 1

General introduction

1.1 Background and motivations

Graphene/polymer nanocomposites have recently attracted a growing at-
tention due to their interesting electromechanical performances, as shown
in recent studies like [Song 2012, Arash 2014, Verdejo 2011, Li 2013]. Even
though a large amount of experiments have been carried out to study these
new materials, the mechanisms at the nanoscale are still not well understood,
and their relation to the effective properties remain an open area. In that
context, multiscale methodologies implying simulations from nanoscale up to
the macroscale can help tackle this issue. At the atomistic level, numerical
simulations allow understanding some phenomena which are not accessible
through experiments and analyze the influence of different parameters. Com-
bining these simulations with homogenization methods or multiscale metho-
dology is a step forward to study the influence of the nanoscale constituents
on the effective properties [Namilae 2005, Li 2006, Odegard 2005].

It has been evidenced through experiments that the macroscopic proper-
ties of the graphene nanocomposites do not originate only from the proper-
ties of the proportion and nature of matrix and fillers, but also from phy-
sical mechanisms specifically related to the nano-size. One effect, which has
been widely studied, is the surface effect related to the presence of unbalan-
ced atoms on surfaces or interfaces and which experience a different equili-
brium state than other bulk atoms, creating an additional surface energy (see
e.g. [Shenoy 2002, Duan 2005b, Gurtin 1975, Yvonnet 2008b, Yvonnet 2011]).
A review can be found in [Wang 2011]. In the case of interphase, while li-
near phenomena have been thoroughly discussed, nonlinear ones are only
very recent (see e.g [Brach 2017b]). Another phenomenon, related to the
electric conductivity, is purely a quantum effect : coined as “tunneling ef-
fect”, which is created through very thin isolating barriers like polymer layers



2 Chapitre 1. General introduction

when the distance between the two conducting phases is very small, lower
than several nanometers [Allaoui 2008, Martin-Gallego 2013, Zeng 2011], lea-
ding to unexpected values of electrical conductivity for very small volume
fractions of fillers. Incorporation of these nanoscale mechanisms into homo-
genization schemes has been proposed in the case of surface elasticity in
[Sharma 2004, Duan 2005b, Duan 2006, Benveniste 2013] and extended to
nonlinear phenomena e.g. in [Brach 2017a, Brach 2017b]. However, analytical
approaches are usually restricted to some classes of phenomena and to simple
geometries, like spheroidal particles [Huang 2007, Le-Quang 2010], or nano-
fibers [Chen 2007]. For more general shapes and nanoscale distributions of
fillers, including the nanoscale effects into more robust, computational homo-
genization approaches [Yvonnet 2008b, Liu 2015, Farsad 2012] would permit
treating more general, possibly nonlinear cases, for arbitrary morphologies of
fillers.

In a continuum-based multiscale approach, the parameters of the models
must be identified. Usually, these parameters, e.g. surface or interface para-
meters are not accessible through the experiments, but can be evaluated by
atomistic simulations [Shenoy 2005, Yvonnet 2011, Yvonnet 2012]. However,
only a few works have treated identification of interface properties originating
from the nanoscale.

Challenges for predictive, efficient multi-scale models of electro-mechanical
properties of graphene nanocomposites, which are studied in this PhD work,
are summarized as follows :

- Developing a continuum nonlinear model for the electrical behavior
taking into account the nonlinear tunneling effect originating from the
nanoscale ;

- Characterizing the mechanical properties of interphases considering
atomistic interactions, i.e. both linear and nonlinear elastic stiffness
of the interphase and the interface ;

- Developing efficient computational homogenization procedures invol-
ving the above-mentioned nanoscale phenomena to predict the effective
electro-mechanical properties of graphene-reinforced nanocomposites.

The purpose of the present PhD work is to provide contributions to these
different scientific issues.
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1.2 Outline

The outline of this thesis is as follows :
In Chapter 2, a brief introduction to graphene and graphene-based nano-

composites is provided, including synthesis method, properties and applica-
tions.

In Chapter 3, a numerical modeling framework is proposed to evaluate
the effective electric conductivity in polymer composites reinforced with gra-
phene sheets, taking into account the electrical tunneling effect, which allows
conduction between graphene sheets at small nanometric distances. We intro-
duce a nonlinear Finite Element formulation and a numerical methodology to
model the nonlocal and nonlinear effects introduced by the tunneling effect
conduction model within the polymer matrix between close graphene sheets.
In addition, to avoid meshing in the thickness of the graphene sheets and
in view of their very high aspect ratio, a highly conducting surface model is
employed. The effective conductivity is then evaluated over representative vo-
lume elements containing arbitrary distributed graphene sheets. Finally, the
procedure is used to analyze the sensitivity of the effective electric properties
with respect to the nanoscale constituents.

In Chapter 4, we present a methodology based on Murdoch-Hardy pro-
cedure, which uses the results of atomistic simulations relying on molecular
dynamics, to construct the continuum parameters of the interphase in gra-
phene/polymer nanocomposites such as local density distribution, polymer
chain orientation, stress distribution, displacement field and effective stiff-
ness. Two continuum models of interface are identified : one contains both the
graphene sheet and thick interphases characterizing the observed evoluting
density of polymer chains around the graphene sheets, and another one where
both graphene sheet and interphase are embedded into an imperfect interface
model.

In chapter 5, The effective nonlinear mechanical properties of graphene-
polymer nanocomposites are evaluated by developing a continuum model in-
corporating the previous imperfect interface model, extended to the finite
strains framework. MD simulations are used to identify the nonlinear behavior
of the interface between the graphene and the polymer. The continuum mo-
del is used within a computational homogenization framework to evaluate the
overall properties of the composite in an incremental scheme. A preliminary
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example of weak coupling between the electric and mechanical phenomena is
presented.

Finally, conclusions and perspectives are drawn.

1.3 Notations

— Tensors and matrices

a/A Scalar a Vector
A Second order tensor A Fourth order tensor
I Second order identity tensor I Fourth order identity tensor
[A] Matrix n×m n Normal vector

— Mathematical symbols

a.b = aibi (Ab)i = Aijbj (AB)ij = AikBkj

A : B = AikBki (A : B)ij = AijklBkl (A : B)ijkl = AijmnBmnkl

A :: B = AijklBklij (a ⊗ b)ij = aibj

J( · )K Discontinuity of quantity ( · ) through the interface
〈.〉 Spatial averaging over domain Ω
∂t. Partial derivative with respect to the time
∇x. Divergence operator with respect to the spatial coordinate x
∇ Gradient operator
∇s · { · } Interface divergence operator
∇s Interface gradient operator
∇X Gradient operator with respect to initial configuration

— Notations of electrical part

φ Electrical potential
e Elementary charge
J 1D electric tunneling current
E 1D electric field
j, js Bulk/surface electric current density
K Electric conductivity tensor
E,Es Electric field in bulk/surface
Ec, EF Conduction band edge energy and Fermi level
hp Planck constant
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Φ0 Barrier height
d Barrier width (distance between neighbouring graphene sheets)
W Electric power of the domain
wb, ws Electric power density function for the bulk/surface
Kp

0 Electric conductivity tensor of the polymer
Kg Second-order electric conductivity tensor of bulk graphite
Ks
∗ Second-order electric conductivity tensor of graphene surface

dcut Cut-off distance of the tunneling effect
h Thickness of multi-layer graphene sheets
E Effective electric field
j Effective current density
P Projector operator onto the interface
KT (E) Effective conductivity tensor
[Ne] Matrix of shape functions
[Φe] Column vector of electric potential in one element
[Be] Shape functions derivatives matrix
[∆Φ] Column vector of potential increments
η Graphene aspect ratio
r(i)
x , r

(i)
y , r

(i)
z Coordinates of the center of ith graphene sheet

α(i), β(i), γ(i) Euler angles of ith graphene sheet
f Graphene volume fraction in the composites
fc Electrical percolation threshold

— Notations of atomistic level

mα Masse of αth atom
r(0)
α Initial position of αth atom

rα Current position of αth atom
uα = rα − r(0)

α Displacement vector of αth atom
vα (t) Pseudo velocity of αth atom
fαβ Force of βth atom on the αth atom
fα Force on αth atom
rαβ Inter-atomic distance between αth atom and βth atom
h and h(0) Simulation box shape in current/reference configuration
F̃ Macroscopic deformation gradient tensor
ε̃ Effective infinitesimal strain tensor
U
(
{rα} , F̃

)
System potential energy
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U (vdw) Van der Waals potential
U (s) Bond stretch potential
U (b) Bond-angle bend potential
U (tor) Dihedral angle torsion potential
w (x) Murdoch-Hardy weight function
bw (x, rα (t) , rβ (t)) Murdoch-Hardy bond function
ρw (x, t) Murdoch-Hardy mass density
vw (x, t) Murdoch-Hardy Eulerian velocity fields
u(E)
w (x, t) Murdoch-Hardy Eulerian displacement field
σw (x, t) Murdoch-Hardy Cauchy stress tensor
sw (x) Murdoch-Hardy nematic order parameter
ρb (x) Normalized constant of local bond density at x
REuler(O, e1, e2, e3) Eulerian frame of reference at origin O
nαβ Covalent bond direction between α and β
H(x) Heaviside step function
fCub, fSph Characteristic function of the cuboid/sphere
Lx, Ly, Lz Side length of the RVE in molecular dynamics simulation
φ and φs Bulk/interfacial free energy density
φ0 Bulk free energies at zero strain
φs0 Interfacial free energies at zero jump displacement

— Notations of mechanical part

u (x) Displacement field in the body
us (x) Displacement field inside the interface
ug Displacement field in the graphene sheet
ε Infinitesimal strain tensor in the bulk
εs Infinitesimal strain tensor on the interface
σ, σs Cauchy stress tensor in the bulk and interface
ts Average traction across the interface
C The fourth-order symmetric stiffness tensor
C Effective stiffness tensor
Cs The fourth-order symmetric interfacial stiffness tensors
S Eshelby’s tensor
Ks Second-order symmetric cohesive interfacial stiffness tensor
∆u Incremental displacement
[σ], [ε] Vectors of stress/strain
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[σs], [εs] Vectors of surface stress/strain
[C], [Cs] Matrix form of bulk/surface stiffness tensor
τ s Surface residual stress
F Deformation gradient
P̂ First Piola-Kirchhoff stress tensor
S Second Piola-Kirchhoff stress tensor
Ê Green-Lagrange strain tensor
W Elastic energy of the domain

— Abbreviations

FEM Finite element method
MD Molecular dynamics method
RVE Representative Volume Element
MT model Mori-Tanaka model
PCW theory Ponte Castañeda Willis theory
HS bounding Hashin-Strikman boundings
STEM Scanning transmission electron microscopy
EELS Electron energy-loss spectroscopy
NVE Microcanonical ensemble
NVT Canonical ensemble
NpT Isothermal-isobaric ensemble
PCFF Polymer consistent force field
CVFF Consistent valence force field
AQS Athermal, Quasistatic Simulations
CRSS Critical Resolved Shear Stress
AC/DC Alternating/Direct current
HC High conducting
SG Single-layer graphene
BG Bilayer graphene
FG Few-layer graphene
CNTs Carbon nanotubes
CMG Chemical modified graphene
GO Graphene oxide
RGO Reduced graphene oxide
GNP Graphene nanoplatelets
GNS Graphene nanosheets
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SWCNT Single-walled carbon nanotube
MWCNT Multi-walled carbon nanotube
GCFs Graphene-based composite films
CB Carbon black
CVD Chemical vapour deposition
AFM Atomic force microscope
FTIR Fourier Transform InfraRed spectroscopy
DFT Density functional theory
HOPG Highly oriented pyrolytic graphite
SDBS Sodium dodecylbenzene sulfonate
DMF Dimethylformamide
PMMA Poly(methylmethacrylate)
HCB Hexachlorobenzene
PVA Poly(vinyl alcohol)
PVF Polyvinyl fluoride
PE Polyethylene
PEMA Poly(ethylmethacrylates)
PU Polyurethane
PVDF Poly(vinylidene fluoride)
PS Polystyrene
PP Polypropylene
PBT Poly(butylene terephthalate)
PANI Polyaniline
PEG Polyethylene glycol
PPy Polypyrrole
PEDOT Poly(3,4-ethylenedioxythiophene)
P3TH Poly(3-hexylthiophene)
PCBM Phenyl-C61-butyric acid methylester
ITO Indium Tin oxide



Chapitre 2

Graphene and graphene
nanocomposites

2.1 Graphene and graphene nano-platelets

2.1.1 Microtructure of graphene and graphene nano-
platelet

Graphene, the parent of all graphitic forms (seen in Fig. 2.1 (a)), has be-
come one of the most exciting topics of research in the past decade [Berger 2006,
Ohta 2006, Tang 2010]. This two-dimensional material is composed of sp2 car-
bon atoms arranged in honeycomb structure. It has been viewed as the buil-
ding block of all other graphitic carbon allotropes of different dimensionality
[Geim 2007]. For example, graphite is made of graphene sheets stacked on top
of each other and separated by 3.37Å. The 0-D allotrope carbon, fullerenes,
can be regarded as made by wrapping a section of graphene sheet. The 1-D
allotrope carbon, carbon nanotubes and nanoribbons, are obtained by rolling
and slicing graphene sheets respectively. Ideally graphene is a single-layer ma-
terial, but graphene samples with two or more layers are being investigated
with equal interest. There are three different types of graphenes : single-layer
graphene (SG), bilayer graphene (BG), and few-layer graphene (FG, num-
ber of layers 10). Although single-layer graphene and bilayer graphene were
first obtained by micro-mechanical cleavage [Novoselov 2004], several strate-
gies have since been developed for the synthesis of graphenes [Park 2009c]. In
bi- and few-layer graphene, Carbon atoms can be stacked in different ways, ge-
nerating hexagonal or AA stacking, Bernal or AB stacking and rhombohedral
or ABC stacking (Fig. 2.1 (b)).

Hybridized sp2 bonding of graphene, involves three in-plane σ bonds/atom
and π orbital perpendicular to the plane (Fig. 2.1 (c)). Strong σ bonds work
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(a) (b) (c)

Figure 2.1 – (a) Graphene : the parent of all graphitic forms [Geim 2007] ;
(b) three most common structures and stacking sequences of graphene and
(c) Schematic of the in-plane σ bonds and the π orbital perpendicular to the
plane of the graphene sheets [Hass 2008].

as the rigid backbone of the hexagonal structure and the out-of-plane π bonds
(weak interaction) control interaction between different graphene layers.

2.1.2 Synthesis method of graphene

A number of methods have been established for graphene synthesis, among
which chemical vapour deposition (CVD), chemical synthesis and mechanical
exfoliation are the most commonly used today.

2.1.2.1 Exfoliation and cleavage

Since graphite involves stacked layers of many graphene sheets bonded
together by weak van der Walls force or π bonds, it is possible to produce
graphene with a high purity graphite by exfoliation and cleavage method.
This method can break the bonds by either mechanical or chemical energy, and
produce the separated graphene sheets. Novoselov et al. separated a graphene
layer from highly oriented pyrolytic graphite (HOPG) using a mechanical
exfoliation method in 2004 [Novoselov 2004], and obtained a tiny surface area
of single-layer graphene. In order to get large and flat graphene flakes, e.g.mm-
sized single to few-layer graphene, the bulk graphite was bonded to borosilicate
glass following by exfoliation, which left single or few layer of graphene on the
substrate [Shukla 2009].
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Liquid-phase exfoliation of graphite is also a promising technique to get
large-scale graphene sheets. Lotya et al. [Lotya 2009] produced single- to few-
layer graphene, by making dispersion of graphite powder in sodium dode-
cylbenzene sulfonate (SDBS), followed by sonication, to exfoliate the graphite
into graphene. Zhu et al. [Zhu 2013] successfully synthesized large-scale, good-
quality graphene nanosheets through the liquid-phase exfoliation of graphite
in a solvent of N,N-dimethylformamide (DMF) and water. By using DMF as
well, Liu et al. [Liu 2012] utilized supercritical DMF to exfoliate expandable
graphite into few-layers graphene and then repeated the same procedure to
exfoliate the few-layer graphene into monolayer graphene.

2.1.2.2 Chemical vapour deposition (CVD)

Chemical vapour deposition (CVD) is regarded as the most potential way
to synthesize high-quality, huge-area and single-layer graphene, and has be-
come the focus of researchers in recent years. The CVD technique applies the
decomposition of the carbon source molecules on the metal substrate to syn-
thesize graphene films in which a variety of precursors, including solid, liquid
and gas precursors, have been used.

Solid precursors : The first article about the synthesis of graphene using
CVD was demonstrated in 2006, where a camphor precursor was decom-
posed on Ni foils [Somani 2006]. Camphor was first evaporated at 180◦C
and then pyrolyzed, in another chamber of the CVD furnace, at 700 to
850◦C, using argon as the carrier gas. Upon natural cooling to room
temperature, few-layer graphene sheets were observed on the Ni foils.
Besides, poly(methylmethacrylate)(PMMA) [Sun 2010b] and hexachlo-
robenzene(HCB) [Gan 2012] were also employed as solid carbon source
to grow graphene by CVD methods. What’s more interesting is that
even the solid waste, food, insects were promoted as carbon precursors
to grow graphene films by Ruan et al. [Ruan 2011].

Gas precursors : Gas carbon precursors are also very popular in produ-
cing the graphene, e.g., methane (CH4), ethylene (C2H4) and acetylene
(C2H2), in which CH4 and its mixtures are most common. Generally, a
metal substrate such as copper is put into a furnace and heated under
low vacuum to around 1000◦C. Methane and hydrogen gases are then
flowed through the furnace. The hydrogen catalyzes a reaction between
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Figure 2.2 – Diagram of CVD growth on copper [Prasai 2011].

methane and the surface of the metal substrate, causing carbon atoms
from the methane to be deposited onto the surface of the metal through
chemical adsorption (see in Fig. 2.2). The furnace is quickly cooled to
keep the deposited carbon layer from aggregating into bulk graphite,
which crystallizes into a contiguous graphene layer on the surface of the
metal.

Liquid precursors : Liquid carbon sources, such as benzene, methanol and
ethanol, have also attracted the interest of the scientists due to the
friendly economy. And different kinds of alcohols have also been used
and compared as liquid carbon sources to produce monolayer graphene
by CVD at a process temperature of 850◦C for 5 min.

2.1.2.3 Other process and comparison of the synthesis method

Table 2.1 – Comparison of the main synthesis method of graphene.
Synthesis Method Sample Potential Quality Cost

method size application
Micromechanical <1 mm Fundamental +++ +++

cleavage studies
Direct liquid-

Potentially
Coatings + +

phase exfoliation
infinite

printing,
Liquid-phase

volume
composites, + +

exfoliation via energy,
graphene oxide biomedical
Chemical vapour Potentially Electrons, sensors, ++ ++

deposition infinite area biomedical
Sublimation of Limited by Electronics ++ +++
silicon carbide wafer size (100 mm) sensors
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Apart from the methods above, many other approaches have been recor-
ded to synthesize the monolayer graphene sheet (see [Lee 2017] as review),
such as thermal annealing, unzipping of CNTs, solvothermal method, electro-
chemical method, thermal decomposition, ball-milling exfoliation, calcination,
irradiation of highly charged ions and so on.

The comparisons of the main synthesis method of graphene on crystallite
size, sample size, quality, price and potential applications are presented in
Table. 2.1. In the graphene/polymer nanocomposites, the graphene fillers are
mainly produced by the liquid-phase exfoliation method, which requires the
least cost and has potential to get large size of graphene sheets sacrificing part
of the quality. Besides, the reduction of graphene oxide can also be used to
produce graphene in considerable quantities.

2.1.3 Electrical properties

2.1.3.1 Ballistic and diffusive transport

Figure 2.3 – A ballistic conductor with length L is connected to two elec-
trodes with Fermi energies µ1 and µ2.

Conductivity is a very important property of the conductor or semicon-
ductor. For an ideal elastic resistor as shown in Fig. 2.3, the electrons travel
along the fixed energy channels and the current through the resistor is

I = 1
e

∫ +∞

−∞
dEG(E)(f1(E)− f2(E)) (2.1)

where the conductance function

G(E) = e2D(E)
2t(E) (2.2)

D(E) is the density of state, e is the charge of electron, f1 and f2 are the Fermi
functions dependent on the energy E for the electrons in 1 and 2 respectively,
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µ1 and µ2 are chemical potentials, and the voltage difference between them
V = (µ1− µ2)/(−e). t is the time it takes for an electron to transfer from the
source to the drain as described in Fig. 2.4.

Regarding the transfer time t, there are two transport regimes :
- Ballistic transport (Fig. 2.4(a)) : electron goes straight from source to
drain, "like a bullet", t ∼ L.

- Diffusive transport (Fig. 2.4(b)) : electron changes only its momentum
and not its energy along the way, t ∼ L2.

For 3D case, the Ohm’s law should be modified to

R = 1
σA

(L+ λ) (2.3)

where A is the cross sectional area of the sample, λ = vτ is the mean free
path of a moving electron, which is the average length that the electron can
travel freely, and v is the velocity of the electron, τ is the mean free time.
It is obvious that this modification is primarily important for near ballistic
conductors (L ∼ λ ) and is negligible for conductors that are many mean free
paths long (L� λ ).

Figure 2.4 – Two transport regimes of electrons. (a) Ballistic transport ; (b)
Diffusive transport.

For the 2D conductor such as graphene, the conductivity is given as

σ = GB
λ

W
(2.4)

where W is the width of the sample and the ballistic conductance GB is

GB = e2D(E)v(E)
πL

(2.5)

which is dependent on the band structure of the material.
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2.1.3.2 Band structure of graphene

The available energies for electrons allows differentiating insulators, conduc-
tors and semiconductors. In free atoms, discrete energy levels are present, but
in solid materials (such as insulators, semiconductors and conductors) the
available energy states are so close to each other that they form bands. The
band gap is an energy range where no electronic states are present. In insula-
tors, the valence band is separated from the conduction band by a large gap.
In good conductors such as metals the valence band overlaps the conduction
band, whereas in semiconductors there is a small gap between the valence and
conduction bands, small enough to allow thermal excitation of electrons from
the valence to conduction band. According to the unique crystal structure of
mono-layer graphene, the conduction and valence bands meet at the Dirac
points on Fermi level (see in Fig. 2.5), which leads to a zero-gap semiconduc-
tor.

Figure 2.5 – The band structure and Brillouin zone of graphene [Fuchs 2013].

The Dirac points are locations in momentum space, on the edge of the
Brillouin zone. There are two sets of three Dirac points. Each set is not equi-
valent with the other set of three. The two sets are labeled K and K ′. Near
these Dirac points, the electron energy is linearly dependent on the wave vec-
tor p,

E = Ec + v0p. (2.6)

Thus the velocity of the electrons close to Fermi level is independent on the
energy (v = dE/dp = v0). This linear dispersion also results in massless
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excitons since effective mass is given by the curvature of the energy bands in
momentum space. The density of the carrier charge n in graphene is very high
n ∼ 1011 cm2. In 2D case, n can be written as

n(E) = N(E)
WL

(2.7)

where N(E) is the total number of states N(E) =
∫ E
−∞D(E)dE.

These charge carriers travel ballistically over the 2D surface at relativistic
speeds, and leads to the better conductivity of pure graphene than metal. It
is given by [Bolotin 2008a]

σ = 4e2

hp

WpF
π
∝
√
n (2.8)

where pF is the Fermi wave vector and hp is the Plank constant. At room-
temperature, the resistivity ρ (ρ = 1/σ) of graphene can be on the order of
10−6Ω · cm [Novoselov 2005]. Besides, the electron mobility in graphene µ =
σ/en is remarkably high, which is reported in excess of 200000 cm2V −1s−1

at carrier density of 2× 1011 cm2 for mechanically exfoliated suspended layer
of graphene [Bolotin 2008b]. And the mean free path λ can reach 150 nm
[Bolotin 2008a].

It should be noted that the number of layers for graphene nanoplatelets
can influence their electronic structures, e.g., the electronic structure of bilayer
graphene changes with the various microstructures as shown in Fig. 2.6, which
would further affect the conductivity of the graphene.

Figure 2.6 – The band structure of monolayer and bilayer graphene close to
Dirac point. [Ohta 2006].
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2.1.3.3 Quantum hall effect

Dirac fermions (electrons or holes) also exhibit very different and unu-
sual properties compared to ordinary electrons, thus leading to new phe-
nomena, such as the anomalous integer quantum Hall effect [Zhang 2005,
Novoselov 2007a]. The integer quantum Hall effect refers that when the elec-
trons of a sample are well confined in two dimensions and in the condition of
a strong magnetic field and low temperature, the measured Hall resistivity ρH
or Hall voltage UH is no longer inversely proportional to the carrier density n
or proportional to the magnetic field B. Instead, a series of plateaus appear
in the measured curves. This effect was even observed at room temperature
[Novoselov 2007b] in the presence of a magnetic field perpendicular to the gra-
phene layer. This gives potential for the application of graphene in quantum
storage and computation, calculating the standard resistance and some other
physical constants.

2.1.4 Mechanical properties

Numerical methods such as atomistic simulations have been firstly used
by researchers to determine the mechanical properties of single-layer graphene
[Lier 2000, Reddy 2006], leading to a prediction of Young’s modulus higher
than 1 TPa. Using density functional theory, an ab initio calculation of the
stress-strain curve of a graphene single layer has also been obtained [Liu 2007].
The theoretically estimated Young’s modulus is 1050 GPa, which is similar to
the value of 1020 GPa determined many years ago for the Young’s modulus of
bulk graphite [Blakslee 1970], and in good agreement with the experimental
measures [Lee 2008]. The breaking strength of graphene has been measured
to be about 40 N/m by atomic force microscope [Lee 2008].

More recently, the development of atomic force microscope has allowed
measuring experimentally the properties of graphene like e.g. the Young’s
modulus. For example, the AFM nanoindentation has been employed for the
direct determination of the mechanical properties of monolayer graphene, sus-
pended over holes of 1.0-1.5 µm in diameter on a silicon substrate as shown
in Fig. 2.7 [Lee 2008]. They isolated the monolayers through the use of op-
tical microscopy and identified them with Raman spectroscopy, and derived
stress-strain curves by assuming that the graphene behaved mechanically as a
2D membrane of thickness 0.335 nm. The Young’s modulus and the breaking
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Figure 2.7 – Mechanical properties. (a) Schematic of AFM nanoindentation
on suspended graphene. (b) Loading/unloading curve for device in (a) with
modeling comparison (red line) [Lee 2008].

strength is estimated to be 1.0 TPa and 130 GPa respectively for the defect-
free sheet. A similar method is also employed to measure the mechanical pro-
perties of chemical modified graphene (CMG), which results in an elasticity
modulus of 0.25 TPa [Gómez-Navarro 2008]. The excellent mechanical pro-
perties of graphene lead to a significant potential as a filler of reinforcement
in composites.

Moreover, Ruoff et al. have fabricated graphite-oxide-based thin films via
solvent-casting methods and done some research on this kind of paper-like
material [Dikin 2007]. It has been shown that the average elasticity modulus
can reach 32 GPa and the largest breaking strength is 120 MPa. Some mo-
difications of the graphene oxide paper are applied, including chemical func-
tionalization with divalent ion [Park 2008] or polyacrylamide [Park 2009b] to
get crossed-linked graphene oxide platelets, which leads to a 10%− 200% im-
provement of the stiffness and ∼ 50% enhancement of the fracture strength.

2.1.5 Other properties and summary

2.1.5.1 Optical properties

The graphene monolayer is highly transparent as illustrated in Fig. 2.8.
The discovers of graphene, Geim et al. [Nair 2008] found that the absorption
of visible light of single-layer graphene is only 2.3%, that is to say, the trans-
mittance is up to 97.7%. Indeed, in the visible range, thin graphene films have
a transparency that decreases linearly with the film thickness. For 2 nm thick
films, the transmittance is higher than 95% and remains above 70% for 10



2.1. Graphene and graphene nano-platelets 19

Figure 2.8 – (a) Photograph of a 50 µm aperture partially covered by gra-
phene and its bilayer. Inset shows the sample design : a 20 µm thick metal
support structure has apertures 20, 30, and 50 µm in diameter with graphene
flakes deposited over them ; (b)Transmittance at λ ∼ 550 nm as a function of
the thickness of reduced GO thin films, assessed indirectly by the total volume
of filtered suspension. Plots are shown for thin films with different reduction
steps. [Nair 2008]

nm thick films [Blake 2008, Lotya 2009]. The optical characteristic combined
with the excellent conductivity of graphene suggests employing graphene as
transparent electrode for solar cells or liquid crystal but also as processable
transparent flexible electrode material [Blake 2008, Lotya 2009], whose trans-
mittance is over 80% in the spectrum from 400-1800 nm, and the electrical
conductivity can still reach 1000 S/m.

2.1.5.2 Thermal properties

The first experimental study of the thermal conductivity of single-layer
graphene was performed by Balandin et al. [Balandin 2008] (see in Fig. 2.9),
who found that a suspended graphene sheet obtained by mechanical exfolia-
tion could exhibit extremely high thermal conductivity values, ranging from
(4.84 ± 0.44) × 103 to (5.30 ± 0.48) × 103 W/mK. However, the theoretical
prediction of the thermal conductivity at room temperature of graphene is
more than 6000 W/mK [Berber 2000]. In fact, the thermal conductivities of
carbon allotropes are all very high, but that of graphene is the highest of the
known materials until now. Therefore, the outstanding thermal conduction



20 Chapitre 2. Graphene and graphene nanocomposites

Figure 2.9 – Schematic of the experiment showing the excitation laser light
focused on a graphene layer suspended across a trench. The focused laser light
creates a local hot spot and generates a heat wave inside single-layer graphene
propagating toward heat sinks [Balandin 2008].

property of graphene is beneficial for the proposed electronic applications and
establishes graphene as an excellent material for thermal evacuation.

2.1.5.3 Summary of the properties of graphene

We summarize the properties of graphene in Table 2.2.

2.2 Graphene reinforced nanocomposites

Due to the discovery of graphene with its combination of extraordinary
physical properties and ability to be dispersed in various polymer matrix, a
new class of polymer nanocomposites has been created, which exhibits en-
hancement in mechanical, thermal, electrical, and gas barrier properties of
polymers.

2.2.1 Synthesis of graphene-polymer nanocomposites

The most common synthesis strategies of polymer matrix composites are
solution mixing, melt blending and in situ polymerization [Galpaya 2012,
Du 2012]. No matter which strategy is used, improving the dispersion and
interfacial interactions between the graphene and polymer matrices are key
challenges to obtain property improvements in their composites.
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Table 2.2 – Properties of graphene
Geometry :
Thinnest material in the world—0.34 nm thick
Highest surface to volume ratio—2630 m2/g
Lightest continuous film (per unit area)—0.38 mg/m2

Physical properties :
Highest tensile strength of any material—Young’s modulus of 1 TPa
Large transparency—97.7%
Best conductor of electricity—Resistivity of 10−6 Ωċm
Fastest moving electrons in any material—∼ 106 m/s
Highest electron mobility of any material—more than 200000 cm2V−1s−1

Best conductor of heat—thermal conductivity of 5300 W ·m−1 ·K−1

Chemical properties :
Chemically inert
Can be functionalized in a number of specific ways by organic chemistry

2.2.1.1 Solution mixing

Solution mixing is the most straightforward method for the preparation
of polymer composites, which can be employed to synthesize the composites
with a range of polymer such as poly(vinyl alcohol) (PVA), polyvinyl fluoride
(PVF), polyethylene (PE), poly(methylmethacrylate) (PMMA) and polyure-
thane (PU). The method contains the three steps as :

1. dispersion of graphene in a suitable solvent ;
2. incorporation of polymer ;
3. removal of the solvent by distillation or evaporation.

The solvent compatibility of the polymer and the filler play a critical role
in achieving good dispersion, and generally chemical functionalization of gra-
phene can improve the solubility and interaction of the graphene and polymer.
Ultrasonication can also help to obtain a homogenize dispersion of graphene
sheets.

2.2.1.2 Melt blending

Melt blending is a more practical technique for thermoplastic polymers,
such as poly(vinylidene fluoride) (PVDF), polystyrene (PS), polypropylene
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(PP). The high temperature is employed to soften the polymer matrix, along
with shear force allowing the dispersion of the graphene sheets. The drawback
of this technique is the less efficiency in dispersing graphene in the polymer
matrix especially at higher filler loadings due to increased viscosity of the
composites, and the bucking, rolling of the graphene sheets during the mixing.

2.2.1.3 In situ polymerization

In situ polymerization is another popular technique to fabricate graphene
polymer nanocomposites such as epoxy, PMMA, Nylon 6, PU, poly(butylene
terephthalate) (PBT), polyaniline (PANI), PE, etc. In this method, graphene
or its derivative is first swollen in the liquid monomer to form a homogeneous
mixture. Then the initiator is added and the mixture is exposed to appro-
priate source of heat, radiation, etc. The drawback of this method is the high
limitation of the graphene fractions.

Overall, the graphene/polymer nanocomposites with various polymer nano-
composites call for different ways of fabrication in order to get good dispersion
and interfacial interactions.

2.2.2 Electrical properties

Graphene sheets can provide percolated pathways for electron transfer,
making the composites electrically conductive. Various polymers, such as
PMMA, PVA, PVC, PE, PS, PP, etc. [Galpaya 2012] have been used as ma-
trix prepare electrically conductive graphene/polymer nanocomposites. The
graphene-polymer nanocomposites generally exhibit a non-linear increase of
the electrical conductivity as a function of the graphene concentration as
shown in Fig. 2.10. The composite showed a very low conductivity at small
graphene volume fraction. Increasing the graphene concentration, there is a
sudden rise in the electrical conductivity at a certain concentration when the
fillers form a network, which realizes a transition from insulator to conductor.
This critical filler fraction is the percolation threshold.

According to the large aspect ratio and high conductivity of graphene,
it enables the insulator to conductor transition at significantly low loading
[Steurer 2009]. The lowest electrical percolation threshold was 0.1 vol% repor-
ted by Ruoff et al. [Stankovich 2006] for PS solvent blended with isocyanate-
treated graphene oxide followed by solution-phase reduction with dimethyl-



2.2. Graphene reinforced nanocomposites 23

Figure 2.10 – Electrical conductivity of graphene/PMMA composites as a
function of graphene content [Zhang 2012a].

hydrazine, which is comparable with those of single-walled carbon nanotube
(SWCNT). And when the graphene concentration increases to 1 vol%, the elec-
trical conductivity of the composites can reach 1 S/m. The graphitic layers
produced by electromechanical exfoliation of graphite in ionic liquids can per-
colate at 0.13-0.37 vol% as reported [Liu 2008a].

Figure 2.11 – Electrical percolation thresholds of graphene/polymer compo-
sites according to different processing strategy [Verdejo 2011].

The percolation threshold of graphene reinforced nanocomposites is not
only dependent on the surface modification and aspect ratio of graphene,
but also associated with the polymer matrix and the fabrication process. In
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Fig. 2.11, the electrical percolation thresholds are collected from the litera-
tures according to the production methods : solvent processing [Tkalya 2010,
Stankovich 2006, Pang 2010], in situ polymerisation [Kim 2010, Jiang 2009b,
Kujawski 2010] and melt processing [Kim 2010, Steurer 2009]. It can be seen
that the percolation thresholds vary over a wide range of loading fractions
which is caused by the different type and functionalisation of graphene and
from the degree of dispersion. Low percolation thresholds were achieved with
chemically reduced GO, using hydrazine and isocyanate via solvent processing
due to a better dispersion of graphene sheets, while the largest was attained
with a thermally exfoliated GO via melt processing.

Figure 2.12 – I-V curves of the CNTs/epoxy composites under the direct-
current voltage at room temperature : (a) in normal scale ; (b) in log-log scale.
[Wang 2016].

Wang et al. [Wang 2016] demonstrated that the Current-Voltage (I-V)
curve of carbon nanotubes (CNTs)/epoxy composites with varied CNTs concen-
trations measured under direct-current voltage at room temperature exhibited
a nonlinear characteristic shown in Fig. 2.12, which is a very typical behavior
for the graphene-based material reinforced nanocomposites. Since the range
showing the highly non-Ohmic property is wide, the I-V characteristics are
expressed logarithmically and are classified into three segments.

Region I : The conduction current changes linearly with voltage and obeys
Ohm’s law.

Region II : A small increase in the voltage results in a sharp increase of the
current.

Region III : The curve remains nonlinear, but the variation of current with
the voltage becomes slow.
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2.2.3 Mechanical properties

Many research on the CNTs/polymer nanocomposite have been conduc-
ted, aiming to develop and make use of the excellent mechanical properties
of CNT, as well as introduce some novel functions at the same time, such
as electrical and thermal conductivity. However, some problems still exist
although many researchers have focused on the CNT/polymer nanocompo-
sites. Compared with CNTs, graphene has advantages for the structural and
functional nanocomposites system due to its larger surface area, stronger
interface bonding strength and the equally remarkable physical properties
[Steurer 2009, Rafiee 2009].

2.2.3.1 Rigidity

Figure 2.13 – (a) Tensile test results for PU/RGO composites as a func-
tion of graphene content ;(b)Typical tensile stress-strain curves of PU/RGO
composites containing different graphene contents [Yousefi 2013].

The studies focusing on the mechanical properties of graphene filled po-
lymer nanocomposites revealed an increase in modulus as a function of loading
fraction [Ramanathan 2008, Kim 2010, Das 2009, Fang 2009, Rafiee 2009, Liang 2009c,
Verdejo 2008]. For instance, as reported, the modulus increased 31% with
the introduction of 0.1 wt% thermally exfoliated graphene into the epoxy
matrix [Rafiee 2009], 120% for the graphene/PU composite when the chemi-
cally reduce graphene concentration is 1 wt% [Liang 2009c], and 200% for
the thermally exfoliated graphene/silicone foam with 0.25 wt% filler fraction
[Verdejo 2008].
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As expected, the larger improvements can be observed in elastomeric ma-
trices due to their lower intrinsic modulus. Yousefi et al. [Yousefi 2013] evalua-
ted the elastic modulus of polyurethane (PU)/reduced graphene oxide(RGO)
nanocomposites and strength at different filler concentration as shown in Fig.
2.13 (a), which showed remarkable 21% and 9% increases in tensile modulus
and strength due to the addition of 3wt% of RGO compared to neat PU, res-
pectively. It should be noted that the enhancements in these properties were
at the expense of ductility or failure strain as the RGO content increased
above 1 wt% (Fig. 2.13 (b)).

2.2.3.2 Strength

Though few studies have given details on the strength of the nanocompo-
sites, some experiments proved that graphene filler can improve the strength
of the polymer matrix.

Generally, as for the nanoclay/polymer composites, the tensile strength
decreases along the content of the filler [Awad 2009], e.g., the tensile strength
of PMMA-epoxy-nanoclay composite decreases by 50% with 3.8% nanoclay
[Park 2003]. The introduction of graphene-based material, e.g., CNTs, can
increase the strength of the composites to some extent. Qian et al. [Qian 2000]
reported that adding 1 wt% MWCNTs in the PS by solution-evaporation
method, results in ∼ 25% improvements in the tensile strength. Xin et al.
[Xin 2011] found that addition of 1 wt% CNTs into PS increased the tensile
strength by about 20%. Compared with other reinforcements, graphene shows
great potential in improving the mechanical strength of the polymer matrix.
For example, Fang et al. [Fang 2010] increased the breaking strength of epoxy
by 91.5 % with the introduction of 0.6 wt% graphene. Xu et al. [Xu 2010]
applied only 0.1 wt% graphene into nylon-6, which leaded to an increase of
210% for the strength of polymer. The authors ascribed the improvement of
the mechanical properties to the larger interfacial area and aspect ratio of
graphene as well as the the presence of defects and wrinkles.

Ramanathan et al. [Ramanathan 2008] suggested that the presence of the
wrinkles may actually lead to nanoscale surface roughness which would likely
produce an enhanced mechanical interlocking and adhesion with the polymer
chains (see in Fig. 2.14). However, this physical interaction can not efficiently
avoid the damage on the interface between graphene and polymer matrix due
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Figure 2.14 – (a, b, d) SEM images of thermally reduced graphene/PMMA
composites. (c) SEM image of expanded graphite/PMMA composites
[Ramanathan 2008].

to the slippage, which limits the maximum strength of the composite.
Some works suggest that using chemical method can improve the interfacial

structure of the two phases and can greatly improve the efficiency of the load
transfer [Chatterjee 2012, Yan 2012]. Apart from the bonding interface, the
distribution [Alexandre 2000] and orientation [Fornes 2003] of the nanofiller
can also affect the mechanical properties of the nanocomposites.

2.2.3.3 Toughness and endurance limit

Moreover, graphene filler can also change the toughness of the composites
apart from the moduli and strength. The experimental results by Rafiee et al.
[Rafiee 2010] show that the graphene/epoxy composites exhibit good fracture
toughness and the endurance limit, with 65% and 115% increase respectively
when the fraction of graphene is 0.125 wt%. Bortz et al. [Bortz 2011] proposed
that the fracture toughness and the endurance limit under uniaxial tensile of
graphene oxide/epoxy composites increased 28-111% and 1580% respectively
when the concentration of graphene oxide ≤1 wt%. The results are ascribed to
the 2D structure and the wrinkles of graphene, which can efficiently prevent
cracks from propagating.
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2.2.4 Other properties

Improving thermal conductivity using graphene platelets was demonstra-
ted for epoxy [Sun 2010a], PP [Kalaitzidou 2007], PE [Fukushima 2006], PVC
[Vadukumpully 2011]. Araby et al. [Araby 2014] dispersed cost-effective gra-
phene of hydrophobic surface in the polymer matrix, and obtained a three
times enhancement of thermal conductivity at 24 vol%. Gu et al. [Gu 2016]
fabricated graphene nanoplatelets (GNP)/epoxy nanocomposites via casting
method, of which the surface of graphene was functionalized by methane-
sulfonix acid/γ-glycidoxypropyltrimethoxysilane. They finally found that the
thermal conductivity increased with the increasing graphene addition, and the
corresponding thermally conductive coefficient of the functionalized GNPs-
epoxy nanocomposites was improved to 1.698 W/mK with 30 wt% functio-
nalized GNPs, 8 times higher than that of original epoxy matrix. A thermal
conductivity of 50 W/mK was even obtained by Zhao et al. [Zhao 2016] for the
poly(ρ-phenylene benzobisoxazole) based nanocomposites with self-alignment
graphene sheets whose concentration is less than 5.0 vol% without any assis-
tance of an external magnetic or an electric field.

Apart from the electrical, mechanical and thermal properties introduced
above, graphene/polymer nanocomposites also exhibit other functionalities
due to the unique 2D structure, excellent physical properties and high aspect
ratio. For example :

1. Gas barrier properties [Guo 2012, Liu 2013, Huang 2012]. The compact
structure of graphene can hinder the diffusion path of small-molecule
gases in the polymer matrix, thus decrease the permeability ;

2. Biocompatibility [Chen 2012] ;

3. Corrosion resistance [Zhang 2013b] ;

4. Optical properties [Loomis 2012] ;

5. Change the crystallization of polymer matrix [Pang 2012, Chiu 2012,
Ning 2013] and so on.

2.2.5 Interfacial properties

Interfacial interactions between polymer and graphene plays a key role in
the mechanical performance of the corresponding nanocomposites. Generally,
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without other heteroatom functionalities of graphene, the interactions bet-
ween graphene and polymer are controlled by weak van der Waals forces,
π-π-stacking, and hydrophobic-hydrophobic interactions [Israelachvili 2015,
Adamson 1967].

van der Waals forces are universal attractive interactions between mole-
cules generated by the transient or permanent dipoles of the molecules,
and are the major part of the interfacial strength between graphene and
common polymers, such as polyethylene, due to the large surface area
and intimate contact [Shen 2011, Zhang 2013a].

Hydrophobic-hydrophobic interactions plays an important part in bin-
ding graphene in hydrophobic polymer matrices.

π-π interactions is dominant acting as strong bonding sites between gra-
phene materials with electron-rich aromatic rings and the matrix with
phenyl-ring, like the modified interaction between graphene and polysty-
rene by melt blending [Shen 2011]. π-π-stacking can adapt to different
space organizations and significantly enhance bonding in graphene na-
nocomposites.

2.2.5.1 Experimental studies

There are several experimental methods to measure the interaction cha-
racteristics including wetting, spectroscopy and force microscopy.

Wetting Evaluating the quality of reinforcement wetting is a preliminary
measure of adhesion property measurements, and are typically reported in
terms of contact angle [Nuriel 2005], surface tension [Dujardin 1998], and Ha-
maker constant [Maeno 2010]. Different scales measurements of the carbon
nanotube wetting by polymer have been reported.

In macroscopic wetting experiments, liquid polymer is placed on top of a
carbon nanotube sample to observe whether the polymer is absorbed by the
surface or forms a spherical bead. Laplace-Young model is typically used and
the results are presented in the form of contact angle [Dujardin 1998].

Microscopic techniques of wetting measurements usually use drop-on-fiber
analysis [Tran 2008] and employ optical or electron microscopy to observe the
contact angle [Qian 2010]. For example, the contact angle results between car-
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bon nanotubes and various polymers such as PP, PMMA, PVDF are reported
in the literature [Nuriel 2005, Tran 2008, Qian 2010, Barber 2005].

However, this kind of simple measurement has a number of disadvantages
that make it less popular. The main point is that the results of the measure-
ment exhibited a large range even for the same composite system, for instance
25-73◦ as the contact angle at the polyethylene glycol (PEG) -Multiwall carbon
nanotubes (MWCNT) interface [Nuriel 2005, Barber 2005, Barber 2004b].

Spectroscopy Spectroscopy techniques, including Raman and Fourier Trans-
form InfraRed spectroscopy (FTIR) as well as X-ray scattering, are powerful
techniques for material characterization. They can not only detect the func-
tionalization but also distinguish different types of functionalization because
that the Raman and infrared spectra of pristine and functionalized nanotubes
are different. In fact, the Raman spectroscopy can identify the characteris-
tics [Dresselhaus 1996] and dispersion [Bassil 2005] of carbon nanotube in the
nanocomposites.

The polymer crystallization affected by the introduction of carbon na-
notube can also be tested by X-ray scattering techniques [Zhao 2011]. Since
the strength of the spectroscopy techniques for nanocomposites lies in cha-
racterization of interfacial properties between filler and matrix, different in-
teraction types, such as van der Waals interaction [Lefrant 2004], hydrogen
[Rasheed 2006] and covalent bonds [Baibarac 2009] between carbon nanotube
and the surrounding matrix can be characterized by spectroscopy techniques.

The main problem of the spectroscopy technique is that the conclusions
are drown indirectly (e.g., peak shifts indicate load transfer), and therefore
insightful analyses are required in order to extract valid conclusions.

Atomic force microscopy Atomic force microscopy (AFM) is a popular
technique with high accuracy in atomic force-displacement measurement, and
the measurement of the interaction is generally associated with pull-out ex-
periments [Barber 2003] and peeling experiments [Strus 2008].

For instance, Fig. 2.15 shows a typical pull-out force as a function of time
during the process of pulling a carbon nanotube out of the solid surrounding
polymer matrix. The electron microscope is also used to observe the carbon
nanotube to ensure that its original length and diameter have not been chan-
ged. The clean pull-out of carbon nanotube is guaranteed by the absence of
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Figure 2.15 – Pull-out test of an MWCNT-tip retraction from polyethylene-
butene matrix. The insets show the polymer surface before (top) and after
(bottom) the pull-out test. The horizontal scan size is 1 µm [Barber 2004a]

polymer attached to it, which indicates that the failure occurs at the interface
[Barber 2004a].

The peeling force microscopy is another approach to be employed, where a
nanotube is attached to a tipless AFM cantilever and is lowered to a substrate
to make lateral contact. The nanotube is then peeled off from the surface and
the force curve is captured [Strus 2008]. It should be noted that only the
normal crack opening is considered in the peel test.

2.2.5.2 Simulation study

Modeling methods are here reported such as molecular dynamics method,
coarse grain simulation and density functional theory.

Density functional theory Density functional theory (DFT) studies the
electronic structure of atomic scale systems based on quantum mechanics. ab
initio simulations using DFT, although computationally expensive, provide
accurate description of interatomic interactions without assumptions on inter-
atomic force models. This technique has been used in the simulation of carbon
nanotube nanocomposites [Li 2009a], which can determine the geometry of the
stable state of the system. Moreover, the various interactions between nano-
tube and polymer have been studied by ab initio models, including van der
Waals [Simeoni 2005] and chemical functionalization [Mylvaganam 2004]. The
results are generally presented in the form of the local density, band structures,
and binding energy as a function of distance [Li 2009a, Simeoni 2005].
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Molecular dynamics method Molecular dynamics (MD) method can si-
mulate the nanoscale systems based on particle dynamics and interatomic
force models (see Chapter 4 for details). The valence and non-bonded inter-
actions between the particles are defined by various force fields. Specifically,
the nanotube-polymer interactions have been modeled by molecular dynamics
method and the influence of different parameters were investigated.

The pull-out test has been performed by MD simulations [Gou 2005, Li 2011],
and the interactions for different nanocomposite systems have been discussed,
providing the force-displacement response during the separation and some re-
presentative parameters. The studies of the influence of temperature [Wei 2006]
and chirality [Chen 2008] on the interaction between carbon nanotube and po-
lymer matrix have also been mentioned.

The normal separation and sliding separation between graphene and PE
was also performed by small amount of particles [Awasthi 2008], which provi-
ded the peak traction and the energy of separation. The studies to investigate
the effect of tension and compression were also carried out on sliding mode
separation.

Although the results of molecular dynamics method can be accurate, large
numbers of particles and restrictions on time steps require powerful compu-
tational facilities.

Coarse grain techniques Coarse grain techniques, such as Monte Carlo
simulations, are another method to map atomistic systems onto systems with
coarser resolution by bead and spring models [Khounlavong 2010], which exhi-
bits more potential for the larger systems. It bridges atomistic and mesoscopic
simulations by applying a trade off between the level of details in the model
and computation costs. Although most of the coarse grain simulation works
of nanocomposites focus on the polymer systems with nanopartical inclusions
[Khounlavong 2010, Zhang 2004], nanotube-polymer systems [Rahmat 2011]
are also investigated.

It has been shown that the polymer morphology at the interface is affected
by the inclusion, and the polymer chains at the interface forms a highly ordered
and densely packed phase [Zhang 2004] (see in Fig. 2.16), where we can see
the tendency of alignment of the elongated polymer chains [Starr 2002]. The
density at the interface would finally converge to the bulk polymer density at
large distances from interface [Rahmat 2011].
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Figure 2.16 – Radial distribution of the normalized polymer segment density
ρσ3 in the eight-particle system. d is the radial distance to particle surface
[Zhang 2004].

2.3 Graphene nanocomposites applications

Generally, even a small fraction of graphene component in the nanocom-
posites can lead to a dramatic improvement of mechanical and other physical
properties, such as electrical conductivity, unique photonic/optical transporta-
tion, anisotropic transport and low permeability. Therefore, the introduction
of graphene-based nanomaterials has prompted the development of flexible
nanocomposites for emerging applications in various fields, including energy
conversion [Britnell 2013], energy storage [El-Kady 2013], electronic materials
[Kim 2009], low density structural materials [Hu 2013], sensors [Mannoor 2012],
chemical screening applications [Guo 2013], and thermal interface materials
[Shahil 2012].

2.3.1 Sensors

Firstly, graphene-based nanocomposites have been widely used for sensing
applications especially as gas sensors with high sensitivity, selectivity, and sta-
bility. For example, Chen et al. [Chen 2015] fabricated AgNPs-naphthalene-1-
sulphonic acid-RGO composite (Ag-NA-RGO) based sensor where the AgNPs
played an important part in the isolation of graphene layers and segregated
the graphene layers from a holistic entity to a multi-layer structure. The NO2
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Figure 2.17 – The ideal gas sensing mechanism for the gas sensors fabricated
based on multilevel hybrid composites. [Chen 2015]

gas molecules can penetrate the structure and be absorbed as shown in Fig.
2.17, and the adsorption of gas molecules results in a conductance change of
the device.
Xu et al. [Xu 2015] prepared a CO2 gas surface acoustic wave sensor by using
graphene, alanine and NI NPs to detect, capture and store the CO2 gas, where
the Graphene-Ni Nps-L-alanine sensing layer was fabricated by electrochemi-
cal deposition and oscillator circuits. The Ni NPs acted as nuclear sites and
a reducing agent in the electrodeposition of G, and may also catalyze the hy-
drolysis of CO2,which would enhance the selectivity of this sensor.
Moreover, to detect H2, the gas sensor with Pd NPs dispersed and anchored
on graphene layers was made by microwave method [Martínez-Orozco 2015],
where the charge transferring from the gas to graphene composite films leads
to a change of the resistance of the sensor.

The graphene-based composite films (GCFs) can also be used as an ac-
tive layer and an electrode for pressure sensors owing to their superior me-
chanical and electrical properties. With high sensitivity, such pressure sen-
sors have been used in the continuous recording of pulse, blood pressure and
heartbeat for the collection of fundamental health information [Schwartz 2013,
Wang 2014a, Zang 2015]. An air pressure sensor based on PDMS-PCA-Graphene
films has been produced by An et al. [An 2011], where PDMS provides a stable
substrate for the macroscopic PCA-G films. The advantage of the graphene-
based composite films pressure sensor is low-cost, lightweight and portable,
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Figure 2.18 – The promising applications of the GCFs-based pressure sensor
[Zang 2015].

and it is applicable in diverse pressure-dependent applications, from ultra-low
pressure to medium pressure as shown in Fig. 2.18.

2.3.2 Supercapacitors

Graphene has also attracted great interest in energy storage applications
including supercapacitors and batteries due to the theoretical specific surface
area of 2630 m2/g. Graphene and graphene derivative materials are often
used as the active materials of the supercapacitor electrode, and the polymer
binders are used as binders to bind graphene sheets onto the current collector.

PVDF is mainly used as a binder material for graphene-based superca-
pacitors which can maintain the electrode feature and provide mechanical
strength. To form the electrode of the supercapacitor, the graphene nanopla-
telets and 10-20 wt% of PVDF are mixed and be kneaded into a paste-like
composite, to which some organic solvents are added to adjust the viscosity.
The composite slurry is finally coated on to the current collector, following
by drying and compressing to form the electrode. To minimize the adverse
conductivity effect of PVDF, a certain percentage of conductive carbon (e.g.,
carbon black) can be introduced to the mixture. For example, [Yan 2010] ob-
tained a specific capacitance of 175 Fg−1 and only 9.1% capacitance decrease
over 6000 cycles by utilizing the reduced graphene/PVDF/CB supercapacitor
electrode.

Nowadays, conducting polymers, such as PANI, polypyrrole(PPy), and
poly(3,4-ethylenedioxythiophene) (PEDOT), offer another approach for the
supercapacitor applications, which can avoid the disadvantages of not conduc-
tive and provide a fast redox reaction with an electrolyte. The GO/PANI
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composites have been used as electrode which exhibit a specific capacitance
of 320 Fg−1 when the fraction of GO is 10 wt% [Zhang 2010b]. Bose et al.
[Bose 2011] observed that the GNS/PPy composites have almost twice of the
specific capacitance and much better cycling performance as supercapacitor
electrode compared to pure PPy film. Wen et al. [Wen 2014] reported that
GO/PEDOT composite electrode has a specific capacitance of 136 Fg−1, and
RGO/PEDOT composite electrode has a specific capacitance of 209 Fg−1 with
87% capacitance retention over 2000 cycles.

2.3.3 Photovoltaic material

Figure 2.19 – (a) Device schematic and (b) energy level diagram of the photo-
voltaic device structure consisting of ITO/GO/P3HT :PCBM/Al components
[Li 2010].

Graphene can be effective in fabricating organic photovoltaic materials as
hole transport materials. Chhowalla et al. [Li 2010] demonstrated that the
graphene oxide can be used as alternative, solution processable hole-transport
material in organic photovoltaic films as shown in Fig. 2.19, where the gra-
phene oxide film is located between the photoactive poly(3-hexylthiophene)
(P3HT)/ phenyl-C61-butyric acid methylester (PCBM) layer and the Indium
Tin oxide (ITO) electrode. This device exhibited great improvement of the
photovoltaic efficiency compared to some traditional ones. Moreover, some
publications also show a combination of graphene with solid polymer electro-
lytes and dye-sensitized solar cells [Akhtar 2013, Zheng 2013], as well as the
applications of graphene polymer nanocomposites for optoelectronic pheno-
mena [Angmo 2013, Zhang 2013c].



Chapitre 3

Multiscale modeling of electric
conductivity in

graphene-reinforced
nanocomposites taking into
account the tunneling effect

3.1 Introduction

Carbon-based nanofillers (e.g., black carbon, carbon fiber and carbon na-
notubes) have been widely used for improving the mechanical, thermal and
electric properties of nanocomposites with polymer matrix [Li 2009b, Li 2013,
Park 2009a, Tibbetts 2007, Spitalsky 2010]. Graphene, a two dimensional sheet
composed of sp2 carbon atoms arranged in a honeycomb structure, has been
recently used as filler in polymer-matrix composites for a wide range of ap-
plications, due to its giant electrical and mechanical properties [Xu 2009,
Du 2012, Woltornist 2015, Shtein 2015, Zhao 2015]. Even though polymeric
materials are considered as electrical insulators due to their extremely low
electrical conductivity, the introduction of graphene can lead to a percolation
behavior at very low volume fractions and can increase the conductivity of the
resulting composites by several orders of magnitude [Wei 2009, Wang 2014b,
Vadukumpully 2011]. In recent studies, the percolation threshold for graphene
can be as low as 0.07% in volume fraction due to its extremely low aspect ratio
[Pang 2010].

In the 2000s, a number of contributions have been proposed for the simu-
lation of the electric conductivity of nanocomposites with carbon-based filler,
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mostly with carbon nanotubes (CNTs). A simple model was first set up by
Bauhofer and Kovacs [Bauhofer 2009] to describe the electric conductivity in
nanocomposites in the form of a power-law. However, such models are empi-
rical and do not allow sensitivity analysis of the effective electric conductivity
of the composite with respect to its constituent parameters (microscale).

Experiments to measure the conductivity of composites embedding car-
bon particles have evidenced two unexpected phenomena : on one hand,
the electrical response, i.e., the current-voltage curve can be nonlinear for
high applied voltages [Wang 2016, Hu 2008a]. On the other hand, the va-
lues of the effective conductivity is much larger than expected, considering
that the polymer matrix is almost electrically insulating, even when then
percolation threshold is reached [Sandler 2003, He 2009]. To explain these
effects, linear models of conductivity are not sufficient. One possible pheno-
menon to explain these effects is the electric tunneling effect [Allaoui 2008,
Martin-Gallego 2013, Zeng 2011] : for small distances between carbon inclu-
sions (of the order of 1 or 2 nm), electrons can cross the energy barrier formed
by the polymer layer between both inclusions. In this region, the resulting
electric conduction is nonlinear and conduction can be achieved even without
perfect contact between inclusions, resulting in small percolation thresholds
and increased effective conductivity even at very low volume fractions of in-
clusions [Gojny 2006, Li 2007, Du 2005].

For design purpose, numerical models of conduction at the scale of a Repre-
sentative Volume Element (RVE) containing a significant number of graphene
sheets is required to fully understand the conditions for percolation and de-
termining optimal configurations and microstructural parameters to increase
the performances of these materials. Complete ab initio or atomistic simula-
tions including electric conductivity in large systems like polymers-graphene
reinforced composites are nowadays not feasible, and classical homogeniza-
tion methods or Monte Carlo techniques [Bauhofer 2009, Castañeda 1995,
Fan 2015, Xia 2017a, Wang 2014c, Grimaldi 2006, Otten 2009] are unable to
explain the nonlinear effects and low percolation thresholds in graphene-
polymer nanocomposites. Simulations of larger systems require continuum
description of fields and related numerical methods. Hu et al. [Hu 2008b]
and Bao et al. [Bao 2012] considered the tunneling effect between CNTs and
evaluated the effective electric properties of nanocomposites with randomly
distributed CNTs. These authors estimated the tunneling resistance by Sim-
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mons’ model [Simmons 1963] with the assumption that the electric poten-
tial between two tubes is close to zero, and latter introduced the tunne-
ling channels by Landauer-Büttiker(L-B) model [Buldum 2001] and exten-
ded the theory to various types of CNTs. Wang et al. [Wang 2015] developed
a continuum theory considering the factors that affect the overall conducti-
vity of graphene-based nanocomposites, including the dispersion state of gra-
phene, the imperfectly conducting interface and tunneling-assisted interfacial
conductivity. Recently, some continuum models are developed to determine
the effective AC and DC electrical properties of graphene nanocomposites
taking into account their morphological and physical features, which take
the effective-medium theory or self-consistent effective medium theory as the
backbone [Hashemi 2016, Xia 2017b, Xia 2017a]. A multi-scale multi-physics
finite element method is also proposed to predict the electrical response of
the graphene/polymer composite under DC loading, in which the represen-
tative volume element (RVE) is filled with randomly dispersed nano-platelet
conductive inclusions by Monte Carlo model and with the creation of unit cell
[Manta 2017].

To our best knowledge, numerical methodologies involving nonlinear tun-
nelling effect to evaluate the effective electric conductivity in composites are
quite few, but are required to better understand the local phenomena and
influence of reinforcement parameters on the apparent electric conductivity of
the composite and to design materials with higher performances. In the present
work, we develop such numerical methodology based on finite elements to
study the effective conductivity of graphene-polymer nanocomposites and pre-
dict percolation thresholds. A procedure based on numerical calculations on
a RVE containing randomly distributed graphene sheets is proposed. A FEM
formulation involving the nonlinear electric conduction effects is developed.
To take into account the specific non-localities related to the tunneling effect,
a distance function map is constructed within the RVE model. In addition,
an imperfect surface model (see e.g., [Yvonnet 2008a, Gu 2011]) is introduced
to model the graphene sheets as surface within the RVE model and avoid me-
shing the thickness of graphene sheets, while incorporating the discontinuities
in electric current density in the normal direction of graphene sheets. Finally,
a procedure is described to compute the effective electric conductivity of the
material on the RVE.

This chapter is organized as follows. In section 3.2, we first provide an
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introduction to the electrical imperfect surface model. In section 3.3, the tun-
neling effect model, which characterized the nonlinear conduction mechanisms
between the close graphene sheets is described. In section 3.4, the multiscale
model of graphene-polymer composite is presented as well as the related ho-
mogenization procedure. The FEM discretization of equations to solve the
RVE nonlinear problem including the tunnelling effect is described in sec-
tion 3.5 with related algorithms, along with the geometric modeling of gra-
phene/polymer nanocomposites. Then, we present some examples in section
3.6 to validate the model and the influence of tunneling effect. In section 3.7,
apart from the RVE analysis, this model is used to quantitatively analyze the
effects of barrier height and configuration of graphene sheets versus electric
percolation thresholds in graphene-polymer nanocomposites. Finally, we pro-
vide qualitative comparisons between the results provided by the proposed
model and some available experimental data. The results of this chapter have
been adapted from one published paper [Lu 2017b] and one submitted article
[Lu 2017a].

3.2 Electrical imperfect surface model

In our proposed model, the graphene sheets embedded in the polymer
matrix are considered as multilayer graphene platelets, and then have a finite
thickness. As their aspect ratio can however be very high, we propose to
replace the platelets by imperfect interfaces with zero thickness but equivalent
energetically. This avoids the meshing of platelets in their thickness for the
numerical simulations. In what follows, the theory of imperfect interfaces for
electric conduction is reminded.

When two solids are in contact or glued together, there is a thin transi-
tion zone between them which behaves as an interphase. Generally, the pro-
perties of the interphase are quite different from those of the solids. Since
the thickness of the interphase zone is relatively small as compared to the
dimensions of the solid, it is possible to replace this zone by an imperfect
interface with zero thickness. The modeling of an interphase as an imperfect
interface has been first proposed by Sanchez-Palencia [Sanchez-Palencia 1970]
and Pham Huy [Huy 1974] using an asymptotic approach in the case of ther-
mal conduction. It was then extended by Klarbring [Klarbring 1991] to the
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context of linear elasticity. In this work, the approach we introduced is pro-
posed by Gu [Gu 2011] and Yvonnet [Yvonnet 2008b], which is based on the
work of Bövik [Bövik 1994], Hashin [Hashin 2001, Hashin 2002], Benveniste
[Benveniste 2006a, Benveniste 2006b, Benveniste 2007]. See a general exten-
sion of this framework for multiphysical coupling in [Gu 2011]. This approach
has the advantages of being independent of any coordinate system, and not
using main curvilinear coordinates.
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Figure 3.1 – Replacement of an interphase by an imperfect interface. (a)
Phase 1/interphase 0/Phase 2 ; (b) Phase 1/imperfect surface S0/Phase 2

The following is adapted from the procedure described initially in [Gu 2008].

3 phases Model In Fig. 3.1, an interphase of uniform thickness h, called
phase 0, is located between the two materials named by phases 1 and 2. Phase
0 is perfectly bonded to the phases 1 and 2 through the surfaces S1 and S2.
As for the electrical conduction, the normal component of the current flux jn
and the electrical potential φ are continuous through the perfect surfaces S1

and S2.

φ(0)|S1 = φ(1)|S1 , φ(0)|S2 = φ(2)|S2 ,

j(0)
n |S1 = j(1)

n |S1 , j(0)
n |S2 = j(2)

n |S2 .
(3.1)

The three phases 0, 1 and 2 are assumed to be homogeneous and linear.
The law of Ohm for electrical conduction in the three phases is then given by

j(i) = K(i)E(i), (3.2)

where K(i) is the electrical conductivity tensor of the phase i which is sym-
metric and positive, j(i) corresponds to the electric current flux of the phase i
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and E(i) is the electric field of phase i defined as the negative gradient of the
electrical potential, i.e.,

E(i) = −∇φ(i). (3.3)

In steady state, the conservation of energy in the absence of a current
source is

∇ · j(i) = 0. (3.4)

In Fig. 3.1 (a), the potential φ(0) on the medium surface S0 can be expressed
as a function of φ(0) and its derivatives evaluated on the surfaces S1 and S2

by Taylor expansion :

φ(0)|S0 = φ(0)|S1 + h

2∇φ
(0).n|S1 +O(h2), (3.5)

φ(0)|S0 = φ(0)|S2 + h

2∇φ
(0).n|S2 +O(h2), (3.6)

where ∇φ.n = ∇nφ.
Subtracting Eq. (3.6) and Eq. (3.5), we obtain

φ(0)|S2 − φ(0)|S1 = h

2 (∇φ(0).n|S1 +∇φ(0).n|S2) +O(h2). (3.7)

Considering the conditions of continuity in Eq. (3.1), we obtain

φ(0)|S2 − φ(0)|S1 = φ(2)|S2 − φ(1)|S1 . (3.8)

Therefore, the jump of the electrical potential through the interphase Ω(0)

in the configuration of Fig. 3.1 (a) can be deduced as :

φ(2)|S2 − φ(1)|S1 = h

2 (∇φ(0).n|S1 +∇φ(0).n|S2) +O(h2). (3.9)

Replacing the interphase by an imperfect interface, the normal derivatives
∇φ(0).n|S1 and ∇φ(0).n|S2 should be expressed in terms of certain quantities
defined in phase 1 and phase 2. Let ∇nφ be the derivative of the electric
potential field in normal direction, and ∇sφ the tangent direction,

∇nφ = ∇φ.n = P1(∇sφ, jn; K) (3.10)

where the function P1 is defined by

P1(∇sφ, jn; K) = − jn
K : (n⊗ n) − s.∇sφ, (3.11)
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and the vector

s = K.n
K : (n⊗ n) . (3.12)

Due to the fact that jn and ∇sφ are continuous across a perfect interface,
we have

∇φ(0) ·n|S1 = P1(∇sφ(0), j(0)
n ; K(0))|S1 = P1(∇sφ(1), j(1)

n ; K(0))|S1 ,

∇φ(0) ·n|S2 = P1(∇sφ(0), j(0)
n ; K(0))|S2 = P1(∇sφ(2), j(2)

n ; K(0))|S2 .
(3.13)

Introducing Eq. (3.13) to Eq. (3.9), we obtain

φ(2)|S2−φ(1)|S1 = h

2
[
P1(∇sφ(1), j(1)

n ; K(0))|S1 + P1(∇sφ(2), j(2)
n ; K(0))|S2

]
+O(h2).
(3.14)

Similarly, as for the current flux, we can get

j(2)
n |S2−j(1)

n |S1 = h

2
[
Q1(∇sφ(1), j(1)

n ; K(0))|S1 +Q1(∇sφ(2), j(2)
n ; K(0))|S2

]
+O(h2),
(3.15)

where Q1 expresses the normal derivative of the current flux ∇njn which is
given by

∇njn = Q1(∇sφ, jn; K) = ∇s · (Ŝ.∇sφ)−∇s · (sjn) (3.16)

and the tensor Ŝ is calculated by

Ŝ = K− (K.n)⊗ (K.n)
K : (n⊗ n) . (3.17)

2 phases+imperfect surface Model In the configuration of Fig. 3.1 (b),
the interphase zone is replaced by the imperfect surface S0, which is geometri-
cally the medium surface of the interphase, and phase i (i = 1,2) is extended
from the surface Si to the surface S0. The jumps of the normal component of
electrical current flux jn and the electrical potential φ through the interphase
in Fig. 3.1 (a) should be identical to the jumps of jn and φ across the limited
area by S1 and S2 in Fig. 3.1 (b) at a fixed error.

Considering the configuration in Fig. 3.1 (b) where the imperfect surface
s0 separates phase 1 and phase 2, we can define the quantities evaluated on
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the surface S0 but on the side of phase 2 are indicated by an exponent "(+)",
while those evaluated on the surface S0 but on the side of phase 1 by "(–)".
Therefore, the Taylor expansion of the potential field is written as

φ(1)|S1 = φ(−) − h

2∇φ
(−) ·n +O(h2),

φ(2)|S2 = φ(+) − h

2∇φ
(+) ·n +O(h2).

(3.18)

Due to the relations

∇φ(−) ·n = P1(∇sΦ(−), j(−)
n ; K(1)),

∇φ(+) ·n = P1(∇sΦ(+), j(+)
n ; K(2)).

(3.19)

we obtain the jump of the electrical potential

φ(2)|S2 − φ(1)|S1 = φ(+) − φ(−)

+ h

2
[
P1(∇sφ(−), j(−)

n ; K(1)) + P1(∇sφ(+), j(+)
n ; K(2))

]
+O(j2).

(3.20)

Combining Eq. (3.14) and Eq. (3.20), we obtain the jump of the electric
potential on the imperfect surface S0

JφK = φ(+) − φ(−) = h

2
[
P1(∇sφ(−), j(−)

n ; K(1)) + P1(∇sφ(+), j(+)
n ; K(2))

]
−h2

[
P1(∇sφ(−), j(−)

n ; K(0)) + P1(∇sφ(+), j(+)
n ; K(0))

]
+O(h2).

(3.21)
Similarly, the jump of the current flux on the normal direction of imperfect

surface S0 is given by

JjnK = j(+)
n − j(−)

n = h

2
[
Q1(∇sφ(−), j(−)

n ; K(1)) +Q1(∇sφ(+), j(+)
n ; K(2))

]
−h2

[
Q1(∇sφ(−), j(−)

n ; K(0)) +Q1(∇sφ(+), j(+)
n ; K(0))

]
+O(h2).

(3.22)
More specifically, in the extreme case where the electrical conductivity of

the interphase is much higher than that of each of the phases, we have the
expressions to describe the situation as

h = κh0, K(0) = 1
κ

K(0)
0 , K(1) = K(1)

0 , K(2) = K(2)
0 , (3.23)
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where κ is a small dimensionless positive parameter which satisfies κ << 1.
h0, K(0)

0 , K(1)
0 and K(2)

0 are the reference values for the analysis.
Therefore, introduce these equations into Eq. (3.21) and (3.22), we obtain

JφK = O(h2) (3.24)

JjnK = h

2∇
s ·
[
Ŝ(0)(∇φ(−) +∇φ(+))

]
+O(h2). (3.25)

Neglecting the terms whose order is equal to and greater than O(h), it
turns out that

JφK = 0. (3.26)
JjnK = h∇s · (Ŝ(0)∇sφ). (3.27)

3.3 Nonlinear conduction mechanisms in po-
lymer/graphene nanocomposites : Tunne-
ling effect
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Figure 3.2 – Band diagrams of graphene-polymer-graphene unit (a) at equi-
librium V = 0 (b) with applied voltage V . The grey part indicates filling of
energy levels. Ec is the conduction band edge energy and EF is the Fermi
level in graphene (for reasons of clarity in EF 6= Ec although it is the case in
graphene monolayer).

In a first approximation, the polymer/graphene nanocomposite can be
seen as a juxtaposition of elementary graphene-polymer-graphene units (see
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Figure 3.2(a)). In order to understand the nonlinear electrical behavior of
the nanocomposite, we first focus on the conduction mechanism of this unit.
When the distance between two graphene sheets is nano-scaled, the polymer
matrix can be seen as a dielectric film between two graphene electrodes. There
is a strong analogy with a metal-insulator-metal device with tunnel junction.
It is known that there are two types of conduction mechanisms in dielectric
films [Hamann 1988], which are interface-limited conduction mechanism and
bulk-limited conduction mechanism respectively. The former depends on the
electric properties at the polymer-graphene interface, while the latter depends
on the electric properties of the polymer. In our work, we focus on solving the
general problem and neglect the bulk-limited conduction mechanism except
Ohm’s law in varying polymer.

There are several interface-limited conduction mechanisms [Chiu 2014a] :
(1) Schottky emission ; (2) Thermionic-field emission ; (3) Fowler-Nordheim
tunneling ; (4) Direct tunneling. Among them, the former two are obvious
only at high temperature when the electrons can get enough thermal energy
to overcome the barrier so that the electronic current can flow in the conduc-
tion band. The latter two occur when the barrier is thin enough to permit
its penetration by the quantum tunneling [Simmons 1971]. To simplify the
problem, we assume that the system is studied at low temperature so that
the thermal current can be neglected, and restrict the electron transportation
between electrodes to the tunneling effect.

The tunneling effect is a purely quantum effect. For a 1D model of two close
graphene sheets separated by a polymer matrix, the two graphene sheets are
considered as source of electrons, and the polymer layer as a potential barrier.
Fig. 3.2 depicts the evolution of conduction band edge energy, Ec, which is at
equilibrium state across the graphene-polymer-graphene device in Fig. 3.2(a).
The potential barrier in polymer corresponding to energy level of conduction
band edge is assumed to have a rectangular shape at equilibrium, i.e., the
interface effect is neglected in first approximation. The applied electrostatic
potential V changes the conduction band edge energy which is shifted from
0 to ∆φ = −eV dependent on x (see in Fig. 3.2(b)), where e is the elemen-
tary electric charge, that makes the barrier shape become trapezoidal when
the graphene sheets have different electrostatic potential. For such 1D mo-
del of two close graphene sheets separated by a polymer matrix, the electric
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constitutive law is express in the polymer in the form

J = G (E, d)E, (3.28)

where J denotes the electric current, E is the electric field, and G (E, d) is a
nonlinear function of the electric field E and of the distance between the two
graphene sheets d. An explicit formula for the electric tunneling effect through
a potential square barrier was first derived by Simmons [Simmons 1963] as :

G (E, d) = 2.2e3E2

8πhpΦ0
exp(− 8π

2.96hpeE
(2m) 1

2 Φ
3
2
0 ) . . .

+ [3 · (2mΦ0) 1
2

2d ](e/hp)2Ed exp[−(4πd
hp

)(2mΦ0) 1
2 ]. (3.29)

Here, the tunneling current J is a nonlinear function of electric field E and
depends of three parameters : the height Φ0, width d of barrier and the effective
mass m of electron in multi-layer graphene. This expression is obtained under
the assumptions that the temperature is very low such as T ≈ 0 K ; the electric
field E varies slowly over the width of the potential barrier (i.e., E ≈ V/d

and the rectangular barrier becomes trapezoidal under the effect of electric
field (see. Fig. 3.2b)) ; the trapezoidal barrier is approximated by rectangular
barrier with the same average height. This theory has been used and validated
experimentally in the metal-insulator-semiconductor [Maity 2016] and metal-
insulator-metal capacitor field [Krishnan 2008]. Note that the current comes
only from the electrons which cross the potential barrier. In Simmons’ model,
the leakage current is not taken into account. This lack of the 1D model can
be covered in the 3D extension of the conductivity model (cf. Section 3.4.2).
However, since we consider the bulk current in addition of tunneling current,
the leakage current will not affect the effective current in the composite.

Figure 3.3 shows the evolution of the tunneling current as functions of E
and d respectively. Specifically, when d is a constant, the tunneling current
increases with electric field E (see in Fig. 3.3 (a)). While with fixed electric
field, larger d leads to a sharp decrease of tunneling current (see in Fig. 3.3
(b)).
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Figure 3.3 – Characteristic behaviors of a polymer-graphene-polymer tunnel
junction with rectangular barrier : (a) tunneling current density versus Electric
field ; (b) tunneling current density versus barrier width.

3.4 Multiscale Modeling of the electrical be-
havior of graphene-reinforced composites

We consider an RVE defined in a domain Ω whose external boundary is
denoted by ∂Ω. The RVE contains N planar graphene sheets associated to
surfaces Γn n = 1, 2, ..., N , which are distributed randomly inside the polymer
matrix, as depicted in Fig. 3.4. The distribution of graphene sheets is assumed
to be periodic. We denote collectively the graphene surfaces by Γ = ⋃

n Γn. The
homogenization problem defined over the RVE Ω is described in the following.

3.4.1 Microscopic problem

Considering only electrical conduction phenomena, the electric power wi-
thin the domain Ω is defined by

W =
∫

Ω
ωb(x)dΩ +

∫
Γ
ωs(x)dΓ, (3.30)

where the density functions ωb and ωs are defined by

ωb(x) = 1
2j(x) ·E(x), ωs(x) = 1

2js(x) ·Es(x), (3.31)
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Figure 3.4 – RVE model of the graphene-reinforced composite.

where
E(x) = −∇φ(x) (3.32)

is the electric field, j(x) is the current density and φ(x) is the electric potential.
In the above, the superscript s denotes surface quantities, e.g., js is the surface
current density. The surface electric field is defined with respect to its bulk
counterpart as :

Es = P.E = −P∇φ = −∇sφ, (3.33)

with
P(x) = I− n(x)⊗ n(x) (3.34)

is a projector operator characterizing the projection of a vector along the
tangent plane to Γ at a point x ∈ Γ and n is the unit normal vector to Γ, I is
the second-order identity tensor. The local constitutive relationships relating
j and js with E are introduced in section 3.4.2. In (3.30) the electric potential
is assumed to verify the condition

〈−∇φ(x)〉 = E (3.35)

where 〈.〉 = 1
V

∫
Ω(.)dΩ is the spatial averaging over Ω, with V the volume of

Ω. This condition is verified for the following boundary conditions over ∂Ω :

φ(x) = −E ·x on ∂Ω, (3.36)
φ(x) = −E ·x + φ̃(x) on ∂Ω (3.37)

where φ̃(x) is a periodic function over Ω, such as
〈
φ̃(x)

〉
= 0. In this study,

the second type of boundary conditions has been adopted.
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3.4.2 Local microscopic constitutive equations

3.4.2.1 Polymer matrix

In the polymer matrix, the current density j is related to the electric field
through the nonlinear relationship :

j =

Kp
0E if d(x) > dcut,
G(E, d) E

|E| if d(x) < dcut,
(3.38)

where dcut is a cut-off distance above which the tunneling effect can be neglec-
ted, and Kp

0 is the electric conductivity tensor of the polymer matrix when
neglecting tunneling effect. Here, we make an assumption that the tunneling
effect is independent on the thickness of graphene.

3.4.2.2 Graphene sheets

Graphene sheets are composed of several layers of graphene and thus have
a finite thickness denoted by h. However, due to the very large aspect ratio
of graphene sheets, which can be of the the order of 103 between the largest
dimension of the sheet and the thickness, it might be cumbersome to model
them as volume domains, especially regarding meshing the thickness of the
sheets. For this reason, we propose to replace the graphene sheets with finite
thickness by highly conducting surfaces (see Fig. 3.5). In that case, the gra-
phene sheets defined in a volume domain Ωg are modeled by imperfect surfaces
Γ where the surface current density js is in that case related to the surface
electric field, Es through (see e.g., [Yvonnet 2008a, Gu 2011]) :

js(x) = Ks
∗Es (3.39)

where
Ks
∗ = hS∗, S∗ = Kg − (Kgn)⊗ (Kgn)

Kg : (n⊗ n) . (3.40)

In (3.40), Kg denotes the second-order electric conductivity tensor of the
bulk graphite, which is here anisotropic.

3.4.3 Homogenized quantities

In this section, we define the effective quantities and their relation to mi-
croscopic (local) fields.
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Figure 3.5 – Replacement of 3D graphene by a highly conducting surface.

3.4.3.1 Effective electric displacement

From energy consistency, we have :

W = V j ·E, (3.41)

where V is the volume of Ω,

E = 1
V

∫
Ω

E(x)dΩ (3.42)

is the effective electric field and j is the effective current density defined by

j = 1
V

∂W

∂E
. (3.43)

Using (3.30), we have :

ji = 1
V

∫
Ω

∂ωb

∂Ei

dΩ + 1
V

∫
Γ

∂ωs

∂Ei

dΓ

= 1
V

∫
Ω

∂ωb

∂Ej

∂Ej
∂Ei

dΩ + 1
V

∫
Γ

∂ωs

∂Es
j

∂Es
j

∂Ei

dΓ. (3.44)

Using equation (3.42), we obtain :

∂Ei

∂Ej
= 1
V

∫
Ω
δijdΩ = δij (3.45)

and
∂ωs

∂Es
j

∂Es
j

∂Ei

= jsjPij = jsi . (3.46)

Thus, we finally obtain using (3.31) :

j = 1
V

(∫
Ω

j(x)dΩ +
∫

Γ
js(x)dΓ

)
. (3.47)
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3.4.3.2 Effective behavior

Due to the nonlinear term (3.38), classical homogenization principles re-
lated to the superposition principle do not hold. Nonlinear homogenization
problems can be handled e.g. by numerical approaches where problems at both
scales are concurrently solved (FE2-approaches, see reviews e.g. in [Geers 2010,
Geers 2016]). In the present case, we restrict the analysis to evaluate the tan-
gent (incremental) effective conductivity tensor, which is defined as :

KT (E) = ∂j(E)
∂E

, (3.48)

where KT (E) is here evaluated numerically by perturbation.

3.5 Finite element numerical solving proce-
dure

3.5.1 Weak forms

The solution φ(x) satisfying the periodical boundary conditions in eq.(3.37)
and minimizing the dissipated power verifies :

DδφW (φ) = 0 (3.49)

where DδφW (φ) denotes the directional (Gâteaux) derivative defined as :

DδφW (φ) =
{
d

dξ

[
W (φ+ ξδφ)

]}
ξ=0

. (3.50)

From (3.49) and using (3.30) we obtain :∫
Ω

∂ωb

∂E
·Dδφ(E)dΩ +

∫
Γ

∂ωs

∂Es
·Dδφ(Es)dΓ = 0, (3.51)

where
Dδφ(E) = −∇(δφ), (3.52)

and
Dδφ(Es) = −P∇(δφ) = −∇s(δφ). (3.53)

Using (3.31), we obtain the weak form :
∫

Ω
j(φ) · ∇(δφ)dΩ +

∫
Γ

js · ∇s(δφ)dΓ = 0, (3.54)
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where φ ∈ H1(Ω), φ satisfying the boundary conditions (3.37) over ∂Ω and
δφ ∈ H1(Ω), δφ = 0 over ∂Ω. Introducing expressions (3.33) and (3.39) in
equation (3.54) yields :

∫
Ω

j(φ) · ∇(δφ)dΩ−
∫

Γ
P∇φ ·Ks

∗P∇(δφ)dΓ = 0. (3.55)

3.5.2 Linearization

Due to the term j(φ) expressed by (3.38), the weak form (3.55) constitutes
a highly nonlinear problem with respect to φ. To solve this problem, we employ
a Newton-Raphson procedure. For this purpose, the linearization of (3.55) is
provided in what follows.

Set

∫
Ω

j(φ) · ∇(δφ)dΩ−
∫

Γ
P∇φ ·Ks

∗P∇(δφ)dΓ = R. (3.56)

A first-order Taylor expansion of R gives :

R(φk + ∆φk) ' R(φk) +D∆φR(φk). (3.57)

In the above, φk denotes the electric potential solution field known from a
previous iteration k, ∆φk is the increment of electric potential. Equating the
left-hand term of (3.57) to zero gives the linearized problem around the know
solution φk as :

D∆φR(φk) = −R(φk). (3.58)

The left-hand term in (3.58) can be expressed by :

∫
Ω

∂j
∂e
∇(∆φ) · ∇(δφ)dΩ−

∫
Γ

P∇(∆φ) ·Ks
∗P∇(δφ)dΓ, (3.59)

where

∂j
∂E

= Kp(E) =

Kp
0 if d(x) > dcut

G ′(||E||) · E⊗E
||E||2 + G(||E||) · ||E||

2I−E⊗E
||E||3 if d(x) ≤ dcut

,

(3.60)
where G ′(||E||) is expressed by :

G ′(||E||) = 2A||E|| exp(− B

||E||
) + AB exp(− B

||E||
) + C, (3.61)
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with

A = 2.2e3

8πhpΦ0
, B = 8π

2.96hpe
(2m) 1

2 Φ
3
2
0 , (3.62)

and
C = 3 · (2mΦ0) 1

2

2 (e/hp)2 exp[−(4πd
hp

)(2mΦ0) 1
2 ]. (3.63)

3.5.3 Nonlinear finite element discretization and ap-
proximation

In the imperfect surface model, the potential is continuous at the graphene
surface whereas the normal component of the current density to the graphene
surface is discontinuous and the tangential component is continuous. The ap-
proximation of the electric potential at a point x in a volume element Ωe is
expressed as

φ(x) =
n∑
i=1

[Ne][Φe], (3.64)

where [Ne] is a matrix of shape functions and [Φe] is a column vector containing
the nodal values of the electric potential for one element. We introduce the
following classical FEM discretizations :

∇([Φe
k]) = [Be][Φe

k], ∇([∆Φe
k]) = [Be][∆Φe

k], ∇([δΦ]) = [Be][δΦe], (3.65)

where [Be] denotes a matrix of shape functions derivatives. Introducing the
above discretization in (3.58) gives :

[δΦe]T
(∫

Ω
[Be]T [Kp(φk)][Be]dΩ

)
[∆Φe

k] + [δΦe]T
(∫

Γ
[Be]T [P ][Ks

∗ ][P ][Be]dΓ
)

[∆Φe
k]

= −[δΦe]T
(∫

Ω
[Be]T j(φk)dΩ

)
− [δΦe]T

(∫
Γ
[Be]T [P ][Ks

∗ ][P ][Be][Φe
k]dΓ

)
.

(3.66)

Owing to the arbitrariness of [δΦe], we obtain the following system of linear
equations :

([Kb] + [Ks])[∆Φk] = −[Rb]− [Rs], (3.67)

where [Kb] and [Ks] denote the bulk and surface tangent matrices, [Rb] and
[Rs] are residual terms and [∆Φk] is the column vector of potential increments
for the whole mesh. The different above matrices and vectors are given by :

[Kb] =
∫

Ω
[Be]T [Kp][Be]dΩ, [Ks] =

∫
Γe

[Be]T [P ][Ks
∗ ][P ][Be]dΓ, (3.68)
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[Rb] =
∫

Ωe
[Be]T j(φk)dΩ, [Rs] =

∫
Γe

[Be]T [P ][Ks
∗ ][P ][Be][Φe

k]dΓ. (3.69)

where [Kp] is the matrix of Kp
(
φk
)
which is given by (3.60).

At each iteration, the electric potential field is updated according to :

[Φk+1] = [Φk] + [∆Φk]. (3.70)

The process is repeated until the criterion ||R|| 6 10−6 is reached.
One specificity of the present problem is the presence of the surface elec-

trical energy term in Eq. (3.55) related to the graphene surface. To eva-
luate the associated surface integral, we first mesh the graphene surface by
triangular elements, which then conform with the tetrahedral elements in
the volume. Here, a special attention must be paid to the computation of
the surface integrals in (3.68) and (3.69). The integrals are evaluated with
Gauss points positioned along the graphene surface, then on the centers of
triangular elements meshing the surface. It is worth noting that the shape
functions [Be] are discontinuous along Γ but that from (3.54), the quantity
[Be(x)]T [P (x)][Ks

∗ ][P (x)][Be(x)] is continuous across Γ. Then, the values of
[Be(x)] being constant in each linear element, they can be evaluated in a Gauss
point x′ located within neighbor elements, as depicted in Fig. 3.6, according
to :

[Be(x)]T [P (x)][Ks
∗ ][P (x)][Be(x)] ' [Be(x′)]T [P (x)][Ks

∗ ][P (x)][Be(x′)].
(3.71)

’

Figure 3.6 – Schematic of the mesh for a graphene sheet and one neighbor
element for the computation of integral terms.
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3.5.4 Geometrical modeling of graphene/polymer na-
nocomposites
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Figure 3.7 – Scheme of the position and orientation of graphene sheet in the
3D space.

In the following, the in-plane dimensions of graphene sheets are 15 × 15
nm2 and the RVE side length of the cubic domain is 80 nm. We consider multi-
layer graphene platelets, also called here sheets, which have a finite thickness.
The related aspect ratio η = 15nm/h denotes the ratio between the length of
the platelet and its thickness. The position and orientation of ith graphene
sheet in RVE are defined by 6 degrees of freedom

{
r(i)
x , r

(i)
y , r

(i)
z , α

(i), β(i), γ(i)
}

where r(i)
x , r

(i)
y , r

(i)
z are the coordinates of the center of graphene sheet, and

α(i), β(i), γ(i) are the Euler angles. Note that α(i), β(i) give the orientation of the
unit normal of graphene sheet, n(i), and γ(i) gives the orientation of graphene
sheet around the unit normal n(i) (see Figure 3.7). In this study, the graphene
sheet are modeled by square plane with the side length L = 15 nm. This
assumption is due to extremely thin thickness of graphene and relies on the
imperfect surface model.

The different microstructures are generated by a Markov-chain with hard-
inclusion Metropolis algorithm (see [Krauth 2006, Torquato 2013] for review
in the case hard-spheres). First, an initial configuration of the system is cho-
sen such the graphene sheet centers are on cubic lattice with random orien-
tation and without overlapping. Then, one randomly chosen graphene sheet
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is attempted to move for each step of Metropolis algorithm. A new posi-
tion for the graphene sheet under consideration is chosen by six random
parameters : (∆x,∆y,∆z) ∈ [−δx, δx]3, ∆α ∈ [−π, π], ∆β ∈ [−δβ, δβ] and
∆γ ∈ [−δγ, δγ]. The parameter (∆x,∆y,∆z,∆γ) are generated with an uni-
form distribution over their definition domains and the couple of increment
angles (∆α,∆β) are generate with an uniform distribution on the part of
the unit sphere defined by δβ. The new position of graphene sheet is then
(x(i) +∆x, y(i) +∆y, z(i) +∆z, α(i) +∆α, β(i) +∆β, γ(i) +∆γ). The parameters
δx, δβ and δγ are adjusted to give about 50% acceptance of the new position.
Periodic boundary conditions are employed throughout the simulation.

Therefore, the acceptance step of this Metropolis algorithm reduces to che-
cking that this displacement does not cause overlap between graphene sheets.
To control the overlapping, the graphene sheets are discretized by a compact
centered square lattice of small fictitious spherical particles with radius δ. The
non-overlapping condition is

r2
ij ≥ δ2 ∀i, j (3.72)

where rij is a distance between the fictitious spherical particles i and j.

Figure 3.8 – RVE for the graphene/polymer nanocomposites involving 25
graphene sheets in a cube of 80×80×80 nm3

To generate a series of independent isotropic RVE samples as random
maps, the position and orientation are saved during a Markov-chain sampling
with regular interval to ensure the statistic independence of two RVEs. Note
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that the first RVE is saved when the orientation of the unit normal of graphene
sheets is isotropic in an average sense. One example of obtained realization
of isotropic graphene nanocomposite RVE is illustrated in Fig. 3.8. Finally to
generate RVE with aligned graphene sheets, the unit normal of graphene are
fixed to be parallel to the z-axis (see Fig. 3.27 (b)). We used GMSH mesh
generator [Geuzaine 2009] to create the triangular mesh of surfaces confor-
ming with matrix tetrahedra. All the above FEM developments have been
implemented in a house-made code developed at MSME under Matlab.

3.5.5 3D distance function used in the tunneling effect
model

x

d
2

d
3

Γ
1

Γ
2

Γ
3

d
1
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Figure 3.9 – a) Distances of a point x from surrounding graphene sheets to
compute the distance d(x). b) Distance function d(x) in 2D RVE with periodic
boundary conditions.

We have introduced in section 3.3 a 3D model where the electric conduc-
tion is dependent on a distance d between the graphene sheets. Even though
this notion is trivial in 1D, many possible choices can be proposed in a full
3D context. In what follows, we propose a simple definition for the distance
function d(x) in equation (3.38), which can be computed at all nodes of the
mesh once before the calculations for a given distribution of graphene sheets
within the RVE. Note that this definition is a possible choice among many
others and is part of the model. We consider a point x ∈ Ω and denote by xΓ
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a point lying on the surface Γ formed by the set of N graphene sheets. We
define the distance function d(x) as follows :

d(x) = min
xΓ∈Γi

i=1,2,...,N

∥∥∥x− xΓ
∥∥∥+ min

xΓ∈Γj
j=1,2,...,N, j 6=i

∥∥∥x− xΓ
∥∥∥ . (3.73)

In other words, for a given point x, we first compute the distance with all
N graphene sheets, then the function d(x) is defined as the sum of the two
smallest distances between the point and two different neighboring graphene
sheets. An illustration of this methodology is schematically depicted in Fig.
3.9 (a) in the 2D context. For one point x, the distances d1, d2 and d3 represent
the shortest distance with graphene sheets Γ1, Γ2 and Γ3. The function d(x)
for this point is the sum of d1 and d2, which are the smallest values in the
set di, i = 1, 2, 3. An illustration of the obtained function d(x) for the 2D
geometry shown in Fig. 3.9 (b).

3.6 Preliminary examples

3.6.1 1D benchmark example

d

Graphene

j=0

GraphenePolymer

j=0

Φ=0 Φ=Φ

L

H

X

Y

(a)

L

d

(b)

Figure 3.10 – Benchmark problem to validate the 1D model : (a) geometry
and boundary conditions ; (b) mesh of the 2D domain.

The objective of this first example is to validate the present model on a
simple benchmark where an analytical solution can be obtained, and where
the tunneling effect can be evidenced. The problem is defined in Fig. 3.10 (a).
A domain is composed of two regions associated with graphene and a third
one associated with the polymer. The width of the polymer layer (distance
between the graphene sheets) is denoted by d. The length of the domain is
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L = d + 2W , where W denotes the width of graphene sheets, here chosen as
W = 10 Å. Electric potentials φ = 0 and φ = φ are prescribed at (x = 0)
and (x = L). Whereas the problem is purely 1D, we solve it in a 2D domain
meshed with linear triangular elements as shown in Fig. 3.10 (b). To avoid
any influence of the y−coordinate and maintain the problem one-dimensional,
zero normal current density is prescribed at (y = 0) and (y = H)

In all the following examples, the electric conductivity of the polymer is
taken as Kp

0 = 1× 10−10 S/m and the conductivity tensor is defined by (3.40)
with

Kp =


1× 10−10 0 0

0 1× 10−10 0
0 0 1× 10−10

 S/m. (3.74)

Note that in this benchmark example, the conductivity in the direction
normal to the graphene sheet is not taken into account. The conductivity
of graphene is anisotropic and its in-plane conductivity was adopted from
Stankovich et al. [Stankovich 2006], who gave a range of 104.92±0.52 S/m. We
then used the value of 104.92 S/m and therefore take the in-plane conductivity
(Kg)1=8.32 × 104 S/m. The out-plane conductivity of the graphene is taken
as (kg)3 = 10−3(kg)1, or :

Kg =


8.32× 104 0 0

0 8.32× 104 0
0 0 83.2

 S/m, for 3D examples. (3.75)

The potential difference ∆φ between (x = 0) and (x = L) is denoted by
φ and the potential difference between both graphene sheets is described by
∆φp. This value is nonlinearly dependent on the value of ∆φ and is computed
as a result of the FEM computation.

In what follows, we study the effects of both distance d and energy barrier
height Φ0 in Eq. (3.29). The Figures 3.11 present the results of current density
as a function of the electric field in the polymer Ep ( Ep = −∆φp/d) and
effective conductivity of the model computed as K = dJ1/dE1 as a function
of the effective electric field E1, where E1 = −∆φ/L. First, the barrier height
Φ0 is fixed to 0.17 eV and the distance between the graphene sheets varies
from 10 to 50 Å. We note that the current density increases with the electric
field Ep, while for a fixed Ep, a smaller value of d leads to a larger current
density. We compare in Fig. 3.11 (a) our numerical solution of current density
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C
u
rr
en
t
d
en

si
ty

(A
/c
m

2
)

 

 

d=20Å
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d=30Å
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Figure 3.11 – (a) Effective current density as a function of Ep ; (b) Effective
electric conductivity as a function of E1 at different barrier width.

and the analytical estimate provided by Eq. (3.29) for 1D tunneling effect.
We note a good agreement between the analytical and the numerical solution.
Note that in the case d = 40Å and d = 50Å, the current density increases
sharply when Ep is over 0.03 V/nm and finally reach the same value. This is
because due to the tunneling effect law, when the potential difference between
the barrier is large enough, the current density tends to be independent on
the barrier width d.
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Figure 3.12 – (a) Effective current density as a function of Ep ; (b) Effective
electric conductivity as a function of E1 at different barrier height.

The Figure 3.11(b) indicates that the effective conductivity of this 2D
model remains constant at low effective electric field E1 and increases sharply
when E1 reaches a threshold, while for the same E1, the effective conductivity
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decreases with an increase of d.
To further investigate the influence of the barrier height Φ0, we fix the

distance d to 20 Å, and compute the current density and effective conductivity
for the same structure as a function of Ep and E1 respectively. We observe
from Fig. 3.12 that for lower barrier height Φ0, we obtain a higher current
density and overall electric conductivity for the same electric field.

3.6.2 3D example with two close graphene sheets : iden-
tification of the parameter α(h)

In the proposed HC surface model, the equivalent 2D surface defined in sec-
tion 3.4.2.2 was used instead of the actual graphene 3D construction, which
also enlarged the region of polymer matrix. Correspondingly, the distance
function we compute is larger than in the real configuration which would
consequently cause the reduction of the tunneling current as well as the esti-
mated overall electric conductivity. In order to solve this problem, we propose
to introduce a correction parameter α to modify the theoretical tunneling
effect law in the polymer matrix in the neighborhood of the graphene sheet
edges. In this example, we provide a procedure to identify the correction pa-
rameter α dependent on the thickness of graphene h for the HC surface model
as :

j = αG(E, d) E
|E|

, if d(x) < dcut. (3.76)

d

h

Φ=0V Φ=0.01V

3D model

2D model

(a)

h

Φ=0V Φ=0.01V

3D model

2D model

d

(b)

Figure 3.13 – Scheme of 3D models with two graphene sheets (a) parallel
and (b) perpendicular to each other
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With the assumption that the graphene sheets are perfectly flat and cannot
overlap, the two extreme locations for each pair of gaphene sheets are parallel
and perpendicular respectively. Therefore, we consider the models as shown
in Fig. 3.13 with Dirichlet boundary condition, where the diameter size of
graphene is 15× 15 nm2 and the potential difference between them is 0.01 V.
Two methods are used to get the effective electric conductivity of the samples.
In the first one, the graphene sheets are modeled as volume parallelepipeds
which are meshed with volume elements. In the second one, we employ the
introduced surface model where the graphene sheets are modeled as surfaces,
meshed with surface triangle elements.

For parallel graphene sheets (see in Fig. 3.13(a)), increase d from 10 to
40 Å, the calculated results for samples with various thickness are plotted in
Fig. 3.14(a). We can note that the effective conductivity is independent on the
thickness of graphene. We then replace the graphene volume by a HC surface,
the surface parameter Ks

∗ is thus given by Eq. (3.40) for the graphene with
thickness of 0.2 nm and 0.5 nm respectively,

Ks
0.2 =


1.664

1.664
0

× 104, Ks
0.5 =


4.16

4.16
0

× 104. (3.77)
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Figure 3.14 – Comparison of the results by two methods with the model of
two (a) parallel and (b) perpendicular graphene sheets

It could be noted that the methodology we propose is in excellent agree-
ment with the 3D graphene FEM estimation when α is chosen to be 1.2 for
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the 0.2 nm thick graphene and 1.5 for the 0.5 nm thickness.
Using this procedure, we can fit the curve by choosing the modified para-

meter α� for configuration with two parallel graphene sheets as :

α�(h) = 1 + h. (3.78)

As for perpendicular graphene sheets (see in Fig. 3.13(b)), we cut the
configuration from the middle part vertical to Z axis as RVE. Fig. 3.14(b)
shows the computed overall conductivities for models with different graphene
thickness (0.2 nm and 0.5 nm) as a function of distance d from 10 to 30 Å. It
is shown that larger the d is, the smaller is the influence of graphene thickness
on the effective conductivity. For the graphene with h = 0.2 nm, we introduce
the HC surface in place of it with the surface conductivity :

Ks
� =


1.664

1.664
0

× 104, Ks
⊥ =


1.664

0
1.664

× 104. (3.79)

In that case, α is obtained as 1.1. Similarly, when h = 0.5 nm, α is obtai-
ned as 1.4. The parameter α⊥ for the configuration with two perpendicular
graphene sheets can then be approximated as :

α⊥(h) = 0.9 + h. (3.80)
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Figure 3.15 – Fitting curve for the parameter α
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Finally, for graphene sheets with thickness of h (nm), we defined the tun-
neling current modified parameter α as the average of these two extreme
conditions as shown by green dashed line in Fig. 3.15 as :

α(h) = 0.95 + h. (3.81)

3.7 Numerical analysis of the electrical conduc-
tivity of graphene reinforced nanocompo-
sites

Experimental works have evidenced that electrical properties of graphene
or nanotube-reinforced nanocomposites are significantly dependent on the mi-
crostructure parameters such as the size [Bryning 2005], the orientation of
fillers [Yousefi 2012, Du 2005], as well as the inherent characteristics of poly-
mer matrix [Bauhofer 2009, Haggenmueller 2007]. In this section, we employ
the proposed continuum numerical tunneling model framework to quantitati-
vely analyze the effects of barrier height and configuration of graphene sheets
versus electric percolation thresholds in graphene-polymer nanocomposites.

3.7.1 RVE size analysis

We first analyze the convergence of the apparent (effective) conductivity of
the composite as a function of the size of the RVE. Periodic boundary condi-
tions are prescribed. For each size of the cubic domain defining the RVE, 30
realizations of random microstructures with the same graphene volume frac-
tion (1.05 vol%) and the same applied electric field (1.25 × 10−3 V/nm), are
computed to determine the apparent electric conductivity according to Eq.
(3.48). Samples with side length ranging from 30 to 80 nm are analyzed. Gra-
phene sheets are still modeled as square domains with dimensions 15×15 nm2

and a thickness of 0.3 nm, which is taken into account through the surface
model in Eq. (3.40). Fig. 3.16 (a-c) provides the effective conductivities tensor
components (KT )11, (KT )22, (KT )33 as a function of the domain size. It is
shown that the dispersion of results decreases when the size of the volume
increases. In Fig. 3.16 (d), we can see that the mean values of electric conduc-
tivities along the three axes (x, y and z) are close to each other in the case of
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random structures, leading to an isotropic behavior.
The mean values converge when the side length of the RVE is roughly 80

nm, which is the value we use in the following analysis.
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Figure 3.16 – Effective conductivities tensor components as a function of
RVE size, f=1.05 vol%, E=1.25 × 10−3 V/nm. (a)
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(d) Comparison of the three components.

3.7.2 Effective electric conductivity and percolation thre-
shold

Next, we use the proposed methodology to investigate the influence of
graphene volume fraction on the effective electric conductivity of graphene/
polymer nanocomposites. The polymer matrix is made of PMMA. The length
of the cubic RVE is 80 nm. The volume fraction is increased by accounting
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(a) f = 0.40 vol% (b) f = 0.53 vol% (c) f = 0.66 vol%

(d) f = 0.79 vol% (e) f = 0.92 vol% (f) f = 1.05 vol%

(g) f = 1.32 vol% (h) f = 1.58 vol%

Figure 3.17 – Realizations of microstructures for different graphene volume
fractions. For visualization purpose, only the mesh of graphene sheets is de-
picted.
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for the thickness of graphene sheets through Eq. (3.40) and by increasing the
number of introduced graphene sheets in the domain. The graphene sheets are
still square surfaces with a fixed size 15×15 nm2 and a thickness of 0.3 nm. The
aspect ratio of graphene is 50. The sheets are distributed randomly using a
Markov-chain hard-plate algorithm (see in Section 3.5.4). Several realizations
of microstructures are shown in Fig. 3.17, where only the mesh of the graphene
surfaces is shown.
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Figure 3.18 – Effective conductivities tensor components as a function of the
graphene volume fraction, E=1.25 × 10−3 V/nm, Φ0 = 0.17 eV. (a)
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(d) Comparison with the case in which tunneling effect
is neglected.

The barrier height between graphene and PMMA is taken as Φ0 = 0.17
eV [Rahman 2012]. Periodic boundary conditions defined in Eq. (3.37) are
prescribed. The problem being nonlinear, the effective conductivity is the in-
cremental one as defined in Eq. (3.48), and depends on the intensity and
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history of the applied electric field. The examples are given for a fixed value
E = 0.0025 V/nm for each direction respectively. The associated potential
difference is ∆φ = 0.2 V.

The numerical results are provided in Fig. 3.18 for PMMA/graphene na-
nocomposite with varying graphene volume fractions. Taking into account the
tunneling effect, the numerical values of (KT )11, (KT )22 and (KT )33 are plot-
ted for each volume fraction as shown in Fig. 3.18 (a-c), where the average
values are obtained for 30 realizations. It indicates that the electric conduc-
tivity of the graphene-reinforced nanocomposites increases with the graphene
volume fraction, and a sharp rise of conductivity can be noticed at about 0.8
vol% where the mean value turns to be over 10−8 S/m. Meanwhile, we can see
that the deviation of the conductivities corresponding to each 30 realizations
whose graphene volume fraction is around 0.8 vol% is much larger.

For better comparison, we have superimposed the mean values of (KT )11,
(KT )22 and (KT )33 in Fig. 3.18 (d) and also plotted the average value 1

3 [(KT )11+
(KT )22 + (KT )33] when the tunneling effect is neglected. It can be shown that
the tunneling effect is responsible of an increase in the apparent conductivity of
several orders of magnitude, which is expected as the polymer matrix alone is
almost isolating and that in our model, the graphene sheets are not in contact
with each other. This insulator-to-conductor transition in composites made of
a conductive filler and an insulating matrix is frequently described by perco-
lation theory. And percolation threshold is the minimum filler content in the
matrix which is characterised by a sharp rise of several magnitude in conducti-
vity due to the formation of conductive network. We estimate the percolation
threshold around about 0.8 vol% which indicates that a very small volume
fraction of graphene can leads to a giant increase in the effective conducti-
vity of the composite. These theoretical predictions are in good qualitative
agreement with those available in [Tkalya 2014].

We examined the results both with and without tunneling effect obtained
from our present work along with the two conventional homogenization theory,
i.e. Mori-Tanaka (MT) theory [Weng 1990, Weng 1984], and Ponte Castañeda
Willis (PCW) theory [Castañeda 1995, Pan 2011]. The Hashin-Strikman (HS)
boundings [Hashin 1963] are also presented as a theoretical footing. Assuming
that the graphene is ellipsoidal, the MT and PCW theories for the effective
electrical conductivity of graphene-polymer nanocomposite can be written as
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a function of graphene volume fraction f :

KMT
e = Kp

(
1 + fT

1− f [1−KpT/(Kg −Kp)]

)
, (3.82)

KPCW
e = Kp

(
1 + fT

1− fT/3

)
. (3.83)

Due to the extremely high contrast ration of conductivity between gra-
phene and polymer matrix, T can be estimated by :

T ' 1
3

( 1
S11

+ 1
S22

+ 1
S33

)
, (3.84)

where S is the Eshelby tensor [Eshelby 1957] associated with the shape of the
graphene.

The upper and lower HS bounds are given by :

KHS(+)
e = Kg

(
1 + (1− f)(Kp −Kg)

f(Kp −Kg)/3 +Kg

)
, (3.85)

KHS(−)
e = Kp

(
1 + f(Kg −Kp)

(1− f)(Kg −Kp)/3 +Kp

)
. (3.86)

We have plotted the effective conductivity by MT and PCW theory, as well
as our present work by FEM in Fig. 3.19, with the graphene aspect ratio of η =
50 and electric conductivities of polymer and graphene being Kp = 1× 10−10

S/m and Kg = 8.32 × 104 S/m respectively. It shows that the PCW theory
increases sharply at the graphene volume fraction f = 6.8 vol% and rapidly
goes out of the HS upper bound. Both our FEM results and the MT curve
reside between the HS bounds, but the numerical results with tunneling effect
show a sharp increase at 0.8 vol%. It is clear that our present work has more
potential to explain the numerous experimental results which demonstrate
extremely low percolation threshold for graphene-reinforced nanocomposites
ranging from 0.1 vol% to 1 vol% [Stankovich 2006, Zhang 2010a, Kim 2015].

In order to better understand the importance of tunneling effect on the per-
colation behavior, the current density field in the polymer matrix of a random
microstructure is presented in Fig. 3.20 when with and without considering
tunneling effect respectively. The side length of the RVE cube is 40 nm, and
the graphene volume fraction is 1.05 vol%. It is shown in Fig. 3.20 (a) that
if tunneling effect is neglected, the maximum current density in the matrix
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Figure 3.19 – The effective electrical conductivity calculated by FEM due
to our present work, as well as the estimations by MT and PCW theory. The
graphene aspect ratio η = 50, the electrical conductivity of polymer matrix
and graphene are taken to be 1× 10−10 S/m and 8.32× 104 S/m respectively.
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Figure 3.20 – Current density in the polymer matrix of microstructure
with graphene volume fraction f = 1.05 vol%, side length of RVE l = 40
nm. (a) Without tunneling effect, (b) Considering tunneling effect. The va-
lues below the minimum of scale bar are set to transparency. (By ParaView
[Ayachit 2015])
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is about 10−9 A/cm2, which indicates that the composite is insulating. While
with the introduction of tunnel effect, we can see the tunneling current in
the local matrix between graphene sheets in Fig. 3.20 (b), which is 107 times
larger than in Fig. 3.20 (a). Therefore, a current path can be formed due
to the tunneling current and leads to a insulator-conductor transition of the
nanocomposite.

3.7.3 Nonlinear electric behavior of graphene reinfor-
ced nanocomposite

We can then use our simulation model to investigate the influence of the
tunneling effect for explaining the nonlinear electric behavior of graphene rein-
forced nanocomposites. An RVE containing randomly distributed graphene
sheets is considered with 1.05 vol% and η = 50. The barrier height between
graphene and PMMA is Φ0 = 0.17 eV [Rahman 2012]. Fig 3.21 shows the
current-density curve, which exhibits a linear (Ohmic) behavior for low ap-
plied electric fields, and a nonlinear behavior for higher electric fields. The
numerical simulations are in good agreement with the experimental results
reported in [Wang 2016].
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Figure 3.21 – Current density-electric field curve of a Nanocomposite with
1.05 vol% graphene, Φ0 = 0.17 eV, η = 50.

For a series samples with various graphene volume fraction which is above
the percolation threshold, we present the relation between ln(J̄) and Ē as
shown in Fig. 3.22.

In generally, the conduction mechanisms in the conductor-insulator-conductor
system include the interface-limited mechanism and the bulk-limited mecha-
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Figure 3.22 – Nonlinear behavior of the graphene nanocomposite with va-
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nism. Sze [Sze 2006] summarized all the basic conduction processes in insula-
tors, such as Schottky emission, Frankel-Poole emission, tunneling/field emis-
sion. Cashell et al. [Cashell 1981] has also proposed a model to describe the
macroscopic electrical behavior in carbon black/polymer composites. There-
fore, we propose to fit the J̄−Ē behaviors in Fig. 3.22 by four expressions based
on various conduction mechanisms and the proposed model in this work :

Schottky emission

J̄ = a exp(b
√
Ē), for simplicity written as, ln(J̄) = A

√
Ē +B. (3.87)

Tunneling emission

J̄ = a′Ē2 exp(−b′/Ē), written as, ln(J̄/Ē2) = −A′/Ē +B′. (3.88)

Frenkel-Poole emission

J̄ = a′′Ē exp(b′′
√
Ē), written as, ln(J̄/Ē) = A′′

√
Ē +B′′. (3.89)

Cashell’s model

J̄ = a′′′Ē exp(b′′′Ē), written as, ln(J̄/Ē) = A′′′Ē +B′′′. (3.90)

The fitting curves and the corresponding fitting parameters for the nume-
rical results by the four equations above are shown in Fig. 3.23 respectively,
where (a) and (b) denote to the Schottky emission expression in Eq. (3.87),
(c) and (d) refer to the tunneling emission mechanism as Eq. (3.88), (e) and
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(f) base on the Frenkel-Poole emission equation as (3.89), (g) and (h) are for
Cashell’s model (3.90). It can be seen that both Schottky emission expres-
sion and Cashell’s model can fit the nonlinear electrical behavior well when
the graphene volume fraction in the nanocomposites is above the percola-
tion threshold, but below 1.7 vol%. That is because the graphene/polymer
nanocomposites are insulators below the percolation threshold, and above a
certain high graphene concentration, the conduction mechanism of the com-
posites changes. Seen in Fig. 3.23 (b) and (h), the tangents of the linear fitting
curve A and A′′′ fluctuate within a narrow range, B and B′′′ keep on increasing
along with the graphene concentration. However, we can also notice that the
tunneling emission model and the Frenkel-Poole emission equation only work
at high electrical field as shown in Fig. 3.23 (c) and (e).
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Figure 3.23 – Fitting curves and fitting parameters correspond to the four
expressions. (a-b) Schottky emission ; (c-d) Tunneling emission ; (e-f) Frenkel-
Poole emission ; (g-h) Cashell’s model.

3.7.4 Effect of barrier height on the percolation thre-
shold

In the following, we study the effects of barrier height between graphene
and various polymers on the nonlinear response of the nanocomposite. In our
simulations, we have considered that the percolation threshold corresponds to
a sharp variation of the effective conductivity above 10−8 S/m. In Fig. 3.24,
the effective conductivity component (KT )11 is plotted as a function of the
graphene volume fraction for the values Φ0 = 0.17 eV, 0.3 eV, 1.0 eV and
without tunneling effect. The aspect ratio is η = 50 and applied electric field
E = 1.25× 10−3 V/nm. It should also be noted that for small barrier height
(0.17 eV and 0.3 eV), the computation results of electric conductivity taking
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Figure 3.24 – Effective conductivity versus graphene sheets volume fraction
for several barrier heights Φ0, E=1.25× 10−3 V/nm, η = 50.

into account the tunneling effect are much larger than the predictions without
tunneling effect, while for Φ0 = 1.0 eV, the effective conductivity characte-
ristics exhibit no obvious difference either with or without tunneling effect.
We can see from these simulations that the lower the barrier height is, the
lower the percolation threshold. Experimental results reporting percolation
thresholds for different polymer matrices and graphene types can be found in
[Stankovich 2006, Jiang 2009b, Ansari 2009, Liang 2009b].

3.7.5 Effect of graphene aspect ratio on the percolation
threshold
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Figure 3.25 – Effective conductivity (KT )11 as a function of the graphene
volume fraction for several graphene aspect ratios η.

Next, we use our numerical model to estimate the percolation threshold
fc of the nanocomposite as a function of the graphene volume fraction and
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aspect ratio for graphene sheets. In Fig. 3.25, the effective conductivity tensor
component (KT )11 is computed for different aspect ratios η = 20, 50 and 100
as a function of volume fraction. The side length of the graphene is fixed,
and the various aspect ratios are obtained by changing the thickness of the
graphene sheets. For each case, the values are averaged over 30 realizations
of random distributions of graphene sheets within the RVE. As the behavior
of the composite is nonlinear, the results of conductivity are presented for a
fixed electric field E = 1.25 × 10−3 V/nm. The barrier height is Φ0 = 0.17
eV. According to our numerical simulations, the effective conductivity clearly
depends on the aspect ratio, a larger η provides lower percolation threshold.
The obtained percolation thresholds for η = 20, 50, and 100 are 1.65 vol%,
0.79 vol%, and 0.33 vol% respectively.

3.7.6 Effect of alignment of graphene sheets

Next, we evaluate the effect of alignment of graphene sheets on the effective
conductivity of the composite. For this purpose, we consider on one hand a
microstructure with graphene sheets whose both positions and orientations are
randomly distributed, and on the other hand a microstructure where positions
of graphene sheets are randomly distributed but the orientation is fixed. Each
point corresponds to the mean value over 30 realizations. Results are presented
in Fig. 3.26. To clearly evidence the anisotropy, we have plotted the three
components of the effective conductivity tensor. The parameters are E=1.25×
10−3 V/nm, Φ0 = 0.17 eV and η = 50.

As expected, the numerical model clearly captures the anisotropic beha-
vior of aligned graphene sheets (see Fig. 3.26 (b)). Another conclusion is that
aligning the graphene sheets does not significantly increase either the maxi-
mum effective conductivity in the direction normal to the graphene sheets or
the percolation threshold, as compared to randomly oriented sheets. However,
the increase in conductivity after the percolation threshold is sharper in the
case of aligned graphene sheets.

Finally, we depict in Fig. 3.27 the current density field in the polymer
matrix when tunneling effect is taken into account for aligned and randomly
oriented graphene sheets, to show the percolation path of electric current in
both these configurations. The parameters are η = 50 and Φ0 = 0.17 eV,
f = 1.05 vol%. The electrical field is applied on the X-direction.
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Figure 3.26 – Effective conductivity tensor components as a function of the
graphene volume fraction : (a) random positions and orientations of graphene ;
(b) random positions and direction of graphene normal to Z-axis.
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Z-axis.
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3.8 Comparison between numerical and expe-
rimental results

In the following, the obtained numerical results are compared with avai-
lable experimental data reported by Stankovich [Stankovich 2006] and Zhang
[Zhang 2010a] respectively. In these works, the percolation threshold and elec-
tric conductivities of graphene reinforced nanocomposites were measured as a
function of graphene volume fraction.

0 0.5 1 1.5 2 2.5
10

−20

10
−15

10
−10

10
−5

10
0

10
5

Graphene volume fraction (vol%)

E
le

c
tr

ic
 c

o
n
d
u
c
ti
v
it
y
 (

S
/m

)

Experimental results

η=200

η=500

Φ
0
=0.17 eV

Figure 3.28 – Experimentally measured [Stankovich 2006] and predicted elec-
tric conductivities of polystyrene-graphene composites with various aspect ra-
tio of graphene sheets (η = 200, 500).

Fig. 3.28 shows the experimental results of electric conductivity of poly-
styrene/graphene composites as a function of graphene volume fraction mea-
sured in [Stankovich 2006], where the graphene was prepared by complete
exfoliation of graphite and the dispersion of individual graphene sheets at
molecular-level. The percolation threshold is exhibited to be 0.1 vol%. The
estimated electric conductivities of the composites containing two different
aspect ratios of graphene platelets, 200 and 500, obtained from the numerical
simulation in our study are also plotted in Fig. 3.28. Assuming the barrier
height to be 0.17 eV, we can see that the percolation threshold for composites
containing graphene sheets with η = 200 occurred at relatively higher gra-
phene volume fraction, fc = 0.2 vol%, than that of the composites containing
graphene with η = 500, where fc = 0.08 vol%. In general, the graphene pla-
telets in the matrix have various aspect ratio due to the preparation method
and their possible aggregation during the synthesis. The proposed numerical
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estimations considering the aspect ratio range of 200− 500 are in reasonable
agreement with the experimental data for low graphene volume fraction.
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Figure 3.29 – Experimentally measured [Zhang 2010a] and predicted electric
conductivities of polyethylene terephthalate/graphene nanocomposites with
various aspect ratio of graphene sheets (η = 50, 150).

Fig. 3.29 plots the electric conductivities of polyethylene terephthalate-
graphene nanocomposites as a function of graphene volume fraction. A high
aspect ratio of η = 146 is obtained for graphene sheets from laser granularity
analyzer. The experimental measured percolation threshold [Zhang 2010a] is
about 0.5 vol%. Similarly, two different aspect ratios of graphene sheets, 50
and 150, were considered in the numerical modeling with the barrier height
of 0.3 eV, leading to a range of percolation threshold from 0.25 vol% to 0.8
vol%. The experimentally measured electric conductivities roughly lie between
the two numerical curves for the two considered aspect ratios. It should be
noted that due to the computational limitations, the contrast of conductivities
between graphene and polymer matrix cannot be higher than 1016. Therefore,
we have to take the electric conductivity of polymer matrix as 10−10 S/m,
which may be one reason of discrepancy between experimental and numerical
results for low graphene volume fraction. There are some other reasons which
may also bring this discrepancy.

Firstly, the dispersion state of graphene is hard to control in the experi-
mental preparation, and the aggregation of graphene in the microstructure
may lead to the heterogeneity of the macroscopic property. However, in our
present work, the numerical simulation is based on randomly distributed gra-
phene sheets. Moreover, the numerical simulation ignores the defects in the
nanocomposites especially the ones on the interface.
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3.9 Conclusion

In this chapter, we have proposed a numerical modeling framework for
predicting the effective electric conductivity in polymer/graphene nanocompo-
sites, taking into account tunnelling effect. A computational homogenization
method has been developed, and the following features were introduced.

First, a 3D tunneling effect model of electric conduction for close graphene
sheets has been proposed, by extending the 1D model to 3D and by defining
an appropriate distance map function. Then, the related nonlinear equations
of the electrical problem have been introduced. The nonlinear equations have
been solved by a FEM technique, where the graphene sheets have been mo-
deled using imperfect interfaces with high conductivity, which avoids meshing
them along their thickness. Appropriate linearization have been introduced
and the effective conductivity has been evaluated numerically by appropriate
definitions of effective quantities through homogenization.

The method has been validated for benchmarks and applied to RVE com-
putations of polymer/grahene nanocomposites. Such procedure allows analy-
zing the effects of microstructural parameters, and percolation thresholds have
been predicted in good agreement with available experimental data. From the
numerical analysis, we can conclude that the tunnelling effect might be the
cause of experimentally observed nonlinear electric response in nanocompo-
sites and an unexpected very low percolation thresholds. The electric beha-
viors of the composites with various graphene concentration, which are obtai-
ned by the numerical simulation, can be fitted by various nonlinear equations.
Although tunneling emission and Frenkel-Poole equations only work at high
electrical field, the expressions based on Schottky emission and Cashell’s mo-
del can fit the nonlinear J̄ − Ē behavior quite well. We can also observe from
the numerical results that the lower percolation thresholds can be obtained
for lower barrier height between the polymer and the graphene sheets and
for higher aspect ratios of graphene platelets. Furthermore, the proposed nu-
merical predictions show that aligning the graphene sheets leads to a sharper
increase of the effective electric conductivity after the percolation threshold as
compared to randomly oriented sheets, but without significant enhancement
of percolation thresholds and maximum effective conductivity.





Chapitre 4

Modeling of the mechanical
behavior of graphene-polymer

interphase using molecular
dynamics

4.1 Introduction

Graphene, as one of the stiffest known materials, whose Young’s modulus is
around 1 TPa [Lee 2008, Lier 2000, Jiang 2009a], is an attractive candidate for
use in high-performance polymer-based composites. From 2000s, a significant
amount of research has been carried out on graphene-polymer nanocomposites
due to their potential for large increases in strength and stiffness [Satti 2010,
Cai 2009, Rafiee 2009, Arash 2014, Verdejo 2011]. The enhanced mechanical
properties of the nanocomposites have been found to depend on various factors
including the graphene-polymer bonding, the concentration of graphene, and
the uniformity of dispersion [Tang 2013, Terrones 2011, Zhao 2010]. Among
these, the graphene-polymer interphase and the interfacial region between
the filler and the matrix phases are recognized as key factors influencing the
effective mechanical properties of the nanocomposites [Zaman 2011].

Many experimental attempts have been endowed to understand the in-
terfacial behavior between graphene and polymer, aiming to improve the in-
teractions and achieve better performance of nanocomposites, i.e. [Ma 2013,
Wan 2012]. Some measurement means for the interfacial strength have been
provided, assuming the existence of interface between the filler and matrix.
For example, Gong et al. [Gong 2010] explored the interfacial behavior by mo-
nitoring the stress transfer with the help of Raman spectroscopy. The AFM
probe, associated with nanopullout process, is also a controllable approach to
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get the interfacial strength in the graphene reinforced polymer nanocompo-
sites [Zhang 2012b, Nie 2017, Barber 2003, Barber 2004a].

In the report of Seidel et al. [Seidel 2006], it was shown that the surface of
graphene is highly attractive and causes the polymer to attain higher density
near the interface, which creates an interphase region of certain thickness,
whose mechanical properties are neither the one of graphene nor of the po-
lymer matrix. However, the quantitative characterization of the interphase,
such as the property of the microstructure and the local mechanical proper-
ties have not been reported so far by many researchers. Currently, only Liu et
al. [Liu 2016] provided a modern tool to determine the thickness of the inter-
phase by combining the scanning transmission electron microscopy (STEM)
and electron energy-loss spectroscopy (EELS), by which an interphase thi-
ckness of 13 and 12.5 nm was measured for GNPs/epoxy and GO/epoxy,
respectively.

The success of several studies has demonstrated that continuum mode-
ling is a powerful tool to investigate the mechanical behavior of nanocom-
posites and overcome the limitation of atomistic methods [Srivastava 2017,
Tserpes 2017, Yang 2013]. There have been mainly two approaches to model
the interfacial effects due the interface in the continuum model : the introduc-
tion of a third body, called interphase, or the use of a model with imperfect
interfaces.
On the one hand, most of the works using a nanocomposite model with an
interphase were performed on the CNT/polymer nanocomposites. Wan et al.
[Wan 2005] studied the load transfer and effective moduli of CNT/polymer na-
nocomposites. They assumed that the elastic moduli of interphase are constants
and they studied the effect of both soft and hard interphases on effective beha-
vior. Hernández-Pérez et al. [Hernández-Pérez 2010] proposed that the inter-
phase moduli are assumed to range continuously from those of CNT to those of
polymer. They concluded that an exponential variation may be more suitable
than a linear one to represent the effective elastic properties of CNT/polymer
nanocomposites.
On the other hand, the interfacial interaction can be modeled by imper-
fect interface which may be regarded as coherent or non-coherent interface
[Chatzigeorgiou 2017]. The non-coherent imperfect interfaces are modelled as
a zero-thickness boundary layer instead of a thin interphase, by spring-layer
imperfect interface model [Benveniste 1985, Achenbach 1989, Hashin 1992,
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Hashin 2002] where the traction vector is continuous across an interface and
proportional to the displacement vector jump across the same interface. For
the coherent or the membrane-type imperfect interface model [Shenoy 2002,
Sharma 2003, Duan 2005b, Yvonnet 2008b, Yvonnet 2011], the displacement
vector is continuous across an interface but the traction vector suffers a jump
across the same interface. Some works to predict the elastic property of compo-
sites with random microstructures have been addressed, considering the nor-
mal and tangential stiffness parameter of interface [Lee 2007, Guessasma 2010,
Wang 2014d].

The difficulty here is the identification of specific properties of the inter-
face and interphase. To obtain a reliable prediction of the macroscopic me-
chanical properties of graphene reinforced nanocomposites, we need to better
understand the microscopic mechanisms of the interfacial interaction between
graphene and polymer matrix. Therefore, the aim of this chapter is to identify
the local mechanical properties of the interface as well as the interphase. The
final goal is to define the most simplest and the most efficient continuum mo-
del with the consideration of the interfacial interaction for the computation
of the effective stiffness of graphene reinforced nanocomposites.

In this chapter, we propose a numerical methodology to characterize the
organization and elastic properties of the interphase via molecular dyna-
mics method. The information of each particle in the atomistic system (i.e.,
masses, positions, stresses and velocities) has to be transposed to the conti-
nuum notions as the density, velocity, stress and displacement field. Since
many works have been presented for the identification of local stress field
[Admal 2016b, Admal 2016a], the main innovation for the identification of
the elastic property is the choice of an appropriate definition of displacement
fields. Besides, the stiffness parameters of the imperfect interface are also
identified via atomistic simulations by monitoring the variation of free energy
during the motion of graphene layer. The local interfacial properties are fur-
ther introduced by two continuum models : one contains both interface and
interphase layers, the other replaces the graphene sheet, interface region and
interphase region by an equivalent imperfect surface. Compared with MD re-
sults, we provide a simplified model which can be easily used to study random
composites efficiently.

Atomistic modeling is a useful tool to provide a view of the elastic property
of a system containing the potential of all the atomic interactions. Shenoy
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[Shenoy 2005] developed an atomistic method to calculate the surface elastic
properties in the nanostructures accounting for additional surface relaxations
engendered by the applied strain. Yvonnet et al. [Yvonnet 2011, Yvonnet 2012]
employed ab initio calculations to extract elastic coefficients of general aniso-
tropic surfaces, and compared the mechanic properties of nanowires obtained
by the continuum model incorporating the surface energy and the complete
ab initio models respectively. It was shown that the multiscale simulation
combining the atomistic and continuum methods show significant potential
for nanoscale modeling [Namilae 2005, Li 2006, Odegard 2005]. To the best
of our knowledge, it is the first time that the choice of a fully non-coherent
imperfect interface model is justified and identified by atomistic simulations.

One approach for defining the continuum stress and density field from
the atomistic level was pioneered by Irving and Kirkwood by the principles
of non-equilibrium classical statistical mechanics, and further substantiated
by Noll [Irving 1950, Noll 1955]. There have been many literatures related to
the discussion and application of this procedure [Lutsko 1988, Cormier 2001,
Admal 2010, Torres-Sánchez 2016]. Recently, Murdoch and Hardy [Hardy 1982,
Murdoch 1993, Murdoch 2007] developed a new approach, defining the conti-
nuum fields by spatial averaging of the discrete motions using weight func-
tion instead of statistical mechanics. The so called Murdoch-Hardy procedure
was further extended for the multiscale analysis [Admal 2010, Zhang 2015,
Admal 2016b, Admal 2016a]. Apart from the stress field, the displacement
field in the composite system is also required for the identification of the stiff-
ness of the interphase region. To link the deformation of the lattice vectors of
crystal to that of a continuum deformation field, Cauchy-Born rule [Born 1940,
Weiner 1981] is a fundamental assumption, and it is suitable for the linkage
of 3D multiscale deformations of bulk materials such as space-filling crys-
tals [Arroyo 2002, Arroyo 2004]. However, for the amorphous body such as
the polymer matrix, it is no longer applicable [Tanguy 2002, Wittmer 2002,
Maloney 2004, Maloney 2006, Lemaitre 2006]. To overcome this difficulty, we
extended the Murdoch-Hardy procedure to estimate the displacement field in
Eulerian coordinate.

The chapter is organized as follows. First, in section 4.2, we provide a
general introduction of the molecular dynamics (MD) method including the
fundamental equations and the atomistic potentials, and present our metho-
dology to generate the molecular RVE containing the single layer graphene
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sheets in the middle of polyethylene (PE) bulk. Section 4.3 describes atomistic
model for analysis, and gives the molecular topology and Eulerian mechani-
cal field obtained by Murdoch-Hardy procedure. In section 4.4, the imperfect
surfaces framework for the continuum model is established, and the macro-
scopic elastic parameters for the interface, interphase and the polymer bulk
are identified from the atomistic information. Finally, in section 4.5, the nu-
merical estimations obtained by the continuum models are compared with
the MD results, demonstrating the influence of the polymer thickness on the
effective elastic tensor components. Finally, the simplified imperfect surface
model is employed to analyze the mechanical characteristics of the polymer
based nanocomposites with randomly distributed graphene filler.

4.2 Details of MD simulations

Molecular Dynamics simulation is a technique for computing the equi-
librium and transport properties of a classical many-body system. It is a
computational tool to understand the properties of assemblies of molecules in
terms of their structure and the microscopic interactions between them. The
accuracy of the atomistic predictions depends on the initial molecular struc-
ture, the force field used to describe the atomic interactions and the procedure
to cure the material.

In this section, a general introduction of MD formulation is first given.
Then we provide a description of interatomic potentials used in this study.
The common MD algorithms are also presented, which are followed by the
methodology of generation process for graphene-PE sandwich structure.

4.2.1 Formulations of MD method

In statistical mechanics experiments and simulations can be performed in
different ensembles, e.g., Microcanonical ensemble (NVE, or NVU), Canonical
ensemble (NVT) and Isothermal-isobaric ensemble (NpT), as shown in Fig.
4.1. An ensemble is a collection of individual systems that can be studied to
yield macroscopic properties of the entire collection. Every equilibrium confi-
guration generated via MD represents a unique microstate of the considerate
statistical ensemble.
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Figure 4.1 – Scheme of the statistical ensemble. (a) NVE ; (b) NVT ; (c)NpT.

Microcanonical ensemble (NVE) Generally, if the simulation system is
sufficiently large, the small part of it may be considered as a canonical system.
In the microcanonical (NVE) ensemble, the system has constant number of
particles (N), constant volume (V) and constant energy (E), as shown in
Fig. 4.1 (a). Considering the isolated system of atoms or molecules, the total
energy E is the sum of the kinetic and potential energies of the molecules. It
is constant in time and identified as the Hamiltonian H =E, given as

H(r1(t), r2(t), ...,p1(t),p2(t), ...) =
∑
α=1

1
2mα

pα ·pα + Utotal(r1(t), ...), (4.1)

where mα and rα denote mass and position of atom α, respectively, and Utotal
is the potential energy defined as the sum of energies due to all the force
fields, such as pair-wise interaction of the atoms, bond potentials, three-body
potentials or others, which we will further discuss in section 4.2.2. pα is the
momentum defined by

pα = mα
.rα. (4.2)

In Eq. (4.2), the dot indicates derivative with respect to time. Then the
Hamilton’s equations for the system are given by

.rα = ∂H
∂pα

, (4.3)

.pα = −∂H
∂rα

. (4.4)

The replacement of Newtonian formulation of mechanics by Hamiltionian’s
equation for a system of particles is a straightforward procedure when there
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are no geometrical constraints and therefore the particle positions may be
described by their rectangular Cartesian coordinates.

The Newtonian dynamics is used to calculate the motion of the atoms
to determine the net force and acceleration experience by each atom. The
solution of the classical equations of motion is written as

mα
..rα = fα. (4.5)

The atomistic displacement vector is defined by

uα (t) = rα (t)− r(0)
α , (4.6)

where r(0)
α is the initial position of αth atom.

Canonical ensemble (NVT) In the canonical ensemble, the amount of
substance (N), volume (V) and temperature (T) are constant (see in Fig. 4.1
(b)). Since T and E are dual variables, the control of the system temperature
T can be realized by the exchange of the energy E.

The evolution equations are given by

.rα = ∇pαH(r,p), (4.7)

.pα = ∇rαH(r,p) + f thα (p;T ). (4.8)

In this ensemble, the energy of endothermic and exothermic processes is
exchanged with the help of a variety of thermostat algorithms, which contri-
butes to the term f thα (p;T ). Two types of thermostat have been provided : one
is deterministic such as Evans thermostat [Evans 1983, Evans 1984], Berend-
sen thermostat [Berendsen 1984], and Nosé-Hoover thermostat [Nosé 1984,
Hoover 1985] ; the other is stochastic such as Langevin thermostat [Grest 1986]
and Nosé-Hoover-Langevin thermostat [Leimkuhler 2009, Samoletov 2007].

Isothermal-isobaric ensemble (NpT) In the isothermal-isobaric ensemble,
the number of the particles (N), pressure (p) and temperature (T) maintains
constant as in Fig. 4.1 (c). It requires both a thermostat (control T) and ba-
rostat (control p), and is the closest to ’laboratory conditions’. Correcting the
pressure in a simulation can be achieved by scaling the inter particle distances,
i.e., changing the size and shape of the simulation box.
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The macroscopic deformation gradient tensor F̃ of the simulation box is
defined by

F̃ = h.
(
h(0)

)−1
(4.9)

where h(0) and h = {a,b, c} are defined as the box simulation shape in the
reference and current configuration respectively. Basis vectors a,b, c represent
the three edges that meet at one vertex of the parallelepiped (see in Fig. 4.2).

Figure 4.2 – Basis vectors of a parallelepiped.

Several barostat have been presented to control the pressure of the system.
Berendsen barostat [Berendsen 1984] and Andersen barostat [Andersen 1980,
Martyna 1994] allow the box size to fluctuate but not change its shape. Rahman-
Parrinello Barostat [Parrinello 1980, Parrinello 1981] which is used only for
solids, allows both the size and shape of the box to change.

Periodical boundary conditions In all the ensembles, periodical boun-
dary condition usually need to be employed due to the small sample size unless
surface effects are of particular interest. Considering for example the two di-
mensional box surrounding the 2D box with replicas of itself as shown in Fig.
4.3, we can adopt the minimum image convention that each atom interacts
with the nearest atom or image in the periodic array. During the simulation,
if an atom leaves the basic simulation box then its replica in a surrounding
box will go into the box as shown in Fig. 4.3. The cutoff is chosen such that a
particle in the primary box does not see its image in the surrounding boxes.
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Figure 4.3 – Periodic boundary conditions. As a particle moves out of the
simulation box, an image particle moves in to replace it. In calculating par-
ticle interactions within the cutoff range, both real and image neighbours are
included.

4.2.2 Potentials

Several force fields have been used in the molecular modeling to des-
cribe the potentials between different atoms or atom groups, including po-
lymer consistent force field (PCFF) [Heinz 2005], consistent valence force
field (CVFF) [Dauber-Osguthorpe 1988], Compass [Sun 1998], and Dreiding
[Mayo 1990].

In the current study, the Dreiding potential is employed which consists of
the valence interactions and the nonbonded interactions of the atoms since
it is well validated for polymer chemistry. The electrostatic contribution are
neglected for simplicity reasons in this work. The system potential energy of
the system, U({rα}) via the Dreiding potential, is represented by the sum of
the contributions of all the interactions above :

U ({rα}) = U (vdw) ({rα}) + U (s) ({rα}) + U (b) ({rα}) + U (tor) ({rα}) (4.10)

The forces fα acting on the atoms are usually derived from a potential energy
U({rα}) as

fα = −∂rαU({rα}). (4.11)
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Since the potentials used are conservative, a set of central forces between
the pairs of atoms, fαβ, can be expressed in terms of the set of inter-atomic
distances rαβ between the αth and βth atoms [Admal 2010, Tadmor 2011],
which are defined by

fαβ = −∂rαβU ({rα})
rα − rβ
rαβ

. (4.12)

Here fαβ is the force of βth atom on the αth atom. It is interesting to note
that this definition assures that

fαβ = −fβα, and fα =
∑
β 6=α

fαβ (4.13)

For convenient reasons, we consider only the van der Waals interactions in
the nonbonded part of Dreiding potential, which is modeled by the Lennard-
Jones 12-6 type expression

U (vdw) ({rα}) =
∑
α

∑
β 6=α,
rαβ<rc

4εαβ

(σαβ
rαβ

)12

−
(
σαβ
rαβ

)6
 (4.14)

where εαβ and σαβ are parameters which depend on the atom types. For
computational reasons, we use a cutoff radius rc = 14.0Å.

θαβγ

α γ

β

rαβ
rβγ

(a)

φ
αβγδ

α

β γ

δ

rαβ

rβγ

rγδ

(b)

Figure 4.4 – Profiles for the potentials. (a) The valence angle and associated
vectors, (b) The dihedral angle and associated vectors.

We assume that the valence interactions consist of bond stretch (U (s),
two-body), bond-angle bend (U (b), three-body), dihedral angle torsion (U (tor),
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four-body). In the case of coarse-grain PE and graphene, these potentials are
written as :

U (s) ({rα}) =
∑

Bond

k
(s)
αβ

2
(
rαβ − r0

αβ

)2
(4.15)

U (b) ({rα}) =
∑

Bending

k
(b)
αβγ

2
(
cos (θαβγ)− cos

(
θ0
αβγ

))2
(4.16)

U (tor) ({rα}) =
∑

Dihedral
(

5∑
n=1

An cosn−1(θαβγδ)) (4.17)

where k(s)
αβ , r0

αβ, k
(b)
αβγ, θ0

αβγ and k
(tor)
βγ are parameters which depend on the atom

types. The bending angle θαβγ and the dihedral angle φαβγδ are defined in Fig.
4.4 and they can be computed using interatomic distances [Glusker 1994] :

cos (θαβγ) = rβα.rβγ
rαβrβγ

=
r2
αβ + r2

βγ − r2
αγ

2rαβrβγ
(4.18)

cos (θαβγδ) = (rαβ × rβγ) . (rβγ × rγδ)
|rαβ × rβγ| |rβγ × rγδ|

(4.19)

=

(
r2
αβ + r2

βγ − r2
αγ

) (
r2
βγ + r2

γδ − r2
βδ

)
− 2r2

βγ

(
r2
βγ − r2

αγ − r2
βδ + r2

αδ

)
4
√
r2
αβr

2
βγ − 1

4

(
r2
αβ + r2

βγ − r2
αγ

)2
√
r2
γδr

2
βγ − 1

4

(
r2
γδ + r2

βγ − r2
βδ

)2

(4.20)

The parameters in Dreiding used to represent the interactions between the
atoms used in this work are given in Table 1. It should be noted that the Van
der Waals potential parameters between C of graphene and -CH2- of PE can
be obtained by the mixing rule such as

εαβ = √εααεββ, (4.21)
σαβ = √σαασββ. (4.22)

(4.23)

4.2.3 The MD algorithm

4.2.3.1 The Verlet algorithm

The Verlet method (also known as leapfrog or Störmer-Verlet) is a popular
time-discretization scheme for molecular simulation. It is specialized to the
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Table 4.1 – Dreiding potential used in the graphene/PE system
Masses

Atom Atomic mass (g/mole)
C 12.00
H 1.01

Bond stretching parameters

Bond type r0(Å) ks(Kcal/mole)
CH2 − CH2 1.54 700
C-C 1.40 934

Angle bending parameters

Angle type θ0 (degree) kb (Kcal/mole)
CH2 − CH2 − CH2 109.5 100
C-C-C 120.0 100

Torsion parameters

Angle type A1 A2 A3 A4 A5

−CH2 − CH2− 1.0 -3.0 0.0 4.0 0.0
-C-C- 25.0 0.0 -25.0 0.0 0.0

Van der Waals parameters

Atom type ε (Kcal/mole) σ (Å)
CH2 0.1984 4.0677
C 0.0950 3.8800
Cut-off distance for all the pair potential is 14 Å
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problems expressed by the classical equations of motion :

.rα = vα, and m
.
vα = fα, (4.24)

and verifies certain conservation principles associated to the continuous time
ordinary differential equations.

Starting from Taylor expansions, we have

r(t+ δt) = r(t) + δtv(t) + 1
2δt

2 .v(t) + 1
6δt

3v̈(t) +O(δt4) (4.25)

r(t− δt) = r(t)− δtv(t) + 1
2δt

2 .v(t)− 1
6δt

3v̈(t) +O(δt4) (4.26)

where the superscript t− δt, t, t+ δt denote the physical quantity at a series
of time steps. Adding these two equations gives

r(t+ δt) = 2r(t)− r(t− δt) + δt2
.
v(t) +O(δt4) (4.27)

which is called the Verlet algorithm. The Verlet algorithm uses positions and
accelerations at time t and the positions from time t − δt to calculate new
positions at time t+ δt, and uses no explicit velocities. The advantages of the
Verlet algorithm are : i) it is straightforward, and ii) the storage requirements
are modest. The disadvantage is that the algorithm is moderately accurate.

Therefore, the scheme is usually given in an alternative “velocity Verlet
”form that takes a step from a given vector r(t), v(t) to r(t + δt), v(t + δt)
by the sequence of operations where there is no compromise on precision. :

v(t+ 1
2δt) = v(t) + 1

2δt
.
v(t) (4.28)

r(t+ δt) = r(t) + δtv(t+ 1
2δt) (4.29)

v(t+ δt) = v(t+ 1
2δt) + 1

2δt
.
v(t+ δt). (4.30)

4.2.3.2 Athermal, Quasistatic Simulation (AQS)

The Athermal, Quasistatic Simulation (AQS) techniques have been intro-
duced by [Maeda 1978, Kobayashi 1980, Maeda 1981] and used to determi-
ned the elastic constants of amorphous glasses materials by [Tanguy 2002,
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Wittmer 2002, Maloney 2004, Lemaitre 2006, Maloney 2006]. In the current
work, the AQS algorithm is used to assure that the system follows equili-
brium trajectories. For each small pseudo time increment, δt, this algorithm
consists to move affinely the atoms from previous state, and then to perform
a minimization to find the nearest local minimum. Specifically, based on an
equilibrium system, the AQS algorithm consists of the repeated alternating
steps as follows :

1) Application of a small, homogeneous strain to all particles and simulation
cell boundaries.
In our study, we suppose that the tensor h (t) = {a(t),b(t), c(t)} is pa-
rameterized by a scalar, t, called pseudo time. The coordinates of all the
atoms in the system as well as the simulation cell are changed by the
deformation gradient tensor ˜F(t) as r′α = rαF̃(t). The system potential
energy, U

(
{rα} , F̃

)
depends on the current position of particles, {rα}, via

the DREIDING potential but also on the shape of simulation box via the
macroscopic deformation gradient tensor F̃. In the initial reference confi-
guration, the system are in equilibrium state, that means that potential
energy, U

({
r(0)
α

}
, F̃ = I

)
, is in a local minimum.

2) Minimization of the potential energy of all the particles in the simulation
cell.
The conjugate gradient algorithm is utilized to realize the minimization
process. The total potential energy can be reduced by moving each atom
towards the direction of the force applied on it by the surrounding atoms.
The relaxation iteration is repeated until both the average energy per atom
U and the maximum atom displacement |umax| = max |uα| in each iteration
step converge simultaneously within sufficient accuracy. Then the actual
potential energy, U

(
{rα} , F̃ (t)

)
in the state of equilibrium, is in a local

minimum.

The equilibrium trajectory imposes that force on particle α is always zero

fα = −∂rαU
(
{rα} , F̃ (t)

)
=
∑
β 6=α

fαβ = 0. (4.31)

The pseudo velocity of α-th atom is estimated by backward finite difference
approximation :

vα (t) ≈ rα (t)− rα (t− δt)
δt

. (4.32)
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The AQS algorithm relies on the idea that in the absence of external loss,
amorphous solids remain close to a mechanically stable state in a complex
potential energy landscape. For molecular or metallic glasses, this assumption
is reasonable as soon as the bath temperature is low compared to the glass
transition temperature Tg. And another limitation of the AQS is that the
strain rate must be small, which is far less than 1/τ , where τ characterizes
the thermally activated escape of the system from a local minimum.

4.2.4 Polymer chain generation

There are many algorithms for generating the initial configuration of the
polymer system, for example :

— Monte Carlo methods and its variants [Vacatello 2001], where the dis-
tributions of the states are sampled and the new state are given by Metropolis
algorithm. It is the most relevant approach, but proved to be delicate for large
systems.

— Random walk methods [Hossain 2010], which generally produce the
configurations out of equilibrium, and are then combined with the relaxation
techniques (i.e. Molecular dynamics) to obtain the equilibrated configuration.

— Hybrid method [Karayiannis 2002], where the Monte Carlo method is
used first to explore the modifications for the conformation following with the
relaxation algorithm by molecular dynamics.

Many algorithms for the preparation of initial system of polymer chain
have been proposed on the basis of random walk method. The push off me-
thods [Auhl 2003, Kremer 1990], based on two steps process : random Gaus-
sian chain generation and equilibration, are very classical for polymerization.
Since the chains are generated randomly in the simulation box without consi-
dering the interactions, which leads to a system far from the equilibrium, it
will require long time to reach equilibrium. To bypass this difficulty, self avoi-
ding random work [Binder 1995, Sommer 2010] has been widely used in the
literatures to generate the initial systems. The advantage of this method is
the introduction of Lennard-Jones interactions which can avoid the spatially
overlapping of the chains. Radical like polymerisation [Gao 1995, Perez 2008]
has also been proved to be a very efficient tool to build the more complex
polymer samples, which is divided in three stages : nucleation of the radi-
cals, growth of the chains within a solvent of monomers and the termination.
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Since the chains are progressively built in an interacting molecular dynamics
solvent, the system can be equilibrated during the growth. Recently, a hierar-
chical backmapping strategy has been developed by Zhang et al. [Zhang 2014]
to generate equilibrated high molecular weight polymer melts.

(a) (b)

(c) (d)

Figure 4.5 – Generation strategy of polymer chains of graphene reinforced
nanocomposties. (a) 50 monomers have grown on each chain by self avoiding
walk method, following by a relaxation by MD. (b) The growth of 50 more
monomers on each chain based on the equilibrated system is shown. (c)-(d)
Repeat the growth process until the equilibrated system of the nanocompo-
sites is obtained. Colors are randomly chosen for different chains to get good
visibility, and the layer of red points in the middle of the box is graphene
platelet.

Based on the simple chemical structure of PE, the coarse-grained model
[Arash 2015] is used in our work and the amorphous PE matrix is represented
by the beads of united atom −CH2− units. The initial system is prepared from
the self-avoiding random walk (see, e.g., [Binder 1995] for review) combining
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the molecular dynamics relaxation steps as introduced by [Gao 1995] and used
by [Perez 2008] to generate homopolymer and copolymers, as shown in Fig.
4.5. Other methods may be used to construct an amorphous polymer (see,
e.g., [Baschnagel 2000, Haley 2015]).

The different steps of the algorithm are :

(i) Initialization : the atoms inside the graphene sheet are arranged on the
median plane (z = 0) of the simulation box.

(ii) Chain nucleation : the first atom of each chain is randomly placed with
a uniform probability density inside the box deprived of a layer of thi-
ckness of 2Å and centered on the graphene sheet.

(iii) Chain growth : all chains grow at each step of the random walk with
the random order. The degrees of freedom associated with the hardest
potentials are maintained at their equilibrium position, i.e. the distance
between two atoms and the flexion angle between two bonds are fixed.
Under these constraints, the possible positions of the next atoms are
on a circle. The set of Nt trial positions {rα+1} = {r(1)

α+1, . . . , r
(Nt)
α+1} are

chosen with uniform distribution on this circle. The potential energy,
U
(
r1, . . . , rα, r(i)

α+1

)
, for each trial position is computed. The position is

randomly chosen with a probability distribution according to the Boltz-
mann weight

p
(
r(i)
α+1

)
∝ exp

−U
(
r1, . . . , rα, r(i)

α+1

)
kbT

 (4.33)

where kb is the Boltzmann constant and the temperature T = 300 K. It
interesting to note that the chains can grow from both extremities.

(iv) Chain relaxation : an annealing is performed by a molecular dyna-
mics simulation with Berendsen thermostat [Berendsen 1984] at the
temperature of 700 K during 20 ps. The position of atoms in graphene
sheet are freezed at the same position.
This relaxation step is performed when the chains are 50, 100, 150, 200,
250, 300, 350, 400, 450, 500 monomers after the algorithm come back to
step (iii).

(v) Final relaxations and quenching : after the chain growth, the sys-
tem is then first relaxed at NpT ensemble via Nosé-Hoover [Martyna 1994,
Shinoda 2004] at T=700 K and p=0 atm for 10000 fs and followed by
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a cooling from 700 K to 200 K during 40000 fs. Then, a second NpT
relaxation at T=200 K and p=0 atm for 20000 fs. An other relaxation
during 20000 fs is performed at NVE ensemble. The last step is the
quenching at 0 K by a minimization of the system potential energy.

4.3 Spatial description of continuum fields in
atomistics

4.3.1 Murdoch-Hardy procedure

In this work, the Murdoch-Hardy procedure [Hardy 1982, Murdoch 1993,
Hardy 2002] is described. The main point here is to identify the properties of
continuum fields (i.e. mass density, stress, velocity) with local space averages
of microscopic quantities (i.e. molecular masses, molecular stresses, molecular
velocity). A physical interpretation of the Murdoch-Hardy procedure is that
a measuring device with a finite size measures the quantities of interest at
a point x in Eulerian coordinate. This device is modeled by a scalar-valued
weighting function w(x) which defines a spatial averaging and satisfies the
normalization condition ∫

R3
w (x) dx = 1. (4.34)

The masse density ρw (x, t) is defined as

ρw (x, t) =
∑
α

mαw (rα (t)− x) . (4.35)

Here, the masse density ρw (x, t) must verify the continuity equation (conser-
vation of mass) in the current configuration

∂tρw +∇x. (ρwvw) = 0, (4.36)

where ∂t. and ∇x. denote the partial derivative with respect the time and the
divergence operator with respect the spatial coordinate x, respectively.

To satisfy the continuity equation (4.36), the velocity fields in the Eulerien
description vw(x, t) is defined by [Murdoch 2012]

vw (x, t) =


1
ρw

∑
αmαvα (t)w (rα (t)− x) if ρw (x, t) 6= 0

0 otherwise.
(4.37)
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Following [Gremaud 2016], we introduce the displacement field defined in
Eulerian coordinate, uw (x, t), which allows to rebuild the solid as it was at
time t = 0, before the various translations, rotations and deformations it
underwent, both in the absolute frame and in the mobile frame. The relation
between the Eulerian displacement and velocity fields is

vw (x, t) = −duw
dt , or ∂tuw = −vw. (I +∇xuw) (4.38)

where I is the unit second order tensor and ∇x the gradient operator with
respect the spatial coordinate x. The displacement field can be estimated by
a finite difference approximation

uw (x, t+ δt) ≈ uw (x, t)− δtvw (x, t+ δt) . (I +∇xuw (x, t)) . (4.39)

To the best of our knowledge, this is the first time in this work that the
displacement field in Eulerian coordinate, uw (x, t) is used for the Murdoch-
Hardy procedure.

Following [Admal 2010, Admal 2016b, Admal 2016a] the atomistic Cauchy
stress tensor is decomposed in two terms the kinematics contribution, σw,k,
and the potential contribution, σw,v, such as

σw (x, t) = σw,k (x, t) + σw,v (x, t) (4.40)

where

σw,k (x, t) = −
∑
α

(vα (t)− vw (x, t))⊗ (vα (t)− vw (x, t))w (rα (t)− x) .

(4.41)
Here, the kinematics contribution will be consider null because we assume that
the stress measurement is carried out when the box shape does not change,
i.e. for an instant t such as ḣ(t) = 0, which implies vw(x, t) = 0 for all x and
vα = 0 for all α.

The potential contribution of atomistic Cauchy stress, σw,v satisfies the
balance equation

∇x.σw,v (x, t) =
∑
α

fα (t)w (rα (t)− x) . (4.42)

The expression of σv,w is not unique, the most common one being

σv,w (x, t) = 1
2
∑
α,β

fαβ (t)⊗ (rβ (t)− rα (t)) bw (x; rα (t) , rβ (t)) , (4.43)
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where bw (x, rα (t) , rβ (t)) is the bond function expressed by

bw (x; rα (t) , rβ (t)) =
∫ 1

0
w((1− s)rα + srβ − x)ds. (4.44)

To assess the local conformation of polymer chains in the normal direction
of gaphene, the nematic order parameter sw is defined by

sw (x) = 1
ρb (x)

∑
Bond(PE)

(
3 (nαβ.ez)2 − 1

2

)
bw (x; rα (t) , rβ (t)) (4.45)

where Bond(PE) is the set of covalent bond in the polymer ; ez is the unit
normal of graphene ; nαβ = (rα − rβ)/rαβ is the unit vector which defines
the covalent bond direction between two CH2 atom group α and β along the
polymer chain and ρb (x) = ∑

Bond(PE) bw (x; rα (t) , rβ (t)) is a normalization
constant which corresponds to the local bond density at x.

4.3.2 Analysis of the molecular configuration
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Figure 4.6 – Graphene/PE nanocomposite with sandwich structure under
periodical boundary condition, single layer graphene is located in the middle
of the box.

We have generated a sandwich structure in rectangular box under periodi-
cal boundary condition with 40 PE chains. Each PE chain contains 500 CH2

units. The length, Lx = 100.8Å, and width, Ly = 94.57Å, of box is fixed to
have 25×38 crystal lattice in graphene sheet, the thickness H depends on the
number of PE chains. The origin of absolute referential, REuler(O, e1, e2, e3),
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in the Eulerian specification is the center of the graphene sheet and its orien-
tation is defined such that e3 is normal to the graphene and the triangles in
the graphene hexagonal lattice pointing along the e1 direction (see Fig. 4.6).
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Figure 4.7 – Profiles for weighting function a) along e1 and b) along e3

Here, we want to probe the topological and mechanical properties as a
function of the z distance from the graphene sheet. For that reason an ani-
sotropic measuring device with rectangular cuboid shape is used such with
lenghts lw1 = Lx, lw2 = Ly and lw3 = 4Å. We assume that the measure is uni-
form for all points in the cuboid and that the atoms occupy a small sphere
of radius rw = 0.79Å to regularize the weighting function w(x). Under these
assumptions, the weighting function is defined by a convolution product

w (x) = 1
w0

∫
Ω
f (Cub)(x− x′)f (Sph)(x− x′)dx′ (4.46)

where w0 is the normalization constant given by equation (4.34) and f (Cub)

and f (Sph) are the characteristic function of the cuboid and sphere respectively
given by

f (Sph) (x) = 1−H (|x| − rw) (4.47)

f (Cub) (x) =
3∏
i=1

(
1−H

(∣∣∣∣∣x.ei − lwi
2

∣∣∣∣∣
))

(4.48)

where H (x) denotes the Heaviside step function. The representation of weigh-
ting function along e1 and e3 is shown in Fig. 4.7.
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Figure 4.8 – Local mass density normal to a graphene sheets of a fully relaxed
graphene/PE sandwich structure nanocomposites at undeformed state.

Fig. 4.8 shows the local density of graphene, PE and composite system for
a sandwich structure with h = 106Å as a function of the z distance from the
graphene sheet. We can see a dense packing of PE mass close to graphene layer
called interphase zone, which is due to the adsorption of the PE chains on both
the two faces of graphene sheets. On each side of graphene, the thickness of the
interphase is around 2 nm. The density of the graphene/PE composite with
sandwich structure is dominated by the density of graphene in the midplane
and by the density of polymer for the rest part.
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Figure 4.9 – Nematic order parameter of the polymer as a function of the
normal distance from graphene layer.

Fig. 4.9 represents the nematic order parameter sw for polymer bond. We
can see a decrease in the interphase part which also presents a thickness of



4.3. Spatial description of continuum fields in atomistics 105

around 2 nm. Generally, the nematic order s is used to describe the orientatio-
nal order of a nematic liquid crystal. For a completely random and isotropic
sample, s=0, whereas for a perfectly aligned sample along z axis, s=1. In ad-
dition, s = -1/2 denotes that all the bonds are in the plane perpendicular
to z. Therefore, it indicates that in the interfacial zone next to the graphene
sheets, the chains of the polymer can not fully extended and turn to be more
paralleled to the graphene layer.

4.3.3 Analysis of local mechanical fields
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Figure 4.10 – Evolution of initial Cauchy stress fields components along the
normal of graphene layer e3. (a) (σw)11 (b) (σw)33 vs z for an elongation along
e1.

The initial Cauchy stress fields components of the sandwich structure,
(σw)11 and (σw)33, are shown in Fig. 4.10 as a function of z-distance from the
middle-layer graphene sheet. It can be noticed that for both components of
the stress field, the stress concentration occurs close to the graphene layer, and
that the local stress presents a decrease at the interphase region and finally
converges to a certain value in the polymer matrix region. The residual stress
comes from the quenching from 200K to 0K during the sample processing.

Fig. 4.11 represents the normal component of displacement fields along the
normal of graphene layer at an elongation of 0.3% along e3, where the left and
right figures denote to u(2)

w .e3 obtained by the averaging of the displacements
of each atom and to uw.e3 obtained by our new estimation in Eq. (4.38),



106
Chapitre 4. Modeling of the mechanical behavior of

graphene-polymer interphase using molecular dynamics

respectively. The displacement u(2)
w is given by

u(2)
w (x, t) = 1

Nw

∑
α

(rα(t)− r(0)
α ), Nw is the number of atoms in each slice.

(4.49)
It is obvious that the simple displacement averaging can not lead to the pro-
per displacement fields. As in the left figure of Fig. 4.11, the magnitude of
the displacement is not in good agreement with actual deformation, and the
opposite number of the curve tangent which corresponds to the strain tensor
component ε33 is 0.0054%, far from the effective strain of 0.3%, while the es-
timation of displacement by Eq. (4.38) shows a good agreement. As shown in
the right figure of Fig. 4.11, at an elongating of 0.3% along e3, the local strain
along e3, ε33, is estimated as the opposite of the tangent of the curve, which
is about 0.23% at the interphase region, and turns to 0.32% for the polymer
matrix part.
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Figure 4.11 – Component of the Eulerian displacement uw.e3 along the nor-
mal of graphene layer e3 for an elongation along e3. The left figure represents
the results by simple averaging the displacements of each atom, and the right
figure shows the results obtained by Eq. 4.38.

In addition, in the shear elongation case in the plane of e1 and e3 at ε13 =
3%, local displacement fields component uw.e1 along the normal distance from
graphene layer is shown in Fig. 4.12. A sharp decrease of uw.e1 can been
seen at the middle layer, which indicates the slipping at the interface between
graphene and polymer and thus demonstrates that the shear strength between
graphene and polymer matrix is extremely low.
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Figure 4.12 – Component of the Eulerian displacement uw.e1 along the nor-
mal of graphene layer e3 for a simple shear elongation along ε13 = 3%.

4.4 Continuum modeling of thin interphases
as imperfect interfaces

Figure 4.13 – a) Atomistic configuration ; b) 7 layer continuum model ; c)
Continuum model with imperfect interface and interphases (Model I) ; d)
Continuum model with single equivalent imperfect interface (Model II).

For the continuum point of view, the polymer/graphene nanocomposite
can be modeled by a seven layer composite : the central layer for graphene,
two thin layer for the interfacial part between graphene and polymer ; two
layers for interphase and two layer for polymer bulk see Fig. 4.13 (b). The
thickness of the three central layers suggest that they can be replaced by one
imperfect interface to take into account the elasticity of graphene and the jump
displacement that we have shown in the previous section 4.3.3. This model is
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denoted by model I (see in Fig. 4.13 (c)). Making use of an equivalent imperfect
interface to replace the graphene sheet, the interface region and the interphase
region, Model II is proposed as shown in Fig. 4.13 (d). Another naive model
is also proposed in which the interphase and interface are neglected and only
the stiffnesses of pure polymer and graphene sheet are included, denoted by
Model III (see in Fig. 4.13 (d) when I represents only the graphene layer). In
the first part of this section, the imperfect interfaces framework is presented.
Then, the identification procedure of the elastic properties of bulk polymer,
interphase and interface is discussed.

4.4.1 Imperfect interfaces framework

The purpose of this section is to establish the equations governing conti-
nua embedding general interface for the model I (see Figure 4.13c). In this
section, we assume infinitesimal displacement and linear behavior for the sake
of simplicity. The interface unit normal of the interface I is e3.

The displacement in the body is denoted by u (x) and the displacement
jump, JuK, across the interface I is defined by

JuK = u|+I − u|−I , (4.50)

where u|+I and u|−I are the values of displacement in the upper and lower
surfaces of interface I respectively .

The displacement field, us, inside the interface I is defined as the median
value

us (x) = 1
2
(
u|+I + u|−I

)
, ∀x ∈ I. (4.51)

The infinitesimal strain tensor in the bulk is defined by

ε (x) = 1
2
(
∇u (x) +∇uT (x)

)
, ∀x ∈ Ω(i), (4.52)

and the infinitesimal strain tensor on the interface is defined by

εs (x) = PεP, ∀x ∈ I (4.53)

where ∇ is the gradient operator and ∇s = P.∇ is the interface gradient
operator and P = I− e3 ⊗ e3 is the projector onto the interface I.
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In absence of external force densities in bulk and in interface, the balance
equation are

∇ ·σ = 0 ∀x ∈ Ω(i) (4.54)
∇s ·σs + JtK = 0 ∀x ∈ I (4.55)

where ∇ · is the divergence operator ; ∇s · { · } = ∇{ · } : P is the interface
divergence operator ; σs the interfacial stress and JtK is the traction vector
jump across the interface defined by

JtK = Jσ.e3K =
(
σ|+I − σ|

−
I

)
.e3. (4.56)

We assume the existence of a bulk free energy densities φ(ε) and an inter-
facial free energy density φs(εs, JuK) in the bulk and the interface respectively,
such as the behavior laws derive from them

σ = ∂εφ ∀x ∈ Ω(i) (4.57)
σs = ∂εsφ

s ∀x ∈ I (4.58)
ts = ∂JuKφ

s ∀x ∈ I (4.59)

where ts denotes the average traction across the interface, defined by

ts = 1
2
(
σ|+I + σ|−I

)
.e3 (4.60)

Under the assumptions of standard linear elastic behavior with internal stresses,
the both free energy are given by

φ (ε) = 1
2ε : C(i) : ε+ τ (x) : ε+ φ0 ∀x ∈ Ω(i) (4.61)

φs (εs, JuK) = 1
2ε

s : Cs : εs + τ s : εs + 1
2 JuK .Ks. JuK + φs0 ∀x ∈ I (4.62)

where C(i) is the fourth-order symmetric stiffness tensor of layer Ω(i) ; Cs is the
fourth-order symmetric interfacial stiffness tensors ; τ is the internal stresses
in the bulk and τ s is the internal surface stress ; φ0 and φs0 are the free energies
of bulk and interface under zero strain and zero jump displacement ; and Ks is
the second-order positive symmetric tensor which corresponds to the cohesive
stiffness of interface.
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4.4.2 Parameters identification

4.4.2.1 Identification of local elastic parameters in polymer bulk

Using the Murdoch-Hardy procedure which was presented in section 4.3.1,
a Cauchy stress field, σw, and a continuous displacement field u(E)

w can be
defined. Under infinitesimal displacement assumption, the initial and final
configuration can be considered as the same, therefore a displacement field
uw = −u(E)

w (x) can be defined as the opposite of the Eulerian displacement
field. An infinitesimal strain tensor, εw, is defined using the following centered
finite difference approximation of the spatial derivative of displacement field

∂xiuw(x) ≈ uw(x + δxei)− uw(x− δxei)
2δx , for i ∈ {1, 2, 3}. (4.63)

Elongation and simple shear are prescribed to the molecular box to identify
the elastic tensor C(x) on each point of polymer. Under infinitesimal strain
assumption, the box shape is defined by the effective infinitesimal strain tensor
ε̃. The displacement on the boundary of the box is given by

u = ε̃x, for x ⊂ ∂Ω. (4.64)

The choice of an anisotropic weight function impose that the stress field
and strain field for these deformations of molecular box depend only of the
coordinate z along e3 axis. Moreover, the components of local infinitesimal
strain into the plan (e1, e2), are equal to the corresponding components of the
effective infinitesimal strain tensor

P.εw (x) .P = P.ε̃.P, ∀x ∈ Ω(i) (4.65)

For an elongation along e1, ε̃ = ε̃1e1 ⊗ e1, the local strain deformation
which is orthogonal to the plan (e1, e2) is negligible (εw)i3 � (εw)11 = ε̃1 for
i = {1, 2, 3}. Moreover, the equation (4.65) imposes that (εw)22 = (εw)12 =
ε̃6 = 0, so that the local stress increment is given by

∆σw (x) = σw (x)− σ(0)
w (x) = C (x) : ε̃1e1 ⊗ e1 (4.66)

where σ(0)
w (x) is the internal stresses which are computed on the undeformed

molecular box (ε̃ = 0). Then, the following components of the stiffness tensor
in a classical Voigt notation are obtained by

CI1 (x) = (∆σw) I (x)
ε̃1

(4.67)
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The results are similar for the other effective deformations into the plan (e1, e2)

CI2 (x) = (∆σw) I (x)
ε̃2

for ε̃ = ε̃2e2 ⊗ e2 (4.68)

CI6 (x) = (∆σw) I (x)
ε̃6

for ε̃ = ε̃6
1
2 (e1 ⊗ e2 + e2 ⊗ e1) (4.69)

This post processing have shown that ∀x C11 (x) ≈ C22 (x), C31 (x) ≈
C32 (x), C21 (x) ≈ C12 (x) and ∀I ≥ 4 CI1 (x) ≈ CI2 (x) ≈ 0 ; and ∀I < 6
CI6 (x) ≈ 0. The Figures 4.14 show the evolution of C11,C12,C13 and C66 with
the distance to the graphene z. A substantial increase of stiffness components
is shown for z < 2Å due to graphene sheet. In the interphase area, 2Å ≤ z ≤
12Å where sw < 0, the stiffness components is 40% higher than in the bulk
part z ≥ 12Å where sw ≈ 0.
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Figure 4.14 – Evolution of stiffness tensor components along the normal of
graphene layer e3.(a) C11, C12, C13 vs z ; (b) C66 vs z.

For an elongation normal to e3, ε̃ = ε̃3e3 ⊗ e3, only the stain ε33 has a
significant value so that the components CI3 of the stiffness tensor are given
by

CI3 (x) = (∆σw) I (x)
ε̃3

. (4.70)

Fig. 4.15 shows the evolution of C33 with the distance to the graphene z. It
shows that in the interphase area, 2Å ≤ z ≤ 12Å, C33 is almost 1.5 times
higher than in the polymer matrix area where z ≥ 12Å. Overall, the thickness
of the interphase region which has various stiffness from the pure polymer is
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supposed to be 12 Å, smaller than the one we defined from the view of local
density which is around 2 nm.

Due to the slip at the polymer/graphene interface, the local strain, εw (x)
and the local stress increment, ∆σw (x), in the polymer remains zero for all
shears in the graphene plane. It is therefore impossible to identify with this
method the stiffness tensor components CI4 and CI5. For convenient reasons,
we assume that C44 (x) = C55 (x) = C66 (x). In the polymer, other components
CI4 (x) = CI5 (x) = 0.

0 10 20 30 40 50 60
12

14

16

18

20

22

24

Normal distance from graphene layer ( )Å
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Figure 4.15 – Evolution of the stiffness tensor component C33 along the
normal of graphene layer e3.

4.4.2.2 Identification of interface parameters

Interfaces can be categorized into four models according to their kinematic
or kinetic characteristics as shown in Fig. 4.16.

For the identification of interface parameters, we write the surface free
energy φs as the sum of three contributions as shown in Fig. 4.17 : one for the
graphene and two for the interfaces polymer/graphene. Therefore, the three
layers description of the imperfect interface is used. Following the classification
in above, the graphene layer can be considered like an elastic interface, denoted
by s2, i.e. it is kinematically coherent (JuK|s2 = 0) but kinetically non-coherent
(JtK|s2 6= 0). The free energy of s2 is defined by

φs2 = 1
2ε

s2 : Cs2 : εs2 + τ s2 : εs2 + φs20 (4.71)

where Cs2 is the fourth order surface stiffness tensor of graphene, τ s2 is the
internal surface stress and εs2 is the surface strain tensor into the graphane
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sheet.

Figure 4.16 – An overview of interface models. Graphical illustration (left)
and mathematical explanation (right). From the viewpoint of continuum me-
chanics, interfaces can be divided into four categories depending on their kine-
matic or kinetic characteristics. The elastic interface model does not allow for
the displacement jump, but the traction may suffer a jump across the interface.
The cohesive interface model on the contrary, allows for the displacement jump
but assumes the continuity of the traction field across the interface. The inter-
section of elastic and cohesive interface model is the perfect interface model for
which both the traction and displacement across the interface are continuous.
This contribution formulates the general interface model which encompasses
all other interface types. Reproduced from [Chatzigeorgiou 2017].

Polymer
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Polymer

Polymer

Graphene
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e3

Figure 4.17 – Scheme of the three layers of the imperfect interface I.

The graphene/polymer interfacial regions can be considered like cohesive
interfaces, denoted s1 and s3, i.e. it is kinematically non-coherent (JuK|s1 6= 0
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and JuK|s3 6= 0) but kinetically coherent (JtK|s1 = JtK|s3 = 0). The cohesive
laws for interface s1 and s3 is

σ|s1 .e3 = Ks1JuK|s1, σ|s3 .e3 = Ks3JuK|s3 (4.72)

where Ks1 and Ks3 are the second order cohesive stiffness matrix of the in-
terface s1 and s3. The free energy of s1 and s3 are defined by

φs1 = 1
2 JuK |s1.Ks1. JuK |s1 + φs10 , φs3 = 1

2 JuK |s3.Ks3. JuK |s3 + φs30 (4.73)

where φs0 = φs10 + φs20 + φs30 .
The kinematic compatibility across the graphene sheet s2 enforces that

the jump of displacement field in the equivalent imperfect interface are

JuK = u|+s3 − u|−s1 =
(
u|+s3 − ug

)
+
(
ug − u|−s1

)
= JuK |s1 + JuK |s3. (4.74)

‘+’ and ‘-’ correspond to the upper and lower surface of the interface with
respect to the normal direction e3. The results of atomistic simulations suggest
that the displacement jumps across interface s1 and s3 are equal. For the sake
of simplicity, we assume that JuK |s1 = JuK |s3 = JuK /2, which implies that the
displacement field, ug (ug = u|+s2 = u|−s2 = u|+s1 = u|−s3), and the stain fields,
εs2, on the graphene sheet are given by

ug = u|+s3 + u|−s1
2 , εs2 (x) = 1

2
(
∇sug (x) + (∇sug)T (x)

)
. (4.75)

Remind that the cohesive law for the equivalent imperfect interface

Ks JuK = ts = (σ|s1 + σ|s3) .e3

2 , (4.76)

introducing the cohesive laws of the interface s1 and s3 and using the equality
of jump displacement across s1 and s3, we obtain

Ks = 1
4
(
Ks1 + Ks3

)
= 1

2Ks1 = 1
2Ks3. (4.77)

The two last equality come from the mirror symmetry of the system with
respect to the graphene plane which implies that Ks1 = Ks3.

The additivity of specific free energy and the equation (4.77) gives

φs = φs1 + φs2 + φs3 (4.78)

φs = JuK |s1.Ks. JuK |s1 + 1
2ε

s : Cs2 : εs + JuK |s3Ks. JuK |s3 + φs0. (4.79)
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Figure 4.18 – a) Scheme of graphene sheet translation along e3 ; b) Graphene
sheet translation along e1.

After establishing the new expression of specific free energy of the im-
perfect interface, φs, the identification of stiffness tensor Ks is detailed. At
atomic scale we impose elementary rigid body motions of graphene sheet, d,
along the direction ei (see Fig. 4.18). The polymer atoms displacements are
kept fixed so that the variation of potential energy is only due to the displace-
ment discontinuity at the interface. Assuming that the temperature is 0 K in
our simulations, the variation of free energy for a translation dei of graphene
is given by the variation of potential energy

∆U =
〈
φ− φ(0)

〉
=
∫

Ω
φ− φ0 dΩ +

∫
I
φs − φs0 dS (4.80)

= S (JuK |s1.Ks. JuK |s1 + JuK |s3Ks. JuK |s3) (4.81)
= S (dei.Ks.dei + (−dei) Ks. (−dei)) (4.82)
= 2Sd2(Ks)ii (4.83)

where S is the graphene sheet surface. The last equation shows that the po-
tential energy is a quadratic function of d and its curvature is proportional
to the diagonal component (Ks)ii. For this reason, the potential energy is
computed for 7 values of d (see Fig. 4.19). The fitting of this curves gives
(Ks)11 = (Ks)22 = 0.0085 GPa.nm−1 and (Ks)33 = 52.96 GPa.nm−1. To ob-
tain, the non-diagonal components of Ks, the graphene sheet is moved simulta-
neously along two directions, such as JuK |s1 = − JuK |s2 = d (ei + ej) for i 6= j.
A second order polynomial fit allows to determine (Ks)21 = (Ks)12 = 0.0219
GPa.nm−1 and (Ks)23 = (Ks)32 = (Ks)31 = (Ks)13 = 0.0283 GPa.nm−1.

This identification method allows to identify the Critical Resolved Shear
Stress (CRSS) associated to the slip in the graphene plane by computation
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Figure 4.19 – a) Evolution of potential energy as function of d ; a) for trans-
lation of graphene along e3 ; b) along e1.

of the local shear stress increments. Fig. 4.20 shows the evolution of the local
shear stress increments (∆σ(w))13 as function d for a translation of graphene
sheet along e3. The curve has a periodicity which is the same as the lattice of
graphene. There are two maxima in one period, the value of CRSS, τ ? ≈ 17
MPa is the smaller.
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Figure 4.20 – Evolution of shear stress in a graphene plane for a translation
along e1.

The surface elasticity tensor is identified by the method used for the bulk.
Indeed, the fourth-order stiffness tensor C is identified on the graphene sheet.
Then, Cs, is deduced from (see e.g. [Gu 2011]).

Cs = h

(
C− (C : N)⊗ (C : N)

N : C : N

)
(4.84)
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where N = e3 ⊗ e3 and h = 4Å is the graphene sheet thickness. The h value
is chosen as the double of the characteristic size of the repulsive part of the
potential between the graphene and the polymer. In this work, Cs is identified
to be

[Cs] =



281840 0 0 0 0 0
0 281840 0 0 0 0
0 0 0 0 0 0
0 0 0 93400 0 0
0 0 0 0 0 0
0 0 0 0 0 0


MPa.nm. (4.85)

4.5 Numerical results

4.5.1 Influence of the polymer thickness

The effective stiffness tensor components of the sandwich structural com-
posite can be directly estimated by molecular dynamics method [Zhu 2007,
Frankland 2003]. Due to the identification of the local stiffness along the nor-
mal distance to graphene layer, we can also achieve the effective stiffness of the
samples by the continuum model consisting of imperfect interface and inter-
phase (Model I mentioned in section 4.4) through a homogenization process.
In this part, to simplify the numerical method, we also consider an equiva-
lent model, denoted by Model II (see in section 4.4), where we use only one
equivalent imperfect interface to replace the graphene sheet, the interface re-
gions and interphase region. From the numerical point of view, the Model
II is advantageous because it does not require to refine the mesh inside the
interphases. Besides, the numerical results can also be obtained by the naive
model (Model III) without condering the interfacial interactions.

Accounting for the sandwich structural samples of a series of thickness, we
compared the effective stiffness components C11, C33 and C66 estimated by
the « imperfect interface+interphase » model (Model I), Model II and Model
III with the results of atomistic simulations respectively as shown in Fig. 4.22
(a-c). Remaining the density of polymer and the length of the polymer chain,
the thickness of the samples are changed by altering the number of the chains.

In the continuum model, the identified stiffness tensor components of the
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Figure 4.21 – Displacement field component uw.e3 along with the normal
distance from graphene at 0.3% elongation on e3, where the displacement
jump through the graphene layer is pointed out.

pure polymer region in the samples with various thickness are presented in
Table. 4.2. For each sample, the stiffness tensor components C11, C33, C12

of the interphase region is 40% higher than the corresponding ones of pure
polymer, and the other components C13 and C66 can been regarded equal to
the ones of pure polymer. Besides, in model I, the cohesive interface stiffness
tensor components are identified in section 4.4.2.2.

Table 4.2 – Identified stiffness tensor components of the pure polymer region
Thickness C11=C22 C33 C12=C21=C13=C31=C23=C32 C44=C55=C66

(nm) (GPa) (GPa) (GPa) (GPa)
7.72 17.4 18 11.92 2.74
8.71 16.23 16.40 10.83 2.70
9.62 16.20 16.17 10.92 2.64
10.62 15.50 15.47 10.20 2.65
11.53 15.50 15.55 10.70 2.40
13.51 14.50 14.43 9.32 2.59

Furthermore in model II, the equivalent interface is modeled by the com-
bination of an imperfect surface of graphene sheet and a cohesive interface
with a negative stiffness K̃s

33. K̃s
33 is identified by the introduction of 0.3%

elongation along e3 to the sandwich structural sample, as the ratio between
the variation of stress after deformation on graphene surface ∆σs33 and the
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Figure 4.22 – Effective stiffness components (a) C11, (b) C33, (c) C66 as a
function of the thickness of sandwich structure computed by molecular dyna-
mics method, continuum model with imperfect interface and interphase, and
Model II with imperfect surface, and Model III respectively. (d) Comparison
of the displacement fields component uw.e3 vs z along z for an elongation of
0.3% along e3 obtained by these three methods. The thickness of the sample
is 10.38 nm.
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displacement jump through graphene sheet [[u]].e3 (assume to be negative, see
in Fig. 4.21). The identified surface stiffness tensor components K̃s

33 for the
samples with different thickness are presented in Table. 4.3, to fit the effec-
tive stiffnesses obtained by Model II with MD results. The appearance of the
negative values for K̃s

33 can be explained as follows. From the MD results,
we have evidenced that the effective C33 was larger than that of the pure po-
lymer, i.e. was enhanced by the interface. However, introducing an interface
stiffness component with any positive value can only reduce the effective stiff-
ness, and the stiffing effect associated with the interface can only occur with
a negative value of the interface stiffness component K̃s

33. The negative values
for the interface stiffness components have been reported in some literatures
[Miller 2000, Shenoy 2005, Hoang 2015]. The tangent stiffness of the cohesive
interface can be neglected in the model since it is orders of magnitude smaller
than the normal direction.

Table 4.3 – Identified K̃s
33 of the equivalent imperfect interface

Thickness (nm) 7.72 8.71 9.62 10.62 11.53 13.51
K̃s

33 (GPa.nm−1) -40 -30 -23.5 -19 -17 -14.4

It can be seen in Fig. 4.22 (a-c) that for all of these three components, the
estimations by Model I and Model II are in good agreement with the molecular
dynamics results. With the assumptions of Model III, we can obtain the effec-
tive C11 and C66 which also agree well with the molecular dynamics method.
Since the surface stiffness components Cs

11 and Cs
66 of graphene are much larger

than the stiffness components C11 and C66 of the interphase and the polymer
matrix, the effect of the interphase region especially at high thickness has been
weakened along these directions. However, the effective C33 component cal-
culated by Model III exhibits 5-7% error compared with the actual situation
as shown in Fig. 4.22 (b), which indicates the important role of interphase in
the normal direction. Among all the provided models, Model II is the most
advantageous because it can be easily used to study random structures with
good accuracy and requires less computation cost related to meshing proce-
dure. Moreover, we make a comparison of the displacement fields component
uw.e3 vs z for an elongation of 0.3% along e3 obtained by these three models
with MD simulation, which is shown in Fig. 4.22 (d). The thickness of the
sample is 10.38 nm. Different from the stepped shape of displacement in the
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interphase region obtained by MD simulation, the displacement jump at the
imperfect interface can be observed in Model I and Model II, being positive
and negative respectively.

4.5.2 Numerical example of random nanocomposite

As an illustration, we introduce the Model II in a finite element analy-
sis to analyze the mechanical characteristics of a nanocomposites RVE with
graphene randomly dispersed in the matrix. The coefficients of the interface
model have been identified by the procedure described in the former section.
The microstructure of the sample is shown in Fig. 4.23 (a), where the side
length of the representative volume element (RVE) is 40 nm, and 10 graphene
sheets with the size 15 × 15 × 0.2 nm3 are randomly distributed inside the
RVE. At the elongation of 3% along e3, the numerical results of the displa-
cement fields, pressure fields and the Von Mises stress fields are presented in
Fig. 4.23 (b-d). The displacement jump through the graphene platelets can
be observed in Fig. 4.23 (b). In Fig. 4.23 (c), stress concentration is observed
around the graphene sheets, from which we can infer that the damages of the
graphene nanocomposites are more likely to occur in the interface. Finally, the
Von Mises stress around the interface region appears to be nearly 100 times
larger than in the polymer bulk as shown in Fig. 4.23 (d), suggesting that the
interfacial region suffers a larger deformation.

4.6 Conclusion

In this chapter, we have employed the Murdoch-Hardy procedure to study
the mechanical properties of the graphene/polymer sandwich microstructures,
whose systems are prepared from the self-avoiding random walk combining
the molecular dynamics relaxation steps. The local density of the system and
the nematic order parameter sw for the polymer bond are obtained which
illustrate the existence and the special microstructure of the interphase layer.
The Cauchy stress fields components and the displacement fields have also
been identified for the sandwich structure as a function of the normal distance
from graphene sheet.

A continuum model has been proposed to describe the complex interfaces
in the graphene/polymer nanocomposites. For the bulk polymer and inter-
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Figure 4.23 – (a) Microstructure (b) displacement field, (c) pressure, (d) Von
Mises stress of the random nanocomposites with the employment of imperfect
surface model denoted Model II with elongation of 3% along e3. (by ParaView)
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phase regions, the local elastic parameters have been identified by combining
the Cauchy stress field and displacement field obtained from Murdoch-Hardy
procedure. We have reported that the interphase between graphene and po-
lymer is stiffer than the pure polymer bulk. The thickness of interphase is
evaluated to be about 2 nm, which is much thinner than the experimental
results of around 12 nm [Liu 2016]. That is because in our simulation, the
graphene is a perfect monolayer and the polymer matrix is PE. However, in
the experiments, the filler is multi-layer graphene nanoplatelets and the poly-
mer matrix is epoxy. Considering the interfacial region as a cohesive interface,
the elastic properties of the interface have been identified by monitoring the
variation of free energy of the system along with the displacement of the
graphene layer. The elastic stiffness of the interface is extremely anisotro-
pic, since the shear strength between graphene and polymer is quite small
compared with the tensile strength. The normal component of the surface
elastic stiffness is (Ks)33 = 52.96 GPa.nm−1, which is much more larger than
(Ks)11 = (Ks)22 = 0.0085 GPa.nm−1.

Three continuum models, named Model I, Model II and Model III, have
been proposed to estimate the effective elasticity properties of the graphene/
polymer interphases with a series of polymer thickness. Model I contains the
information of the specific property of interphase extracted from atomistic
level, and the interface is modeled as imperfect surface. In Model II, the gra-
phene sheet, interface region and interphase region are replaced by a single
equivalent imperfect intersurface with negative normal surface stiffness com-
ponent (K̃s)33. Model III is a naive model without considering the interfa-
cial interaction between graphene and polymer matrix. The results show that
the elasticity properties obtained by Model I and Model II present a good
agreement with the MD simulation but Model III exhibits errors in the cal-
culated effecive properties, which indicates the significance of the nano-scaled
interphase. Among these models, Model II presents to be both simple and
accurate and has been employed into the Finite element calculations of a 3D
RVE, containing randomly distributed graphene sheets and embedding the
identified model for the imperfect interfaces.





Chapitre 5

Numerical modeling of the
mechanical properties of

graphene reinforced
nanocomposites

5.1 Introduction

Due to its exceptional mechanical properties, graphene is a very attractive
candidate for reinforcement in composites as shown in [Potts 2011, Ramanathan 2008].

For instance, Rafiee et al.[Rafiee 2009] dispersed 0.1% graphene platelets
into the epoxy matrix, leading to a 31% improvement of the Young’s modulus
and 40% increase of the tensile strength compared with the pristine epoxy.
By functionalizing graphene nanosheets, the polystyrene nanocomposites with
0.9% graphene nanosheets can also reveal around 70% and 57% increases in
tensile strength and Young’s modulus [Fang 2009].

The enhancement in mechanical properties of graphene reinforced nano-
composites is mainly governed by the interfacial interactions between the filler
and the matrix apart from the properties of the constituent phases themselves.
Generally, the control of stress transfer across the interface can be achieved
by means of covalent bonding, electrostatic interactions, hydrogen bonding or
van der Walls interactions [Giannelis 1996, Vaia 1995, Moniruzzaman 2006].
The cracks and delamination usually occur at the interface due to weak inter-
actions. To explore the influence of interfacial interaction between graphene
and polymer on the microscopic mechanical properties, numerical tools need
to be employed. Since the interfacial behavior is mainly governed by atomis-
tic level interactions, the atomistic simulations can potentially provide infor-
mation about the interfacial interactions. Pullout tests have been performed
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by atomistic simulations to evaluate the shear strength of the interface bet-
ween carbon nanotube and polymer [Liao 2001, Chowdhury 2007, Gou 2004,
Namilae 2005], which provided the force versus displacement response. The si-
mulated shear characteristics of the interface have also been incorporated into
multiscale modeling [Namilae 2005, Liu 2008b]. Moreover, the characteristics
of normal separation or combined loading separation between graphene and
polymer have been discussed by Awasthi et al. [Awasthi 2008]. The cohesive
law of separation has been evaluated for graphene planes using the van der
Walls potential, and has been extended to multi-walled CNTs by incorporating
curvature effects in [Lu 2007].

In the field of polycrystals, atomistic simulations have been performed to
evaluate the interfacial behavior, and the obtained results have been utili-
zed as separation laws for cohesive zone models. The degradation of inter-
faces can be studied and analyzed conveniently with cohesive zone models
[den Bosch 2007]. Cohesive zone models proposed by Barenblatt [Barenblatt 1962]
and Dugdale [Dugdale 1960] assume a generic relation between forces and dis-
placements occurring at the interface during the separation. The models have
been embedded in finite element analysis by Needleman [Needleman 1987],
Hutchinson and Tvergaard [Tvergaard 1993], or have been modeled by cohe-
sive elements like in Camacho and Ortiz [Camacho 1996], Xu and Needleman
[Xu 1994]. These elements are surface-like and are compatible with general
bulk finite element discretization of the solid, including those which account
for plasticity and large deformations.

In this chapter, we develop a finite element model at small deformation
to predict the mechanical properties of graphene reinforced nanocomposites.
The computations are based on the RVEs with randomly distributed gra-
phene sheets. The cohesive zone model which accounts for interface elasticity
is introduced into the FEM formulation. The cohesive law of the interface is
identified by molecular dynamics, in which we model the separation process
between graphene and polyethylene (PE) film at the atomistic level. In ad-
dition, an imperfect surface model is employed to model the graphene sheets
as surfaces which incorporates the discontinuity of stress in the normal direc-
tion of graphene sheets. The general model of imperfect interface introduced
and identified in the previous section is used. We extend the model to finite
deformations. Incorporating the electrical model described in Chapter. 3, we
provide a preliminary coupling of the electro-mechanical properties of gra-
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phene reinforced nanocomposites. The purpose is to observe the variation of
electrical conductivity and percolation threshold of the nanocomposites with
various graphene volume fraction at a series of finite deformations.

The chapter is organized as following : First, in section 5.2, we make a
general introduction of the elastic imperfect surface model. In section 5.3,
a general introduction of cohesive zone model is provided. Section 5.4 pro-
vides the details on the identification process of cohesive laws by molecular
dynamics method, for the interfacial elasticity of graphene reinforced nano-
composites. The fitting function is presented which can be incorporated into
the continuum finite element model. In section 5.5, the multiscale model of
graphene-reinforced nanocomposites at small deformation is described as well
as the FEM discretization of the equations to solve the nonlinear problem. The
RVE analysis and the effective stiffness of the nanocomposites as a function of
the graphene volume fraction are presented. Then, in section 5.6, the mecha-
nical modeling at finite strains is developed, followed by the computational
framework for the graphene reinforced nanocomposites at finite deformation.
The framework includes the weak formulation of the governing equations, and
the corresponding finite element linearization and discretization. Finally, the
numerical examples of the electro-mechanic coupling, based on the finite ele-
ment models in section 5.6 and section 3.4, are presented in section 5.7

5.2 Elastic imperfect interface model

Imperfect interfaces have important effects on the effective mechanical pro-
perties of the composite materials. The most common models are the linear
spring model and the coherent interface model. In the linear spring model,
the assumption is made that through the interface, the stress vector is conti-
nuous while the displacement vector undergoes a jump which is proportio-
nal to the stress vector. In the coherent interface model, the displacement
through the interface is continuous, while the stress is discontinues due to the
presence of surface stresses in the interface, which is proportional to the sur-
face strain and satisfies the Young-Laplace equations. The two models were
initially proposed and formulated on the basis of phenomenological conside-
rations [Gurtin 1975, Hashin 1990, Hashin 1991, Murdoch 1976]. They were
then justified by an asymptotic approach [Klarbring 1991, Benveniste 2006a,
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Benveniste 2001, Gu 2011]. The interphase between the two solids can be mo-
deled as an imperfect interface, which is developed on the basis of the work
of Bövik [Bövik 1994] and Benveniste [Benveniste 2006a].
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Figure 5.1 – Scheme of the interface model. (a) Phase 1/interphase 0/Phase
2 ; (b) Phase 1/ inmperfect interface S0/Phase 2

The scheme of the model is similar to the one for the electrical imperfect
surface models in Chapter. 3. In the configuration of Fig. 5.1, the interface
S1 which is between the Phase 1 and the interphase 0, and the interface S2

which is between the phase 2 and the interphase 0 are perfect. Thus, we have
the continuity of the displacement vector u and the continuity of the normal
vector of stress σn (σn = σ.n) through S1 and S2 :

u(0)|S1 = u(1)|S1 , u(0)|S2 = u(2)|S2 ,

σ(0)
n |S1 = σ(1)

n |S1 , σ
(0)
n |S2 = σ(2)

n |S2 .
(5.1)

Phase 1, Phase 2 and the interphase 0 are linearly elastic and generally
anisotropic. The behavior is characterized by the Hooke’s law :

σ(i) = C(i) : ε(i) (5.2)

where C(i) (i=0,1,2) is the stiffness tensor and ε(i) is the infinitesimal strain
tensor defined by :

ε(i) = 1
2[∇u(i) + (∇u(i))T ]. (5.3)

In the absence of volume forces, the equations of equilibrium take the
form :

∇ ·σ(i) = 0. (5.4)
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In the configuration described in Fig. 5.1, the interphase Ω(0) is eliminated
and replaced by an imperfect interface S0. The main problem to solve is to
determine the conditions through the imperfect interface model in order that
the imperfect interface is equivalent to the interphase at a fixed error.

With the similar process as in the electrical imperfect interface model, two
functions f1 and g1 are introduced to calculate the normal derivatives of the
displacement and stress :

∇nu = ∇u.n = f1(∇su,σn;C),
∇nσn = ∇σn.n = g1(∇su,σn;C).

(5.5)

The arguments of f1 and g1 are the tangential derivative of the displace-
ment ∇su, and the stress vector σn, which are continuous across the perfect
interface S1 and S2. The stiffness tensor C plays a role of the parameter and
is evaluated in the phase or interphase. Then the elastic imperfect interface
model of order O(h2) is characterized by

JuK = h

2
[
f1(∇su(+),σn

(+);C(0)) + f1(∇su(−),σn
(−);C(0))

]
−

h

2
[
f1(∇su(+),σn

(+);C(2)) + f1(∇su(−),σn
(−);C(1))

]
+O(h2).

(5.6)

JσnK = h

2
[
g1(∇su(+),σn

(+);C(0)) + g1(∇su(−),σn
(−);C(0))

]
−

h

2
[
g1(∇su(+),σn

(+);C(2)) + g1(∇su(−),σn
(−);C(1))

]
+O(h2),

(5.7)

where J•K = •(+)−•(−) represents the jump through the imperfect surface S0

in Fig. 5.1 (b).
The gradient of displacement vector can be decomposed as

∇u = ∇u.P +∇u.P⊥ = ∇su +∇nu⊗ n (5.8)

where P and P⊥ are the project tensor

P⊥ = n⊗ n, P = I− n⊗ n (5.9)

and thus

∇su = ∇u.P, ∇nu = ∇u.n. (5.10)
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Taking into account Hooke’s law, the stress vector is expressed by

σn = σ.n = (C : ∇u).n = [C : (∇u.P⊥)].n + [C : ∇su].n. (5.11)

In this equation,

[C : (∇u.P⊥)].n = (n.C.n).∇nu = Q̂.∇nu (5.12)

where Q̂ = n.C.n is the acoustic tensor, and the inverse of Q̂ is denoted by
F̂,

F̂ = Q̂−1. (5.13)

Introducing Eq. (5.12) to Eq. (5.11), it turns out that

∇nu = f1(∇su,σn;C) = F̂.σn − Λ : ∇su (5.14)

where the third-order tensor

Λijk = FipCpqjknq. (5.15)

Using the expression of f1 in Eq. (5.14) in Eq. (5.6), we can obtain that

JuK = h

2 [(F̂(0) − F̂(1)) ·σ(−)
n − (Λ(0) − Λ(1)) : ∇su(−)] + ...

...+ h

2 [(F̂(0) − F̂(2)) ·σ(+)
n − (Λ(0) − Λ(2)) : ∇su(+)] +O(h2).

(5.16)

Then, the divergence of the stress tensor is decomposed as

∇ ·σ = ∇σ : P +∇σ : P⊥. (5.17)

It should be noted that

∇nσn = ∇σn.n = ∇(σ.n).n = ∇σ : P⊥. (5.18)

Combining with the relations that ∇n.n = 0 and ∇ ·σ = 0, we can obtain

∇nσn = −∇σ : P = −∇s ·σ. (5.19)
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Introducing the constitutive law (5.19) we obtain

∇nσn = −∇s · [C : (∇u.P)]−∇s · [C : (∇u.P⊥)] (5.20)

where

∇s · [C : (∇u.P⊥)] = ∇s · [(C.n).(∇nu)] = ∇s · [(C.n).f1]. (5.21)

Finally, we have :

∇nσn = g1(∇su,σn;C) = −∇s · (C : ∇su)−∇s · [(C.n).f1]. (5.22)

Considering the expression of f1 in Eq. (5.14), and introducing it into Eq.
(5.22), we have

g1(∇su,σn;C) = −∇s · (A : ∇su)−∇s · (Θ.σn), (5.23)

where A is a fourth-order tensor and Θ is a third-order tensor defined by

A = C− (C.n).Λ, Θ = (C.n).F̂. (5.24)

Therefore, introducing Eq. (5.23) into Eq. (5.7), the jump of the stress
vector can be written as

JσnK = h

2
{
∇s · [(A(1) −A(0)) : ∇su(−)] +∇s · [(Θ(1) −Θ(0)).σn

(−)]
}

+h2
{
∇s · [(A(2) −A(0)) : ∇su(+)] +∇s · [(Θ(2) −Θ(0)).σn

(+)]
}

+O(h2).
(5.25)

In our work, the stiffness of the interphase is much higher than the phases,
which can be described as

h = κh0, C
(0) = 1

κ
C

(0)
0 , C(1) = C

(1)
0 , C(2) = C

(2)
0 , (5.26)

where κ is a very small dimensionless positive parameter which satisfies that
κ << 1, h0, C(0)

0 , C(1)
0 and C

(2)
0 are the reference values.
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Therefore, we can get

F̂(0) = κF̂(0)
0 , Λ(0) = Λ(0)

0 , Θ(0) = Θ(0)
0 , A(0) = 1

κ
A

(0)
0 ,

F̂(i) = F̂(i)
0 , Λ(i) = Λ(i)

0 , Θ(i) = Θ(i)
0 , A

(i) = 1
κ
A

(i)
0 ,

(5.27)

where i=1,2. Introduce these equations to Eq. (5.16) and (5.25), and neglect
the terms whose orders are equal and higher than O(h), we can finally obtain
the conditions on the imperfect interface as

JuK = 0, (5.28)

JσnK = −h∇s · (A(0) : ∇su). (5.29)

These two equations are widely used to describe the effects of surface and
interface in nanometric materials [Duan 2005a, Duan 2005b].

5.3 General introduction of cohesive models

Cohesive zone models have been introduced by Dugdale [Dugdale 1960]
and Barenblatt [Barenblatt 1962] and have attracted a growing interest in
the scientific community to describe failure processes and delamination. The
basic idea of the cohesive model is to split the material behavior in deformation
and separation respectively, the former being modeled by continuum elements
and the latter embedded within the interface elements, as shown in Fig. 5.2
[den Bosch 2007]. The model relates the relative displacement (JuK) of two
associated points of the interface to the force per unit of area (t) needed for
separation. In the cohesive elements, the opening traction is controlled by a
separation dependent law, which is called cohesive law. The separation can
occur in normal (n) or tangential (t) direction, and generally, the parameters
of the cohesive law are different in these two directions. So the cohesive zone
law comprises the two relations tn and tt.
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Figure 5.2 – An interface between two materials with an opening displace-
ment between two points initially matching.

Cohesive zone laws can involve coupling between tangential and normal
components of the traction forces and discontinuity of displacement compo-
nents. In the uncoupled case, the normal and tangential tractions are inde-
pendent of the tangential and normal opening as

tn = fn(JunK), tt = ft(JutK). (5.30)

Both normal and tangential tractions generally depend on both the normal
and tangential opening displacement as

tn = fn(JunK, JutK), tt = ft(JunK, JutK). (5.31)

A large variety of cohesive zone laws has been described in literature.
Most of them can be categorized into the following groups : (a) polyno-
mial [Needleman 1987], (b) piece-wise linear [Tvergaard 1992], (c) exponential
[Needleman 1990] and (d) rigid-linear [Camacho 1996], as shown in Fig. 5.3.
These four cohesive zone laws are depicted schematically in the lower figures
of Fig. 5.3, where in the upper row the normal traction is given as a function of
the normal opening and in the lower row the tangential traction as a function
of the tangential opening. The maximum normal traction and the maximum
tangential traction are indicated by tn,max and tt,max, respectively, and δn and
δt are characteristic opening lengths for normal and tangential direction. The
areas below the curves represent the normal and tangential work-of-separation
φn and φt.
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Figure 5.3 – Some examples of the cohesive law (∆n = JunK, ∆t = JutK)
[den Bosch 2006]. (a) polynomial, (b) piece-wise linear, (c) exponential, (d)
rigid-linear.

Among them, the exponential cohesive zone law is the most popular, which
presents some advantages as compared to other laws. First of all, a phenome-
nological description of contact is achieved in normal compression. Secondly,
the tractions and their derivatives are continuous, which is attractive from
a computational point of view. The exponential cohesive zone law originates
from the universal relationship between binding energies and atomic separa-
tion of interfaces. The exponential cohesive law is based on a potential φ,
which is a function of both the normal and the tangential opening. The po-
tential incorporates four independent parameters : the work of separation for
pure normal opening, φn, the work of separation for pure tangential opening,
φt, the characteristic opening δn in normal direction, and the characteristic
opening δt in tangential direction. For pure normal and tangential opening,
the tractions are expressed by [den Bosch 2006] :

tn = φn
δn

(∆n

δn
) exp(−∆n

δn
) exp(−∆2

t

δ2
t

),

tt = 2φt
δt

(∆t

δt
)(1 + ∆n

δn
) exp(−∆n

δn
) exp(−∆2

t

δ2
t

),
(5.32)

and the characteristic lengths δn and δt can be expressed as a function of the
maximum traction :

δn = φn
tn,max exp(1) ,

δt = φt

tt,max
√

1
2 exp(1)

.
(5.33)
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For large deformation, it is no longer physical to discriminate between
normal and tangential openings. A large displacement formulation is therefore
proposed later in this chapter to resolve the ambiguity induced by the choice
of a local basis, whereby no distinction will be made between normal and
tangential loadings. Instead of defining two separate constitutive relations for
the normal and tangential direction, only one constitutive relation between
the traction t and the opening displacement ∆ is used. The cohesive zone law
is based on the normal traction relation of the exponential cohesive zone law
discussed before as [Roy 2001, den Bosch 2006, Tang 2005] :

t = φ

δ
(∆
δ

) exp(−∆
δ

) (5.34)

where φ is the work of separation and δ is a characteristic opening length.
The maximum traction tmax is related to φ and δ by :

tmax = φ

δ exp(1) . (5.35)

5.4 Identification of a nonlinear cohesive mo-
del by molecular dynamics

In the present work, a nonlinear model for the interface between graphene
and polymer is identified by MD. For this purpose, a sample as described in
Fig. 5.4 (a) is considered, where a graphene layer is placed on the PE matrix
and the system is at equilibrium state where the graphene experienced zero
average force due to the polymer layer. To obtain this structure, the initial sys-
tem is prepared by the self-avoiding random walk [Binder 1995, Sommer 2010]
combining the simultaneously molecular dynamics relaxation and using the
LAMMPS (http ://lammps.sandia.gov). The system contains 80 PE chains,
with 500 -CH2- for each chain, and 4860 carbon atoms of graphene. The struc-
ture is periodical on X-Y plane and non-periodical on Z direction. Dreiding
potential [Mayo 1990] is employed in the simulation. To study the separation
in opening mode, graphene was moved along the Z direction in steps of 0.5 Å,
while the graphene atoms and bottom layer of the polymer were kept fixed.
The separation process is depicted in Figs. 5.4 (a-d). The polymer chains un-
dergoes stretch at the beginning, and then a void appears when the graphene
moves further due to the separation of certain polymer chains. The size of the
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void grows along with the separation and finally the chains of the polymer
slide along each others, leading to the complete separation. It should be noted
that the separation is based on the sliding of the polymer chains dominated
by van der Walls forces, and no chemical bond break are modeled.

(a) (b)

(c) (d)

Figure 5.4 – Evolution of the MD model during the normal separation. The
model contains 44860 atoms, and the graphene is moved with a step of 0.5
Å. The graphene atoms and the bottom layer of the polymer are fixed during
the relaxation.

The interaction force between graphene and polymer was monitored, as
from which we can get the normal traction of cohesive zone as a function of
the displacement of graphene layer as shown in Fig. 5.5. The normal traction
of the graphene/polymer interface shows a sharp decrease at 0.7 nm and then
drops to zero when the displacement reaches 5 nm. The MD results are fitted
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with the following empirical model :

tn =


−1529JunK2 + 2150JunK, if 0 ≤ JunK < 0.7

65
JunK8

− 4.31
JunK14 + A, if 0.7 ≤ JunK ≤ 1.15

360 exp(−0.16JunK) +B, if JunK > 1.15

(5.36)
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Figure 5.5 – Traction-displacement response of the separation process. The
points denote the MD results and the line is the fitting curve.

5.5 Small deformation analysis of graphene
reinforced polymer nanocomposites

In the following, we present the main equations describing the mechanical
model of graphene-reinforced polymer nanocomposite.

5.5.1 Governing equations and constitutive relations

Let us consider a bounded domain Ω ∈ R3, whose external boundary is
denoted by ∂Ω. N planar graphene sheets are distributed randomly inside the
domain of polymer matrix and are associated with the internal discontinuities
Γn (n=1,2,...,N), as shown in Fig. 5.6. The graphene surfaces are collectively
denoted by Γ = ∪nΓn. Taking into account the interface between graphene
surface and polymer matrix, the two sides of the surface Γn are denoted by
Γ+
n and Γ−n . The graphene surface and its surrounding polymer environment
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is modeled as an imperfect interface where displacements on normal traction
are discontinuous (see previous section).

Polymer matrix

+

-

n m

Figure 5.6 – RVE model of the graphene-reinforced nanocomposite.

The equilibrium equations of the problem are then given by Eq. (4.54),
(4.55). The linearized strain tensor ε and surface strain tensor were defined
in Eq. (4.51), (4.52).

Periodic boundary condition are prescribed as :

u = ε ·x + ũ on ∂Ω (5.37)

where ũ is periodic on Ω, and ε is a constant macroscopic strain field.
In the linear elastic model, the bulk constitutive law is given by :

σ = C : ε on Ω (5.38)

where C is the Hooke’s tensor. The surface stress σs is related to the surface
strain by surface elasticity of graphene Cs :

σs = Cs : εs + τ s on Γ. (5.39)

The constitutive relations on the interface Γn is generally written as

t = t(JuK) on Γn (5.40)
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where
JuK = (u− − u+) on Γn (5.41)

The traction can be decomposed into rectangular components, as one nor-
mal direction n and two tangent directions m, b.

t = tn ·n + tm ·m + tb ·b (5.42)

Due to the extremely low value of shear stiffness compared to the normal
direction, the last two terms in Eq. (5.42) corresponding to the shear traction
can be ignored in this case. In the directions normal to the interface, the
relation between the normal traction and normal displacement jump JunK in
the interface is described in Eq. (5.36).

5.5.2 Computational framework

5.5.2.1 Weak form

To apply the framework to finite element method, we express the potential
energy of the system and minimize it with respect to the displacement field
in order to get the weak form of the equations. Thus, the potential energy of
the system is given by :

W = W b(ε) +W s(εs) +W c(JuK) (5.43)

where W b(ε) is the bulk elastic strain energy given by

W b(ε) =
∫

Ω

1
2ε : C : εdΩ (5.44)

and W s(εs) is the surface elastic energy provided by

W s(εs) =
∫

Γ
(τ s : εs + 1

2ε
s : Cs : εs)dS (5.45)

τ s is the surface residual stress, and W c(JuK) is the cohesive energy expressed
by

W c(JuK) =
∫

Γ
JuK · t(JuK)dS. (5.46)
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Stationarity is obtained by the condition of vanishing Gâteaux (directio-
nal) derivative of W in the direction δu :

DδuW = 0. (5.47)

Therefore, we can obtain the weak form as :∫
Ω
ε(u) : C : ε(δu)dΩ +

∫
Γ
εs(u) : Cs : εs(δu)dS (5.48)

+
∫

Γ
JδuK · t (JuK) dS = −

∫
Γ
τ s(u) : δεs(δu)dS, (5.49)

where u ∈ H1(Ω), u satisfying the boundary condition (5.37) over ∂Ω and
δu ∈ H1

0 (Ω), δu = 0 over ∂Ω, JδuK = δu− − δu+ on the cohesive zone.

5.5.2.2 Linearization

It is worth noting that the above problem is nonlinear due to the term
(t (JuK)). To solve this problem, we employ a Newton-Raphson procedure.
For this purpose, the linearization of Eq. (5.49) is provided in what follows.

From now on, we assume that τ s = 0. Setting

R =
∫

Ω
ε(u) : C : ε(δu)dΩ +

∫
Γ
εs(u) : Cs : εs(δu)dS +

∫
Γ
JδuK · t (JuK) dS,

(5.50)
a first-order Taylor expansion of R gives :

R(uk + ∆uk) ' R(uk) +D∆uR(uk). (5.51)

where uk denotes the displacement field known from a previous iteration k,
∆uk is the increment of displacement. Then linearized problem around the
know solution uk is given as :

D∆uR(uk) +R(uk) = 0. (5.52)

The left-hand term in (5.52) can be expressed as :

D∆uR(uk) =
∫

Ω
ε(δu) : C : ε (∆uk) dv +

∫
Γ
εs(δu) : Cs : εs(∆uk)dS + . . .

+
∫

Γ
JδuK · ∂t (JuK)

∂JuK
∆JukKdS

(5.53)
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where
∂t (JuK)
∂JuK

= T = Tnn⊗ n (5.54)

and

Tn =


−3058JunK + 2150, if 0 ≤ JunK < 0.7
− 520

JunK9
+ 60.34

JunK15 , if 0.7 ≤ JunK ≤ 1.15
−57.6 exp(−0.16JunK), if JunK > 1.15.

(5.55)

5.5.2.3 Discretization

In the following, the bulk strain and stress tensors are expressed by the vec-
tors [σ] = {σ11, σ22, σ33, σ23, σ13, σ12} and [ε] = {ε11, ε22, ε33, 2ε23, 2ε13, 2ε12}
respectively.

According to the constitutive relations in Eqs. (5.38) and (5.39), the matrix
form of the polymer elatic tensor [C] is given by

[C] =



λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ


(5.56)

where λ and µ are the Lamé’s constants of polymer matrix, and [σ] = [C][ε].
Similarly, defining the surface stress and strain tensors as vectors [σ]s =

{σs11, σ
s
22, σ

s
33, σ

s
23, σ

s
13, σ

s
12} and [ε]s = {εs11, ε

s
22, ε

s
33, 2εs23, 2εs13, 2εs12} respecti-

vely, the surface stiffness matrix [Cs] is expressed as :

[Cs] =


(λs+2µs)P 2

11 λsP11P22+2µsP 2
12 λsP11P33+2µsP 2

13
λsP11P22+2µsP 2

12 (λs+2µs)P 2
22 λsP22P33+2µsP 2

23
λsP11P33+2µsP 2

13 λsP22P33+2µsP 2
23 (λs+2µs)P 2

33
λsP11P23+2µsP12P13 (λs+2µs)P22P23 (λs+2µs)P23P33

(λs+2µs)P11P13 λsP13P22+2µsP12P23 (λs+2µs)P13P33
(λs+2µs)P11P12 (λs+2µs)P12P22 λsP12P33+2µsP13P23

λsP11P23+2µsP12P13 (λs+2µs)P11P13 (λs+2µs)P11P12
(λs+2µs)P22P23 λsP13P22+2µsP12P23 (λs+2µs)P12P22
(λs+2µs)P23P33 (λs+2µs)P13P33 λsP12P33+2µsP13P23

λsP 2
23+µs(P22P33+P 2

23) λsP13P23+µs(P13P23+P12P33) λsP12P23+µs(P13P22+P12P23)
λsP13P23+µs(P13P23+P12P33) λsP 2

13+µs(P11P33+P 2
13) λsP12P13+µs(P11P23+P12P13)

λsP12P23+µs(P13P22+P12P23) λsP12P13+µs(P11P23+P12P13) λsP 2
12+µs(P11P22+P 2

12)


(5.57)
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where λs and µs are the surface Lamé’s constants of graphene and satisfying
[σs] = [Cs][εs]. The surface strain matrix is related to the bulk strain matrix
through matrix [Q], with the equation [εs] = [Q][ε], and the matrix [Q] is
defined as

[Q] =


P 2

11 P 2
12 P 2

13 P12P13 P11P13 P11P12
P 2

12 P 2
22 P 2

23 P22P23 P12P23 P12P22
P 2

13 P 2
23 P 2

33 P23P33 P13P33 P13P23
2P12P13 2P22P23 2P23P33 P 2

23+P22P33 P12P33+P13P23 P12P23+P13P22
2P11P13 2P12P23 2P13P33 P12P33+P13P23 P 2

13+P11P33 P11P23+P13P12
2P11P12 2P12P22 2P13P23 P12P23+P13P22 P11P23+P12P13 P 2

12+P11P22

 (5.58)

The domain Ω is discretized into a mesh of nel element whose shape func-
tions are denoted by Ni. The unknown displacement field u is interpolated on
the element level with the same shape functions in terms of the nodal displa-
cement values ui. These shape functions are also used to interpolate the test
function δu.

u(x)|Ωe =
nen∑
i=1

Ni(x) ·ui , δu(x)|Ωe =
nen∑
i=1

Ni(x) · δui (5.59)

The approximation of the jump in the displacement field can be described
by the approximation of displacements on the corresponding elements on the
crack surface Γ+

n and Γ−n .

JuK|Γen =
nen∑
i=1

Ni|Γe−n ui− −
nen∑
i=1

Ni|Γe+n ui+ =
2nen∑
p=1

[Mp]up (5.60)

JδuK|Γen =
nen∑
i=1

Ni|Γe−n δui− −
nen∑
i=1

Ni|Γe+n δui+ =
2nen∑
p=1

[Mp]δup (5.61)

J∆uK|Γen =
nen∑
i=1

Ni|Γe−n ∆ui− −
nen∑
i=1

Ni|Γe+n ∆ui+ =
2nen∑
p=1

[Mp]∆up (5.62)

Thereby, ui− and ui+ denote the displacements at the element nodes, be-
longing to Γ−n and Γ+

n , respectively. The newly introduced term [M ] comprises
the shape function N evaluated on Γ−n and Γ+

n , and associated with the sign
’-’ for the degrees of freedom belonging to Γ−n and ’+’ for those to Γ+

n .

Introducing Eqs. (5.53)-(5.62) into Eq. (5.52), with

ε(∆u) = [B].∆u (5.63)
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ε(δu) = [B].δu (5.64)

where [B] is the derivative of the shape function, the following discrete system
of linear equation is obtained

([Kb] + [Ks] + [Kc])∆u = [Rb] + [Rs] + [Rc] (5.65)

where [Kb], [Ks] and [Kc] denote the bulk, graphene surface and crack surface
stiffness matrix. [Rb], [Rs] and [Rc] are the corresponding residual terms, and
∆u is the incremental displacement field. The matrices [Kb], [Ks], [Kc], [Rb],
[Rs] and [Rc] are defined by :

[Kb] =
∫

Ω
[B]T [C][B]dV (5.66)

[Ks] =
∫

Γ
[B]T [Q]T [Cs][Q][B]dS (5.67)

[Kc] =
∫

Γ
[M e]T [T ][M e]dS (5.68)

[Rb] = −
∫

Ω
[B]Tσ (uk) dV (5.69)

[Rs] = −
∫

Γ
[B]T [Q]T [Cs][εs]dS (5.70)

[Rc] = −
∫

Γ
[M e]T t (JukK) dS. (5.71)

where

[B] =



∂N1
∂X1

0 0 ∂N2
∂X1

0 0 ∂N3
∂X1

0 0 ∂N4
∂X1

0 0
0 ∂N1

∂X2
0 0 ∂N2

∂X2
0 0 ∂N3

∂X2
0 0 ∂N4

∂X2
0

0 0 ∂N1
∂X3

0 0 ∂N2
∂X3

0 0 ∂N3
∂X3

0 0 ∂N4
∂X3

∂N1
∂X2

∂N1
∂X1

0 ∂N2
∂X2

∂N2
∂X1

0 ∂N3
∂X2

∂N3
∂X1

0 ∂N4
∂X2

∂N4
∂X1

0
∂N1
∂X3

0 ∂N1
∂X1

∂N2
∂X3

0 ∂N2
∂X1

∂N3
∂X3

0 ∂N3
∂X1

∂N4
∂X3

0 ∂N4
∂X1

0 ∂N1
∂X3

∂N1
∂X2

0 ∂N2
∂X3

∂N2
∂X2

0 ∂N3
∂X3

∂N3
∂X2

0 ∂N4
∂X3

∂N4
∂X2


(5.72)
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5.5.3 Tension test

In the following numerical examples, the Lamé constants of the polymer
matrix (PE) are λ = 6890 MPa, and µ = 820 MPa. The surface Lamé
constants of the single layer graphene are λs = 95.04 GPa, and µs = 93.4
GPa. The cohesive law is written in Eq. (5.36). The parameters have been
identified by the molecular dynamics procedure described in section 5.4 under
the assumption of Dreiding potential.
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Figure 5.7 – Tension test example. (a) Geometry and boundary conditions.
(b) Load-displacement response.

In this first example, we consider a cubic structure with a single layer
graphene in the middle of the domain including a cohesive zone to check the
influence of the interface. A uniform displacement is loaded as uz(z) = ε33z,
and the displacement on the bottom surface is fixed. The geometry and the
loading conditions are provided in Fig. 5.7 (a). The length of the cubic domain
is L = 40 nm.

The computed load-displacement responses are depicted in Fig, 5.7 (b).
Assuming that the domain is pure PE, a linear load-displacement behavior is
obtained. The introduction of single graphene layer without normal damage
does not influence the response as the imperfect interface model of the Gurtin-
Murdoch type only implies an additional stiffness in the tangential direction.
However, taking into account the cohesive zone model along the normal di-
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rection, we observe a decrease of load when the displacement exceeds 4.5 nm,
and the load finally drops to zero for a displacement of 15 nm.

5.5.4 RVE analysis

To determine a proper size of representative volume element (RVE), we
analyze the convergence of the effective Young’s moduli and shear moduli
of the composite as a function of the size of the RVE. Periodic boundary
conditions are prescribed. For each size of the cubic domain defining the RVE,
30 realizations of random microstructures with the same graphene volume
fraction (1.05 vol%) are computed to determine the effective stiffness tensor
by classical computational homogenization, for overall strain components of
0.01 %. Samples with side length ranging from 30 to 80 nm are analyzed.
Graphene sheets are modeled as square domains with dimensions 15×15 nm2

and a thickness of 0.2 nm, which is taken into account through the surface
model. Fig. 5.8 (a-f) provides the effective Young’s moduli and E11, E22, E33,
and shear moduli G11, G22, G33 as a function of the domain size. It shows that
the dispersion of results decreases when the size of the volume increases, and
the results converge at large size of RVE. In the following computation, we
take the side length of RVE to be 70 nm.

We then define an isotropy error parameter to further discuss this problem.
All the symmetric fourth-order tensors can be expressed as the combination
of the fourth-order identity tensor I (2Iijkl = δikδjl + δilδjk) and I ⊗ I, where
I is the second-order identity tensor. Generally, we choose to express a tensor
as a combination of the following two tensors :

J = 1
3I⊗ I (5.73)

and

K = I− J (5.74)

which satisfy the properties as

J : J = J, K : K = K, J : K = K : J = 0. (5.75)

Since J and K are the projection tensors in space, for any averaged com-
puted effective stiffness tensor of the graphene nanocomposite C, we can get
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Figure 5.8 – Effective Young’s moduli and shear moduli along the RVE size.
The dimension of graphene sheets is 15 × 15 × 0.2 nm3, and the graphene
volume fraction is 1.05 vol%.
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the symmetric isotropic tensor as :

Ciso = (J :: C)J + 1
5(K :: C)K. (5.76)

Then the isotropy error is given by

ERR = ||C− Ciso||
||Ciso||

. (5.77)

It is obvious that ERR = 0 for the isotropic material, and it increases along
with the anisotropy properties of the material. We then take two different sizes
of RVE, with side length of 30 nm and 70 nm respectively, and analyze the
isotropy error as a function of the number of the samples provided (see in
Fig. 5.9). It shows that the ERR values for small RVE (L = 30 nm) converges
when the number of the samples is about 40, while for the larger RVE (L = 70
nm), the ERR value becomes steady when the number of the samples is over
10. That is to say, at the case of L = 30 nm, the results of the calculated
effective stiffness of the graphene nanocomposites is reliable only if we take
the average value of more than 40 samples. However, as for the case of L = 70
nm, 10 numerical samples with independent microstructures can present a
good estimation of the mechanical properties.
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Figure 5.9 – Isotropy error as a function of various numbers of samples for
the RVEs with side length L=30 nm, 70 nm respectively.

5.5.5 Mechanical properties of graphene/PE nanocom-
posites

Then we can use this methodology taking into account the interfacial beha-
vior to investigate the effective Young’s moduli and shear moduli of graphene
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reinforced nanocomposites with various graphene volume fraction. The gra-
phene sheets are still defined as square surfaces with the size 15×15 nm2, and
a fixed thickness of 0.2 nm, which are randomly distributed in the RVE with
the size of 70 nm. The volume fraction is obtained by increasing the number of
introduced graphene sheets in the domain. The examples are given for small
deformations ε̄ij = 0.01%, and periodical boundary conditions are prescribed.

The numerical results are provided in Fig. 5.10 for graphene/PE nano-
composite with varying graphene volume fractions. Taking into account the
cohesive interface between inclusion and matrix, the numerical values of Eii
and Gii (i=1,2,3) are plotted for each volume fraction as shown in Fig.5.10
(a-f), where the average values are obtained for 10 realizations, as a compa-
rison of the estimations neglecting the interfacial behavior. It indicates that
the elastic moduli of the graphene-reinforced nanocomposites increases with
the graphene volume fraction. As expected, as compared with the compu-
tational results without the cohesive interface, the introduction of interface
decreases the stiffness of the composites, and playes an important role espe-
cially at large graphene volume fraction. An increase of around 30% of the
moduli is exhibited when the graphene volume fraction reaches 1.5 vol%. The
experimental results in some literatures [Liang 2009a, Martin-Gallego 2013]
show 50% and 62% improvement of Young’s modulus by the addition of 1.5
wt% functionalized graphene sheets and 0.7 wt% graphene oxide respectively.
There are several reasons for the higher experimental results compared to our
numerical results : firstly, the aspect ratio of graphene in the experiments
can be larger than our assumption in the numerical example ; secondly, the
functionalized graphene sheets and graphene oxide show enhancement of the
interfacial interaction with the polymer matrix ; moreover, the Young’s mo-
dulus of the graphene nanocomposites also depends on the microstructures of
the samples, where the aggregation or alignment of the graphene sheets has
big influence of the results.

We also compute the isotropy error values for the composites with a se-
ries of graphene volume fraction as shown in Fig. 5.11. Each point in the
figure is calculated on the basis of 10 samples of independent microstructures.
The ascending curve indicates that the addition of graphene can increase the
anisotropy level of the nanocomposites at small graphene concentration.
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Figure 5.10 – Effective Young’s moduli and shear moduli along with the in-
crease of graphene volume fraction. Graphene sheets are randomly distributed
in the RVE, which has the side length of 70 nm. The dimensions of graphene
sheets are 15× 15× 0.2 nm3.
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Figure 5.11 – Isotropy error of the graphene reinforced nanocomposites as a
function of graphene volume fraction.

5.5.6 Comparison with analytical solutions

We examined the results obtained from our present work along with the
two conventional homogenization theory, i.e.Mori-Tanaka (MT) theory [Weng 1990,
Weng 1984, Benveniste 1987], and Lielens theory [Lielens 1999]. And the Hashin-
Strikman (HS) boundings [Hashin 1963] are also presented as a theoretical
footing. Assuming that the the graphene is ellipsoidal, the MT theory for the
effective stiffness tensor of graphene-polymer nanocomposite can be written
as a function of graphene volume fraction f :

CMT = Cp + f(Cg − Cp) : AMT (5.78)

where Cp and Cg are the stiffness tensors for polymer matrix and graphene
inclusion respectively, and AMT is the Mori-Tanaka stress concentration tensor
for the inclusion expressed as

AMT = Adil : [(1− f)I + fAdil]−1 (5.79)

where I is the fourth order identity tensor. The dilute inclusion concentration
tensor, Adil, is given by

Adil =
[
I + S : C−1

p : (Cg − Cp)
]

(5.80)

where S is the Eshelby tensor [Eshelby 1957] associated with the shape of the
graphene. Assuming that the inclusion is isotropic, the Eshelby’s tensor for
an ellipsoidal inclusion with semi-axes a, b, c can be expressed in terms of



5.5. Small deformation analysis of graphene reinforced polymer
nanocomposites 151

elliptic integrals. In the case of flat ellipsoid with penny shape (a = b >> c),
the Eshelby’s tensor reduces to

S1111 = S2222 = π(13− 8ν)
32(1− ν)

c

a
,

S3333 = 1− π(1− 2ν)
4(1− ν)

c

a
,

S1122 = S2211 = π(8ν − 1)
32(1− ν)

c

a
,

S1133 = S2233 = π(2ν − 1)
8(1− ν)

c

a
,

S3311 = S3322 = ν

1− ν (1− π(4ν + 1)
8ν

c

a
),

S1212 = π(7− 8ν)
32(1− ν)

c

a
,

S3131 = S2323 = 1
2(1 + π(ν − 2)

4(1− ν)
c

a
),

S1112 = S1223 = S1232 = 0,

(5.81)

where ν is the Poisson’s ratio of the matrix.
The upper and lower Hashin-Shtrikman bounds of the elasticity tensor are

given by :

CHS(+) = Cg + (1− f)
[
(Cp − Cg)−1 + fSg : C−1

g

]−1
, (5.82)

CHS(−) = Cp + f
[
(Cg − Cp)−1 + (1− f)Sp : C−1

p

]−1
. (5.83)

Furthermore, the elastic moduli of polymer composites are also predicted
by Lielens method, given by

CLIL =
[
(1− f + f 2

2 )C−1
MT−1 + f + f 2

2 C−1
MT

]−1

(5.84)

in which CMT is the estimation for the effective elasticity from the Mori-
Tanaka method. CMT−1 is the effective elasticity tensor following from the
inverse Mori-Tanaka approximation in which, for a two-phase material, the
inclusion part becomes matrix material and vice versa.

We have plotted the effective Young’s moduli by MT and Lielens theory,
as well as our present work by FEM in Fig. 5.12, with the graphene aspect
ratio of γ = 75. It should be noted that lower HS bound corresponds to the
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Mori-Tanaka result, and both our FEM results and the Lielens curve reside
between the HS bounds. Zoom in the initial section of the curves (see in Fig.
5.12 (b)), we can see that the numerical results quite agree with the MT model
at small graphene volume fraction.
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Figure 5.12 – The effective Young’s modulus calculated by FEM due to
our present work, as well as the estimations by MT and Lielens theory. The
graphene aspect ratio γ = 75. The Hashin-Shtrikman upper and lower bounds
are also shown.(a) Graphene volume fraction from 0 to 1, (b) Zoom in the small
graphene volume fraction part.

5.6 Finite deformation analysis of graphene
reinforced polymer nanocomposites

5.6.1 General introduction to the finite deformation
problems

5.6.1.1 Kinematic

We consider a deformable solid B which occupies an open domain Ω0 ⊂ R3

with boundary ∂Ω0 at the initial instant, as indicated in Fig. 5.13. The state
Ω0 supposed to be nature, i.e. free of constraints, refers to the reference (or
initial) configuration. Applying the external forces or displacements on the
boundary of the solid, it occupies a new domain Ω ⊂ R3 with boundary ∂Ω
after the displacement and deformation. This new domain Ω corresponds to
the current (or deformed) configuration.
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Figure 5.13 – Configuration and motion of a continuum body.

Each material point P0 in domain Ω0 is localized by the position vector
X in a fixed orthogonal frame. After the deformation, the particle occupies
the point P in Ω localized by the vector x. The Lagrangian description of the
motion of particle P from vector X to vector x is given by the transformation
χ

x = χ(X, t) (5.85)

where χ is a vector field which is uniquely invertible called the motion of the
body B, thus

X = χ−1(x, t). (5.86)

The displacement field u in the spatial description is a function of the
current position x and time t

u(x, t) = x−X(x, t). (5.87)

The deformation gradient F is defined as :

F = ∂x
∂X

= ∇Xx (5.88)

where ∇X is the gradient operator with regard to the initial configuration,
and F is a second-order tensor defining the transformation from the vector
dX to dx.
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To combine the deformation gradient with the displacement vector, we
deduce from Eq. (5.87) and Eq. (5.88) that

∇Xu = F− I. (5.89)

and ∇Xu is a second-order tensor, and I is a second-order identity tensor..
The change of the volume element between reference and current configu-

ration at time t is given as

dv = JdV (5.90)

where J = det F > 0, known as the Jacobian determinant. If there is no
motion, we can obtain the consistency condition J = 1. dV and dv denote
infinitesimal volume elements defined in the reference and current configura-
tions respectively. Moreover, the vector elements of the infinitesimally small
areas ds and dS on the current and reference configuration are related by
Nanson’s formula expressed as

nds = JF−TNdS (5.91)

where n and N are the normal vector of the surface element ds of Ω, and that
of the surface element dS of Ω0, respectively.

The right Cauchy-Green tensor C is defined as :

C = FTF. (5.92)

C is a symmetric and positive definition satisfying

C = CT ,

det C = (det F)2 = J2 > 0.
(5.93)

The left Cauchy-Green tensor, B̂, is defined by :

B̂ = FFT (5.94)

which is an important strain measure in terms of spatial coordinates. The
commonly used strain tensor, Green-Lagrange strain tensor, Ê is expressed as

Ê = 1
2(FTF− I). (5.95)
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Let a surface locally plane at a given point x ∈ Ω at time t, and n is the
unit vector at x directed along the outward normal to an infinitesimal spatial
surface element ds ∈ ∂Ω corresponding to the quantities x, n and ds which
are associated with the current configuration, we also define the notations X,
N and dS referring to the reference configuration. Therefore, for every surface
elements, we have

df = σnds., (5.96)

where σ is the Cauchy stress tensor.
According to the Nanson’s formula in Eq. (5.91), we can transfer the sur-

face element from Ω to Ω0 :

df = σJF−TNdS = P̂NdS (5.97)

where P̂ = JσF−T denotes the first Piola-Kirchhoff tensor. Generally, P̂ is
not symmetric and satisfies the properties P̂FT = FP̂T . The second way to
realize this transformation from Ω to Ω0 is that

df0 = F−1df = SNdS (5.98)

where S = JF−1σF−T denotes the second Piola-Kirchhoff stress tensor. S
is a symmetric second-order tensor and has the relation with the first Piola-
Kirchhoff tensor P̂ as

P̂ = FS. (5.99)

5.6.1.2 Constitutive equations of hyperelastic materials

The hyperelastic material postulates the existence of a strain energy func-
tion W , which is defined per unit reference volume

W = W (F). (5.100)

The strain energy W should satisfy the objective principle, which means
that the amount of the energy is unchanged after a translation and rotation
of the reference object. Therefore, W is not an arbitrary function of F and
must obey the restriction for all tensors F

W (F) = W (QF) (5.101)
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where Q is a orthogonal tensor satisfying Q−1 = QT and det Q = 1. Therefore,
making use of the right polar decomposition of F, which is to say F = RU,
and taking a special choice of Q, for instance Q = RT , we can find from Eq.
(5.101) that for arbitrary F :

W (F) = W (RTF) = W (RTRU) = W (U) = W (C) = W (E). (5.102)

Another condition which the function W must satisfy for the behavior at
finite strains is the growth conditions, implies that W tends to infinity if the
determinant of F approaches to zero or infinity.

W (F)→ +∞ as det F→ +∞
W (F)→ +∞ as det F→ 0

(5.103)

Moreover, the strain energy function vanishes in the reference configuration
where F = I, which gives

W (I) = 0. (5.104)

The Piola-Kirchhoff stress tensors P̂ and S for the hyperelastic materials
at finite strain are expressed as

P̂ = 2F
∂W (C)
∂C

,

S = 2∂W (C)
∂C

= ∂W (E)
∂E

.

(5.105)

More specifically, for isotropic hyperelastic materials, the strain energy
W may be expressed as a set of independent strain invariants of the right
Cauchy-Green tensor C, through Ia(C) (a=1,2,3) :

W = W (I1(C), I2(C), I3(C)) (5.106)

where
I1(C) = trC,

I2(C) = 1
2[(trC)2 − trC2],

I3(C) = detC.

(5.107)

Therefore, the variation of the function W with respect to C is given by

∂W

∂C
= ∂W

∂I1

∂I1

∂C
+ ∂W

∂I2

∂I2

∂C
+ ∂W

∂I3

∂I3

∂C
(5.108)
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with

∂I1

∂C
= I,

∂I2

∂C
= I1I−C,

∂I3

∂C
= I3C−1. (5.109)

Substituting (5.108) and (5.109) to (5.105), we can obtain the general form
of a stress relation in terms of the three strain invariants, which characterizes
isotropic hyperelastic materials at finite strain as

S = 2∂W (C)
∂C

= 2(∂W
∂I1

+ I1
∂W

∂I2
)I− 2∂W

∂I2
C + 2∂W

∂I3
I3C−1. (5.110)

The most classical models for the hyperelastic materials include the Saint
Venant-Kirchhoff model, Mooney-Rivlin model, Ogden model, Yeoh model,
Gent model and so on (see e.g. [Holzapfel 2000]). Each of the model has the
unique description of the strain energy function W , and suitable for different
cases.

5.6.2 Imperfect interface model at finite strains

Consider a continuum body Ω in the reference configuration Ω0 ⊂ R3, and
the spatial configuration Ωt ⊂ R3. In the reference configuration, the graphene
sheets are distributed randomly in the domain as the internal discontinuity
Γn (n=1,2,...,N), as shown in Fig. 5.6. The graphene surfaces are collectively
denoted by Γ0 = ∪nΓn. The two sides of the interface are denoted by Γ+

0 and
Γ−0 . And the unit vector normal to the interface in the reference configuration
is n(X). The displacement of the bulk, and the two sides of the interface are u,
u− and u+ respectively. Due to the assumption that the graphene sheets are
attached to one side of the interface, the displacement jump at the interface is
defined by the displacements of nodes on each side of the interface u− and u+.
The current positions of the material particles are defined by x for the bulk,
x− and x+ for the two sides of interface. As for the non-coherent interface,
JuK = Ju+K− Ju−K 6= 0 and JxK 6= 0.

Apart from the bulk deformation gradient F defined in Eq. (5.88), the
surface deformation gradient Fs is given by

Fs = F ·P(X) (5.111)
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where P(X) is the projection matrix denoted by

P(X) = I− n(X)⊗ n(X). (5.112)

Similarly, the surface Green strain Ês is expressed by

Ês = P(X)ÊP(X) (5.113)

where Ê has been given in Eq. (5.95).
The equilibrium equations for the bulk and the graphene surface are given

as :

∇X ·S = 0, on Ω (5.114)

∇s
X ·Ss = JSK ·n, on Γ (5.115)

where S and Ss the second Piola-Kirchhoff stress tensor for bulk and graphene
surface respectively. ∇s

X · ( · ) denotes the surface divergence with respect to
the initial configuration defined by

∇s
X · ( · ) = ∇X · ( · ) : P(X). (5.116)

We also define the surface gradient ∇s
X( · ) as

∇s
X( · ) = ∇X( · ) ·P(X). (5.117)

As for the constitutive relation, we choose the simplest hyperelastic ma-
terial model, the Saint Venant-Kirchhoff model, which is just an extension of
the linear elastic material model to the nonlinear regime. Therefore, have :

S = C : Ê on Ω (5.118)

and
Ss = Cs : Ês on Γ (5.119)

where C and Cs are the stiffness tensors for polymer bulk and graphene sur-
face.

As for the behavior of the cohesive interface, the expression of the normal
traction to the interface, neglecting the tangential traction is given by

tn(JuK) = tn
JuK
||JuK||

(5.120)
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where tn is referred in (5.36) and periodical boundary condition is applied as
the description in Eq. (5.37).

5.6.3 Computational framework

5.6.3.1 Weak form

To derive the mechanical weak form, we use the principle of virtual work
in this work. The internal virtual work δWint is given by the contributions of
the polymer bulk, graphene surface and cohesive interface as :

δWint(δu,u) = δW b
int + δW s

int + δW c
int (5.121)

where

δW b
int =

∫
Ω0

S(Ê(u)) : δÊ(u)dV (5.122)

δW s
int =

∫
Γ0

Ss(Ê(u)) : δÊs(u)dS (5.123)

δW c
int =

∫
Γ0

JδuK · t(JuK)dS (5.124)

where δu is the virtual displacement field, and δÊ = sym(FT∆δu). The sur-
face Green-Lagrange strain tensor is defined as δÊs = PT δÊP. Considering
the periodical boundary conditions or displacement boundary conditions, the
weak form of the finite strain problem for the graphene reinforced nanocom-
posites is given by

∫
Ω0

S(Ê(u)) : δÊ(u)dV +
∫

Γ0
Ss(Ê(u)) : δÊs(u)dS +

∫
Γ0

JδuK · t(JuK)dS = 0
(5.125)

where u ∈ H1(Ω0), u satisfying the boundary condition (5.37) over ∂Ω0 and
δu ∈ H1(Ω0), δu = 0 over ∂Ω0, JδuK = δu− − δu+ on the cohesive zone.
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5.6.3.2 Linearization

Here again, we use the Newton Raphson method to solve the above non-
linear equations. Setting

R =
∫

Ω0
S(Ê(u)) : δÊ(u)dV +

∫
Γ0

Ss(Ê(u)) : δÊs(u)dS +
∫

Γ0
JδuK · t(JuK)dS

(5.126)
the first-order Taylor expansion of R gives :

R(uk + ∆uk) ' R(uk) +D∆uR(uk) (5.127)

where uk denotes the displacement field known from a previous iteration k,
∆uk is the increment of displacement. The linearized problem around the
know solution uk is given as :

D∆uR(uk) = −R(uk). (5.128)

The left-hand term in (5.52) can be expressed as :

D∆uR(uk) = d

dξ
R(uk + ξ∆u)|ξ=0. (5.129)

Due to the relations that

D∆uF = ∇X(∆u), (5.130)

D∆uE = sym(FT∇X(∆u)), (5.131)

we can obtain the directional derivative of the first term of R as

D∆u

∫
Ω0

S(Ê(u)) : δÊ(u)dV =
∫

Ω0
D∆u(δÊ) : SdV +

∫
Ω0

∂S
∂Ê

D∆uÊ : δÊdV

=
∫

Ω0
∇Xδu : ∇X(∆u)SdV +

∫
Ω0

FT∇Xδu : C : FT∇X(∆u)dV
(5.132)

and the directional derivative of the second term of R as

D∆u

∫
Γ0

Ss(Ê(u)) : δÊs(u)dS =
∫

Γ0
D∆u(δÊs) : SsdS +

∫
Γ0

∂Ss

∂Ês
D∆uÊs : δÊsdS

=
∫

Γ0
∇s

Xδu : ∇s
X(∆u)SsdS +

∫
Γ0

(Fs)T∇s
Xδu : Cs : (Fs)T∇s

X(∆u)dS.
(5.133)
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Finally, the directional derivative of the third term of R is obtained as

∫
Γ0

JδuK · t(JuK)dS =
∫

Γ0
JδuK · ∂t (JuK)

∂JuK
∆JukKdS (5.134)

where

∂t (JuK)
∂JuK

= T = Tnnu ⊗ nu + tn
||JuK||

(I− nu ⊗ nu). (5.135)

In the above equation, Tn has been given in (5.55) and nu = JuK/||JuK||.
Therefore, the linearized equation as shown in Eq. (5.128) is expressed in

details as :∫
Ω0
∇Xδu : ∇X(∆u)SdV +

∫
Ω0

FT∇Xδu : C : FT∇X(∆u)dV+∫
Γ0
∇s

Xδu : ∇s
X(∆u)SsdS +

∫
Γ0

(Fs)T∇s
Xδu : Cs : (Fs)T∇s

X(∆u)dS

+
∫

Γ0
JδuK · ∂t (JuK)

∂JuK
∆JukKdS = −

∫
Ω0
∇Xδu : FSdV

−
∫

Γ0
∇s

Xδu : FsSsdS −
∫

Γ0
JδuKt(JδuK)dS.

(5.136)

5.6.3.3 Discretization

The discretization of displacements, their variation u, δu, and related
jumps JuK|Γen , JδuK|Γen and J∆uK|Γen is identical as in section 5.5.2.3.

In the following, the second Piola-Kirchhoff stress tensor and the Green
strain tensor for the bulk are expressed by the vectors {S} = [S11, S22, S33, S23, S13, S12]
and {Ê} = {Ê11, Ê22, Ê33, 2Ê23, 2Ê13, 2Ê12} respectively.

According to the constitutive relations in Eqs. (5.118) and (5.119), the
matrix form [C] of the polymer elatic tensor is given by

[C] =



λ+ 2µ λ λ 0 0 0
λ λ+ 2µ λ 0 0 0
λ λ λ+ 2µ 0 0 0
0 0 0 µ 0 0
0 0 0 0 µ 0
0 0 0 0 0 µ


(5.137)

where λ and µ are the Lamé’s constants of polymer matrix, and {S} = [C]{Ê}.
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Similarly, defining the surface stress and strain tensors as vectors {Ss} =
{Ss11, S

s
22, S

s
33, S

s
23, S

s
13, S

s
12} and {Ês} = {Ês

11, Ê
s
22, Ê

s
33, 2Ês

23, 2Ês
13, 2Ês

12} res-
pectively, the surface stiffness matrix [Cs] is expressed as :

[Cs] =


(λs+2µs)P 2

11 λsP11P22+2µsP 2
12 λsP11P33+2µsP 2

13
λsP11P22+2µsP 2

12 (λs+2µs)P 2
22 λsP22P33+2µsP 2

23
λsP11P33+2µsP 2

13 λsP22P33+2µsP 2
23 (λs+2µs)P 2

33
λsP11P23+2µsP12P13 (λs+2µs)P22P23 (λs+2µs)P23P33

(λs+2µs)P11P13 λsP13P22+2µsP12P23 (λs+2µs)P13P33
(λs+2µs)P11P12 (λs+2µs)P12P22 λsP12P33+2µsP13P23

λsP11P23+2µsP12P13 (λs+2µs)P11P13 (λs+2µs)P11P12
(λs+2µs)P22P23 λsP13P22+2µsP12P23 (λs+2µs)P12P22
(λs+2µs)P23P33 (λs+2µs)P13P33 λsP12P33+2µsP13P23

λsP 2
23+µs(P22P33+P 2

23) λsP13P23+µs(P13P23+P12P33) λsP12P23+µs(P13P22+P12P23)
λsP13P23+µs(P13P23+P12P33) λsP 2

13+µs(P11P33+P 2
13) λsP12P13+µs(P11P23+P12P13)

λsP12P23+µs(P13P22+P12P23) λsP12P13+µs(P11P23+P12P13) λsP 2
12+µs(P11P22+P 2

12)


(5.138)

where λs and µs are the surface Lamé’s constants of graphene and satisfying
{Ss} = [Cs]{Ês}. The surface deformation gradient Fs = FP.

Using the above discretization scheme, and the definitions in Eq. (5.137)-
(5.138), the linearized problem in Eq. (5.136) can be discreted as a system of
algebraic equations as :

([Kb] + [Ks] + [Kc])∆u = [Rb] + [Rs] + [Rc] (5.139)

where [Kb], [Ks] and [Kc] denote the bulk, graphene surface and interface
stiffness matrix. [Rb], [Rs] and [Rc] are the corresponding residual terms, and
∆u is the incremental displacement field. The matrices [Kb], [Ks], [Kc], [Rb],
[Rs] and [Rc] are defined by :

[Kb] =
∫

Ω0
([B̃b]T [C][B̃b] + [Bb]T [S][Bb])dV (5.140)

[Ks] =
∫

Γ0
([B̃s]T [Cs][B̃s] + [Bs]T [Ss][Bs])dS (5.141)

[Kc] =
∫

Γ0
[M e]T [T ][M e]dS (5.142)

[Rb] = −
∫

Ω0
[B̃b]T{S}dV (5.143)

[Rs] = −
∫

Γ0
[B̃s]T{Ss}dS (5.144)
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[Rc] = −
∫

Γ0
[M e]T t (JukK) dS. (5.145)

In the equations above, [Bb] is a matrix of shape functions derivatives for the
bulk defined as :

[Bb] =



∂N1
∂X1

0 0 ∂N2
∂X1

0 0 ∂N3
∂X1

0 0 ∂N4
∂X1

0 0
∂N1
∂X2

0 0 ∂N2
∂X2

0 0 ∂N3
∂X2

0 0 ∂N4
∂X2

0 0
∂N1
∂X3

0 0 ∂N2
∂X3

0 0 ∂N3
∂X3

0 0 ∂N4
∂X3

0 0
0 ∂N1

∂X1
0 0 ∂N2

∂X1
0 0 ∂N3

∂X1
0 0 ∂N4

∂X1
0

0 ∂N1
∂X2

0 0 ∂N2
∂X2

0 0 ∂N3
∂X2

0 0 ∂N4
∂X2

0
0 ∂N1

∂X3
0 0 ∂N2

∂X3
0 0 ∂N3

∂X3
0 0 ∂N4

∂X3
0

0 0 ∂N1
∂X1

0 0 ∂N2
∂X1

0 0 ∂N3
∂X1

0 0 ∂N4
∂X1

0 0 ∂N1
∂X2

0 0 ∂N2
∂X2

0 0 ∂N3
∂X2

0 0 ∂N4
∂X2

0 0 ∂N1
∂X3

0 0 ∂N2
∂X3

0 0 ∂N3
∂X3

0 0 ∂N4
∂X3


(5.146)

satisfying that

[∇X(ue)] = [∇e
11 ∇e

12 ∇e
13 ∇e

21 ∇e
22 ∇e

23 ∇e
31 ∇e

32 ∇e
33]T = [Bb] ·ue (5.147)

where ue is the displacement vector on each element defined as

ue = [ux1 u
y
1 u

z
1 u

x
2 u

y
2 u

z
2 u

x
3 u

y
3 u

z
3 u

x
4 u

y
4 u

z
4]T . (5.148)

Then, [B̃b
I ] is associated with the symmetric operation FT∇X as

[B̃b
I ] =



F11
∂NI
X1

F21
∂NI
X1

F31
∂NI
X1

F12
∂NI
X2

F22
∂NI
X2

F32
∂NI
X2

F13
∂NI
X3

F23
∂NI
X3

F33
∂NI
X3

F12
∂NI
X3

+ F13
∂NI
X2

F22
∂NI
X3

+ F23
∂NI
X2

F32
∂NI
X3

+ F33
∂NI
X2

F11
∂NI
X3

+ F13
∂NI
X1

F21
∂NI
X3

+ F23
∂NI
X1

F31
∂NI
X3

+ F33
∂NI
X1

F11
∂NI
X2

+ F12
∂NI
X1

F21
∂NI
X2

+ F22
∂NI
X1

F31
∂NI
X2

+ F32
∂NI
X1


(5.149)

therefore, [B̃b] can be described by the equation :

[B̃b] = [F ][Bb] (5.150)
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in which

[F ] =



F11 0 0 F21 0 0 F31 0 0
0 F12 0 0 F22 0 0 F32 0
0 0 F13 0 0 F23 0 0 F33

0 F13 F12 0 F23 F22 0 F33 F32

F13 0 F11 F23 0 F21 F33 0 F31

F12 F11 0 F22 F21 0 F32 F31 0


(5.151)

Besides, [S] is a matrix defined by :

[S] =



S11 S12 S13 0 0 0 0 0 0
S21 S22 S23 0 0 0 0 0 0
S31 S32 S33 0 0 0 0 0 0
0 0 0 S11 S12 S13 0 0 0
0 0 0 S21 S22 S23 0 0 0
0 0 0 S31 S32 S33 0 0 0
0 0 0 0 0 0 S11 S12 S13

0 0 0 0 0 0 S21 S22 S23

0 0 0 0 0 0 S31 S32 S33



(5.152)

and {S} = [S11 S22 S33 S23 S13 S12].
In addition, considering the surface operators, [Bs

I ] is associated with the
surface gradient ∇s

X on node I and is expressed by

[Bs
I ] =



P11
∂NI
X1

+P12
∂NI
X2

+P13
∂NI
X3

0 0

P12
∂NI
X1

+P22
∂NI
X2

+P23
∂NI
X3

0 0

P13
∂NI
X1

+P23
∂NI
X2

+P33
∂NI
X3

0 0

0 P11
∂NI
X1

+P12
∂NI
X2

+P13
∂NI
X3

0

0 P12
∂NI
X1

+P22
∂NI
X2

+P23
∂NI
X3

0

0 P13
∂NI
X1

+P23
∂NI
X2

+P33
∂NI
X3

0

0 0 P11
∂NI
X1

+P12
∂NI
X2

+P13
∂NI
X3

0 0 P12
∂NI
X1

+P22
∂NI
X2

+P23
∂NI
X3

0 0 P13
∂NI
X1

+P23
∂NI
X2

+P33
∂NI
X3



.

(5.153)
The other operator (Fs)T∇s

X has the expression on node I as

(Fs)T∇s
XuI = [B̃s

I ]uI (5.154)
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where the matrix [B̃s
I ] is described as

[B̃s
I ] =



F s
11[Bs

I ]11 F s
21[Bs

I ]11 F s
31[Bs

I ]11

F s
12[Bs

I ]21 F s
22[Bs

I ]21 F s
32[Bs

I ]21

F s
13[Bs

I ]31 F s
23[Bs

I ]31 F s
33[Bs

I ]31

F s
12[Bs

I ]31 + F s
13[Bs

I ]21 F s
22[Bs

I ]31 + F s
23[Bs

I ]21 F s
32[Bs

I ]31 + F s
33[Bs

I ]21

F s
11[Bs

I ]31 + F s
13[Bs

I ]11 F s
21[Bs

I ]31 + F s
23[Bs

I ]11 F s
31[Bs

I ]31 + F s
33[Bs

I ]11

F s
11[Bs

I ]21 + F s
12[Bs

I ]11 F s
21[Bs

I ]21 + F s
22[Bs

I ]11 F s
31[Bs

I ]21 + F s
32[Bs

I ]11


.

(5.155)
Finally, [Ss] and {Ss} has the same form with the bulk terms as :

[Ss] =



Ss11 Ss12 Ss13 0 0 0 0 0 0
Ss21 Ss22 Ss23 0 0 0 0 0 0
Ss31 Ss32 Ss33 0 0 0 0 0 0
0 0 0 Ss11 Ss12 Ss13 0 0 0
0 0 0 Ss21 Ss22 Ss23 0 0 0
0 0 0 Ss31 Ss32 Ss33 0 0 0
0 0 0 0 0 0 Ss11 Ss12 Ss13

0 0 0 0 0 0 Ss21 Ss22 Ss23

0 0 0 0 0 0 Ss31 Ss32 Ss33



(5.156)

and {Ss} = [Ss11 S
s
22 S

s
33 S

s
23 S

s
13 S

s
12].

5.7 Weak electromechanic coupling

In this section, we describe a model to introduce a first mechanism of
electromechanical coupling. Here the coupling is only weak, i.e. there is only
an effect of the mechanics on the electric conduction problem. The coupling
is due to the dependence of the effective conduction to the average distance
between graphene sheets, because of the tunneling effect. Then, if large strains
are prescribed, this distance might change and modify the electric field which
in turns should modify the effective electric conductivity of the composite. In
this section we will investigate these effects. Due to a lack of time, it was not
possible to introduce stronger coupling, e.g. through damage related to high
electric fields. This is reported to future studies and to the perspectives of this
work.
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5.7.1 Electrical percolation threshold

Firstly, we use the methodology proposed in [Lu 2017b] to investigate the
influence of graphene volume fraction on the effective electric conductivity of
graphene/ polymer nanocomposites as well as the percolation threshold. The
length of the cubic RVE is 70 nm. The graphene sheets are square surfaces
with a fixed size 15× 15 nm2 and a thickness of 0.2 nm. Thus the aspect ratio
of graphene is 75. The sheets are distributed randomly using a Markov-chain
hard-plate algorithm (see in section 3.5.4).
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Figure 5.14 – Effective electrical conductivity of graphene reinforced nano-
composites as a function of graphene volume fraction. Barrier height between
graphene and polymer matrix is set to be 0.17 eV, and graphene aspect ratio
is 75. The applied electric field is 0.0025V/nm. (a) (KT )11 ; (b) (KT )22 ; (c)
(KT )33 ; (d) Comparison.

The barrier height between graphene and polymer matrix is taken as
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Φ0 = 0.17 eV. Periodic boundary conditions are prescribed. The problem
being nonlinear, the effective conductivity is the incremental one dependent
on the intensity and history of the applied electric field, which is defined in
Eq. (3.48). The examples are given for a fixed value E1 = 0.0025 V/nm.

The numerical results are provided in Fig. 5.14 for graphene reinforced
nanocomposite with varying graphene volume fraction. Taking into account
the tunnel effect, the numerical values of (KT )11, (KT )22 and (KT )33 are
plotted for each volume fraction as shown in Fig. 5.14 (a-c), where the average
values are obtained for 30 realizations. An additional comparison among the
electrical conductivities in the three main directions is shown in Fig. 5.14 (d).
A sharp rise of conductivity of several orders of magnitude can be noticed
at about 0.52 vol% where the mean value exceeds 10−8 S/m. Generally, the
percolation threshold is the minimum filler content in the matrix which is
characterized by a sharp rise of several magnitude in conductivity due to the
formation of conductive network, and realizes a transition from insulator to
conductor. Therefore, we estimate that the percolation threshold is about 0.52
vol% in this example.

5.7.2 Distance function at finite deformation
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Figure 5.15 – Distance function of the nanocomposites as a function of the
deformation at different graphene volume fraction.

For each graphene volume fraction, a microstructure is randomly defined
within the RVE. Taking advantage of the mechanical modeling for the finite
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deformation of graphene reinforced nanocomposites, a series of deformation
from 1% to 10% are applied along the X−direction on the RVE. The deformed
microstructures are stored along with the increment of deformation according
to the solution of displacement field affected by the cohesive interface. The
local deformation in each microstructure leads to a various local distance
function, which dominates the tunneling current between the graphene sheets,
and therefore influences the effective electrical conductivity.
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Figure 5.16 – Mean value of distance function at the deformation of 1%-10%
along X direction for the nanocomposite with various graphene aspect ratio.
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Given the distance function d on each nodes of the elements, we can obtain
the new distance function de of each element by numerical integration in the
elements. The average values of de as a function of the applied deformation
for the RVEs with various graphene volume fraction are shown in Fig. 5.15

To better appreciate the evolution of the mean value of the distance func-
tion with respect to the strain, each curve of Fig. 5.15 is described individually
in Fig. 5.16 (a-j), showing a linear evolution. It is obvious that the higher gra-
phene volume fraction exhibits lower mean distance function, and can result
in a modified effective electrical conductivity when the composite is stretched.

5.7.3 Evolution of electrical properties under stretching
of the composite

Introducing the new distance function calculated after the mechanical de-
formation along the X− direction, the electrical conductivities at different
effective strain are shown in Fig. 5.17. Focusing on the electrical conductivity
along the direction of deformation (KT )11, we can observe in Fig. 5.17 (a) that
the mechanical deformation has little effect on the electrical conductivity of
the nanocomposites when the graphene volume fraction is below the perco-
lation threshold. When the graphene concentration is above the percolation
threshold, the electrical conductivity (KT )11 decreases along with the applied
strain, but it should be noted that the nanocomposites remains conductor.
However, if the graphene volume fraction is around the percolation threshold,
a sharp decrease of the electrical conductivity can be seen when the nano-
composites is subjected to strain, which is regarded as a transition point from
conductor to insulator. For instance, with 0.66 vol% graphene the transition
point of the sample is 3%, and with 0.52 vol% graphene it is 10%. However,
the deformation along X direction would not affect the electrical conductivities
of the nanocomposites in the other two main directions (KT )22 and (KT )33,
which can be seen from Fig. 5.17 (b-c).

We note that this drop in conductivity does not occur for each curve above
a given volume fraction. This is due to the fact that the simulations for each
volume fraction have been performed on a single realization, and that some
configurations might be more favorable to this effect. It is interesting to note
that in view of this effect, it is theoretically possible to design a composite
which can go from conductor to insulator by varying the applied strain on the
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system.
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Figure 5.17 – Effective electrical conductivity of graphene reinforced na-
nocomposites as a function of the deformation for various graphene volume
fraction. Barrier height between graphene and polymer matrix is set to be 0.17
eV, and graphene aspect ratio is 75. The applied electric field is 0.0025V/nm.
(a) (KT )11 ; (b) (KT )22 ; (c) (KT )33.

5.8 Conclusion

In this chapter, we have proposed a numerical modeling framework for
predicting the effective stiffness of graphene reinforced nanocomposites, ta-
king into account the interfacial behavior by cohesive zone model. First, the
nonlinear cohesive law has been identified by molecular dynamics. Then, the
nonlinear equations of the mechanical problem have been introduced and sol-
ved by FEM, where the graphene platelets are modeled by elastic imperfect
surface model. The effective stiffness of the nanocomposites has been evaluated
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numerically by homogenization. Applying the method to RVE computations
of polymer/PE nanocomposites, we have estimated the effective stiffness of
the composites as a function of graphene volume fraction. An increase of 30%
of the Young’s modulus has been observed when the graphene volume fraction
reaches 1.5vol%. Compared with the numerical results neglecting the cohesive
interface between graphene and polymer, we have observed that the interfacial
interaction plays an important role in the microscopic mechanical properties
of the nanocomposites.

Moreover, to evaluate the degradation of electrical performances with de-
cohesion of graphene sheets under mechanical stress, we also extended the
numerical model to finite deformation problem. The proposed model is de-
monstrated to predict the variation of percolation threshold under mechani-
cal stress. Coupling both electrical and mechanical problems, it was shown
that when the graphene volume fraction is around percolation threshold, the
electrical conductivity may suffer a sharp decrease at a certain effective defor-
mation, that is to say, the conducting nanocomposites transform to insulator
above a critical strain and the percolation threshold increases. This effect
might be exploited to design new materials going from insulator to conductor
depending on the applied strain.





Chapitre 6

Conclusion and perspective

6.1 General conclusion

In the present thesis work, we have provided several contributions to the
multiscale modeling of the electrical and mechanical properties of graphene
reinforced nanocomposites, summarized as follows.

Firstly, a numerical modeling framework for predicting the effective electric
conductivity in polymer/graphene nanocomposites has been provided, taking
into account the tunneling effect. The approach is original as it is the first time
to our best knowledge that the tunneling effect is modeled in a 3D continuum
framework and embedded into finite elements computations. We have provi-
ded a modeling scheme in which the graphene sheets are modeled as highly
imperfect interfaces to avoid meshing their thickness, and where the tunneling
effect is introduced to modify the conductivity in the polymer matrix between
close graphene sheets. A complete numerical FEM framework has been provi-
ded, and has been applied to 3D RVE of graphene-polymer nanocomposites.
The analyses performed using this model on random distributions of graphene
sheets for various volume fractions and polymer matrix parameters have al-
lowed concluding on the effects of the respective microstructural parameters
with respect to the effective electric properties of the composites, which are
obtained by a numerical homogenization procedure.

The second contribution which is also not found in other studies, is the
identification of the mechanical behavior of the complex interface between
the graphene and the polymer matrix. Indeed, close to the graphene sheet,
the polymer chains are confined and form an interphase of several Å where
the density and mechanical properties differ from the bulk polymer. In addi-
tion, the cohesion between the graphene sheet and the surrounding polymer
is weak, while the stiffness in the tangential direction of the graphene is very
high. To model these complex interactions, we have proposed an imperfect
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interface model in the continuum framework and have proposed a procedure
based on MD simulations to evaluate the different coefficients of the model.
The obtained continuum model is convenient to be included in finite element
simulations, in order to avoid the full description of all atomistic details while
preserving the right behavior.

The last contribution is an application of imperfect interface models in-
volving both displacement jump and normal traction jump to random mi-
crostructures containing these interfaces, and extended to the finite strains
context. This framework is then applied to graphene-polymer nanocomposite
RVE to determine their effective incremental elastic tangent behavior and its
sensibility to the microstructural parameters. Finally, we have combined this
model with the electrical model defined in Chapter 3 to describe the weak
electromechanical coupling which occurs at finite strains due to the modifi-
cation of the critical distances between the graphene sheets during stretching
and which affect the percolation. We have shown that this kind of material
could theoretically go from conductor to insulator depending on the applied
strain.

6.2 Perspectives

There are many potential extension and perspectives to this work, and
many questions remain to be addressed.

First, we have chosen a simplified tunneling model, but such model does
not imply higher temperature effects. Other models for high temperatures
have been studied in the literature, like Fowler-Nordheim tunneling or direct
tunneling for room temperature or Schottky emission and thermionic-field
emission for high temperatures (see [Chiu 2014b]). Then, the developed mo-
dels in this thesis could be extended to introduce temperature effects. Besides,
according to the choice of different polymer matrix, some bulk-limited conduc-
tion mechanism associated with the trap energy level could also be taken into
account.

The morphologies of graphene dispersion have been simplified in the pre-
sented work. However in practical applications, graphene sheets have much
more complicated shapes and do not remain planar. More importantly, gra-
phene sheets are difficult to disperse and usually for aggregates, which can
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modify drastically the effective behavior, both regarding electrical and me-
chanical properties. In that context, several percolation threshold can occur
[Wen 2007, Thongruang 2002]. Then, more realistic morphologies of nano-
structures, with possibly several characteristic scales, should be characterized
with appropriate experiments and introduce in the numerical models. This
point should be handled in future studies.

Finally, conducting nanocomposites subjected to high electric currents
could involve strong, nonlinear electromechanical coupling. For example, high
electric current might cause damage due to electrical breakdown of the po-
lymer matrix, which in turn could modify the electric conductivity related
to tunneling effect of by modifying drastically the morphology of fillers. An
example of crack propagation in polymer at high electric current is descri-
bed in Fig. 6.1). A very exciting topic would then to study the damage and
strength of such composites when subjected to high energy electric fields.

Figure 6.1 – Lichtenberg figure : A larger amount of electrical charge
is injected into a specimen, which creats very dense dendritic discharges.
[Engineering 2017].
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Annexe A

Résumé

Les nanocomposites graphène/polymère ont récemment attiré une atten-
tion croissante en raison de leurs performances électrique et mécanique, comme
le montrent de récentes études [Song 2012, Arash 2014, Verdejo 2011, Li 2013].
Bien que de nombreuses expériences aient été menées pour étudier ces nou-
veaux matériaux, les mécanismes à l’échelle nanométrique ne sont pas en-
core bien compris et leurs relations avec les propriétés effectives restent in-
déterminées. Dans ce contexte, les méthodologies multi-échelles impliquant
des simulations aux échelles atomistique, nanométrique, micrométrique et
macroscopique peuvent nous aider à résoudre ce problème. Les simulations
numériques à l’échelle atomique permettent de comprendre certains phéno-
mènes qui ne sont pas accessibles à l’expérimentation ainsi que d’analyser
l’influence des différents paramètres. La combinaison de ces simulations dans
une démarche d’homogénéisation numérique est un pas en avant pour étu-
dier l’influence des constituants nanométriques sur les propriétés effectives
[Namilae 2005, Li 2006, Odegard 2005].

Il a été démontré expérimentalement que les propriétés macroscopiques des
nanocomposites renforcés avec du graphène ne proviennent pas seulement des
propriétés des constituant purs, matrice et feuillets de graphène, mais aussi
des mécanismes physiques spécifiques à l’échelle nanoscopique, tels que :

- des effets de surface et/ou d’interfaces [Shenoy 2002, Duan 2005b, Gurtin 1975,
Yvonnet 2008b, Yvonnet 2011, Wang 2011] ;

- des effets liés aux interphases, dont la modélisationdans le régime non-
linéaires est récente [Brach 2017b] ;

- l’«effet tunnel», qui est un phénomène purement quantique permettant
aux électrons de franchir des barrières isolantes très minces de quelques
nanomètre entre deux conducteurs [Allaoui 2008, Martin-Gallego 2013,
Zeng 2011]. L’effet tunnel est à l’origine de valeurs inattendues de
conductivité électrique pour de très faibles fractions volumiques de
charges.
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L’incorporation de certains de ces mécanismes nanométriques dans des
schémas d’homogénéisation a été proposée dans le cas de l’élasticité de sur-
face en [Sharma 2004, Duan 2005b, Duan 2006, Benveniste 2013] et étendu
aux phénomènes non linéaires dans [Brach 2017a, Brach 2017b] par exemple.
Ces approches analytiques se limitent à certaines classes de phénomènes et
à des géométries simples, comme les particules sphéroïdales [Huang 2007,
Le-Quang 2010], ou les nanofibres [Chen 2007]. Pour des formes plus com-
plexes et des distributions quelconques de nano-charges, il est nécessaire d’uti-
liser des approches d’homogénéisation numériques et robustes [Yvonnet 2008b,
Liu 2015, Farsad 2012].

Dans une approche multi-échelles, les paramètres matériaux doivent être
identifiés. Or certains de ces paramètres, comme les paramètres de surface
ou d’interface ne sont pas accessibles expérimentalement. Donc ils doivent
être évalués à l’aide de simulations atomistiques [Shenoy 2005, Yvonnet 2011,
Yvonnet 2012]. Il n’y a que peu de travaux qui traitent de l’identification des
propriétés d’interface.

Les défis à relever pour avoir des modèles multi-échelles prédictifs et effi-
caces des nanocomposites de graphène, qui ont été étudiés dans cette thèse,
sont :

- Développer un modèle continu non-linéaire du comportement électrique
prenant en compte l’effet tunnel ;

- Caractériser les propriétés mécaniques des interphases et interfaces en
considérant les interactions atomiques, c’est-à-dire identifier la raideur
élastique de l’interphase et de l’interface ;

- Développer des procédures efficaces d’homogénéisation numérique pre-
nant en compte les phénomènes nanométriques susmentionnés pour
prédire les propriétés électriques et mécaniques effectives des nano-
composites renforcés de graphène.

L’objectif de ce travail de doctorat est de répondre à ces différentes questions
scientifiques.

Le plan du manuscrit est le suivant :
Le chapitre 2 présente une brève introduction aux nanocomposites à base

de graphène, en spécifiant entre autres la cristallographie, les propriétéset les
méthode de synthèse du graphène ainsi queles propriétés et les applications
des nano-composites renforcés avec du graphène.

Dans le chapitre 3, un cadre de modélisation numérique est proposé pour
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évaluer la conductivité électrique effective des composites polymères renforcés
avec des feuillets de graphène, en introduisant l’effet tunnel. Une formulation
d’éléments finis non-linéaire et une méthodologie numérique pour modéliser
les effets non-locaux induits par l’effet tunnel sont introduits. De plus, pour
éviter de mailler les feuilles de graphène dans leur épaisseur, un modèle de
surface hautement conductrice est utilisé. La conductivité effective est en-
suite évaluée à partir de Volume Elémentaire Représentatifs (VER) contenant
des feuilles de graphène distribuées aléatoirement. Enfin, l’ensemble des ou-
tils développésest utilisé pour analyser la sensibilité des propriétés électriques
effectives par rapport aux propriétés des constituants et de la répartition des
renforts de graphène.

Dans le chapitre 4, une méthodologie basée sur la procédure de Murdoch-
Hardy est utilisée pour construire les champs continus de déplacement, de
déformation, de contrainte et de propriétés élastiques au niveau l’interphase
graphène/polymère à partir des résultats de simulations atomistiques de dyna-
mique moléculaire (DM). Deux modèles continus sont identifiés : l’un contient
à la fois la feuille de graphène modélisée par une interface imparfaite et l’in-
terphase induite par l’évolution de la densité et de la conformation des chaînes
de polymère au voisinage d’une feuille de graphène ; et l’autre où la feuille de
graphène et l’interphase sont intégrées dans un modèle équivalent d’interface
imparfaite.

Au chapitre 5, les propriétés mécaniques non-linéaires effectives des nano-
composites graphène-polymère sont évaluéesà partir d’une extension du pré-
cédent modèle d’interface imparfaite au cadre des transformations finies. Des
simulations de DM sont utilisées pour identifier le comportement non-linéaire
de l’interface entre le graphène et le polymère. Les propriétés mécaniques effec-
tives du nanocomposite sont évaluées à l’aide d’un schéma d’homogénéisation
numérique incrémental. De plus, un exemple préliminaire de couplage faible
entre les phénomènes électriques et mécaniques est présenté.
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