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## ABSTRACT

An elastic gridshell is a freeform structure, generally doubly curved, but formed out through the reversible deformation of a regular and initially flat structural grid. Building curved shapes that may seems to offer the best of both worlds : shell structures are amongst the most performant mechanically speaking while planar and orthogonal constructions are much more efficient and economic to produce than curved ones. This ability to "form a form" efficiently is of peculiar importance in the current context where morphology is a predominant component of modern architecture, and envelopes appear to be the neuralgic point for building performances.
The concept was invented by Frei Otto, a German architect and structural engineer who devoted many years of research to gridshells. In 1975 he designed the Multihalle of Mannheim, a $7500 \mathrm{~m}^{2}$ wooden shell which demonstrated the feasibility of this technology and made it famous to a wide audience. However, despite their potential, very few projects of this kind were built after this major realization. And for good reason, the resources committed at that time cannot guarantee the replicability of this experiment
for more standard projects, especially on the economic level. Moreover, the technics and methods developed by Otto's team in the 1960s have mostly fall into disuse or are based on disciplines that have considerably evolved. New materials, such as composite materials, have recently emerged. They go beyond the limitations of conventional materials such as timber and offer at all levels much better technical performances for this kind of application. Finally, it should be noted that the regulatory framework has also deeply changed, bringing a certain rigidity to the penetration of innovations in the building industry. Therefore, the design of gridshells arises in new terms for current architects and engineers and comes up against the inadequacy of existing tools and methods.
In this thesis, which marks an important step in a personal research adventure initiated in 2010, we try to embrace the issue of the design of elastic gridshells in all its complexity, addressing both theoretical, technical and constructive aspects. In a first part, we deliver a thorough review of this topic and we present in detail one of our main achievements, the ephemeral cathedral of Créteil, built in 2013 and still in service. In a second part, we develop an original discrete beam element with a minimal number of degrees of freedom adapted to the modeling of bending and torsion inside gridshell members with anisotropic cross-section. Enriched with a ghost node, it allows to model more accurately physical phenomena that occur at connections or at supports. Its numerical implementation is presented and validated through several test cases. Although this element has been developed specifically for the study of elastic gridshells, it can advantageously be used in any type of problem where the need for an interactive computation with elastic rods taking into account flexion-torsion couplings is required.

Keywords : gridshell, form-finding, active-bending, free-form, torsion, elastic rod, coupling, fibreglass, composite material.

## RÉSUMÉ

Les structures de type gridshell élastique permettent de réaliser des enveloppes courbes par la déformation réversible d'une grille structurelle régulière initialement plane. Cette capacité à "former la forme" de façon efficiente prend tout son sens dans le contexte actuel où, d'une part la forme s'impose comme une composante prédominante de l'architecture moderne, et d'autre part l'enveloppe s'affirme comme le lieu névralgique de la performance des bâtiments.
Fruit des recherches de l'architecte et ingénieur allemand Frei Otto dans les années 1960, elles ont été rendues populaires par la construction de la Multihalle de Mannheim en 1975. Cependant, en dépit de leur potentiel, très peu de projets de ce type ont vu le jour suite à cette réalisation emblématique qui en a pourtant démontré la faisabilité à grande échelle. Et pour cause, les moyens engagés à l'époque ne sauraient assurer la reproductibilité de cette expérience dans un contexte plus classique de projet, notamment sur le plan économique. Par ailleurs, les techniques et les méthodes développées alors sont pour la plus part tombées en désuétude ou reposent sur des disciplines scientifiques qui ont considéra-
blement évoluées. Des matériaux nouveaux, composites, ont vu le jour. Ils repoussent les limitations intrinsèques des matériaux usuels tel que le bois et offrent des performances techniques bien plus intéressantes pour ce type d'application. Enfin, notons que le cadre réglementaire a lui aussi profondément muté, apportant une certaine rigidité vis-à-vis de la pénétration des innovations. Ainsi la conception des gridshells se pose-t-elle en des termes nouveaux aux architectes et ingénieurs actuels et se heurte à l'inadéquation des outils et méthodes existant.
Dans cette thèse, qui marque une étape importante dans une aventure de recherche personnelle initiée en 2010, nous tentons d'embrasser la question de la conception des gridshells élastiques dans toute sa complexité, en abordant aussi bien les aspects théoriques que techniques et constructifs. Dans une première partie, nous livrons une revue approfondie de cette thématique et nous présentons de façon détaillée l'une de nos principales réalisation, la cathédrale éphémère de Créteil, construite en 2013 et toujours en service. Dans une seconde partie, nous développons un élément de poutre discret original avec un nombre minimal de degrés de liberté adapté à la modélisation de la flexion et de la torsion dans les gridshells constitués de poutres de section anisotrope. Enrichi d'un noeud fantôme, il permet de modéliser plus finement les phénomènes physiques au niveau des connexions et des appuis. Son implémentation numérique est présentée et validée sur quelques cas tests. Bien que cet élément ait été développé spécifiquement pour l'étude des gridshells élastiques, il pourra avantageusement être utilisé dans tout type de problème où la nécessité d'un calcul interactif avec des tiges élastiques prenant en compte les couplages flexion-torsion s'avère nécessaire.

Keywords : gridshell, form-finding, active-bending, free-form, torsion, elastic rod, coupling, fibreglass, composite material.
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## INTRODUCTION

La paternité des structures de type gridshell élastique est couramment attribuée à l'architecte et ingénieur allemand Frei Otto, qui les a intensivement étudiées au $\mathrm{XX}^{\text {ème }}$ siècle. Fruit de son travail de recherche, il réalise en 1975, en collaboration avec l'ingénieur Edmund Happold du bureau Arup, un projet expérimental de grande ampleur : la Multihalle de Mannheim [1, 2]. Cette réalisation emblématique ancrera durablement les gridshells dans le paysage des typologies structurelles candidates à l'avènement de géométries nonstandard, caractérisées par l'absence d'orthogonalité. Cette capacité à former la forme de façon efficiente prend tout son sens dans le contexte actuel où, d'une part la forme s'impose comme une composante prédominante de l'architecture moderne (F. Gehry, Z. Hadid, ...) et d'autre part l'enveloppe s'affirme comme le lieu névralgique de la performance des bâtiments, notamment environnementale.
Littéralement, le terme grid-shell désigne une résille à double courbure dont le comportement mécanique s'apparente à celui d'une coque ; c'est à dire que les efforts y transitent principalement de manière membranaire. Ces ouvrages peuvent franchir de grandes por-
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tées en utilisant un minimum de matière. Cependant, il semble plus rigoureux et plus fidèle à l'histoire de désigner par gridshell élastique la combinaison indissociable d'un principe structurel - le gridshell, une résille qui fonctionne telle une coque - et d'une méthode constructive astucieuse - la déformation réversible d'une grille de poutre initialement plane pour former une surface tridimensionnelle à double courbure. Le projet de Mannheim - dans lequel une grille en bois de trame régulière, initialement plane et sans rigidité de cisaillement est déformée élastiquement jusqu'à la forme désirée via un dispositif d'étaiement, puis contreventée pour mobiliser la raideur d'une coque et finalement couverte d'une toile - pose les bases de ce nouveau concept et le rend populaire auprès d'un large public d'architectes et d'ingénieurs de par le monde.
Cependant, en dépit du potentiel de cette typologie, très peu de projets ont vu le jour suite à la construction de la Multihalle. Il faut en effet attendre 25 ans et le développement des méthodes de calcul numérique pour voir de nouveau éclore quelques réalisations iconiques : Shigeru Ban innove en passant du bois au carton pour la construction du Pa villon de Hanovre en 2000 [3] ; puis viennent les gridshells en bois de Downland en 2002 [4] et de Savill en 2006 [5] qui reprennent fidèlement les principes développés à Mannheim mais emploient des méthodes constructives différentes. Depuis une dizaine d'années le laboratoire Navier a investi ce champ de recherche sous le double aspect de la structure et du matériau, donnant lieu à la réalisation de quelques prototypes (en 2006 et 2007 [6, 7]) et des deux premiers bâtiments de type gridshell élastique en matériau composite construits à ce jour (Solidays 2011 [8] et Créteil 2013 [9]). ${ }^{1}$ Plus récemment, on a pu observer un certain engouement pour la construction de pavillons en bois de petite taille, non couverts, réalisés selon des principes similaires à ceux de la Multihalle, essentiellement dans le cadre de workshops pédagogiques ou bien de projets de recherche [10, 11, 12, 13].
Il est naturel de se demander pourquoi cette innovation prometteuse peine ainsi à essaimer ? S'il est vrai que la construction de la Multihalle de Mannheim a permis de prouver la faisabilité économique et technique du concept de gridshell élastique à grande échelle, il faut bien reconnaitre que cette prouesse n'a été rendue possible qu'au terme d'un long processus de maturation pour développer et acquérir l'ensemble des compétences scientifiques, techniques, méthodologiques et humaines nécessaires à sa conception et à sa construction. ${ }^{2}$
I. Ici, le matériau employé, un composite à base de fibres de verre imprégnées dans une matrice polyester et obtenu par pultrusion, apporte un gain de performance très significatif par rapport au bois et permet de rester sur une conception à simple nape là où le bois aurait nécessité une grille à double nape beaucoup plus complexe à réaliser.
2. "This is not a case of a building creatively designed, but based on a support system of additive known elements. This design is the result of a symposium of creative thought in the formation, the invention of building elements with the

En vérité, une telle dépense de moyens pour développer et rassembler ces compétences ne saurait assurer la reproductibilité de cette experience sauf en de très rares occasions et pour des projets d'exception. Par ailleurs, les techniques développées à l'époque sont pour partie tombées en désuétude (e.g. la recherche de forme par maquette physique) ou bien ont fortement évoluées voir même mutées (e.g. le calcul numérique). Des matériaux nouveaux, composites, ont vu le jour. Ils repoussent les limitations intrinsèques des matériaux usuels tel que le bois et offrent des performances techniques bien plus intéressantes pour ce type d'application (durabilité, allongement à la rupture, légèreté, résistance mécanique, fiabilité de niveau industrielle, ...). Enfin, notons que le cadre réglementaire s'est considérablement étoffé apportant aussi son lot de rigidités vis-à-vis de la pénétration des innovations dans le secteur de la construction.
Ainsi la conception des gridshells se pose-t-elle en des termes nouveaux aux architectes et ingénieurs actuels. Elle se heurte aux deux difficultés majeures suivantes :

- La première difficulté est d'ordre technique et concerne la fonctionnalisation de la structure. En effet, bien que le principe du gridshell permette de réaliser des ossatures courbes de manière optimisée, il n'en reste pas moins complexe de constituer à partir de cette résille porteuse une véritable enveloppe de bâtiment capable de répondre à un large panel de critères performantiels (tels que l'étanchéité, l'isolation thermique, l'isolation acoustique, ...) sur un support qui ne présente aucune rationalité géométrique. ${ }^{3}$
- La seconde difficulté est d'ordre théorique et concerne la mise au point d'outils et de processus de conception adaptés à l'étude de ces structures d'un genre nouveau où Architecture et Ingénierie collaborent de manière indissociable à l'identité formelle de l'ouvrage. L'inadéquation des méthodes et des outils de design actuels, orientés davantage vers la justification des ouvrages que vers leur conception, constitue un des principaux freins à la diffusion de cette innovation.

Le présent manuscrit s'articule autour de deux grandes parties qui tentent chacune de construire des éléments de réponse aux défis identifiés précédemment. La première partie, composée des chapitres 1 et 2 , est destinée à présenter en profondeur le concept de gridshell
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élastique, son potentiel et les difficultés techniques sous-jacentes (voir partie I). La seconde partie, composée des chapitres 3 à 6 , est consacrée au développement d'un élément de poutre discret original prenant en compte les sollicitations de flexion et de torsion et applicable à tout type de section dont le centre de torsion est confondu avec le centre de masse, ainsi que certains types de discontinuités liées à la présence de connexions dans les résilles de type gridshell (voir partie II). Cette seconde partie constitue le coeur académique de ce travail de thèse.
Dans le chapitre 1 nous rappelons la genèse de cette invention et nous en donnons une définition précise et actualisée. Puis nous dressons un état des lieux critique des projets réalisés sur ce principe depuis le début des années 1960 à nos jours. Cette brève histoire des gridshells dessine à elle seule le potentiel de ces structures, notamment en terme d'expression formelle et de performance structurelle. Loin de les enfermer dans un style d'architecture particulier, elle en souligne au contraire la formidable variété. Cette revue de projet est complétée par une revue approfondie de la littérature existante sur l'ensemble des domaines connexes à cette thématique (géométrie, structure, matériaux, logiciel).
Dans le chapitre 2 nous présentons de manière détaillée la conception et la réalisation de la cathédrale éphémère de Créteil, un gridshell élastique en matériau composite construit en 2013 et toujours en service. Cette expérience peu commune a été une source inépuisable pour alimenter ce travail de thèse. Cette relecture expose les méthodes et les outils de conceptions développés pour faire aboutir le projet, les difficultés rencontrées, les pistes d'amélioration. Elle fournit également une analyse économique pour cerner les axes de progrès prioritaires dans l'optique d'une commercialisation future.
Dans le chapitre 3 nous rappelons les notions fondamentales déjà connues, indispensables à notre étude, pour la caractérisation géométrique de courbes de l'espace et de repères mobiles attachés à des courbes. Ces notions sont présentées pour le cas continu puis pour le cas discret ; ce dernier étant essentiel pour la résolution numérique de notre modèle. Cependant, nous observons que la notion clef de courbure géométrique perd son univocité dans le cas discret. Nous identifions alors plusieurs définitions de la courbure discrète. Puis nous les comparons selon des critères propres à notre application (convergence géométrique, représentativité énergétique, forme d'interpolation). A l'issu de cette analyse, la définition la plus pertinente est retenue pour le développement du nouveau modèle numérique au cours des chapitres suivants.
Dans le chapitre 4 nous élaborons un premier modèle de poutre à 4 -DOFs par une approche variationnelle. Ici nous reprenons et enrichissons un travail initié lors d'une précédente thèse [15] inspirée par des travaux récents sur la simulation des tiges élastiques dans le
domaine des computer graphics [16], et à laquelle j'ai collaboré [17, 18]. En particulier, notre développement permet d'aboutir à des expressions purement locales des efforts internes et prouve l'équivalence avec le membre statique des équations de Kirchhoff. Sur le plan mathématique, le modèle est développé en continu et son implémentation numérique n'est pas traité.
Dans le chapitre 5 nous développons une nouvelle approche, plus directe et plus complète, pour construire à partir des équations de Kirchhoff un élément de poutre enrichi par un noeud fantôme et possédant lui aussi un nombre de degré de liberté minimal. L'originalité de cet élément est de pouvoir localiser proprement dans l'espace certains types de discontinuités, notamment des discontinuités de courbures provoquées par des efforts ponctuels ou des sauts de propriétés matérielles. Cela permet une modélisation plus fine des phénomènes physiques au sein de la grille, aussi bien au niveau des connexions que des conditions aux appuis, ce qui était le principal objectif de ce travail de thèse.
Dans le chapitre 6 nous combinons les résultats des chapitres précédents pour construire un élément de poutre discret tout à fait adapté à la modélisation numérique des gridshells élastiques. Nous présentons la construction de cet élément et la méthode de résolution numérique employée pour trouver l'état d'équilibre statique du système, à savoir le relaxation dynamique. Enfin, nous donnons quelques éléments sur Marsupilami, le programme informatique que nous avons mis au point et qui implémente l'élément de poutre discret élaboré au cours de cette thèse. Nous exposons aussi quelques résultats de comparaison avec des logiciels du commerce qui ont permi de valider notre travail. Plus généralement, l'élément développé convient bien pour modéliser des problèmes de couplage flexion-torsion dans des poutres élancées, comme par exemple les phénomènes de repositionnement des câbles et des gaînes accrochées aux bras robots, un matériel industriel qui se démocratise à grande vitesse.

## Part 1

## ELASTIC GRIDSHELL

## Chapter 1 ELASTIC GRIDSHELLS

## INTRODUCTION

This chapter is meant to define and introduce what elastic gridshell structures are. It develops a comprehensive but precise view of the numerous knowledge and know-how that gravitate around this concept.

## OVERVIEW

We naturally begin this chapter by defining the notion of elastic gridshell and the context in which this technology arose (see $\S 1.2$ ). We briefly highlight the benefits of composite materials for this kind of structure. We then propose two thorough reviews : the first one is dedicated to known built elastic gridshell structures (see $\S 1.3$ ) while the second one is a literature review of the main works related to the topic of elastic gridshells (see §1.4).

### 1.1.2 CONTRIBUTIONS

- We establish a chronological review of known built elastic gridshells, from the very beginning of this technology to the present time. We reveal the richness of this concept by exhibiting the great variety of realised projects. We discuss the specificities brought by each one of these projects.
- We establish an up-to-date review of the existing scientific literature, crossing multiple fields of research (geometry, mechanics, material, ...).


## DEFINITION

The invention of the elastic gridshell concept is commonly attributed to Frei Otto, a German architect who devoted several years to gridshells. In 1975 he achieved the famous Mannheim Multihalle [2], a wooden shell of $7500 \mathrm{~m}^{2}$, in collaboration with the engineer Edmund Happold (Arup). Literally, the word "gridshell" refers to grids behaving like shells : from a mechanical point of view that means stresses acting on the structure are mainly transmitted through compression and tension. These structures can cross largespan with very little material.
However, according to the historic evolution of the concept, to characterise a gridshell as the combination of a structural concept (a grid behaving like a shell, see §1.2.2) and a specific construction process (see §1.2.1) using the bending flexibility of the material (see §1.2.3) seems to be more accurate. The project of Mannheim - in which a wooden regular and planar grid, lacking shear stiffness, is elastically deformed up to a targeted shape with the help of stays, and then braced and covered - is regarded as the starting point of this new concept (see figs. 1.1a to 1.1 d ).
This type of gridshell, known as elastic gridshell, offers a very elegant manner to materialise freeform shapes from an initially flat and regular grid, which obviously has many practical benefits : planar initial geometry, standard connection nodes, standard profiles and so on. Note that the term rigid gridshell is often opposed to the term elastic gridshell to indicate reticulated structures that behave like shells but are not formed in an active-bending process.

## ERECTION PROCESS

Usually, the grid morphology is not trivial and leads to design numerous costly and complex joints. To overcome this issue, an original and innovative erection process was developed
$1.1 a$

1.1c
$1.1 b$

1.1d
I.I Forming process of the gridshell of Mannheim, Germany
I.Ia Assembly of the timber grid
I.Ib Deformation of the grid
I.Ic Final shape of the lattice
I.Id Roofing with a membrane
that takes advantage of the flexibility inherent to slender elements. A regular planar grid made of long continuous linear members is built on the ground (see fig. 1.1a). The elements are pinned together so the grid has no in-plane shear stiffness and can accommodate largescale deformations during erection. Then, the grid is bent elastically to its final shape (see figs. 1.1 b and 1.1c). Finally, the grid is frozen in the desired shape with a third layer of bracing members and the structure becomes a shell. This process is illustrated and detailed in the next chapter (see §2.3).

### 1.2.2 STRUCTURAL TYPOLOGY

Their mechanical behaviour is very similar to the one of real shells even if the material is discrete and located in a grid more or less open. Moreover, gridshells benefit from the same advantages as the ones showed by an eggshell : they can cross large span using a low amount of material. Their stiffness is mainly linked to their double-curved shape.

### 1.2.3

## MATERIAL FLEXIBILITY FOR STRUCTURAL RIGIDITY

In this field of application, composite materials like glass fibre reinforced polymer (GFRP) could favourably replace wood, where both resistance and bending ability of the material is sought [7]. The stiffness of the structure does not derive from the intrinsic material rigidity but principally from its geometric curvature. Ideally, the composite profiles are produced by pultrusion, an economic continuous moulded process. The standardisation of the process guaranties very stable material and mechanical properties. It frees designers from the painful problematic of wood joining and wood durability. The characterisation of this material is presented further in the thesis (see $\S 2.5$ ).

## 1.3

## BUILT ELASTIC GRIDSHELLS : A REVIEW

No thorough historic review is available about executed projects of elastic gridshells although some partial reviews have been done time to time on the occasion of scientific works or construction projects. This review aims at filling this gap by giving an overview of the development of the concept from the very beginning to the very last experiments. Only known built projects have been identified and reported here. The only condition for a project to belong to this review is to comply with the definition of what an elastic gridshell is (see §1.2), independently to any other consideration (material, fabrication, size, cladding, ...).

1.2 Known elastic gridshells built by the past

The surface of the bubbles is proportional to the covered area. Colour indicates the material employed for the rods.

The informations collected during this research work are given in table format in appendix (see chapter A). A synthetic presentation of these datas is proposed to the reader in fig. 1.2, where projects are ordered by date, span, covered area and material.
The books edited by the Institut für leichte Flächentragwerke are of great interest to understand the beginnings. IL10 Grid Shells [19] has a precise inventory of the first experiments from 1962 to 1976, while IL13 Multihalle Mannheim [1] focuses on the construction of the Multihalle in Mannheim. Timber gridshells: architecture, structure and craft [20] is a significant effort but focuses exclusively on medium to large scale projects in timber. A small but general partial review is also available in [21]. An interesting review is also given by Quinn and Gengnagel [22] as part of their research work on new erection methods. A review of bracing and cladding systems is done in [23]. A review of form-finding methods is done in [24]. Finally, various valuable reviews are available in the thesis of Douthe [25], Bouhaya [26], Tayeb [27], and Lafuente Hernández [28].

## THE BEGINNINGS : FROM THE FIRST PROTOTYPE TO THE GERMAN PAVILION

Frei Otto started his studies in architecture in 1947 in Berlin, Germany, and completed his doctorate on tensile structures in 1953. This first work was published and translated later in the 60's. He then began to work in the field of lightweight structures using physical models such as soap films or hanging nets, and photographic measurements. ${ }^{1,2}$ These tools were essentials for his exploration of forms and structures as there were no computers at that time.

## Steel Gridshell, Berkeley, USA, 1962

Simultaneously, he became interested by the study of lightweight shells and the way they were form-found. One of his very first elastic gridshell was built in 1962 with students at Berkeley, USA [19, p. 270]. It is funny to remark that this first gridshell was not a timber gridshell but a steel gridshell made out of twin steel rods linked in a grid fashion by bolts with clamping plates (see fig. 1.3a). This first experiment demonstrated at small scale the
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$1.3 a$

1.4

1.5
I. 3 Steel gridshell built in 1962 in Berkeley, USA
1.3a Steel lattice
I.3b Knot detail
I. 4 Timber gridshell built in 1962 in Essen, Germany
I.5 Timber gridshell built in 1967 in Montreal, Canada
ability to bend a regular grid with no shear rigidity into a curved shape (see fig. 1.3b). The grid was loosely braced and shell effects were not investigated.

## Essen Gridshell, Essen, Germany, 1962

The same year he designed and built a first timber gridshell in Essen, Germany [19, p. 272]. The prototype - a single-layer gridshell spanning 17 m and covering an area of $198 \mathrm{~m}^{2}-$ was made with 3-plies laminated timber profiles in hemlock pine (see fig. 1.4). The crosssection of the profiles was rectangular ( $60 \mathrm{~mm} \times 40 \mathrm{~mm}$ ) and the elements were assembled in a grid fashion with simple steel bolts. Once erected, nothing was specifically done to improve the in-plane shear stiffness of the grid and activate a shell behaviour. Finally, the structure was covered with a transparent plastic foil nailed directly on the grid's profiles.

## German Pavilion Auditoria, Montreal, Canada, 1967

Five years later, on the occasion of the 1967 International and Universal Exposition in Montreal, Canada, Frei Otto was appointed to design the German Pavilion : a large cable net tent prefiguring the realisation of the olympic stadium of Munich, Germany, in 1972. ${ }^{3,4}$ The pavilion required two auditoria and these were designed using the principle of elastic gridshell [19, p. 274]. All together, the auditoria covered and area of $365 \mathrm{~m}^{2}$ and spanned 17.5 m . The construction technique employed in Montreal was quite similar to the one developed in Essen, but this time the grid was fully braced with a layer of nailed plywood boards and offered a proper roofing made out of insulation panels covered with a PVC coated fabric (see fig. 1.5).
The two gridshells built in Montreal mark a significant step in the maturation process of the technique leading to the major realisation of Mannheim in 1976: a methodology has emerged to progress "from the inverted form to the gridshell" [19, p. 179] ; main construction details have been validated ; various erection methods have been tested ; mid-scale buildings have been built to host public. However, due to the over complexity of these structures, lots of unknowns remained unsolved at this stage and the behaviour of the structures could not be fully predicted. ${ }^{5}$

[^2]It is worthwhile to mention that several unexecuted large-scale projects were studied by Frei Otto between 1967 and 1973 at the $I L$ or at the Atelier Warmbronn. ${ }^{6}$ These projects are basically documented in [19, pp. 278-288] and reveal that he was training his capacity to master large-scale projects with the technique of elastic gridshells for more conventional building projects (wave pool, swimming hall, multi-purpose hall, auditorium, ...).

### 1.3.2

## MANNHEIM MULTIHALLE : THE COMPLETION OF A DECADE OF RESEARCH

The project of the Multihalle started in 1970, when the decision was made that Mannheim, Germany, would hold the Bundesgartenschau in 1975. ${ }^{7}$ The architects of the project, Carl Mutschler $\mathcal{E}$ Partners, consulted Frei Otto at Atelier Warmbronn as he was starting to get known in the filed of innovative lightweight structures. This is how the idea of the gridshell was introduced in the project [30].
A thorough report on the project is available in [1]. A more condensed but still precise description of the engineering problematics related to this project are available in the excellent papers from Happold and Liddell [2] and Liddell [30].

## Multihalle, Mannheim, Germany, 1975

Mannheim is an unprecedented realisation because it is more than twenty times larger than the previously built gridshells in Montreal and is meant to last many years and not only for the duration of a short-term exhibition. The timber lattice, still existing in 2017, covers an area of $7400 \mathrm{~m}^{2}$ (see fig. 1.6a). It is composed of two interconnected domes, one for the multi-purpose hall (span : $60 \mathrm{~m} \mid$ height : 20 m ) and one for the restaurant (span : $50 \mathrm{~m} \mid$ height : 18 m ).
Although the constructive system deployed in Mannheim clearly inherited from the previous developments, the challenge was such that it had to be revisited. In particular the main additions were the introduction of the double-layer system and the proper bracing of the grid. A major advance was also the use of the very first numeric models to study the structure.
The double-layer system was introduced to tackle two issues : the grid needed some flexibility to be bent into the desired shape, but once erected it should provide sufficient
broken, i.e. the buckling progressed elastically. It might have been possible to press the buckled area back into shape." [19, p. 219]
6. Atelier Warmbronn is the architectural studio founded by Frei Otto in 1969.
7. The Bundesgartenschau is a national horticultural exhibition that takes place every two years in Germany.

bending stiffness to resist disturbing loads and avoid a buckling collapse. ${ }^{8}$ Once erected, the two grids, one sliding on top of the other one, were connected together to form a single grid with much higher ladder profiles (from 50 mm to 150 mm ), increasing their bending stiffness by a factor of about 26 (see fig. 1.6 b ).
Because the in-plane stiffness of the grid also plays a major role in the resistance to buckling, this question was considered with care. The bracing of the grid was first achieved by preventing the nodes to turn once the grid was erected. This was done by creating some friction in the nodes when tightening the bolts linking the laths, after the grid was erected. Then, additional bracing cables were put in the grid.
8. Theoretically, self-weight loads would produce only compression in the members because the (funicular) form of the grid resulted from the inversion of a hanging chain model in pure tension.

1.6 b

I.6 Timber gridshell built in 1975 in Mannheim, Germany
1.6a Sky view
1.6b Interior view

Finally, the project of Mannheim was a key project in the development of modern lightweight structures. Great engineers were born in touch with Frei Otto, following his footsteps or collaborating with him. This heritage has irrigated for several decades the engineering of lightweight structures in Europe and gave birth, directly or indirectly, to several studios among which we can cite Buro Happold and Schlaich Bergermann \& Partner.

## THE DRY PERIOD : 25 YEARS FROM MANNHEIM TO HANNOVER

Although the experience of Mannheim proved the feasibility and the potential of gridshell structures for large-scale projects, it also revealed that these projects were subject to an incredible complexity in terms of structural design, geometry, modelling, testing, team work, construction methods ... At that time, very few people could pretend to master all the knowledge and techniques required to design and built timber gridshells and developed in the bosom of the Institute for Lightweight Structures in Stuttgart.
This project was obviously well ahead of its time and the engineering cost to design such structures was probably prohibitive considering the tools available at that time. This certainly explains why no elastic gridshells were built during the 25 following years, despite the optimism of the pioneers of the Multihalle. ${ }^{9}$
Note that around 1975 small workshop and experiments lead to the construction of several but small elastic gridshells, as reported in [19]. A non-exhaustive but quite extensive list of known executed gridshell projects is presented in fig. 1.2. The dry period is clearly visible.

### 1.3.4 THE SIGNS OF A RENEWAL : DORSET AND DONCASTER

It is only 20 years later that gridshells started to reappear, in the late 90 's mainly in the United Kindom, and for projects that had interest in environmental problematics.

## Westminster Lodge, Dorset, England, 1995

In 1995, a small student residence named Westminster Lodge was built in Dorset, England. This dwelling was part of a larger project - Hooke Park - aiming at investigating how the local forest resources, in particular immature roundwood thinnings, could be better
9. "For many years after its completion, Happold promoted the benefit of the timber gridshell as a construction technique and stated that he could not understand why it had not been adopted more widely. He perceived the benefits to be in the efficiency of the construction method to enable doubly curved (shell) structures to be constructed quickly and cost effectively." [3।].

1.7 Roundwood gridshell built in 1995 in Dorset, England
1.7a Interior view
1.7b Exterior view
I. 8 Timber gridshells built in 1998 in Doncaster, England
1.8a Interior view
1.8b Exterior view
utilised. The project was lead by ABK, Frei Otto, Buro Happold and Cullinan Studio. Unlike Mannheim, the timber shell was bent and weaved rod by rod on a scaffold platform. But the structural system exhibited a double-layer gridshell pattern very similar to the one employed for the Multihalle (see fig. 1.7a). The rods were made out of splicejointed roundwood to form long-length poles of diameter 200 mm . The development of this jointing technique, which could be produced directly in the forest, was part of the project's investigations [32]. The grid was braced by a layer of diagonal boards nailed to the roundwood. The structure was finally cladded with a planted turf roof (see fig. 1.7b).

## Earth Center, Doncaster, England, 1998

At the same time, a project with a similar spirit arose for the Earth Center in Doncaster, England. ${ }^{10}$ The project planning started in 1994 and a series of small timber gridshells were designed by Buro Happold and then built in 1998. The landscape structures were single-layer timber gridshells made with oak laths. Once erected with a crane, the grids were braced with crossing diagonal stainless steel cables (see fig. 1.8a). Openings were possibly reinforced with curved timber frames (see fig. 1.8b).
These projects definitely trailed the technique in England and initiated the renewal period (see §1.3.5). Although they remained small-scale projects for which modelling was achieved through physical models, they trained and restored partially the operational ability of Buro Happold to design timber gridshells as pointed by Harris et al. [31].

## THE RENEWAL : HANNOVER, DOWNLAND AND SAVILL

What was missing for elastic gridshells to re-emerge after the major experiment of Mannheim was probably the development of modern numeric tools to ease and speed up the design process. ${ }^{11}$ Amongst those tools we should identify two main categories : geometry processing softwares and structural analysis softwares. Recall that in the 70's, geometry processing was done through physical models and photographic measurements [19, pp. 130-135] while structural analysis was conducted through a compound of physical
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model testing with scaling techniques [1, pp. 130-135], hand calculations and the very first numerical form-finding calculations [19, pp. 184-193] and finite element calculations [19, pp. 210-217]. In the late 90 's, the rise in importance of computer methods offered new possibilities.

## Japan Pavilion, Hannover, Germany, 2000

In 1997, architect Shigeru Ban began to collaborate with Frei Otto and Buro Happold to design the Japan Pavilion for Expo 2000 in Hannover, Germany [3]. This pavilion was a
large-scale corrugated gridshell made out of cardboard tubes, about 75 meters long and 25 meters wide. Corrugations bring curvature, and therefore enhance the strength of the shell. The tubes were tied together with a fabric tape, a very low-tech joint (see fig. 1.9a). The structure was covered with a paper membrane specially developed for the project to meet the requirements of the German fire regulations (see fig. 1.9b). For the occasion, a new erection method was set up in which the grid was laid out not at the ground level but at a higher level on a hydraulic scaffold platform. From there, the grid was pushed up into position using the platform's jacks. It was found late that the cardboard tubes were subject to a high level of creep. This required the introduction of new timber arches to reinforce the gridshell and to enlarge the existing timber rafters intended to brace the grid and support the paper membrane (see fig. 1.9a).

## Weald and Downland, Singelton, England, 2002

The design of the Downland gridshell began right after the completion of the Westminster Lodge (see §1.3.4) where architects from E. Cullinan Studio became acquainted with the engineers from Buro Happold. At Downland, the project team truly revived the technique of large-scale timber gridshells while bringing lots of improvements to the system. The building opened to the public in 2002. Its corrugated shape recalls the one of the Japan Pavilion from which it was inspired (see fig. 1.10b).
The building is 50 meters long and 12.5 to 16 meters wide, covering an area of about $675 \mathrm{~m}^{2}$ for a height varying from 7 to 9.5 meters [4]. The structure is a double-layer gridshell made of rectangular oak laths of cross-section $50 \mathrm{~mm} \times 35 \mathrm{~mm}$ (see fig. 1.10a). To produce high grade timber elements, the continuous laths were re-formed from small carefully selected wood pieces, finger-jointed every 60 cm in 6.0 m length pieces. These pieces of lath were then scarf-jointed on site every 6 m to obtained the desired length, up to 50 m .
The grid pitch is 1.0 m except in weaker areas where it is 0.5 m . There, the grid is twice denser to achieve the required buckling resistance [31]. Rib-lath bracing was preferred to steel cable bracing as ribs were deemed to offer a more convenient support for the cladding and to reduce the complexity of the connection. A new connection system was developed to avoid the cost of drilling thousands of slotted holes that would, in addition, reduce the cross-section area, while maintaining the required scissor behaviour for the deformation of

1.10b

I.I0 Timber gridshell built in 2002 in Downland, England
I.10a Interior view
1.10b Exterior view

I.II Construction stages of the Downland gridshell
I.IIa Flat grid on scaffold platform
I.IIb Deformed grid
I.IIc Triangulated grid
I.IId Final structure with cladding

1.11 c
the timber lattice. ${ }^{12}$
The flat lattice was laid out on a scaffold platform (see fig. 1.11a). Unlike the Japan Pavilion, the lattice was progressively lowered down into position (see fig. 1.11b). This stage took 6 weeks. Once deformed, the shear blocks were introduced in the grid and bracing rib-laths were installed, giving its full strength to the shell (see fig. 1.11c). Finally the gridshell was cladded with a mix of polycarbonate plates (to let the light in) and timber boards on top of insulation panels and a rain screen (see fig. 1.11d).
It is worthwhile to mention that for the first time the form was not found by inverting some sort of hanging chain model that would produce a pure funicular shape where only compression occurred. Instead, the shape was the result of a numerical computation that took into account the bending behaviour of the laths. ${ }^{13}$ Harris et al. [31] argued that computer models enabled some interactivity in the form-finding process that would not be possible with physical models, leading to a better synergy between architectural and structural requirements. They also argued that physical models contributed invaluably to the development of a creative and efficient design throughout the project.

## Lothian Gridshell, Pishwanton, Scotland, 2002

This project deserves some attention because the developed approach was completely different from the projects exposed until now : "Previous projects have portrayed the method as a highly technical use of a low-tech resources. This, however, needs not be the case as we see with this project [...]" [33]. The structure was the result of "[...] an unusual collaboration between sole practitioner Christopher Day, engineer David Tasker, a crowd of local volunteers and (more unusually) the philosophies of Rudolf Steiner and Johann Wolfgang Goethe" [34]. ${ }^{14}$
The single-layer gridshell was made out of local larch. Once erected by hands, the domelike shape covered about $80 \mathrm{~m}^{2}$ and spanned 10 meters. The grid was braced with timber boards (see fig. 1.12a) and covered with a planted turf roof (see fig. 1.12b). Some calculations were made but in the end, it had to carry load testing to prove its safety and gain its regulation approval. ${ }^{15}$
12. This detail was patented by the design team and the client.
13. This software was developed under the supervision of Chris Williams of the university of Bath.
14. From the online paper "The other gridshell" : http://www.bdonline.co.uk/the-other-gridshell/ I 020435.article
15. "There were a lot of calculations but no computer-generated models to show they all added up. In fact, the form was previously established with scale models. When it came to gaining Building Regulations approval, the team needed to prove that the building would be strong enough. So Tasker arranged for the unfinished structure to be loaded with about

1.13a
$1.12 b$

$1.13 b$
I. 12 Timber gridshell built in 2002 in Pishwanton, England
1.12a Interior view
I.12b Exterior view
I. 13 Timber gridshells built in 1998 in Doncaster, England
I.I3a Interior view
I.13b Exterior view

1.15a
$1.15 b$
1.14 Timber gridshell built in 2006 in Savill, England
1.14a Interior view
1.14b Exterior view
I.I5 Timber gridshell built in 2007 in Kent, England
I.I5a Glazing support
$\mathbf{1 . 1 5 b}$ Exterior view

## Woodland Centre, Filmwell, England, 2003

The gridshell of the Woodland Centre was built 7 years after the project had started (see fig. 1.13a). ${ }^{16}$ The building was designed by architect Feilden Clegg and engineers from Atelier One. It was part of a larger research and development project that aimed at developing chestnut - a low grad wood - as a construction material. ${ }^{17}$
The building, still existing, is composed of 5 barrel vaults spanning 12 meters and about 5 meters wide (see fig. 1.13b). It covers about $300 \mathrm{~m}^{2}$ [35]. Each vault module is a transportable unit composed of two curved arches. A single layer gridshell was then applied to this primary frame and braced with chestnut panels. The grid was made of laths with $75 \mathrm{~mm} \times 25 \mathrm{~mm}$ rectangular cross-section, assembled with simple bolts. On top of that, insulation materials and a membrane as rainscreen [36].

## Savill Garden, Englefield Green, England, 2006

This project saw the light of day thanks to the reputation of the gridshell built in Downland. Again, Buro Happold did the structural design while Green Oak Carpentry realised it. But this time, the architect was Glenn Howells.
The Savill gridshell is 90 meters long and 25 meters wide. It covers an area of about $2000 \mathrm{~m}^{2}$, and is therefore almost three times larger than the gridshell in Downland. Once again, the corrugated shape was defined by a parametric equation $(z=f(x, y))$ to enable interactivity between architects and engineers during the form-finding process (see fig. 1.14b). Chris Williams was responsible for this job [5].
In Savill, the forming strategy was quite different than those employed in Mannheim, Hannover or Downland [5]. Firstly, a single layer gridshell - constituted by the bottom two laths jointed with simple bolts - was deformed into the target shape. Secondly, the shear blocks were screwed on these laths. Thirdly, the upper two laths were positioned and screwed on top of the shear blocks to re-form a double-layer gridshell. Finally, the grid was braced with two alternate layers of plywood boards, 12 mm thick each. Bracing the grid with continuous panels instead of cables or diagonal members was a major architectural choice (see fig. 1.14a). Moreover, it gave a well-defined surface for the cladding composed of 160 mm of insulation, covered by a waterproof aluminium layer made with standing-seam profiles supporting the oak boards [37].

[^4]Another consequence of this forming process was the drastic simplification of the connexion. The system developed for Downland was of no utility in that case and only simple bolts and screws were required. In this project, the pitch of this grid is 1.0 m . The 20 kms of laths are made from larch and have a $80 \mathrm{~mm} \times 50 \mathrm{~mm}$ rectangular cross-section. They are spaced from 100 mm to 150 mm by the shear blocks.
Of course, the steel perimeter is a major component of the project but is not in the scope of this thesis. For further details the reader is invited to refer to Harris et al. [5] and "The Savill building. A visitor centre with a timber gridshell roof gridshell structures" [37].

## Chiddingstone Castle Orangery, Kent, England, 2007

The gridshell covering the orangery of Chiddingstone Castle is a very small one. Built in 2007 , it is 12 meters long, 5 meters wide and covers about $50 \mathrm{~m}^{2}$ (see fig. 1.15 b ). The structural system is derived from the one employed in Downland and is, once again, developed by Buro Happold and the Green Oak Carpentry. But this time the architect is Peter Hulbert.
However this project embed some interesting innovations. Indeed, this time the gridshell is braced with a bidirectional cable network. Twin cables are employed to facilitate clamping on the node connection, which has been adapted from the previous version developed in Downland. This connection is now equipped with an additional threaded hole which can receive the clamping supports for the glazing (see fig. 1.15a). The timber shell is then glazed with triangular panels. Note that the quadrangles of the mesh are not planar any more in the deformed configuration and therefore triangulation of the (flat) glass panels is mandatory.

## GRIDSHELL IN COMPOSITE MATERIALS : A NEW PERPECTIVE

Since 2002, the laboratoire Navier at the Ecole des Ponts ParisTech develops a research program on elastic gridshells that is still ongoing. It focuses on both the use of new materials such as composite materials and the development of modern computer design methods for the generation of complex shapes, their form-finding and their structural analysis.
Douthe et al. [7] proved that composite materials in glass fibre reinforced polymers (GFRP) are very suitable for this type of structures where both flexibility and strength of the profiles are required. On the level of mechanical behaviour GFRP surpass wood. They are easy and cheap to produce in long length when they are manufactured by pultrusion,

$1.16 a$
$1.16 b$
I. 16 GFRP gridshells built in 2006 and 2007 in Noisy-Champs, France
1.16a First prototype 2006
I.16b Second prototype 2007
thus avoiding complex jointing issues. ${ }^{18}$
The first gridshells in composte material, Champs-sur-Marne, France, 2006
These developments have been validated by the construction of two prototypes in 2006 (see fig. 1.16a) and in 2007 (see fig. 1.16b) [6]. These structures were left outside for about 7 years. They covered about $150 \mathrm{~m}^{2}$ each, spanning around 13 meters. The structures were single-layer gridshells made with pultruded GFRP tubes ( $\varnothing 41.7 \mathrm{~mm} \times 3.5 \mathrm{~mm}$ ) assembled with a standard scaffold swivel connector. The grid was braced with a third layer of tubes and covered with a PVC coated fabric membrane providing full waterproofness.
Here, the performance of composite materials is of real benefit. A single-layer gridshell is enough for this span. The hollow circular cross-section make optimal use of the material. Tubes are provided in 12 meters length and therefore no joints are required for this span. In the end, all these benefits make the constructive system a lot more lighter, simpler and efficient than what a timber gridshell would offer.
Note that the first prototype was manually pushed-up in its deformed shape while the second prototype was assembled member after member on top of an existing blower, similarly to the method employed in Dorset (see fig. 1.7).
18. Video explaining the pultrusion process : https://www.youtube.com/watch?v=4MoHNZB5b_Y

1.17 Solidays GFRP gridshell built in 2011 in Paris, France

I. 18 GFRP gridshell built in 2013 in Créteil, France
I.18a Interior view
$\mathbf{1 . 1 8 b}$ Exterior view

## Solidays, Champs sur Marne, France, 2011

In 2011, Navier (L. du Peloux, O. Baverel, J-F. Caron, F. Tayeb) used its knowledge to design with a team of students a temporary pavilion for a music festival in Paris, France (see fig. 1.17). ${ }^{19}$ Although the constructive system was similar to the one employed for the two prototypes, the size and the span were more than twice larger [8]. In addition, it was the first gridshell in composite material that hosted some public and therefore had to comply with strict building regulations.
To our knowledge, it is also the first gridshell that was designed using the compass method [19], thus providing an inverse method to design the structure directly from the shape given by the architect. The single-layer gridshell covered about $280 \mathrm{~m}^{2}$ and was erected by two mobile cranes.

## Ephemeral Cathedral, Créteil, France, 2013

The Ephemeral Cathedral of Créteil is the last achievement of this kind [9]. ${ }^{20}$ It was designed by T/E/S/S (L. du Peloux, B. Vaudeville, T. Gray, S. Aubry) with the assistance of Navier (F. Tayeb, J-F. Caron, O. Baverel, A. Tamaint). ${ }^{21}$. This time, the structure is a real building meant to last a decade and is still in activity since its construction in 2013. A complete review of this project is given in the next chapter of this thesis (see chapter 2). The single-layer gridshell covers about $350 \mathrm{~m}^{2}$ and spans 17 meters (see fig. 1.18a). It is covered by a PVC coated fabric membrane (see fig. 1.18b). It was erected by two mobile cranes.

### 1.3.7 FLOURISHING TIMBER GRIDSHELL PAVILIONS

Since 2010, about 20 timber gridshell pavilions were built around the world, mainly during workshops. Here, we do not review all of these pavilions in detail because they are quite similar although each one has its specificities.

## The impetus given by gridshell.it

Around 2010, a research group gathering architectural and engineering skills appeared under the name gridshell.it in Italy. Inspired by the work of Frei Otto, they revisited the
19. Photos and videos of the construction process at: http://thinkshell.fr/gridshell-solidays-20| I/
20. Photos and videos of the construction process at : http://thinkshell.fr/gridshell-cathedral-2013/
21. For this project, I was in charge of the project development for $T / E / S / S$, including structural and technical design, detailing, doors, membrane, drawing production, fabrication and erection with the help of the parishioners, regulations, ...

1.19 Timber gridshells built by gridshell.it in Italy
I.19a Lecce 2010
I.19b Toledo 2014
I.20 Timber gridshell built in 2013 in San Antonio, USA
I.20a Folding skin
I.20b Pavilion
structural system developed at Mannheim and adapted it to a range of small-scale timber pavilions.
These pavilions have in common to be double-layer timber gridshells. The structural system is always composed of laths with rectangular cross-section. The laths come in short length from the sawmill (about 3 to 4 meters). They do not try to re-form longlength laths with complex jointing techniques. Instead, they use a simple splice system. Although it is not well architecturally resolved, it is efficient enough for this kind of project. As the laths are short, this detail is repeated frequently in the grid, but the splice system enable a higher level of prefabrication of the grid. Thus, small modules of the size of the laths can be preassembled and connected with the splice system to re-form the full grid. These gridshells are braced either with cables or with individual diagonal members in each cell.
These structures were never meant to provide full waterproofness although some were an occasion to experiment different types of cladding with boards (Lecce 2010, Toledo 2012, Milano 2013) or with textile membranes (Lecce 2009).
One of their first pavilion was built in 2010 in Lecce, Italy (see fig. 1.19a). Their most known project is probably the Toledo pavilion built in 2012 in Naples, Italy. A new pavilion called Toledo 2.0 was built in 2014 in Naples, Italy (see fig. 1.19b). Although it seems that their initial approach focused more on the architectural aspects and the construction process, they rapidly tried to develop dedicated computer design methods [10] and did significant wood testing [12].

## Other similar timber pavilions

The ideas of the gridshell.it group spread rapidly and similar projects were achieved outside of Italy. Amongst them, we can point out the ZA pavilion built in 2013 in Cluj, Romania [11]; the F ${ }^{2}$ pavilion built in 2014 in San Antonio, USA, with an interesting folding skin (see figs. 1.20a and 1.20b) and the pavilion built in 2016 in Trondheim, Norway, which is made of very short length laths spliced every two cells [13, 38].

## Specific inputs from the laboratory Navier

In that vein, L. du Peloux from Navier and G. Laurent from Terrell helped two students (S. Hulin and G. Sudres) resp. from the ENSA Grenoble and ENSA Toulouse to design a modular pavilion system for their final year project (2016). These pavilions were designed similarly to the pavilions of gridshell.it but improvements were made. Firstly, a new cable bracing system was developed. It was embedded in the grid and tensioned with spacer

I.2I Timber gridshell built in 2016 in Montpellier, France
I.2Ia Pavilion
I.2Ib Tensioner
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1.22 Timber gridshell built in 2016 in Champs-sur-Marne, France
I.22a Robotic manufacturing
I.22b Timber lattice
1.23 Hybrid structural skin built in 2016 in Champs-sur-Marne, France
1.23a Interior view
I.23b Concrete shell
plates once the grid was erected (see fig. 1.21b). This system proved its efficiency on site compared to bracing with diagonal members. Secondly, the grid was designed and fabricated so it could be dismantled and reassembled in a different shape. And indeed, a first pavilion was erected in Toulouse the $3^{\text {rd }}$ of June, dismantled, reconfigured, and re-erected in Montpellier the $15^{\text {th }}$ of June. The pavilions shared the same standard grid modules $(2.40 \mathrm{~m} \times 2.40 \mathrm{~m})$, and dedicated modules were used to adapt the change in shape. ${ }^{22}$

## LATEST EXPERIMENTS

In 2016, a one-week workshop called Building Freeform 2016 was held at the Ecole des Ponts ParisTech, France. The brief was to explore some innovative methods, including the generation of forms which allow the coverage by flat panels as well as the automation of some production tasks with the use of a robot arm (see fig. 1.22a). The draft studies were conducted upstream of the week, so that students can focus on design issues, implementation and practical achievement. ${ }^{23}$
The second experiment is a hybrid structure (see fig. 1.23). It is part of our reflexion at Navier on how to brace and clad gridshells. Indeed, the bracing of the grid in its final form remains a time consuming step with a lot of manual work. The lack of alternatives to membrane covering is also an important limitation to the development of such technology. The proposed experiment tries to tackle both issues through a novel concept of a hybrid structural skin made of an elastic gridshell (see fig. 1.23a), braced with a concrete envelope (see fig. 1.23b). The idea is to use the gridshell as a formwork for the concrete and to guarantee a mechanical connection between the thin concrete skin and the main grid, so that the concrete ensures the bracing of the grid and that the thickness of the concrete is reduced to a minimum. To demonstrate the feasibility and interest of this structural concept, a $10 \mathrm{~m}^{2}$ prototype was built at the Ecole des Ponts ParisTech, France. The main aspects of the design and of the realisation of the prototype are presented by Cuvilliers et al. 2017 [23]
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## 1.4

## RESEARCH WORKS ON ELASTIC GRIDSHELLS : A REVIEW

In this section we depict the research works that are related to elastic gridshells. Several topics have been identified to organise the review.

### 1.4.1 MECHANICS

Form-finding
Adriaenssens 2000 [39] propose a 6 -DOF discrete beam element that integrates in a dynamic relaxation solver. This element is meant for the numerical analysis of bent elements in cable net and gridshell structures.
Adriaenssens et al. 1999 [40] present a 3-DOF discrete beam element for the form-finding of elastic rods. This element is valid only for rods that are straight in their rest configuration and that have an isotropic cross-section. Barnes 1999 [41] integrates this element for numerical analysis based on dynamic relaxation. Adriaenssens and Barnes 2001 [42] observe a better stability of this element compare to their previous 6 -DOF element. Barnes et al. 2013 [43] try to take account for torsional behaviour in slender rods with anisotropic cross-section. They do not resort to any additional degree of freedom. Instead, they monitor the (geometric) torsion of a discrete space curve by computing the rotation rate between two consecutive osculating planes. This is valid only in rare specific cases where geometric torsion and mechanical torsion agree and is of little practical use.
D'Amico et al. 2014 [10] and later Poulsen 2015 [44] implement the 6-DOF beam element developed earlier by Adriaenssens 2000 [39] and use it for the form-finding of gridshells. du Peloux et al. 2015 [17] and Lefevre et al. 2017 [18] propose a new 4-DOF element that takes account for both bending and torsion behaviours of slender rods. It relies on the Bishop frame and the notion of parallel transport. It is based on a circular spline interpolation. This element is valid for rods with anisotropic cross-section as well as for rod that are not straight in their rest configuration. They also formulate an elastic joint for the modeling of grids of interconnected beams.
D'Amico et al. 2016 [45] propose a similar approach but use a Catmull-Rom spline interpolation. However, dealing with boundary conditions is harder with this interpolation as it requires an additional node.
Kim-Lan Vaulot 2016 [24] revisit the benefits of using scale physical models for the formfinding of elastic gridshells. The grids are made out of Nitinol, a super-elastic material, to make sure the models will always work in the elastic domain of the material.
Bessini et al. 2017 [46] propose a beam element based on the Reissner-Simo geometrically
exact beam model. Their formulation is compatible with the dynamic relaxation method.

## Stability

Bulenda and Knippers 2001 [47] investigate for dome and barrel vault gridshells how imperfections can influence buckling.
Mesnil et al. 2015 [48] explore the influence of permanent bending pre-stress on the buckling capacity of strained gridshells. They show that for reasonably sized single-layer elastic gridshells the bending pre-stress does not influence the shape of the buckling modes. They give a simplified formula to estimate the buckling capacity of elastic gridshells under funicular loading.
Mesnil et al. 2015 [48] compare the linear buckling of non braced quadrangular gridshells and kagome gridshells.
Lefevre et al. [49] explore the buckling of triangulated single-layer elastic gridshells with a dome-like shape. In their analysis they take into account the eccentricity that exists between layers and the anisotropy of the grid. They propose a simplified formula to evaluate the buckling load of such gridshells.

## Form-structure interaction

Malek 2012 [50] study how corrugation in shapes affect the mechanics of gridshells.
Jensen et al. 2013 [51] propose to interconnect several gridshells to form a stronger structure. Filz and Naicu 2015 [52] also investigate the properties of interconnected gridshells but for the purpose of kinematic effects.

## Robustness

Tayeb et al. [53] study how the high level of redundancy in a gridshell enhance its resistance to collapse. They show that because of the redundancy, a pseudo ductile behaviour of the structure is still observable when a brittle material is used (such as GFRP).

## Implementation

Douthe 2007 [25], Toussaint 2007 [54], Olsson 2012 [55], Poulsen 2015 [44] discuss the implementation details of the dedicated form-finding algorithm they have built.

## GEOMETRY

## Generation of Chebychev nets

In IL10 Grid Shells, Otto 1974 [19] study the uniform mesh net with square cells. They propose a classification for suspended nets (pp. 68-69) and give an inventory of common problems such as overlapping and singularities. They explain how to build valuable physical models for hanging nets (pp. 50-55) and how to measure them with either close-range stereo-photogrammetry, a simple measuring table or the parallel light measurement technique (pp. 130-134). Finally, they propose a geometric method to find Chebyshev meshes from a given curved shape called the compass method (pp. 140-141).
Bouhaya et al. 2009 [56] propose an alternative to the compass method for finding gridshell meshes on an imposed surface. This method consists in numerically dropping a grid onto a fixed shape. The simulation is achieved with a dynamic explicit finite element solver. Therefore, the proposed method can take into account the real mechanics of the grid, which is not possible with the compass method.
Bouhaya et al. 2014 [57] implement the compass method in a geometry software. For a fixed mesh pitch and starting point they parametrically generate a large number of discrete guidelines on the surface. The generation of a guideline is controlled by a vector of angles controlling the expansion on the surface. The method is then coupled with a genetic algorithm to find meshes where the curvature of the elements is minimised.
Lafuente Hernández et al. 2012 [58] propose a variational approach to find grids that minimize the curvature of the elements. This is done by introducing penalty energies. Consequently, the mesh is allowed to move away from the imposed shape and the bars are allowed to dilate from their initial length.
du Peloux et al. 2011 [59] implement the compass method in Grasshopper. They use it to design two large-scale gridshells in composite material in 2011 [8] and 2013 [9].
Lefevre et al. 2015 [49] propose an extended compass method that take into account the eccentricity between the layers of rods. This gap is generally due to the connection system. Masson and Monasse 2017 [60] prove the existence of a global smooth Chebyshev net on complete, simply connected surfaces when the total absolute curvature is bounded by $2 \pi$. In his thesis, Masson 2017 [61] study the conditions of existence of Chebyshev nets with singularities and give methods to construct them.
Pone et al. 2016 [62] propose a tool similar to the ones developed by du Peloux et al. 2011 [59] and Bouhaya et al. 2014 [57].

## Morphogenesis

Douthe et al. 2016 [63] propose a reverse approach. Instead of trying to fit a mesh on an imposed surface, they construct discrete surfaces that embed the required properties. They show that the dual mesh of an isoradial mesh is a Chebyshev net. They give a method to construct such nets.
Mesnil 2017 [14] propose various methods to generate construction-aware discrete surfaces. Some of them are applicable to gridshells, for instance to produce twist-free grids of grids with planar quadrangular panels.

## MATERIAL

Douthe et al. 2010 [7] look for new materials that could surpass wood when building elastic gridshells. They use Ashby's selection method to show that composite materials in glass fibre reinforced polymers are good candidates. Douthe et al. 2006 [6] build the first structure of this kind.
Kotelnikova-Weiler et al. 2013 [64] extend the previous approach to draw some recommendations for the selection of materials for actively-bent structures.
Kotelnikova-Weiler 2012 [65] studies the long term behaviour of pultruded GFRP rods subject to permanent combined bending and torsion stresses.

## TECHNOLOGY

## Erection

In IL10 Grid Shells, Otto 1974 [19] propose various methods for erecting elastic gridshells. Quinn and Gengnagel 2014 [22] review several gridshell projects and their erection methods. They question the potential of air-inflated membrane cushions for the erection of strained gridshells. Quinn et al. 2016 [66] investigate the benefits of pneumatic falsework to erect strained gridshells.
Liuti et al. 2016 [67] present an inflatable membrane technology for the erection of postformed timber gridshells. They test it on a small-scale structure.

## Cladding

Hernández and Gengnagel 2014 [68] try to further improve the efficiency of deployable gridshells by using the cladding membrane to brace the structure. Although this solution is less stiff than the usual ones, it does enhance the deployability and reduce the work spent in the bracing stage.

Cuvilliers et al. 2017 [23] develop a concept of a hybrid structural skin, that is an elastic gridshell in composite material braced by a thin fibre reinforced concrete skin. The gridshell serves as a formwork to the concrete skin and the concrete skin is pored directly on the deformed grid. The connection enable a tight collaboration between the structural grid an the concrete, so that the skin is bracing the gridshell.

## Optimization

D'Amico et al. 2015 [69] describe a procedure to optimise timber gridshell cross-sections. The optimisation is done for a given load case and relatively to the generated stresses. Nevertheless, this optimisation process does not take into account the buckling behaviour of the structure, which usually prevails in such lightweight structures.

## Robotisation

Robotisation is investigated in recent timber gridshell projects such as the ZA pavilion [13] and the pavilion built at the ENPC in 2016. ${ }^{24}$ Robotic design and manufacturing of timber structures is further explored by Menges et al. 2016 [70].

## CONCLUSION

In this chapter, we have tried to immerse ourselves in depth and experience in the complexity of these structures. After a brief description of the concept, we have established two thorough reviews. The first review is dedicated to built elastic gridshell projects from the 1960s to the present day. This brief history draws the potential of these structures, particularly in terms of formal expression and structural performance. Far from confining them to a particular style of architecture, it underlines their great variety and richness. The second review is dedicated to a literature review on all research fields related to this topic (geometry, structure, materials, software).
24. This pavilion has been published on the web : http://thinkshell.fr/freeform-wooden-gridshell-20|6/.
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## Chapter 2 EPHEMERAL CATHEDRAL

## INTRODUCTION

The Ephemeral Cathedral of Créteil, France, is an elastic gridshell structure made of composite materials [9]. Built in 2013, this $350 \mathrm{~m}^{2}$ religious edifice was initially a temporary church meant to gather the parishioners during the two years renovation (2013-2015) of their permanent cathedral (see fig. 2.1). At the time of writing, this building is still in activity and has been standing for almost five years. Although this structure is no more a church it has entered in a reconversion process to become a space for community activities and is now the property of the city of Créteil, France.
This large-scale prototype represents a first in the building industry which still shows excessive apprehension for the use of non-traditional materials such as composites, especially when it comes to structural applications. This is emphasized by the fact that only pre-norms or professional recommendations exist for composite materials, which is quite insufficient when one has to deal with insurers and legal technical controls. Although
this structure is not the first elastic gridshell ever built in Glass Fiber Reinforced Polymer (GFRP) composite material, it should be regarded as the first true building using this technology. Indeed, this prototype - which can legally accommodate up to 500 people complies with all the required performances : structural stiffness, fire safety, waterproofness, lightning, thermal comfort, etc. To our knowledge, this building is still the only one of this kind ever built.
It is worthwhile to mention that this project arises thanks to a long-term collaboration between $T / E / S / S$ atelier d'ingénierie ${ }^{1}$ and the laboratoire Navier ${ }^{2}$ and marks the accomplishment of a ten years research project in this field. ${ }^{3}$ Moreover, this challenge was both technical and human as the structure was built by the parishioners themselves.

## OVERVIEW

The chapter begins by a synthetic introduction to the project recalling the context, challenges and main architectural considerations that prevailed to the birth of this innovative building (see $\S 2.2$ ). We then present the construction process of the structure (see §2.3) and how the shell was designed using the compass method and a dynamic relaxation program implemented by myself in conjonction with the structural analysis software GSA (see §2.4). From this general basis we give two focus : one on the use of composite materials in such an application (see §2.5) and one on the design of the construction details (see §2.6). In a short section we get back on the hygrometric behavior of the structure which was problematic (see §2.7). Finally, we conduct a cost analysis of the project and determine the economic strength and weakness of the technology, which allows us to identify some potential improvements (see §2.8).

### 2.1.2 <br> CONTRIBUTIONS

This project was at the heart of the motivations for this thesis as it acted as a proof of feasibility and as a validation of the design tools and methods developed until then. The gained experience has highlighted further research directions that are presented in this
I. A structural design firm based in Paris, France : http://tess.fr
2. Architected Materials and Structures (AMS) research team, specializes in the field of mechanics of materials and structures : http://navier.enpc.fr/Materiaux-et-Structures?lang=en
3. Note that I developed this project in 2012 while I was a structural engineer at $T / E / S / S$, using the knowledge I had previously gained on the gridshell project for the Solidays music festival in 2011 while I was a research engineer at Navier. I started this thesis in octobre 2014, 18 months after the opening of the temporary cathedral to pursue my research on this topic started in may 2010 .
manuscript.

- We set-up a method to design and build gridshells in a shape-driven design process. In such a process, architecture plays its full role as it is less dependent on purely structural considerations.
- We propose a method to deal with composite materials that is compatible with the existing regulatory framework, which is not mean to deal with such non-standard materials.
- A building is much more than a shelter and has to satisfy serious requirements. To fill this gap, a meticulous attention was brought to the development of construction details which is also a major contribution of this work.
- We propose a meticulous cost analysis of the project in order to further improve the economic viability of the technology.


## 2

## PROJECT OVERVIEW

## CONTEXT AND CHALLENGES

Creteil is a city of 90.000 inhabitants in the southeast suburb of Paris. Its urbanization began in the late 50 's, impelled by the French architect Charles-Gustave Stoskopf. In 1976 he designed Notre Dame of Créteil, a modest catholic church made of concrete, which became a cathedral 10 years later (see item 2 in fig. 2.1). Recently, the diocese of Créteil has undertaken a major architectural redevelopment project of its cathedral, including a timber shell covering the religious area and the creation of a new cultural area. Once transformed, the edifice shall be more visible, more hospitable and livelier for citizens. Inevitably, such a molt takes time and a temporary place of worship was required to ensure liturgical services during the two-years work. In November 2011, T/E/S/S, the structural design office in charge of the cathedral renovation project, made an ambitious proposal to the diocese : based on a previous successful experience - the construction of a composite gridshell for the festival Solidays [8] - T/E/S/S suggested that rather installing a basic tent, the parishioners should construct themselves a temporary cathedral., ${ }^{4,5}$
4. See the video of the construction of Solidays' gridshell here : https://youtu.be/24LLfcVIZWw.
5. See the video of the construction of Creteil's gridshell here : https://youtu.be/jLq-UfOdnQQ.

2.1 Situation map of the cathedrale

The temporary gridshell (I) was built very close to the permanent cathedral (2). Remark that the two buildings cover a quite similar projected area.
2.2 Architectural sketch (T. Gray)

Major and minor volumes are agglomerated into one volume. Here, the morphological register allowed by elastic gridshells appears to be relevant.


## ARCHITECTURAL CONSIDERATIONS ON THE FORM

The origin of this building form was driven by two objectives, that is, to provide a variety of appropriate internal spaces within which the community could assemble, and to provide an externally welcoming and visually interesting form. According to the architect Tom Gray, today, the internal organization of a roman catholic church is in large part driven by the post Vatican II vision of a religious celebration being a collective gathering of the community around the Eucharist, center of spiritual life. A circular seating arrangement is often considered the most convivial form to create a sense of belonging while minimizing a sense of hierarchy. However the community is not only using the building for religious celebration but also for encounters on a more informal manner, for example spontaneous gatherings after religious ceremonies. In the early Roman church, such gathering of the community was facilitated by the presence of an anti-space to the main space called a narthex, through which one passed on entering the church. It was therefore felt appropriate that the formal freedom which the gridshell system offered would be used to explore forms composed of an agglomeration of major and a minor volumes which contain the two functions : formal and informal gatherings (see item 1 and 2 in fig. 2.2).
Formal explorations were undertaken using modeling clay. The final form is based loosely on two adjacent semi spherical volumes of different size, which are merged into one complex form. Externally the fear of the design team was that the totally convex blob form could look intimidating. It was therefore decided that the two spherical virtual forms, which would be joined to make the final form, would be arranged not in a symmetrical axial manner, but in an asymmetrical curved composition. The resulting form seen in plan is convex on one side and concave on the other. The concave form in plan allows for double curvature to be introduced into what would be otherwise a simpler blob and gives sensuality and visual interest to the building.

## PLACING OF THE BUILDING ON THE SITE

The temporary cathedral is located on a land owned by the municipality, which is used for sporting and other communal gatherings. The curve in the building defines an external area where the church community could meet in the open air and this is where the entrance to the church is situated. The building was positioned on the site so that the entrance addresses a grass planted area forming a garden forecourt or "parvis" (see item 3 in fig. 2.2). A service building housing plant, toilets and vestry are housed in a port cabin positioned to the rear of the building (see fig. 2.7).

## ENTRANCE

It is formally quite difficult to integrate doors, which must be verticals, into a complex geometry. Either the gridshell could be deformed to accommodate the geometrical requirements of doors, or the doors could be integrated into an independent form. The latter approach was chosen. In looking for forms to house the doors, reference was made to the conical monumental doorways with rings of concentric decoration, which welcome the faithful to romanesque and gothic churches in France. The conical forms were found to be coherent to the overall geometry of the building. The entrance doors were therefore inserted into a conical hooded form made of rolled steel plates and stiffened by concentric steel tubes, which not only make reference to historic precedence but also refer to the gridshell to be discovered inside (see fig. 2.3a). The cone of the entrance doors was positioned in the concave side of the building giving access directly to the narthex part of the internal volume. To the rear of the church is situated a service door. The steel hood, which houses this door, is curved tightly around the door and takes up an ovoid form.

### 2.2.5

## DAYLIGHT

The gridshell is covered by a PVC membrane, which is opaque. How to introduce daylight into the interior was a major subject of reflection. The simplest way found was to use transparent membrane placed occasionally on the membrane. A small amount of light was required in the interior to create a contemplative atmosphere. The lights would in consequence glow and would be seen as luminous insertions in the vault, like stars in the celestial vault or the apse of some Romanesque churches. The stars were patterned on the joints of the PVC membrane. The almond shape came from simplification of the cutting into the panels either side of the joints and to avoid stress concentrations around cuts in the membrane. This shape, known as Mandela, is frequently used in Marian religious imagery. The distribution of the transparent insertions is quite uniform but gets denser

2.3 Steel doors

Two steel doors allow the entrance inside the building.
2.3a Interior view
2.3b Exterior view


### 2.4 Exterior view of the gridshell

The connections mark the fabric suggesting the interior grid structure. This texture enriches the perception of the building viewed from the outside and creates effects with the light reflections.


2.5 Interior view of the gridshell

The grid pattern highlights the lightness of the structure and gives its tempo to the internal space. Lines converge to the altar, the heart of the liturgical area where the mass is offered on.
above the pinnacle.

## TECHNICAL DESCRIPTION

The gridshell structure is made of long glass fibre tubes ( $(42 \mathrm{~mm}$ ) fastened together with scaffold swivel couplers (see, fig. 2.6a). The structural members of the grid, all of different lengths, are built from one, two or three composite tubes connected with steel sleeves (see fig. 2.6b). The length of the tubes is limited to 12 m to enable transportation through standard trucks. The tubes are organized in three layers. During assembly, the first two layers are first placed perpendicular to one another on the ground. They form the quadrangular primary grid. The distance between the tubes of these two layers is constant, resulting in a regular grid. This primary grid is elastically deformed to obtain the final shape. The third layer of tubes acts as bracing. It gives the structure a shell-like behavior. The tubes are fixed to the primary grid once the shape has been obtained.
The structure is anchored to a concrete strip footing with a special anchorage system, which ensures transfer of loads from the composite structure to the ground (see fig. 2.6c). A similar system enables fixation of the structure to the doors (see fig. 2.3a).
A PVC coated fabric (see fig. 2.4), tailor-made for the purpose, covers the structure. The transparent portion of the structure allows daylight inside the gridshell. The fabric is stretched on the peripheral edge of a dedicated beam with a double-lacing system (halyard and strap, see fig. 2.6d). At the ground level, the lacing edge of the beam is made of a bent composite rod nailed to the concrete slab. At the grid-door junction, a steel arch is welded to the doorframe (see fig. 2.3b). The PVC fabric is waterproof and, since it is a continuous membrane, has no joints except at the perimeter. At the perimeter, a continuous strip of membrane is prefixed to the internal surface of the membrane and fixed to the ground slab. At the doors, a flexible strip of the membrane is riveted to the doorframe.

2.6 Key elements of the structural system
2.6a Swivel coupler
2.6b Sleeve system
2.6c Ground anchorage
2.6d Lacing rod

| Category | Item | Unit | Quantity |
| :--- | :--- | :--- | ---: |
| Public | seating | p | 360 |
|  | standing | p | 500 |
| Dimensions | length | m | 29 |
|  | width | m | 17 |
|  | height | m | 7 |
|  | contour | lm | 75 |
|  | area | $\mathrm{m}^{2}$ | 350 |
|  | volume | $\mathrm{m}^{3}$ | 1600 |
| Gridshell | tubes (x176) | lm | 1775 |
|  | connections |  | 1130 |
|  | sleeves |  | 125 |
|  | anchorages |  | 127 |
|  | ground (single) |  | 77 |
|  | ground (double) |  | 16 |
|  | door (single) |  | 18 |
|  | weight | $\mathrm{kg} / \mathrm{m}^{2}$ | 5 |
| Fabric | opaque | $\mathrm{m}^{2}$ | 530 |
|  | transparent | $\mathrm{m}^{2}$ | 12 |
|  | lacing rod | $\mathrm{lm}^{2}$ | 67 |
|  | weight | $\mathrm{kg} / \mathrm{m}^{2}$ | 1 |

Table 2.1 Key figures

2.7 Top view of the building

The interior space is composed of a choir (I), a place of assembly
(2) and a narthex (3). The main entrance overlook the parvis
(4). The shell spans about 29 m in the longitudinal direction and about 17 m in the transversal direction. The covered area is about $350 \mathrm{~m}^{2}$. The space can accommodate 360 seating people or 500 standing people.
2.8 Transversal section of the building

Observe how the grid gets denser at the choir. Two doors give access to the building. The height at the pinnacle is about 7 m.



## CONSTRUCTION PROCESS

### 2.3.1 ASSEMBLY OF THE GRID

The first two directions of tubes were assembled perpendicularly on the ground with the swivel couplers (see fig. 2.6a) to form the primary grid (see figs. 2.9a and 2.9b). The resulting grid covered about $600 \mathrm{~m}^{2}$ (see fig. 2.9c). At each intersection, the tubes were fastened together with a coupler, installed manually by the volunteers. They were asked not to tighten the bolts but just to engage the collars in order to prevent potential damages from the collar over the tube. Once the assembly of the primary grid was complet, the swivel couplers were tightened with a torque wrench to the optimal torque specified by the laboratoire Navier (F. Tayeb, J-F. Caron, L. du Peloux). The whole stage took two full days. Note that because the anchorages sticked out from the slab, it was decided not to assemble the grid on the concrete slab to ensure that the grid would be able to slide freely on the ground and not get clung in the anchorages during the erection stage.

## DEFORMATION OF THE GRID

The next stage consisted in lifting the grid simultaneously with two mobile cranes (35t). Once lifted up, the grid took nearly its final form (see figs. 2.10a and 2.10b). The structure was slowly moved above the slab until tube endings faced at best their respective anchor points. Then, tube after tube, the workers pined the grid to the ground anchorages (see fig. 2.10c). This stage is tricky, especially at the beginning because only few tubes are connected to the ground. If the grid moves it can easily break these few tubes. The action of pinning a tube is done with a single bolt. The end of each composite tube is equipped with a rotating steel clevis. Similarly, each ground anchorage is composed of a steel plate fixed to the concrete slab and a rotating clevis. To pin a tube to an anchorage, their clevis are aligned one to each other and a pin is positioned in their central hole (see fig. 2.6c). When all the tubes were pinned to their anchorage, the grid was stable and secured and the cranes were removed (see fig. 2.11a). This stage lasted one full day.

## 2.3 .3

## BRACING OF THE GRID

Once the primary grid was deformed into the final shape, it was braced by a third direction of tubes called the triangulation. The triangulation tubes split the quadrangular mesh of the primary grid into triangles (see fig. 2.11b). This work was tedious as it required working at height in aerial buckets. Tubes were hand-conveyed in the structure and attached to
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the tubes of the second layer with an additional swivel coupler. Each node of the structure would then be composed of two connections (see fig. 2.19). Once triangulated the structure behaves like a shell and its stiffness increases largely.

## COVERING OF THE GRIDSHELL

Finally, the structure is covered with a PVC coated fabric (see fig. 2.12c). The membrane comes rolled up. The roll is positioned at one side. Then it is progressively unrolled toward the other side (see figs. 2.12a and 2.12b). This step requires professional rope workers. Once the membrane is in place, it is hand tensioned with a system of halyard and strap (see fig. 2.6d). All included, this stage lasted no more than a single day for a team of six workers. This step appears as the moment of truth : if the membrane perfectly fits the gridshell, making no crease, that means the structural analysis was successfully conducted with the required accuracy (see §2.4.4).

## 2.4

## STRUCTURAL DESIGN

In this section, we exhibit a methodology to design a gridshell with a shape-centered approach. This is one of the key originality of this work and it was first implemented for the Solidays gridshell in 2011. The idea is to identify a grid and a set of supports that once the grid is bended and anchored to its foundations has a geometry as close as possible to the target shape designed by the architect.
Solving this inverse problem is quite a challenge. It requires a lot of back-and-forth between architects and engineers about the definition of the shape. To build a suitable solution the designers need agile tools to get deep insights quickly and adapt their design iteratively until convergence is reached. Unfortunately, existing structural analysis softwares are more validation tools than agile design tools. Although they are necessary to fully validate the feasibility of a given structure, they are quite limited to explore the space of solutions. The presented methodology tackles this issue by providing appropriate design criteria to the designer. These criteria can be implemented in real-time softwares, thus approaching the agility of the physical models employed in the past [29].

## OVERALL DESIGN PROCESS

The goal of the design process is to identify a gridshell structure that works and respects as faithfully as possible the architectural project with respect to the shape and program.

The design of the gridshell represents "the path from shape to structure". Its progress is iterative and revolves around three major stages :

- shape : modeling a shape from the architectural brief
- mesh : meshing the shape to obtain the geometry of the grid
- structure : analyze the structural efficiency of the grid

Developing this structural design was a complex process. Indeed, for each step, the method, the tool and the criteria that offer both a sufficient explorative richness in order to find potential candidate solutions, and the means to evaluate and compare the suitability of those solutions, had to be found. In the next part of this section, the studied options and the selected evaluation criteria for each previously mentioned stage are presented.

## 3D MODELLING OF THE INTENDED SHAPE

The first step of the process consists in building a precise geometric model from the sketch of the architect and evaluating its mechanical potential (see fig. 2.13). At this stage, the goal is to estimate quickly the probability that a given shape would lead to the generation of a structurally feasible gridshell.
Stresses in the grid are mainly due to the bending of the tubes. Therefore, they can be derived directly from the measurement of the geometric curvature of the tubes. Because the principal curvatures of the surface give a quantitative measurement of the local curvature of any curve drawn on a surface, they are relevant indicators to evaluate the stress rate of laying a grid on the said surface. ${ }^{6}$ Particularly, the following condition has to be satisfied everywhere :

$$
\mathrm{E} \cdot \frac{r}{R_{\min }}<\frac{\sigma_{k, f l e x}}{\gamma_{l t}}
$$

where $r$ is the tube's outer radius, $R_{\text {min }}$ is the minimum principal radius of curvature of the surface, $E$ is the flexural modulus, $\sigma_{k, \text { flex }}$ the characteristic flexural strength and $\gamma_{l t}$ the long-term partial coefficient of material resistance (see §2.5.4).
Ideally, the shape is controlled by few key parameters. Thus, it is easier to adapt and optimize the shape through an iterative process towards the above criterion eq. (2.1).
6. Indeed, any normal section of the surface will have its curvature bounded by the principal curvatures of the surface. Therefore this seems reasonable to seek grids that fulfill this criterion as the structural elements would probably not resist too large variations of curvatures in the plane of the surface.

2.13 Benchmarking shapes regarding their curvature

## MESHING THE SURFACE

During the second step, the candidate surface is meshed and the mechanical potential of the resulting grid is evaluated. At this stage, the probability of a given mesh leading to the generation of a viable gridshell structure is estimated. Simultaneously, meshes are compared according to their architectural relevance.
In this step, the geometric curvature of the polylines drawn on the surface is an appropriate criterion to characterize the mechanical potential of the grid. Unlike the previous step, this criterion takes into account the curvature of the studied mesh and not the minimum principal curvature. In particular, it has to be ensured that the following condition is satisfied everywhere :

$$
\mathrm{E} \cdot \frac{r}{R_{\text {spline }}}<\frac{\sigma_{k, \text { flex }}}{\gamma_{l t}}
$$

where $R_{\text {spline }}$ is the spline's local curvature radius. The mesh is obtained by the compass method (see below), which develops a regularly spaced grid on a surface from two secant curves lying on the surface and called directrix. I implemented this method, proposed by Otto [19], for the Solidays gridshell in 2011 [59].The method guarantees that the grid is made of parallelograms when developed in a plane. This geometric property is exactly what we are looking for to ensure the necessary degree of freedom of the grid responsible
7. This method was also used at the laboratoire Navier by Bouhaya et al. 2014 [57] and more recently by Masson 2017 [61].
for its deployment (see §2.6.1). For a given shape, there are an infinite number of possible meshes. The goal of the method is to identify at least one grid which satisfies both the architectural and the structural requirements.

## Compass method

This process propagates a two way mesh of constant pitch on any NURBS surface (see fig. 2.15). Two secant directrices are drawn on the surface to mesh. These curves mark the boundary of four quadrants. Each half directrix is then subdivided with a compass of constant distance (the pitch). Finally, from two consecutive half directrix quadrants are meshed with the same compass distance.
The compass method does not allow to spread the mesh everywhere on a given surface because it stops when a directrix reaches the boundary of the surface. Only a portion of the surface can be meshed and the covered area varies according to the chosen set of directrices. To overcome this difficulty, we consider the gridshell surface (see fig. 2.14a) as a part of a larger domain surface (see fig. 2.14c). Trimmed by a plane, this domain surface should give back the intended shape to build (see fig. 2.14b). Therefore, it is possible to mesh the domain surface (see fig. 2.14d) and to retrieve a Chebyshev net (that is an equilateral mesh) that cover completely the initial surface (see fig. 2.14f).
The method is easily extended to meshes with variable pitch. This idea was explored to find optimal grids with genetic algorithm by Bouhaya et al. [57]. It is worthwhile to mention an attempt to extend this method for multilayer Chebyshev grids by Lefevre et al. [49].

## Numerical tool

Here, a specific program developed by du Peloux et al. [59] for Rhinoceros and Grasshopper allows the generation of this kind of mesh on any non-uniform rational B-spline surface (NURBS). It performs the following elementary operations : surface meshing with the compass method, trimming, control of the geometry's integrity and flattening of the grid (see fig. 2.14). The tool also generates automatically a text file, which can be imported into a structural analysis software, containing all the required information to build programmatically the analysis model and then perform the form-finding of the structure. In particular, an add-on feature facilitates loads application of various complexities (snow, wind, etc.), which is otherwise difficult in conventional analysis softwares for freeform structures. However, the tool does not provide any computation facilities itself and this is exactly the goal of the second part of this thesis.

2.14 The compass method step by step
2.14a Target shape
2.14b Domain and trimming surfaces
2.14c Secant directrices
2.14d Resulting mesh
2.14e Trimmed mesh
$\mathbf{2 . 1 4 f}$ Final grid

2.15 Principle of the compass method

### 2.4.4 FORM-FINDING AND BENDING PRESTRESS

In the previous steps, the initial form was optimized and promising meshes for the materialization of the future gridshell were identified. However, the produced meshes do not take into account any of the mechanical reality, because only geometrical rules were used in their generation. The form-finding step consists precisely in finding the geometry of the grid at mechanical equilibrium, and the corresponding permanent bending stresses. The calculation is performed numerically thanks to a dynamic relaxation algorithm with kinetic damping and comprise the following steps :

- The grid is bent by a set of applied displacements from its resting position to the compass position.
- The grid is then relaxed until it falls in its mechanical equilibrium.
- Bending stresses of the triangulation are calculated relative to the geometry of the equilibrium.
- Geometry and bending stresses of the triangulation are re-injected into the model in step 2.

Two analysis models were built during this process to study the structure with and without bracing tubes.
The computations were realized with the form-finding module of the software Oasys GSA. ${ }^{8}$ It relies on a 6-DOF dynamic relaxation algorithm with either viscous or kinetic damping such as the one introduced in 2000 by Adriaenssens [39]. In practice, making the computations to converge was a really difficult and time-consuming task, highlighting the necessity of a dedicated form-finding tool with a higher level of interactivity. Moreover, coupling between rotational and translational degrees of freedom can cause ill-conditioning problems, which was already noticed by Adriaenssens and Barnes [42]. In the same paper, they proposed a 3-DOF element valid for torsion-free cases. Simpler and faster, it is also a lot more stable. This element was reused and extended later for the form-finding of elastic gridshells in composite materials with complex connections by Douthe [25]. To tackle numeric instabilities the model had to be simplified :

- Connections between elements were modeled as rotation-free joints, enforcing only position constrains with out taking into account the eccentricity between the tubes. This becomes

8. http://www.oasys-software.com/products/engineering/gsa-suite.html

2.16 Permanent bending stresses in the structure under self-weight


2.17 Reconstruction of the full 3D geometry
2.17a Wire frame
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a problem when it comes to evaluating the stability of the gridshell as eccentricity can plays a major role [49]. This is also problematic when determining the production length of the tubes and the position of the anchorages (see §2.4.5).

- The triangulation could not be embedded from the start in the model and had to be treated separately and re-injected later on.

The form-finding process should not be regarded as a pure computational stage were only the equilibrium shape has to be found while all other design parameters are fixed. Indeed, as the goal is to find a suitable geometry with the most relaxed permanent bending stresses in the structure, this process could itself be employed to explore optimal geometries that will lead to more relaxed static equilibriums. In the present project the supports were allowed to move slightly around their target position by the mean of spring supports with orthotropic stiffness. This allowed to decrease the overall level of permanent bending stress in the tubes while granting very minor changes in the geometry.
Finally the process converges when the shape and the pattern drawn by the mesh are suitable for the architect while the permanent bending stresses are acceptable for the tubes (see §2.5.4). The end results for this stage are presented in fig. 2.16. Note the smoothness of the mesh and the convergence of the tubes near the altar. Bending stresses are well distributed and inferior to the maximum design stress allowed ( 133 MPa in that case). Only few tubes are heavy loaded, in the areas where the curvature is the highest.

### 2.4.5 AS-BUILT GEOMETRY

Although, the eccentricity ( $e=136 \mathrm{~mm}$ ) remains small compared with the span of the shell $(l=17 \mathrm{~m})$, it is not negligible compared with the mesh size $(w=1.0 \mathrm{~m})$. Thus, the
tube lengths and anchorage positions could not be determined with sufficient accuracy without taking into account the thickness of the structural grid due to this eccentricity. The employed method, purely geometrical, assesses that the neutral fibre of the shell is equidistant from the first two layers of pipes. The form-finding is performed only with those two layers. Connection axes has to be parallel to the local normal of the shell surface. This assumption was not exact, but, in this case, gave sufficient accuracy. The red pipe was offset by $-e / 2$, the green by $+e / 2$ and the blue by $+3 e / 2$ along the surface normal (see fig. 2.17).

## STRUCTURAL ANALYSIS

A full structural analysis is finally performed on the gridshell, using the two mechanical models created previously during the form-finding stage. The non-braced model is used to check the grid's behavior during the construction stages. In particular, it must be verified that the primary grid - the one with no triangulation tubes - has no risk of buckling, both for obvious safety reasons and to ensure the accuracy of the final geometry. Indeed, the more the form is likely to buckle, the more it can be triangulated in a buckled geometry different to the targeted geometry. The model with the triangulated grid is used to confirm the gridshell complies with all the structural requirements during its lifetime. Its behavior under standard loadings is evaluated.

## DESIGNING WITH GFRP MATERIALS

This section focuses on the GFRP tubes employed for the structure. We present how we managed to deal with this composite material in the eyes of the existing regulatory framework although there is no applicable norms for composite materials (see §2.5.2). Beyond the administrative strategy, we present how their flexural strength was evaluated (see §2.5.3) and how the corresponding partial safety factors were detremined (see §2.5.4).

## PROPERTIES OF THE TUBES

The technical properties of the tube employed for this project are given in table 2.2. Although these data were provided by the manufacturer at the time of the project, a test campaign was done to verify the flexural resistance of the tubes taking into account the influence of the swivel couplers clamped on the tubes (see §2.5.3).

| Item | Standard | Polyester Mat-Roving-Mat |
| :--- | :--- | ---: |
| External diameter |  | 41.7 mm |
| Internal diameter | 34.7 mm |  |
| Wall thickness | 3.5 mm |  |
| Section area | $4.20 \times 10^{-2} \mathrm{~m}^{2}$ |  |
| Section moment of inertia |  | $7.7259 \times 10^{-4} \mathrm{~m}^{4}$ |
| Torsion constant | $15.4518 \times 10^{-4} \mathrm{~m}^{4}$ |  |
| Shipping length | 12.0 m |  |
| Glass content by weight | ISO 1172 | $60 \%$ |
| Specic weight | ASTM D792 | $1.75 \mathrm{~kg} / \mathrm{m}^{3}$ |
| Linear weight |  | $0.735 \mathrm{~kg} / \mathrm{lm}$ |
| Coefficient of thermal expansion | ASTM D696 | $11 \times 10^{-6} \mathrm{~K} \mathrm{~K}^{-1}$ |
| Tensile strength | ASTM D638 | 400 MPa |
| Tensile modulus | 26 GPa |  |
| Flexural strength | ASTM D638 | 400 MPa |
| Flexural modulus | ASTM D790 | 25 GPa |
| Compressive strength | full bending | 220 MPa |
| Compressive modulus | ASTM D695 | ASTM D695 |

Table 2.2 Technical properties of the tube

### 2.5.2

## CODES FOR COMPOSITE MATERIALS

Beyond the technical difficulties related to both design and structural analysis of the shell, the regulatory framework was a vital issue for the success of the project. As it was the first time a structure of this kind was going to host a large number of people for over two years, the question of its reliability over time was a major issue. In order to be built, the gridshell had to comply with existing standards, which do not take into account such an innovative edifice, all in composite material. The strategy adopted to bypass this obstacle is presented herafter.

## First level : administrative classification of the building

The first level, administrative, consisted of obtaining from the French authorities an appropriate classification for the building, taking into consideration the project's real-time requirement : a light-weight structure with a short lifespan. As expected, the structure was classified as a "building open to the public" (EPR in French) from the category "big tops and tents" (CTS in french) [71]. In this classification, construction procedures and regulations are adapted to the short lifespan of buildings.

## Second level : compliance with existing standards

The second level, normative, consisted of ensuring that most of the existing regulatory framework justified the compliance of a structure that would not, at first sight, be considered by standards that do not include composite materials.
As far as possible, the design was made in compliance with the Eurocode, where the structural design is done according to the limit states under normalized loadings (selfweight, snow, wind, etc.). Although, the Eurocodes do not directly take into account composite materials, they propose some probabilistic methods to introduce new materials (EN1990, Annexe D). The mechanical properties of the GFRP pipe were determined as far as possible by tests in conformance with these methods. Alternatively, values were taken according from the Eurocomp [72]. ${ }^{9}$ In some cases, such as for the sleeve, the construction design also benefited from this approach.

[^7]
### 2.5.3 FLEXURAL STRENGTH OF THE TUBES

The characteristic flexural strength ( $\sigma_{k, \text { flex }}$ ) of the GFRP tube was used to verify if the structure complied with the Eurocode. This parameter had a critical impact on the structure's reliability because in this particular application stresses in the tubes are mainly due to the bending. Thus, it was important to confirm the manufacturer's permitted value through testing. Three-point flexural tests were carried out with and without connections (see fig. 2.18) to determine the characteristic strength according to the Eurocode protocol (Annex D) :

$$
\sigma_{k, \text { flex }}=\bar{\sigma}\left(1-k_{n} \sigma_{x}\right)
$$

For five tests, the factor $k_{n, 5 \%}$ is 1.80 assuming a normal distribution. It has been proved in [27] that the connections caused more scattering in the results. Finally, the manufacturer allowed value of 400 MPa was confirmed and retained for further calculations.

### 2.5.4

## PARTIAL SAFETY FACTORS

The partial coefficients of material resistance (see table 2.4) used in the project were calculated according to the Eurocomp. The short-term coefficient proposed in Eurocomp $\left(\gamma_{s t}=1.3\right)$ was increased to consider the critical stage of erection, where the deformations could not be controlled accurately. When dealing with long-term effects in permanently loaded, pultruded composite materials subjected to creeping and relaxation designers should be careful [65, 73]. In this project, this was reflected in the high partial coefficient for long-term effects.

| Connection | $\sigma_{1}$ | $\sigma_{2}$ | $\sigma_{3}$ | $\sigma_{4}$ | $\sigma_{5}$ | $\sigma_{k}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: |
| Without | 456 | 441 | 445 | 460 | 477 | 430 |
| With $(20 \mathrm{Nm})$ | 444 | 478 | 434 | 479 | 427 | 408 |


| Time scale | $\gamma$ | $\sigma_{d}$ |
| :--- | ---: | ---: |
| Short-term | 2.0 | 200 |
| Long-term | 3.0 | 133 |

Table 2.3 Flexural tests of the GFRP tubes
Table 2.4 Short-term and long-term values for material resistance $\gamma$ is the partial coefficient for safety factor. $\sigma_{d}$ is the flexural design strength.

2.18 Flexural test of the GFRP tubes (Results from [27])

## CONSTRUCTION DETAILS

In this project, one can identify 4 major structural details : the swivel coupler for connecting composite tubes to assemble the grid (see fig. 2.6a) ; the steel sleeve for connecting several composite tubes to obtain long members from initially short pieces of tubes (see fig. 2.6b) ; the ground anchorages for fixing the structure to the concrete slab (see fig. 2.6c) and the lacing edge beam of the fabric (see fig. 2.6d). The challenging issue of connecting the steel and composite parts was solved similarly for sleeve and anchorage details.

## THE SWIVEL COUPLER

Tubes are connected together with scaffold swivel couplers (see fig. 2.6a). Each connection is composed of two collars ( $\emptyset 42 \mathrm{~mm}$ and 38 mm wide) linked by a steel axis (see fig. 2.19). Thus the collars can freely rotate around the axis of the connection. This degree of freedom is responsible for the lack of in-plane shear stiffness of the primary grid and this is precisely this mechanism that allows the flat grid to deform into a free form surface. Each collar is itself composed of two hemicylindrical parts so that it can be opened to easily engage a tube. A M12 nut and a swivel T-bolt allow to lock the tube in the collar using friction. Collars are positioned over a 1.5 mm thick epdm ribbon wrapped around the tubes (see fig. 2.19). Once clamped in the connection, the tubes are spaced by a 68 mm distance from axis to axis. Although the mechanical consequences of this eccentricity could be neglected to a first-order approximation, this is not the case for the geometric consequences it induces as explained in §2.4.5.

## Interface layer

This coupler is made to assemble two scaffold steel tubes together. Workers should tight strongly the collars of the coupler to ensure that the steel tubes won't slide in their collar. Here, it is clearly impossible to do that. Indeed the GFRP tube is too thin (only 3.5 mm thick) and tightening the collars to the maximum would damage it or even make it collapse. However, preventing the connections to slide along the tubes is critical to maintain the in-plane shear degree of freedom of the grid. If connections would slide, the grid would probably not deploy in space as intended, because its deployability relies on the fact that the mesh is equilateral. The grid kinematic would be blocked at some points, developing high stresses that would lead to breakages. To maintain a sufficient level of sliding resistance while preserving the material integrity it was decided to introduce an interface layer to :

2.19 Technical drawing of the swivel coupler

GFRP tubes (I, 2, 3). Swivel couplers (5, 8). EPDM layer (6).
MI2 swivel T-bolt (7). MI2 nut (4) and plastic cap (9).

- Increase the poor friction coefficient between the steel collar and the GFRP tube.
- Improve the distribution of stresses generated by the transverse compression of the collar over the tube, thus allowing a stronger clamping of the collar.

Several materials were tested in different thickness. Some of the results are presented in fig. 2.20. A 1.5 mm thick EPDM ribbon was found to be suitable for the design requirements of the project. This layer improves significantly the sliding resistance from about 300 N to about 1200 N . Once the interface layer had been chosen, further tests were conducted to determine the appropriate clamping for the connections. The aim was to maximize the clamping to get the best sliding resistance (see fig. 2.21) while preserving

2.20 Influence of the interface layer on the sliding resistance with a torque set to 5 Nm (Results from [27])

2.21 Influence of the tightening on the sliding resistance for a 1.5 mm EPDM layer (Results from [27])


2.22 Influence of the temperature on the sliding resistance for a 1.5 mm EPDM layer (Results from [27])
the integrity of the tubes. It was found that a tightening torque between 15 Nm to 20 Nm was the optimal solution [27].
Finally, the ribbons were ordered with a double sided tape (DST) face to facilitate their placement on the tubes. The influence of the temperature regarding the presence of the adhesive has been investigated. The results show that after $40^{\circ} \mathrm{C}$ the scotch creeps and a loss of resistance occurs (see fig. 2.22). A recent thermal study of the structure has demonstrated that with no cooling system the temperature inside the building could rise up to $70^{\circ} \mathrm{C}$ (see $\S 2.7 .1$ and figs. 2.30a and 2.30b).

## Benefits and drawbacks

This connection has the advantage to be available almost every where, to be really cheap and indestructible compare to the GFRP members. However, there are some drawbacks as it is not tailor-made for this application :

- The weight of this part is 1.16 kg , which is very heavy compare to the lightness of the system. In this project, the weight of the swivel couplers represents one third of the overall weight of the structure. This could easily be reduced with a dedicated design.
- The actual design is not adapted to resist sliding. This is critical as explained previously. This problem occurred locally during the lifting of the grid and it was a pain to finish the deployment of the structure.
- Although the clamping of the collars enhance the resistance to sliding of the couplers, they also activate the ability to transfer some torsion to the tubes. Unfortunately, the tubes are very weak regarding this type of sollicitation (see table 2.2). A better design would propose a kinematics that allow the rotation of each collar around the axis of the connection and the axis of the tube.
- As the number of connections is quite large, the clamping process should be at the heart of the design. The later has to guarantee that the workers will not damage unintentionally the structural members. If clamping would be found to be the way to go - which indeed might be a relevant option - the structural elements will have to be stronger to resist both clamping and torsion.

Furthermore, other design criterion should be taken into account such as the fact that the connection must not damage the membrane. This was resolved in the project thanks to plastic caps (see fig. 2.23). It is worthwhile to mention that the problematic of the
connection should be treated in symbiosis with the difficult question of the bracing and the covering as it interacts with all the key parts of the system : grid, bracing and membrane. Some propositions to this complex problem were designed and tested during this thesis through the realization of three timber gridshells (see figs. 1.21 and 1.22) and one hybrid structure (see fig. 1.23). A noticeable design attempt was proposed for the roof of Chiddingstone's orangery fig. 1.15.

## THE SLEEVE SYSTEM

Sleeves are major components in the structural system. The presented design is an important innovation compared with the composite gridshells built previously, where members were simply interrupted or overlapped (see fig. 2.24a). By establishing mechanical and architectural continuities between tubes, the new sleeve system brought the real behavior of the shell closer to its theoretical behavior (see fig. 2.24b).
The sleeve is a steel system that provides mechanical continuity between two adjacent composite tubes for both tension and bending. It is made of three parts : two connectors linked by a threaded rod (see fig. 2.23). Each connector is a $48.3 \times 2.9 \mathrm{~mm}$ steel tube, slightly larger than the composite tubes it connects, with a welded M20 nut at one end. The connector is pinned to the composite tube with three 10 mm bolts. Some structural adhesive was also employed to fill the gaps and to guarantee good rigidity of the assembly. However, the sleeve is designed to ignore the contribution of the adhesive to the mechanical strength of the system. A M20 threaded rod links the two connectors. It allows tension forces and bending moments to pass from one tube to the other. It does not transfer any torsion.

2.23 Technical drawing of the sleeve system

2.24 Design and behavior of the the sleeve system
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2.24d Plastification threshold

## EPHEMERAL CATHEDRAL

## Mechanical behaviour

Tension forces are transferred from the composite tube to the connector through shear in the pins. Owing to a lower bearing resistance in the composite than in the steel, each of the three pins could be gradually loaded. When loading the system, initially, only one of the three pins is in contact with both the steel tube and the composite tube, because of inevitable minor manufacturing gaps. When the axial load is increased, this pin starts to "eat" into the composite tube until the second pin also comes in contact. Thus, the axial load is transferred equally between the two pins. This scheme can work with more pins until another failure mode occurs. For this mode of composite failure, which prevailed in this case, the total bearing capacity of the assembly is thus three times the capacity of a single pin. This total bearing capacity can be calculated from the compressive strength, the composite thickness and the pin diameter :

$$
F=3 \times f_{u, c} \cdot d \cdot t=3150 \mathrm{daN}
$$

In the next section, tests carried out at the Navier laboratory to confirm the predicted value are presented. Bending moments were transferred through the threaded rod of the sleeve. This part was designed to reach the two following qualitative criterions simultaneously :

- Firstly, the bending stiffness of the rod should be roughly equivalent to the composite bending stiffness to preserve the curvature's continuity along the system (see fig. 2.24c). This continuity was of prime importance from an architectural point of view.

$$
\frac{E I_{r o d}}{E I_{g f r p}} \simeq 1
$$

- Secondly, the steel quality of the rod should be adjusted such that plastification begins when the composite tube tends to approach its maximum design stress (a third of the yield stress). Thus the rod acts as a "fuse" : if the curvature of the system reaches the maximum allowed curvature, the steel rod starts their plastification. The plastic hinge accumulates the rotation and prevents the curvature to increase in the composite tubes (see fig. 2.24 d ).

$$
\frac{\mathrm{M}_{\text {rod }}^{\text {elastic max }}}{\mathrm{M}_{\text {gfrp }}^{\sigma=133 \mathrm{MPa}}} \simeq 1
$$

In this project, the numerical values for the ratios in eqs. (2.5) and (2.6) were 0.79 and

2.25 Typical failure modes when testing the sleeve system in traction
2.25a Tearing
2.25b Contact compression
0.96 respectively.

## Testing the load-bearing capacity of the pinned connection

Tensile test of a three-pin connection between a connector and the corresponding composite tube were done (see fig. 2.27). The graph reflects the elastic behavior of the composite tube up to 35 kN , with slight deviations corresponding to the rearrangement of the pins. The compressive stress applied by each pin to the composite tube exceeds its compressive strength. Progressively, the pins are pulled through the tube under a residual force that tends to stabilize at around 20 kN . The tests exhibit a ductile behavior of the assembly, which is advantageous for such a structural application.
The theoretical failure modes of a bolt in a pultruded profile are given in [74] and are illustrated in fig. 2.26. For the present design of the sleeve system, the observed failure modes were tearing (see fig. 2.25a) and contact compression (see fig. 2.25b). Note that this last failure mode is necessary to cumulate the load bearing capacity of each pin.

2.26 Typical failure modes of a bolt in a pultruded element $\left(0^{\circ}\right)$ [72]
$\begin{array}{lll}\text { 2.26a } & \text { Geometry } & \mathbf{2 . 2 6 d} \text { Tearing } \\ \text { 2.26b } & \text { Fibres } & \mathbf{2 . 2 6 e} \text { Inclined compression } \\ \mathbf{2 . 2 6 c} & \text { Cleavage } & \mathbf{2 . 2 6 f} \text { Contact compression }\end{array}$

2.27 Tensile test of the pinned connection (Results from [27])

## FOUNDATIONS

The detail of the footing was of major interest because it concentrated lots of technical difficulties and also had a strong visual impact (see fig. 2.28).
The gridshell is fixed to the concrete strip thanks to the steel anchorages (6-15). Only the first two layers of tubes are fixed to the ground or doors $(4,3)$. The anchorage is made of two parts : a steel connector (7) is pinned (6) to the composite tube (4) and equipped with a rotating steel clevis (9) ; a steel plate (15) is pinned to the concrete strip footing (26) and mounted with a vertical rotating steel clevis (11). The gridshell is connected to the ground by pinning the two parts of the anchorage. The three axis of rotations of the anchorage system - one for each clevis axis and one for the axis of the common pin allow to accommodate any orientations of the tube. Moreover, the rotation of the clevis is ensured by simple bolts $(9,12)$ and nuts $(8,13)$ that allow some adjustments in length. The system provides a quick and easy fixing of the gridshell capable of all the necessary adjustments required in real mounting conditions.
The membrane (1) is laced (17) to a composite rod (19). This rod is bent and clamped every 800 mm in a fixed scaffold collar (20) anchored in the concrete strip footing thanks to a steel part (21). This is a clever way to get a nice curved lacing rod at the bottom of the structure. The membrane strip (18) that ensures waterproofness is deported backward so that the lacing remains visible. This has a strong and elegant visible impact. This detail runs all around the structure and is reproduced around the doors. This member is subject to heavy shear forces from the tension of the lacing (around $150 \mathrm{daN} / \mathrm{lm}$ ) and this is why we chose a rod instead of a tube with a hollow section.
Thanks to the membrane strip and to a small step in the concrete slab (22) the water is evacuated into the drain, a simple trench full of gravels with two perforated flexible plastic pipes at the bottom.

## THE MEMBRANE

The membrane is nothing but a tailor-made one-piece clothing manufactured to dress up the structure. It was prefabricated based on the 3D model of the shape computed during the form-finding process (see $\S 2.4 .4)$ and not on some on-site geometric survey like for the prototypes presented in fig. 1.16. The technical properties of the PVC coated fabric can be found in table 2.5.
2.28 Technical drawing of the footing


| Item | Standard | Précontraint 702 Opaque Alu |
| :--- | :--- | ---: |
| Yarn | EN ISO $2286-2$ | 1100 dtex PES HT |
| Weight | $830 \mathrm{~g} / \mathrm{m}^{2}$ |  |
| Width | 267 cm |  |
| Standard jumbo roll | 50 lm or 300 lm |  |
| Finish |  | 2-face acrylic varnish |
| Tensile strength (warp/weft) | EN ISO 1421 | $280 / 280 \mathrm{daN} / 5 \mathrm{~cm}$ |
| Tear strength (warp/weft) | DIN 53.363 | $30 / 28 \mathrm{daN}$ |
| Elongation under load (warp/weft) | NF EN 15619 | $<1 \% /<1 \%$ |
| Adhesion | EN ISO 2411 | $10 \mathrm{daN} / 5 \mathrm{~cm}$ |
| Solar transmission | NFP 38511 | $13.5 \%$ |
| Flame retardancy | NFP 92-507 | M 2 |
|  | DIN 4102-1 | B 1 |
| Euroclass | EN 13501-1 | B-s2, d0 |
| Cold resistance | IS0 4675 | $-30^{\circ} \mathrm{C}$ |
| Heat resistance | DIN 4102-1 | $700^{\circ} \mathrm{C}$ |

Table 2.5 Technical properties of the membrane

## HYGROTHERMAL BEHAVIOR

## TEMPERATURE

During the first two years and a half of its service life, the building has shown that the thermal comfort was far from ideal as the membrane has very poor thermal properties (see table 2.5) :

- During winter, the confort is ensured during Mass by a forced-air heating system positioned on the equipments slab, few meters away from the main structure. This solution is adapted to infrequent occupations of the building. In that case, the energetic cost remains limited even if the solution is far from optimal because of the lack of insulation.
- During summer, the temperature raises very fast when the sun shines. The forced-air system is used to ventilate the interior volume. But the comfort level is rapidly insufficient as the interior temperature quickly exceeds $30^{\circ} \mathrm{C}$. The discomfort is amplified as the membrane gets very hot and radiates toward the inside, increasing the feeling of warm. Consequently, there was no choice but to scheduled Mass earlier at this period of the year. Cooling was not possible for economic reasons as the building was used only few hours a week.

At the time of writing, the building is being reconfigured and so its purpose is changing. A better thermal comfort is now required and solutions have to be found. Thus, a study on the thermal behavior of the structure has been done. ${ }^{10}$ The main results are gathered in this thesis. The monthly exterior temperatures observed at the site location from 8:00 AM to 7:00 PM, which corresponds to the new intended opening hours of the building, are presented in fig. 2.29a. Note that the maximum value is given over one hour, that is the observed temperature exceeds this value during a one-hour-wide window in the day. The solar radiation is also given in fig. 2.29b. Two scenarios are studied :

- The structure is completely closed. No ventilation is put in place. The interior temperature can reach $70^{\circ} \mathrm{C}$ (see fig. 2.30a).
- The structure is ventilated but no cooling system is put in place. The maximum interior temperature is lowered significantly but it can still reach $50^{\circ} \mathrm{C}$ (see fig. 2.30b).

10. This study was done in June 2017 by the design companies T/E/S/S and CHOULET for the reconfiguration project of the temporary cathedral.

2.29 Weather data at site location during opening hours (8:00 AM to 7:00 PM)
2.29a Temperature
2.29b Solar radiation

2.30 Temperature inside the building during opening hours (8:00 AM to 7:00 PM)
2.30a Without ventilation
2.30b With ventilation

This study confirms what the experience has shown : the temperature inside the building can be very high. Above $30^{\circ} \mathrm{C}$ this is problematic for the comfort of the people. Above $50^{\circ} \mathrm{C}$ and up to $70^{\circ} \mathrm{C}$ it becomes problematic for the building itself. Indeed, this level of temperature is closed to the heat resistance of the membrane (see table 2.5) ; the interface layer faces a serious decrease of its capacity to resist to sliding (fig. 2.22) ; the creep of GFRP tubes is speed up (§2.5.1).

## MOISTURE

Condensation was also noticed in winter and shoulder season. Sometimes, droplets of water could fall abundantly and thus the wooden furnitures had to be protected. This phenomenon was particularly intense the first months because the concrete slab had not yet fully dry-out. To protect the structure and the furnitures, it was decided to maintain the inside temperature above $10^{\circ} \mathrm{C}$ at all times.

## 2.8

## OVERALL COST FOR THE CLIENT

The overall cost of the project - that is the amount of money paid by the client - was estimated to $324000 €$ excluding taxes (see fig. 2.31). This price includes all the possible costs related to the construction of the project : the cost of the main building (masonry, doors, gridshell, envelop, fittings, heating, electricity, lightning, drainage, sewage, etc.), the cost of the service building, the cost of pedestrian pathways, the cost of the design studies, etc.
However, this cost does not take into account all the (free) man-hours spent by the volunteers to prefabricate, assemble, erect and brace the gridshell. The real cost of the gridshell system, when a cost is put on this labor, is estimated in §2.8.2.
Moreover, this project required a lot of design studies and tests to verify the material properties and to validate the strength of key elements such as the swivel coupler with its EPDM layer, the sleeve system and the ground anchorage. The real cost of the studies was by far higher than what was really charged to the client and the difference must be regarded as an investment from the company T/E/S/S. In the same manner, people from the laboratory gave a consistent support during the construction stage as they were the only available experienced workers familiar with the construction of elastic gridshells in composite material $[7,8]$ and this labor was not charged back to the client.

2.3 I Cost allocation for the whole project This is the estimated overall final cost charged to the client. Prices are given excluding taxes (V.A.T).


### 2.32 Cost allocation per square meter of covered area

The cost of design is not included as it would not be representative. Prices are given excluding taxes (V.A.T).

The project was favorably accepted by the client based on the estimation that the cost of the gridshell would not be more expensive by $30 \%$ than renting a simple tent. The rental of a $400 \mathrm{~m}^{2}$ tent with its floor was evaluated to $110000 €$ for a period of time of 18 months. Retrospectively this target was met, especially as the cathedral was finally used for almost two years and a half, far more than the 18 months expected initially, and with no additional cost because the diocese owned the building.

## COST DETAILS FOR THE BUILDING

Here we present the cost details for the main building, that is the cathedral itself. We try to understand what is the true cost of the gridshell system in this particular project and we thus eliminate side costs (for instance the cost of fittings, the cost of the pedestrian pathways, the cost of the service building, etc.). The cost allocation is presented per square meter of covered area in fig. 2.32. The total price for the building, excluding studies, is $473 € / \mathrm{m}^{2}$. It is composed of :

- $100 € / \mathrm{m}^{2}$ : the cost of masonry works (levelling, footings, slab, drainage) detailed in table 2.7. This construction works were made by a professional contractor named BATEM.
- $248 € / \mathrm{m}^{2}$ : the cost of the superstructure (anchorages, gridshell, membrane covering and doors) detailed in table 2.8. This price includes the labor of the volunteers ( $35 € /$ hour ) and all the costs associated to construction of the structure, including the renting of all the necessary equipments (cranes, arial buckets, etc.).
- $126 € / \mathrm{m}^{2}$ : the cost of the envelope (lacing rod, fabric, installation) detailed in table 2.8 . This construction works were made by a professional contractor named ESMERY CARON.

Here, the global amount of studies was charged around $83300 €$, that is $248 € / \mathrm{m}^{2}$ (see fig. 2.31). This heavy cost was compensated by the fact that volunteers provided a lot of free labor (see fig. 2.33). In a more standard commercial context, the design process would be optimized too and the price of studies would go down to $15 \%$ to $20 \%$ of the price of the building, that is 70 to $95 € / \mathrm{m}^{2}$. This would bring the final price of the building to $550 € / \mathrm{m}^{2}$. This price is clearly high if only its sheltering capability is required regarding other technologies. However, if more than sheltering is mandatory, the quality and singularity of the space created here is probably worth the price ; then this technology becomes a lot more affordable than existing traditional systems that can materialized freeforms.

| Item | Unit Task |  | Man-Hours |  |
| :---: | :---: | :---: | :---: | :---: |
|  | Worker | Duration | Quantity | Hours |
| Workstation "Cutting" | 4 |  |  | 20.53 |
| Pick a raw tube from the stock | 2 | $1^{\prime} 00$ " | 176 | 5.87 |
| Mark it and cut it at right length | 2 | 2' 00 " | 176 | 11.73 |
| Put it into the labelling stock | 2 | $0^{\prime} 30$ " | 176 | 2.93 |
| Workstation "Labelling" | 5 |  |  | 56.64 |
| Pick a tube from the labelling stock | 2 | $1^{\prime} 00$ " | 176 | 5.87 |
| Label it at start and end | 2 | $1^{\prime} 00$ " | 176 | 5.87 |
| Mark the position of connection collars | 1 | $0^{\prime} 30$ " | 2260 | 18.83 |
| Mark the position of sleeves | 1 | $0^{\prime} 30$ " | 250 | 2.08 |
| Mark the position of anchorages | 1 | $0^{\prime} 30$ " | 127 | 21.06 |
| Put it into the prefabrication stock | 2 | $0^{\prime} 30$ " | 176 | 2.93 |
| Workstation "Prefabrication" | 6 |  |  | 67.75 |
| Pick a tube from the prefabrication stock | 2 | $1^{\prime} 00$ " | 176 | 5.87 |
| Put the EPDM ribbon | 1 | $0^{\prime} 30$ " | 2260 | 18.83 |
| Prefix the swivel collar on the tube | 1 | $0^{\prime} 30$ " | 565 | 4.71 |
| Glue the sleeves | 3 | 2'00" | 250 | 25.00 |
| Drill pin holes for the sleeves | 1 | $1^{\prime} 00$ " | 250 | 4.16 |
| Fix sleeve pins | 1 | $1^{\prime} 30$ " | 250 | 6.25 |
| Put it into the final stock | 2 | $0^{\prime} 30$ " | 176 | 2.93 |
| Workstation "Site Assembly" | 12 |  |  | 107.34 |
| Connect the sleeves with steel rods | 5 | 5' 00 " | 125 | 52.08 |
| Pick a tube and position it in the grid | 2 | 3' 00 " | 176 | 17.60 |
| Install swivel couplers (HV) | 1 | $2^{\prime} 00$ " | 565 | 18.83 |
| Controlled tightening of couplers (HV) | 1 | $1^{\prime} 00$ " | 1130 | 18.83 |
| Workstation "Grid Erection" | 12 | 8:00' 00 " | 1 | 96.00 |
| Workstation "Grid Bracing" | 6 | 8:00' 00 " | 3 | 144.00 |
| Grid prefabrication |  |  |  | 252.00 |
| Grid erection |  |  |  | 96.00 |
| Grid bracing |  |  |  | 144.00 |
| Cost of supervision (15\%) |  |  |  | 74.00 |
| Total |  |  |  | 566.00 |

Table 2.6 Man-hours spent by the volunteers on the fabrication

[^8]
2.33 Allocation of the man-hours spent by the volunteers

A $15 \%$ increase is considered to take into account coordination and supervision of the individual tasks. See table 2.6 for detailed data.

| Item | Unit | Quantity | U.P. (€) | Price ( $¢$ ) |
| :---: | :---: | :---: | :---: | :---: |
| Building implantation |  | 1 | 1300.00 | 1300.00 |
| Leveling works |  |  |  | 11680.00 |
| Top soil stripping | $\mathrm{m}^{2}$ | 400 | 10.00 | 4000.00 |
| Trench for concrete strip footing | ml | 76 | 30.00 | 2280.00 |
| Earth removal | $\mathrm{m}^{3}$ | 180 | 30.00 | 5400.00 |
| Concrete |  |  |  | 17400.00 |
| Concrete strip footing ( $200 \mathrm{~kg} / \mathrm{m}^{3}$ steel) | ml | 70 | 30.00 | 2100.00 |
| Concrete slab (x2 welded wire mesh) | $\mathrm{m}^{2}$ | 340 | 45.00 | 15300.00 |
| Drainage systems |  |  |  | 4500.00 |
| French drain (x2 Ø100 mm pipes) | ml | 70 | 30.00 | 2100.00 |
| Precast concrete inspection chamber |  | 1 | 400.00 | 400.00 |
| Drain line (PVC Ø125 mm pipe) | ml | 30 | 30.00 | 900.00 |
| Pre-assembled channel drain | ml | 10 | 110.00 | 1100.00 |
| Masonry works | $€ / \mathrm{m}^{2}$ | 350 | 100 | 34880.00 |

Table 2.7 Cost details for masonry works
Prices are given excluding taxes (V.A.T). Only costs associated to the structure are reported here ; for instance the works for the equipment slab and the pathways are omitted. See fig. 2.34 for a graphical representation of these data.

2.34 Cost allocation for masonry works

Prices are given excluding taxes (V.A.T). Only costs associated to the structure are reported here ; for instance the works for the equipment slab and the pathways are omitted. See table 2.7 for detailed data.

| Item | Unit | Quantity | U.P. (€) | Price ( $¢$ ) |
| :---: | :---: | :---: | :---: | :---: |
| Manufacturing of the gridshell |  |  |  | 42853 |
| GRFP tube ( 042 mm ) | ml | 2304 | 3.66 | 8433 |
| Swivel connector (42x42 mm) |  | 1295 | 3.95 | 5115 |
| Swivel connector (42x49 mm) |  | 135 | 4.18 | 564 |
| EPDM layer ( $1302 \times 40 \times 1.5 \mathrm{~mm}$ ribbon) |  | 2775 | 0.36 | 1131 |
| Welded steel sleeve system |  | 150 | 50.00 | 7500 |
| ARALDIT 2047 glue ( 480 ml cartridge) |  | 8 | 45.00 | 360 |
| Ground anchorage (welded steel) |  | 120 | 80.00 | 9600 |
| Man-hours (prefabrication) | h | 290 | 35.00 | 10150 |
| Manufacturing of the envelope |  |  |  | 34769 |
| GFRP lacing rod (Ø32 mm) | ml | 96 | 14.00 | 1134 |
| Steel clip for the rod |  | 125 | 15.00 | 1875 |
| Swivel collar (Ø34 mm) |  | 120 | 3.50 | 420 |
| PVC coated fabric | $\mathrm{m}^{2}$ | 550 | 50.00 | 27500 |
| Option for transparent inclusion |  | 12 | 320.00 | 3840 |
| Manufacturing of the steel doors |  |  |  | 15000 |
| Main door |  | 1 | 10000.00 | 10000 |
| Small door |  | 1 | 5000.00 | 5000 |
| On-site works of installation |  |  |  | 38220 |
| Installation of the doors |  | 1 | 5000.00 | 5000 |
| Installation of the anchorages and clips | h | 90 | 45.00 | 4050 |
| Grid erection | h | 110 | 35.00 | 3850 |
| cranes (x2 35T) | h | 24 | 110.00 | 2640 |
| Grid bracing | h | 167 | 45.00 | 7515 |
| aerial bucket (x2) |  | 1 | 6000.00 | 6000 |
| Installation of fabric |  | 1 | 9165.00 | 9165 |
| Total | $€ / \mathrm{m}^{2}$ | 350 | 374 | 130842 |
| Cost of structure |  |  | 265 | 92622 |
| Cost of installation |  |  | 109 | 38220 |

Table 2.8 Cost details for the superstructure
On-site works are isolated to identify pure manufacturing costs of the gridshell, the envelope and the doors. To this end, the cost of the man-hours provided by the volunteers to prefabricate the grid has been assessed and allocated. Prices are given excluding transport costs and excluding taxes (V.A.T ). Spare quantities are included. See fig. 2.35 for a graphical representation of these data.


### 2.35 Cost allocation for the superstructure

On-site works are isolated to identify pure manufacturing costs. To this end, the cost of the man-hours provided by the volunteers to prefabricate the grid has been assessed and allocated. See table 2.8 for detailed data.

## STRENGTHS AND WEAKNESSES

In this project the prefabrication process represents almost half of the cost in man-hours (see fig. 2.33). The manufacturing of the grid (cutting pipes, marking nodes, preassembling swivel couplers, sleeves and anchorages, etc.) could easily be automated. Composite materials such as GFRP are easy to cut, mill and drill. Small robot arms can do the job quickly with a better accuracy. This idea has been tested in a workshop at the Ecole des Ponts ParisTech in septembre 2016. ${ }^{11}$ Moreover, a numerical production process would allow to answer quickly to a variety of forms with the same equipment and industrial process.
Lots of man-hours are spent in the installation of the sleeve system ( 88 h ). That represents $35 \%$ of the man-hours spent in the grid prefabrication. This part should be reimplemented to allow a simpler and faster installation. Similarly, the connection should be redesigned to avoid the application of the EPDM protection layer and to allow a faster positioning and fastening as it represents $23 \%$ of the man-hours spent in the prefabrication of the grid. This would also be a preponderant factor of improvement in the bracing stage although this cost is not detailed in table 2.6.
At first sight it seems that the time spent assembling the grid on the construction site which represents $22 \%$ of the man-hours, see fig. 2.33 - can not easily be reduced. However, the grid system could be divided into transportable modules. These modules would be preassembled in the factory to increase the speed and quality of the production and to minimize on-site works. Thanks to the intrinsic grid kinematic, modules can be folded for transportation. Once on site, modules are unfolded and connected to each other to form the primary flat grid. This idea was tested successfully in two wooden gridshell projects of $50 \mathrm{~m}^{2}$ each, with students of the Ecole National d'Architecture de Toulouse and Ecole National d'Architecture de Grenoble in June 2016 (see fig. 1.21). ${ }^{12}$
Bracing is yet another costly stage as it accounts for almost $30 \%$ of the man-hours (see fig. 2.33). This work is not easily parallelizable as it requires working at height with proper lifting equipments such as cherry pickers. Thus almost a small and qualified team can do the job. For instance, on the gridshell of Créteil, the team was composed of 6 workers using two aerial lifts. This team spent three full days to complete this task, that is the

I I. See the video of the construction of a $50 \mathrm{~m}^{2}$ wooden gridshell in the workshop "Building Free Forms" : http://thinkshell. fr/freeform-wooden-gridshell-2016/.
12. Construction of two wooden gridshell pavilions:
http://www.lemoniteur.fr/article/a-toulouse-les-architectes-se-rassemblent-sous-le-meme-pavillon-32398।96.
same amount of days required to assemble the grid and lift it up. Several attempt have been made during this thesis to answer this problematic. The first attempt was to use a bidirectional cable network to brace the grid. The network is installed at the ground level before the grid is deformed. Thus, work at height is reduced to a minimum (see figs. 1.21 and 1.22). The second attempt is a larger thought on the envelope of such structures and tries to tackle two issues with a thin fibre-reinforced concrete skin : the fact that bracing with a third direction of tubes is time consuming ; and the fact that membrane covering is not adapted for permanent buildings [23] (see fig. 1.23).

## CONCLUSIONS

In this chapter, we have presented one of our most important achievements, the design and construction of the temporary cathedral of Créteil, the first real building built to date on the principle of elastic gridshell in composite material. Built in 2013, it is still in use. On this occasion, we have developed a method, and some tools and evaluation criteria to allow designers - architects and engineers - to respond in a rational manner to a project of this kind. This method is based on the creation of an interactive digital model that combines 3D modeling fonctionalities based on a NURBS representation of surfaces, meshing fonctionalities by the compass method, and formfinding fonctionalities thanks to a nonlinear structural analysis code based on the dynamic relaxation method.
The first step was the optimization of the shape in order to avoid local concentrations of curvature. The second step showed a tool to automatically mesh a surface using the compass method. With this tool, the orientation of the mesh is studied according to structural and architectural criterions. The last step showed the structural analysis of the gridshell and how to get the as-built geometry from the analysis model. The geometric pattern of the structure offers a very interesting space where the textual richness of the tubes against the membrane accentuates the reading of the complex curved surfaces. This method has the particularity of refocusing the design process on the definition of a form. Therefore, it is an opportunity to give more freedom to the expression of the architectural intention, whereas the complexity of formfinding techniques (on physical or digital model) tend to restrict it. We have shown how this renewed freedom actually served the architecture of the project to create a space that makes sense regarding its destination (a place of worship) and is not the product of purely technical constraints. This work, published in 2016, was recently distinguished by the International Association for Bridge
and Structural Engine (IABSE). ${ }^{13}$
This project demonstrates that gridshells in composite material are suitable for constructing freeform buildings. However, the long-term behavior of these materials needs to be better characterized to extend their lifespan. At the moment, further developments are conducted by the laboratory to take account for torsional effects and non axisymmetric sections in such structures (which is part of the purpose of this thesis), but also regarding residual properties of the members issued from the dismantling of the 2006 prototype [75] (see fig. 1.16a).

## LIMITATIONS OF OUR TOOLS

The tools we have developed during this project have overcame the inadequacy of existing design tools, which are more oriented towards the justification of structures than towards their design. They have allowed us to understand the problem of form-mesh-structure interaction with much more agility than if we had used the tools available in the trade. They have made the development of this gridshell project possible despite severe planning and cost constraints, in contrast to the resources committed for the multihalle of Mannheim in 1975. However, this method has also shown a number of limitations that have restricted our ability to develop a rich and functional representation of the project in the form of a digital model.

## MANIFESTO FOR OVERCOMMING PRESENT LIMITATIONS

Looking at the functionality of the representation, we must acknowledge that the current model does not allow the level of interactivity or the level of responsiveness that a simple physical model would offer. Although this aspect is not the main issue of our work, we have paid a lot of attention to this question in the development of our tools, trying to optimize the integration of functions and the speed of the calculation code to provide the most fluid and intuitive user experience possible. And we shall take care of that point in future developments, or even improve it.
Looking at the richness of the representation, the structural design code used was based on a discrete beam element with only three degrees of freedom. As a result, it did not allow the modeling of torsion and bending-torsion coupling phenomena in the structural elements. Although these phenomena may be neglected in first approximation in the case of grids consisting of beams with circular cross-section, these phenomena may, however, be critical
13. IABSE Awards 2017 , Outstanding Paper Award, Technical Report.
for highly anisotropic materials such as wood and pultruded composites, which indeed do not withstand well the stress of torsion. Moreover, when the section of the beams used is anisotropic - which is often the case for wooden gridshells - these phenomena strongly influences the equilibrium shape of the grid and the level of stress observed in the structure (the beams may be subjected to significant curvatures along their strong axis of inertia). In addition, the discrete element with 3 degrees of freedom can represent the concept of moment only in the form of a torque of two opposite forces. It therefore remains very limited to model the sometimes complex kinematic conditions of the connections or the support conditions, especially when a transfer of moment occurs (e.g. at the level of an embedding).
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## Part II

## KIRCHHOFF BEAM MODEL

## Chapter 3 GEOMETRY OF DISCRETE CURVES

## INTRODUCTION

In this chapter, our goal is to develop a comprehensive view of the geometry of space curves and how to frame such curves. Indeed, framed curve representations are of central importance when dealing with slender beam models, as they are often modeled using curvilinear coordinate systems. This is the kind of representation on which our beam model will be based on.
Although the theoretical beam model takes place in the smooth world, our model will be implemented in a numerical solver, hence the necessity of a discrete representation. However, the two worlds are intimately related to each other and this is why we chose to present them both in this chapter. ${ }^{1}$
I. L'Hospital 1696 [76, preface]: "Car les courbes n'étant que des polygones d'une infinité de côtés, \& ne différant entr' elles que par la différence des angles que ces côtés infiniment petits font entr'eux ; il n'appartient qu'à l'Analyse des infiniment petits de déterminer la position de ces cotés pour avoir la courbure qu'ils forment [...]."

A comprehensive understanding of the geometry of discrete curves will enable to build a beam model with reduced degrees of freedom and capable of representing discontinuities in curvature. This last point is of particular interest when modeling real structures with complex boundary conditions and connexions where concentrated moments are transferred (this is where jumps in curvature occur).

## OVERVIEW

We start this chapter by recalling the fundamentals of smooth parametric curves (see §3.2). We introduce the Frenet frame, a crucial tool for the local characterization of space curves (see $\S 3.3$ ), and we identify two geometric invariants, the curvature and the torsion of Frenet, that fully describe the geometry of a given space curve (see §3.4). ${ }^{2}$ We then introduce the notion of moving frame which allow to define a local orientation to each material point on a curve (see $\S 3.5$ ). This description will later be essential when modeling cross-section of beams. Among all the possible ways to frame a curve we look at rotation-minimizing frames. These frames are constructed thanks to the parallel transport operator, defined in the same section, which leads to the introduction of the Bishop frame: a torsion-free moving frame that will be at the heart of the beam model developed in the following chapters.
We then move on the discrete case and we first draw up a representation of a discrete curve as an ordered sequence of vertices linked by edges (see §3.6). We gather several definitions of the curvature for a discrete curve and we interpret them in terms of their osculating circle (see $\S 3.7$ ). Among these definitions, we focus on the curvatures defined respectively by the circumscribed and the inscribed osculating circles. We extend their definition to the curve endings as this is a matter of concern when dealing with mechanical boundary conditions - such as pinned or fixed endings. We study their behavior with respect to the turning angle - that is the angle between two consecutive edges - and we analyze their sensitivity to non uniform discretizations as this is a matter of concern when modeling real structures (see §3.7.2). We then compare to what extent these curvatures can represent accurately the bending energy of typical curves, namely a circular curve and an elastica curve (see $\S 3.7 .3$ ). For these two curvatures we demonstrate that a natural definition for the tangent vector emerges and we show how to construct it all along the discrete curve. This vector will later be associated to the cross-section normal vector in our Kirchhoff beam model (see $\S 3.8$ ). Finally, we recall two methods to parallel transport vectors or
2. Here, invariant means invariant under affine isometries.
frames along a discrete curve (see §3.9). These methods will be used later to construct a twist-free reference frame from our beam model.

## CONTRIBUTIONS

- We gather several definitions of the curvature for a discrete curve and we interpret them in terms of their osculating circle.
- We focus on the discrete curvatures defined respectively by the circumscribed and the inscribed osculating circles. We extend their definition to curve endings, which is crucial when modeling mechanical boundary conditions where nodes are positioned at points of interest.
- We study their behavior with respect to the turning angle and we analyze their sensitivity to non uniform discretization, which is likely to arise when modeling real structures.
- We compare to what extent these curvatures can represent accurately the bending energy of typical bended shapes (circle and elastica) regarding the sharpness of the discretization. This help us to choose which curvature representation to implement in our beam model.
- We demonstrate that a natural definition for the tangent vector at vertices emerges for these curvatures. This will lead to a model with reduced number of degrees of freedom.
- We show how the local curvature and the tangent vector are related one to each other. This will lead to a straightforward modeling of boundary conditions and connections. This will also allow to model discontinuities in curvature at vertices, thus enabling the modeling of applied concentrated moments and jumps in beam properties ( $E S, E I, G J$ ).


## RELATED WORK

Delcourt 2011 [77] gives a thorough historical review of the study of space curves from Clairaut to Darboux. This history is paved with the nouns of illustre mathematicians such as Euler, Bernoulli, Monge, Fourier, Lagrange, Cauchy, Serret, Frenet, ... It reveals that the study of curves was often related to the study of physical problems (e.g. the elastica for Bernoulli \& Euler, the helix for Pito).
In his lecture notes on discrete differential geometry of curves and curfaces, Hoffmann 2009 [78] presents three definitions for the discrete curvature. In his lecture notes on discrete differential geometry of plane curves, Vouga 2014 [79] constructs new discrete curvatures that mimic some of the interesting properties of the curvature in the smooth case. He
remarks that none of the established discrete curvatures can reproduce all the properties of the curvature in the smooth case.
Bishop 1975 [80] remarks that the usual Frenet frame is not the only way to frame a curve. He gives the skew-symmetric system of differential equations that any moving frame satisfies. He remarks that this system is governed by only three coefficient entries, which represent the components of the angular velocity vector of the frame expressed on the frame axes. He argues that the Frenet frame gains part of its significance because it is adapted to the curve and because one component of its angular velocity is null. Hence, he looks for other kind of moving frames that are both adapted and with one of the components of the angular velocity vector that is null. In particular, he looks at adapted frames that does not turn around the curve : what will be called a Bishop frame hereafter. Klok 1986 [81] makes use of the Bishop frame to produce rotation-minimizing sweeps for visualizing 3D ribbons and cylinders. He remarks that for closed trajectories the start and end frames might not align properly. Guggenheimer 1989 [82] proposes a faster method to compute Klok's frame in relation to the Frenet frame. For that, he remarks that any frame is obtained from the Frenet frame by a rotation around the tangent vector. Bloomenthal 1990 [83] introduces the rotation method to propagate reference frames along a curve. Hanson and Ma 1995 [84] propose an algorithm to parallel transport frames along a curve using the rotation method. Poston et al. 1995 [85] propose a quadratically convergent algorithm, also based on the rotation method, to find untwisted sweeping NURBS surfaces within a given error bound.
Wang et al. 2008 [86] introduce the double reflexion method to propagate rotation minimizing frames. This method is supposed to be more stable than the rotation method. Farouki et al. 2014 [87] investigate the use of rotation-minimizing frames that minimize the rotation around the binormal vector of the curve (compared to Bishop frame that minimizes the rotation around the tangent vector of the curve).

## PARAMETRIC CURVES

In this section we recall some fundamental results on (smooth) parametric curves. ${ }^{3}$ In particular, we recall that there is more than one way to parametrize a curve. Amongst all
3. Definition form mathworld: "A smooth curve is a curve which is a smooth function, where the word 'curve' is interpreted in the analytic geometry context. In particular, a smooth curve is a continuous map from a one-dimensional space to an n-dimensional space which on its domain has continuous derivatives up to a desired order.".
the possible ways to parametrize a given curve, the arc length parametrization is of special interest. With this parametrization, the way a curve is described by a single parameter becomes unequivocal. ${ }^{4}$ This parametrization is naturally related to what is commonly understood as the "length of a curve".

## DEFINITION

Let $I$ be an interval of $\mathbb{R}$ and $F: t \mapsto F(t)$ be a map of $\mathcal{C}^{0}\left(I, \mathbb{R}^{3}\right)$. Then $\gamma=(I, F)$ is called a parametric curve and :

- The 2 -uplet $(I, F)$ is called a parametrization of $\gamma$.
- $\gamma=F(I)=\{F(t), t \in I\}$ is called the graph or trace of $\gamma$.
- $\gamma$ is said to be $\mathcal{C}^{k}$ if $F \in \mathcal{C}^{k}\left(I, \mathbb{R}^{3}\right) .{ }^{5}$

Note that for a given graph in $\mathbb{R}^{3}$ there are different possible parameterizations. Thereafter $\gamma$ will simply refers to its graph $F(I)$.
3.2.2 REGULARITY

Let $\gamma=(I, F)$ be a parametric curve, and $t_{0} \in I$ be a parameter.

- A point of parameter $t_{0}$ is called regular if $F^{\prime}\left(t_{0}\right) \neq 0$.

The curve $\gamma$ is called regular if $\gamma$ is $\mathcal{C}^{1}$ and $F^{\prime}(t) \neq 0, \forall t \in I$.

- A point of parameter $t_{0}$ is called biregular if $F^{\prime}\left(t_{0}\right)$ and $F^{\prime \prime}\left(t_{0}\right)$ are not collinear.

The curve $\gamma$ is called biregular if $\gamma$ is $\mathcal{C}^{2}$ and $F^{\prime}(t) \times F^{\prime \prime}(t) \neq 0, \forall t \in I$.
Here and thereafter, the prime symbol denotes the derivation with respect to the parameter and the product symbol denotes the cross product.

### 3.2.3 REPARAMETRIZATION

Let $\gamma=(I, F)$ be a parametric curve of class $\mathcal{C}^{k}, J \in \mathbb{R}^{3}$ an interval, and $\varphi: I \mapsto J$ be a $\mathcal{C}^{k}$ diffeomorphisme. Let us define $G=F \circ \varphi$. Then :

- $G \in \mathcal{C}^{k}\left(J, \mathbb{R}^{3}\right)$

4. This is not rigorously exact but that is the idea. Indeed, this is true only for a given choice of orientation and to within a constant.
5. A function $f$ is said to be of class $\mathcal{C}^{k}$ if $f, f^{\prime}, f^{\prime \prime}, \ldots, f^{(k)}$ exist and are continuous.

- $G(J)=F(I)$
- $\varphi$ is said to be an admissible change of parameter for $\gamma$.
- ( $J, G)$ is said to be another admissible parametrization for $\gamma$.
3.2.4 NATURAL PARAMETRIZATION

Let $\gamma$ be a space curve of class $\mathcal{C}^{1}$. A parametrization $(I, F)$ of $\gamma$ is called natural if $\left\|F^{\prime}(t)\right\|=1, \forall t \in I$. Thus :

- The curve is necessarily regular.
- F is strictly monotonic.


### 3.2.5 CURVE LENGTH

Let $\gamma=(I, F)$ be a parametric curve of class $\mathcal{C}^{1}$. The length of $\gamma$ is defined as :

$$
L=\int_{I}\left\|F^{\prime}(t)\right\| d t
$$

Note that as expected, the length of $\gamma$ is invariant under reparametrization.

### 3.2.6 ARC LENGTH PARAMETRIZATION

Let $\gamma=(I, F)$ be a regular parametric curve. Let $t_{0} \in I$ be a given parameter. The following map is said to be the arc length of origin $t_{0}$ of $\gamma$ :

$$
s: t \mapsto \int_{t_{0}}^{t}\left\|F^{\prime}(u)\right\| d u \quad, \quad s \in I \times \mathbb{R}
$$

The arc length $s: I \mapsto s(I)$ is an admissible change of parameter for $\gamma$. Indeed, $s$ is a $\mathcal{C}^{1}$ diffeomorphisme because it is bijective $\left(s^{\prime}>0\right)$.
Let us define $G=F \circ s^{-1}$ and $J=s(I)$. Thus $(J, G)$ is a natural reparametrization of $\gamma$ and $\forall s \in J,\left\|G^{\prime}(s)\right\|=1$. This parametrization is preferred because the natural parameter s traverses the image of $\gamma$ at unit speed $\left(\left\|G^{\prime}\right\|=1\right) .{ }^{6}$
Thereafter, for a regular curve $\gamma, \gamma(t)$ will denote the point $F(t)$ of parameter $t \in I$ while $\gamma(s)$ will denote the point $G(s)$ of arc length $s \in J=[0, L]$.
6. Regular curves are also known as unit speed curves.

## FRENET TRIHEDRON

The Frenet trihedron is a fundamental mathematical tool from the field of differential geometry to study the local characterization of planar and non-planar space curves. It is a direct orthonormal basis attached to any point $P$ of parameter $t \in I$ on a parametric curve $\gamma$. This basis is composed of three unit vectors $\{\boldsymbol{t}(t), \boldsymbol{n}(t), \boldsymbol{b}(t)\}$ called respectively the tangent, the normal, and the binormal unit vectors. ${ }^{7}$
Introduced by Frenet in 1847 in his thesis "Courbes à Double Courbure" [88], it brings out intrinsic local properties of space curves : the curvature $(\kappa)$ which evaluates the deviance of $\gamma$ from being a straight line (see $\S 3.4 .1$ ) ; and the torsion $\left(\tau_{f}\right)$ which evaluates the deviance of $\gamma$ from being a planar curve (see $\S 3.4 .2$ ).
These quantities, also known as "generalized curvatures" in modern differential geometry, are essential to understand the geometry of space curves. As stated by the Fundamental Theorem of Space Curves, ${ }^{8}$ a curve is fully determined by its curvature and torsion up to a solid movement in space (see §3.4.3).

## 3.3 .1

## TANGENT VECTOR

The first component of the Frenet trihedron is called the unit tangent vector. Let $\gamma=(I, F)$ be a regular parametric curve. Let $t \in I$ be a parameter. The unit tangent vector is defined as :

$$
\boldsymbol{t}(t)=\frac{\gamma^{\prime}(t)}{\left\|\gamma^{\prime}(t)\right\|} \quad, \quad\|\boldsymbol{t}(t)\|=1
$$

For a curve parametrized by arc length, this expression simply becomes :

$$
\boldsymbol{t}(s)=\gamma^{\prime}(s) \quad, \quad s \in[0, L]
$$

In differential geometry, the unit tangent to the curve $\gamma$ at point $P_{0}$ is obtained as the limit of the (normalized) vector $\overrightarrow{P_{0} P}$, when $P$ approaches $P_{0}$ on the path $\gamma$ (see fig. 3.1). For a regular curve, the left-sided and right-sided limits coïncide as $P^{-}$and $P^{+}$approach

[^9]
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$P_{0}$ respectively from its left and right sides :

$$
\boldsymbol{t}\left(P_{0}\right)=\lim _{P \rightarrow P_{0}} \frac{\overrightarrow{P_{0} P}}{\left\|\overrightarrow{P_{0} P}\right\|}=\lim _{P^{-} \rightarrow P_{0}} \frac{\overrightarrow{P_{0} P^{-}}}{\left\|\overrightarrow{P_{0} P^{-}}\right\|}=\lim _{P^{+} \rightarrow P_{0}} \frac{\overrightarrow{P_{0} P^{+}}}{\left\|\overrightarrow{P_{0} P^{+}}\right\|}
$$

### 3.3.2

## NORMAL VECTOR

The second component of the Frenet trihedron is called the unit normal vector. It is constructed from $\boldsymbol{t}^{\prime}$ which is necessarily orthogonal to $\boldsymbol{t}$. Indeed :

$$
\|\boldsymbol{t}\|=1 \Rightarrow \boldsymbol{t}^{\prime} \cdot \boldsymbol{t}=0 \Leftrightarrow \boldsymbol{t}^{\prime} \perp \boldsymbol{t}
$$

Remark that for a curve parametrized by arc length eq. (3.6) implies that $\gamma^{\prime}(s) \cdot \gamma^{\prime \prime}(s)=0$. Let $\gamma=(I, F)$ be a biregular parametric curve. Let $t \in I$ be a parameter. The unit normal vector is defined as: ${ }^{9}$

$$
\boldsymbol{n}(t)=\frac{\boldsymbol{t}^{\prime}(t)}{\left\|\boldsymbol{t}^{\prime}(t)\right\|} \quad, \quad\|\boldsymbol{n}(t)\|=1
$$

Using eq. (3.3) in eq. (3.7) plus the usual derivation rules leads to : ${ }^{10}$

$$
\boldsymbol{t}^{\prime}(t)=\frac{\gamma^{\prime}(t) \times\left(\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)\right)}{\left\|\gamma^{\prime}(t)\right\|^{3}}
$$

Because $\gamma^{\prime}(t)$ and $\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)$ are perpendicular the following identity holds :

$$
\left\|\gamma^{\prime}(t) \times\left(\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)\right)\right\|=\left\|\gamma^{\prime}(t)\right\|\left\|\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)\right\|
$$

Thus, combining eqs. (3.8) and (3.9) gives :

$$
\boldsymbol{n}(t)=\frac{\gamma^{\prime}(t) \times\left(\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)\right)}{\left\|\gamma^{\prime}(t)\right\|\left\|\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)\right\|}
$$

9. Note that $\boldsymbol{n}$ exists if only $\gamma$ is biregular, that is $\boldsymbol{t}^{\prime}$ never vanishes, or equivalently $\gamma$ is never locally a straight line. In that case the Frenet trihedron is undefined.
10. Recall that $\gamma^{\prime}(t) \times\left(\gamma^{\prime \prime}(t) \times \gamma^{\prime}(t)\right)=\gamma^{\prime \prime}(t)\left(\gamma^{\prime}(t) \cdot \gamma^{\prime}(t)\right)-\gamma^{\prime}(t)\left(\gamma^{\prime \prime}(t) \cdot \gamma^{\prime}(t)\right)$ and that $\left\|\gamma^{\prime}(t)\right\|=\sqrt{\gamma^{\prime}(t) \cdot \gamma^{\prime}(t)}$.

3.1 Definition of the tangent vector and the osculating circle of a curve
3.1a Curve's tangent
3.1b Curve's normal and osculating circle

For a curve parametrized by arc length this expression becomes :

$$
\boldsymbol{n}(s)=\frac{\gamma^{\prime \prime}(s)}{\left\|\gamma^{\prime \prime}(s)\right\|} \quad, \quad s \in[0, L]
$$

In differential geometry, the unit normal to the curve $\gamma$ at point $P_{0}$ is obtained as the limit of the (normalized) vector $\overrightarrow{P_{0} P^{+}}-\overrightarrow{P_{0} P^{-}}$, as $P^{-}$and $P^{+}$approach $P_{0}$ respectively from its left and right side (fig. 3.1) :

$$
\boldsymbol{n}\left(P_{0}\right)=\lim \frac{\overrightarrow{P_{0} P^{+}}-\overrightarrow{P_{0} P^{-}}}{\left\|\overrightarrow{P_{0} P^{+}}-\overline{P_{0} P^{-}}\right\|}
$$

Remark that the notion of normal vector is ambiguous for non-planar curves as there is an infinite number of possible normal vectors lying in the plane orthogonal to the curve's tangent. In practice, the tangent derivative is a convenient choice as it allows to extend the notion of curvature from planar to non-planar space curves. However, we will see in §3.5.6 that other kinds of trihedron can be constructed regarding this choice and that one of them is especially suitable for the study of slender beams.

## BINORMAL VECTOR

The third vector of Frenet's trihedron is called the unit binormal vector. It is constructed from $\boldsymbol{t}$ and $\boldsymbol{n}$ to form an orthonormal direct basis of $\mathbb{R}^{3}$. Let $\gamma=(I, F)$ be a biregular
parametric curve. Let $t \in I$ be a parameter. The unit binormal vector is defined as :

$$
\boldsymbol{b}(t)=\boldsymbol{t}(t) \times \boldsymbol{n}(t) \quad, \quad\|\boldsymbol{b}(t)\|=1
$$

Combining eq. (3.3) and eq. (3.10) with eq. (3.13) leads to :

$$
\boldsymbol{b}(t)=\frac{\gamma^{\prime}(t) \times \gamma^{\prime \prime}(t)}{\left\|\gamma^{\prime}(t) \times \gamma^{\prime \prime}(t)\right\|}
$$

For a curve parametrized by arc length, this expression becomes : ${ }^{11}$

$$
\boldsymbol{b}(s)=\boldsymbol{t}(s) \times \boldsymbol{n}(s)=\frac{\gamma^{\prime}(s) \times \gamma^{\prime \prime}(s)}{\left\|\gamma^{\prime \prime}(s)\right\|} \quad, \quad s \in[0, L]
$$

### 3.3.4 <br> OSCULATING PLANE

The tangent and normal unit vectors $\{\boldsymbol{t}, \boldsymbol{n}\}$ form an orthonormal basis of the so-called osculating plane, whereas the binormal vector $(\boldsymbol{b})$ is orthogonal to it. This plane is of prime importance because it is the plane in which the curve takes its curvature (see §3.4.1).
As reported in [89, p.45], the osculating plane seems to have been first introduced by Bernoulli as the plane passing through three infinitely near points on a curve. ${ }^{12}$ Likewise, in modern differential geometry, the osculating plane is defined as the limit of the plane passing through the points $P^{-}, P_{0}$ and $P^{+}$while $P^{-}$and $P^{+}$approach $P_{0}$ respectively from its left and right side (fig. 3.1).
Note that the normal unit vector and the binormal unit vector $\{\boldsymbol{n}, \boldsymbol{b}\}$ define the so-called normal plane, while the normal tangent vector and the binormal unit vector $\{\boldsymbol{t}, \boldsymbol{b}\}$ define the so-called rectifying plane. These planes are secondary for the present study.

## CURVES OF DOUBLE CURVATURE

The study of space curves belongs to the field of differential geometry. According to [89, p.28], the terminology curve of double curvature is attributed to Pitot around $1724 .{ }^{13}$

I I. For an arc length parametrized curve the following identity holds: $\left\|\gamma^{\prime}(s) \times \gamma^{\prime \prime}(s)\right\|=\left\|\gamma^{\prime}(s)\right\|\left\|\gamma^{\prime \prime}(s)\right\|$.
12. "Voco autem planum osculans, quod transit per tria curvae quaesitae puncta infinite sibi invicem propinqua" [90, p. I I 3].
13. "Les Anciens ont nommé cette courbe Spirale ou Hélice ; parce que la formation sur le cylindre suit la même analogie que la formation d'une spirale ordinaire sur un plan; mais elle est bien différente de la spirale ordinaire, étant une des courbes à double courbure, ou une des lignes qu'on conçoit tracée sur la surface des Solides. Peut-être que ces sortes

However, as stated in [92, p.321] curvature and torsion where probably first thought by Monge around $1771 .{ }^{14}$ It is also interesting to note that, at that time, curvature was also referred to as flexure, reflecting that the study of physical problems (e.g. the elastica) and the study of curves of double curvature were intimately related to each other.
Space curves were historically understood as curves of double curvature by extension to the case of planar curves, where the curvature measures the deviance of a curve from being a straight line. The second curvature, nowadays known as the torsion or second generalized curvature, measures the deviance of a curve from being planar.

## FIRST INVARIANT : THE CURVATURE

In differential geometry, the osculating circle is defined as the limit of the circle passing through the points $P^{-}, P_{0}$ and $P^{+}$while $P^{-}$and $P^{+}$approach $P_{0}$ (fig. 3.1). This circle lies on the osculating plane and its radius is nothing but the inverse of the local curvature of a curve. ${ }^{15}$ While the tangent gives the best local approximation of the curve as a straight line, the osculating circle gives the best local approximation of that curve as an arc. The curvature is also known to be the gradient of arc length (see [79, p.4]) and calculated as : $\nabla L=\kappa \boldsymbol{n}$. Thus, the curvature gives the first-order variation in arc length when deforming a curve $\gamma$ into the curve $\gamma+\epsilon \delta \gamma$ :

$$
\begin{align*}
& L(\gamma+\epsilon \delta \gamma)=L(\gamma)+\epsilon(\nabla L \cdot \delta \gamma)+o(\epsilon) \\
& \nabla L \cdot \delta \gamma=\left.\frac{d}{d \epsilon} L(\gamma+\epsilon \delta \gamma)\right|_{\epsilon=0}=\int_{0}^{L} \kappa(\delta \gamma \cdot \boldsymbol{n})
\end{align*}
$$

This is easily understood in the case of a circle of radius $r$ extended to a circle of radius $r+d r$, where the total arc length variation is given by : $L(r+d r)-L(r)=\kappa d r L(r)$.
de courbes à double courbure, ou prises sur la surface des Solides, feront un jour l'objet des recherches des géomètres. Celle que nous venons d'examiner est, je crois, la plus simple de toutes. " [9।, p.28]
14. "On appelle point d'inflexion, dans une courbe plane, le point où cette ligne, après avoir été concave dans un sens, cesse de l'être pour devenir concave dans l'autre sens. Il est évident que dans ce point, la courbe perd sa courbure, et que les deux élémens consécutifs sont en ligne droite. Mais une courbe à double courbure peut perdre chacune de ses courbures en particulier, ou les perdre toutes deux dans le même point; c'est-à-dire, qu'il peut arriver ou que trois élémens consécutifs d'une même courbe à double courbure se trouvent dans un même plan, ou que deux de ces élémens soient en ligne droite. Il suit de là que les courbes à double courbure peuvent avoir deux espèces d'inflexions ; la première a lieu lorsque la courbe devient plane, et nous l'appellerons simple inflexion ; la seconde, que nous appellerons double inflexion, a lieu lorsque la courbe devient droite dans un de ses points." [93, p.363].
15. As explained by Euler himself, at a given arc length parameter ( $s$ ), the osculating plane is the plane in which a curve takes its curvature : "in quo bina fili elementa proxima in curvantur" [94, p.364].
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Note that due to the inner product with the normal vector, only the normal component of the deformation results in an effective extension of the curve. This point is worth to note as it will be related to the inextensibility assumption made later in our beam model (see §4.2.2).

## Curvature

Let $\gamma$ be a regular arc length parametrized curve. Let $s \in[0, L]$ be an arc length parameter. The curvature is a positive scalar quantity defined as:

$$
\kappa(s)=\left\|\boldsymbol{t}^{\prime}(s)\right\| \geq 0 \quad, \quad \boldsymbol{t}^{\prime}(s)=\kappa(s) \boldsymbol{n}(s)
$$

The curvature is independent regarding the choice of parametrization. This makes the curvature an intrinsic property of a given curve and that is why it is also referred to as a geometric invariant. Following [95, pp.203-204] it can be computed for any parametrization $(I, F)$ of $\gamma$ as :

$$
\kappa(t)=\frac{\left\|\gamma^{\prime}(t) \times \gamma^{\prime \prime}(t)\right\|}{\left\|\gamma^{\prime}(t)\right\|^{3}} \quad, \quad \boldsymbol{t}^{\prime}(t)=\left\|\gamma^{\prime}(t)\right\| \kappa(t) \boldsymbol{n}(t)
$$

Note that in eq. (3.17) the prime symbol denotes the derivative with respect to the natural parameter ( $s$ ) while in eq. (3.18) it denotes the derivative with respect to any parameter $(t)$. Consequently, the speed of the curve's parametrization appears in the latter equation :

$$
v(t)=\frac{d s}{d t}=\left\|\gamma^{\prime}(t)\right\|=s^{\prime}(t)
$$

The curvature measures how much a curve bends instantaneously in its osculating plane, that is how fast the tangent vector is rotating in the osculating plane around the binormal vector. In differential geometry this is expressed for a planar curve as :

$$
\kappa(s)=\lim _{d s \rightarrow 0} \frac{\angle(\boldsymbol{t}(s), \boldsymbol{t}(s+d s))}{d s}=\lim _{d s \rightarrow 0} \frac{(\boldsymbol{t}(s+d s)-\boldsymbol{t}(s)) \cdot \boldsymbol{n}(s)}{d s}
$$

where $\angle(\boldsymbol{t}(s), \boldsymbol{t}(s+d s))$ denotes the angle between $\boldsymbol{t}(s)$ and $\boldsymbol{t}(s+d s)$. This is equivalent as measuring how fast the osculating plane itself is rotating around the binormal vector. Consequently a curve is locally a straight line when its curvature vanishes $(\kappa(s)=0)$.

3.2 Osculating circles for a spiral curve at different parameters

## Radius of curvature

The radius of curvature is defined as the inverse of the curvature $(r=1 / \kappa)$. From a geometric point of view, one can demonstrate that it is the radius of the osculating circle (see fig. 3.2). Remark that where the curvature vanishes the radius of curvature goes to infinity ; that is the osculating circle becomes a line, a circle of infinite radius.

## Center of curvature

The center of curvature is defined as the center of the osculating circle (see fig. 3.2). The locus of all the centers of curvature of a curve is called the evolute.

## Curvature binormal vector

Finally, following [16] we define the curvature binormal vector. Let $\gamma$ be a biregular arc length parametrized curve. Let $s \in[0, L]$ be an arc length parameter. The curvature binormal vector is defined as :

$$
\boldsymbol{\kappa} \boldsymbol{b}(s)=\kappa(s) \boldsymbol{b}(s)=\boldsymbol{t}(s) \times \boldsymbol{t}^{\prime}(s) \quad, \quad\|\boldsymbol{\kappa} \boldsymbol{b}(s)\|=\kappa(s)
$$

## GEOMETRY OF DISCRETE CURVES

This vector will be useful as it embeds all the necessary information on the curvature of the curve. We will see in $\S 3.5 .6$ that this vector is associated to the angular velocity of a specific adapted moving frame attached to the curve and called the Bishop frame.

## SECOND INVARIANT : THE TORSION

Let $\gamma$ be a biregular arc length parametrized curve. Let $s \in[0, L]$ be an arc length parameter. The torsion is a scalar quantity defined as :

$$
\tau_{f}(s)=\boldsymbol{n}^{\prime}(s) \cdot \boldsymbol{b}(s)=-\boldsymbol{b}^{\prime}(s) \cdot \boldsymbol{n}(s)
$$

The torsion is independent regarding the choice of parametrization. This makes the torsion an intrinsic property of a given curve and that is why it is also referred to as a geometric invariant. Following [95, p.204] it can be computed for any parametrization $(I, F)$ of $\gamma$ as :

$$
\tau_{f}(t)=\frac{\left.\gamma^{\prime}(t) \cdot\left(\gamma^{\prime \prime}(t)\right) \times \gamma^{\prime \prime \prime}(t)\right)}{\left\|\gamma^{\prime}(t) \times \gamma^{\prime \prime}(t)\right\|^{2}} \quad \text { when } \quad \kappa(t)>0
$$

The torsion measures how much a curve goes instantaneously out of its plane, that is to say how fast the normal or binormal vectors are rotating in the normal plane around the tangent vector. In differential geometry this is expressed as :

$$
\tau_{f}(s)=\lim _{d s \rightarrow 0} \frac{\angle(\boldsymbol{n}(s), \boldsymbol{n}(s+d s))}{d s}=\lim _{d s \rightarrow 0} \frac{(\boldsymbol{n}(s+d s)-\boldsymbol{n}(s)) \cdot \boldsymbol{b}(s)}{d s}
$$

This is equivalent as measuring how fast the osculating plane is rotating around the tangent vector. Consequently a curve is locally plane when its torsion vanishes $\left(\tau_{f}(s)=0\right)$.
Remark that the torsion is denoted " $\tau_{f}$ " and not simply " $\tau$ " as the latter will be reserved to denote any angular velocity of a moving adapted frame around its tangent vector. Thus, $\tau_{f}$ refers to the particular angular velocity of the Frenet trihedron around its tangent vector. This torsion, which is a geometric property of the curve, will be indifferently referred to as the Frenet torsion or the geometric torsion.

3.3 Discontinuity of the Frenet trihedron at an inflexion point where the curvature vanishes and the orientation of the osculating plane is subject to a jump of angle $\pi / 2$

## FUNDAMENTAL THEOREM OF SPACE CURVES

These two generalized curvatures, respectively the curvature $(\kappa)$ and the torsion $\left(\tau_{f}\right)$, are invariant regarding the choice of parametrization and under euclidean motions. ${ }^{16}$ The fundamental theorem of space curves states that a curve is fully described, up to a Euclidean motion of $\mathbb{R}^{3}$, by its positive curvature $(\kappa>0)$ and torsion $\left(\tau_{f}\right)$ [95, p.229].

## SERRET-FRENET FORMULAS

The fundamental theorem of space curves is somehow a consequence of the Serret-Frenet formulas, which is the first-order system of differential equations satisfied by the Frenet trihedron. Let $\gamma$ be a biregular arc length parametrized curve. Let $s \in[0, L]$ be an arc
16. Or equivalently under affine isometries.
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length parameter. Then, the Frenet trihedron satisfies the following formulas :

$$
\begin{array}{ll}
\boldsymbol{t}^{\prime}(s)=\kappa(s) \boldsymbol{n}(s) & 3.25 \mathrm{a} \\
\boldsymbol{n}^{\prime}(s)=-\kappa(s) \boldsymbol{t}(s)+\tau_{f}(s) \boldsymbol{b}(s) & 3.25 \mathrm{~b} \\
\boldsymbol{b}^{\prime}(s)=-\tau_{\boldsymbol{f}}(s) \boldsymbol{n}(s) & 3.25 \mathrm{c}
\end{array}
$$

This system can be seen as the equations of motion of the Frenet trihedron moving along the curve $\gamma$ at unit speed $\left(\left\|\gamma^{\prime}\right\|=1\right)$. Indeed, introducing its angular velocity vector also known as the Darboux vector $\left(\boldsymbol{\Omega}_{\boldsymbol{f}}\right)$, the previous system is expressed as :

$$
\left[\begin{array}{c}
\boldsymbol{t}^{\prime}(s) \\
\boldsymbol{n}^{\prime}(s) \\
\boldsymbol{b}^{\prime}(s)
\end{array}\right]=\boldsymbol{\Omega}_{\boldsymbol{f}}(s) \times\left[\begin{array}{c}
\boldsymbol{t}(s) \\
\boldsymbol{n}(s) \\
\boldsymbol{b}(s)
\end{array}\right] \quad \text { where } \quad \boldsymbol{\Omega}_{\boldsymbol{f}}(s)=\left[\begin{array}{c}
\tau_{f}(s) \\
0 \\
\kappa(s)
\end{array}\right]
$$

Because the Frenet trihedron satisfies a first-order system of differential equations of parameters $\kappa$ and $\tau_{f}$ it is possible, by integration, to reconstruct the trace of the moving frame and thus the curve, up to a constant of integration (a trihedron in this case).
Finally, these formulas can be generalized to any non unit-speed parametrization of a curve. ${ }^{17}$ Let $\gamma=(I, F)$ be a biregular parametric curve. Let $t \in I$ be a parameter. Then the following generalized Serret-Frenet formulas hold :

$$
\begin{align*}
\boldsymbol{t}^{\prime}(t) & =v(t) \kappa(t) \boldsymbol{n}(t) \\
\boldsymbol{n}^{\prime}(t) & =-v(t) \kappa(t) \boldsymbol{t}(t)+v(t) \tau_{\boldsymbol{f}}(t) \boldsymbol{b}(t) \\
\boldsymbol{b}^{\prime}(t) & =-v(t) \tau_{\boldsymbol{f}}(t) \boldsymbol{n}(t)
\end{align*}
$$

Again, this system can be seen as the equations of motion of the Frenet trihedron moving along the curve $\gamma$ at non unit-speed $\left(v(t)=\left\|\gamma^{\prime}(t)\right\|\right)$. This time the angular velocity vector $(\boldsymbol{\Omega})$ is distinct from the Darboux vector $\left(\boldsymbol{\Omega}_{\boldsymbol{f}}\right)$ and the previous system is expressed as :

$$
\left[\begin{array}{c}
\boldsymbol{t}^{\prime}(t) \\
\boldsymbol{n}^{\prime}(t) \\
\boldsymbol{b}^{\prime}(t)
\end{array}\right]=\boldsymbol{\Omega}(t) \times\left[\begin{array}{c}
\boldsymbol{t}(t) \\
\boldsymbol{n}(t) \\
\boldsymbol{b}(t)
\end{array}\right] \quad \text { where } \quad \boldsymbol{\Omega}(t)=v(t)\left[\begin{array}{c}
\tau_{f}(t) \\
0 \\
\kappa(t)
\end{array}\right]
$$

17. See [95, p.203] for a complete proof.

## ${ }_{5}$ CURVE FRAMING

While the Frenet trihedron "has long been the standard vehicle for analysing properties of the curve invariant ${ }^{18}$ under euclidean motions" [80, p.1], a curve can be potentially framed with any arbitrary moving frame, understood as an orthonormal basis field. Thus, the Frenet frame is not the only way to frame a curve and other frames may also exhibit some interesting properties. ${ }^{19}$
In his paper [80] Bishop establishes the differential equation that a moving frame must satisfy and remarks that, because of the orthonormality condition, the first derivatives of the frame components can be expressed in terms of themselves through a skew-symmetric coefficient matrix. For such a frame, the understanding of its motion along the curve is thus reduced to the knowledge of only three scalar coefficient functions. He remarks that most of the interesting properties that the Frenet frame exhibits are due to the fact that one of these coefficient functions is vanishing everywhere on the curve (that is the frame is rotation-minimizing regarding one of its components) ; and that the Frenet frame is adapted to the curve (that is one of its components is nothing but the unit tangent vector).
In this section we introduce the notion of moving frame and two properties of interest that such a frame can exhibit in addition, namely : to be adapted to the curve ; and to be rotation-minimizing regrading a given direction. We then reconsider the case of the Frenet frame regrading this mathematical framework. Finally, we introduce the zerotwisting frame also known as the Bishop frame. ${ }^{20}$ This tool will be fundamental for our futur study of slender beams.

## MOVING FRAME

Let $\gamma$ be a curve parametrized by arc length. A map $F$ which associates to each point of arc length parameter $s$ a direct orthonormal trihedron is said to be a moving frame :

$$
\begin{align*}
F: \quad[0, L] & \longrightarrow \mathcal{S} \mathcal{O}_{3}(\mathbb{R}) \\
s & \longmapsto F(s)=\left\{\boldsymbol{e}_{3}(s), \boldsymbol{e}_{1}(s), \boldsymbol{e}_{2}(s)\right\}
\end{align*}
$$

18. Namely the curvature $(\boldsymbol{\kappa})$ and the Frenet torsion $\left(\tau_{f}\right)$.
19. Recall the title of Bishop's paper: "There is more than one way to frame a curve" [80].
20. Named after Bishop who introduced it.
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Note that a direct orthonormal trihedron (or basis) is an element of the rotation group denoted $\mathcal{S O}_{3}$. Consequently, a moving frame $F$ attached to $\gamma$ satisfies for all $s \in[0, L]$ :

$$
\begin{array}{lll}
\left\|\boldsymbol{e}_{i}(s)\right\|=1 & 3.30 \mathrm{a} \\
\boldsymbol{e}_{i}(s) \cdot \boldsymbol{e}_{j}(s)=0 \quad, \quad i \neq j & 3.30 \mathrm{~b}
\end{array}
$$

The term "moving frame" will refer indifferently to the map itself (denoted $F=\left\{\boldsymbol{e}_{3}, \boldsymbol{e}_{1}, \boldsymbol{e}_{2}\right\}$ ), or to a specific evaluation of the map (denoted $\left.F(s)=\left\{\boldsymbol{e}_{3}(s), \boldsymbol{e}_{1}(s), \boldsymbol{e}_{2}(s)\right\}\right)$.
At first sight this indexing could seem strange but it will be convenient later in our mechanical model where $\boldsymbol{e}_{3}$ will be associated to the centerline's tangent and $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ to the two cross-section principal axes of inertia. These axes will also be called material axes. We chose to introduce this indexing right now to maintain consistency between notations through out the chapters of this manuscript.

## Governing equations

Computing the derivatives of the previous relationships leads to the following system of differential equations that the frame must satisfy for all $s \in[0, L]$ :

$$
\begin{array}{ll}
\boldsymbol{e}_{i}^{\prime}(s) \cdot \boldsymbol{e}_{i}(s)=0 \\
\boldsymbol{e}_{i}^{\prime}(s) \cdot \boldsymbol{e}_{j}(s)=-\boldsymbol{e}_{i}(s) \cdot \boldsymbol{e}_{j}^{\prime}(s) \quad, \quad i \neq j
\end{array}
$$

Thus, there exists 3 scalar functions ( $\tau, k_{1}, k_{2}$ ) such that $\left\{\boldsymbol{e}_{3}^{\prime}, \boldsymbol{e}_{1}^{\prime}, \boldsymbol{e}_{2}^{\prime}\right\}$ can be expressed in the basis $\left\{e_{3}, e_{1}, e_{2}\right\}$ :

$$
\begin{array}{ll}
\boldsymbol{e}_{3}^{\prime}(s)=k_{2}(s) \boldsymbol{e}_{1}(s)-k_{1}(s) \boldsymbol{e}_{2}(s) & \text { 3.32a } \\
\boldsymbol{e}_{1}^{\prime}(s)=-k_{2}(s) \boldsymbol{e}_{3}(s)+\tau(s) \boldsymbol{e}_{2}(s) & 3.32 b \\
\boldsymbol{e}_{2}^{\prime}(s)=k_{1}(s) \boldsymbol{e}_{3}(s)-\tau(s) \boldsymbol{e}_{1}(s) & 3.32 c
\end{array}
$$


3.4 Geometric interpretation of the angular velocity vec-
tor of a moving frame

3.5 Moving frame $F(s)=\left\{\boldsymbol{e}_{3}(s), \boldsymbol{e}_{1}(s), \boldsymbol{e}_{2}(s)\right\}$ on a circular helix. The frame is adapted as $\boldsymbol{e}_{3}(s)=\boldsymbol{t}(s)$

It is common to rewrite this first-order linear system of differential equations as a matrix equation: ${ }^{21,22}$

$$
\left[\begin{array}{l}
\boldsymbol{e}_{3}^{\prime}(s) \\
\boldsymbol{e}_{1}^{\prime}(s) \\
\boldsymbol{e}_{2}^{\prime}(s)
\end{array}\right]=\left[\begin{array}{ccc}
0 & k_{2}(s) & -k_{1}(s) \\
-k_{2}(s) & 0 & \tau(s) \\
k_{1}(s) & -\tau(s) & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{e}_{3}(s) \\
\boldsymbol{e}_{1}(s) \\
\boldsymbol{e}_{2}(s)
\end{array}\right]
$$

Since the progression of any moving frame along $\gamma$ is ruled by a first-order system of differential equations, a unique triplet $\left\{\tau, k_{1}, k_{2}\right\}$ leads to a set of moving frames equal to each other within a constant of integration. ${ }^{23}$ Basically, with a given triplet $\left\{\tau, k_{1}, k_{2}\right\}$, one can propagate a given initial direct orthonormal trihedron (at $s=0$ for instance) through the whole curve by integrating the system of differential equations. In general, a moving frame will be fully determined by $\tau, k_{1}$ and $k_{2}$ together with the initial condition $\left\{\boldsymbol{e}_{3}(s=0), \boldsymbol{e}_{1}(s=0), e_{2}(s=0)\right\}$.

## Angular velocity

This system can be seen as the equations of motion of the frame moving along the curve $\gamma$ at unit speed $\left(\left\|\gamma^{\prime}\right\|=1\right)$. Indeed, introducing its angular velocity vector $(\boldsymbol{\Omega})$, the previous system is expressed as :

$$
\boldsymbol{e}_{i}^{\prime}(s)=\boldsymbol{\Omega}(s) \times \boldsymbol{e}_{i}(s) \quad \text { where } \quad \boldsymbol{\Omega}(s)=\left[\begin{array}{c}
\tau(s) \\
k_{1}(s) \\
k_{2}(s)
\end{array}\right]
$$

This result is straightforwardly deduced from eq. (3.33). Note that the cross product reveals the skew-symmetric nature of the system, which could already be seen in eq. (3.33). Geometrically, decomposing the infinitesimal rotation of the moving frame around its directors between arc length $s$ and $s+d s$ (see fig. 3.4) shows that the scalar functions $\tau, k_{1}$ and $k_{2}$ effectively correspond to the angular speed of the frame moving along $\gamma$,
21. In the case of a space curve, where $\boldsymbol{e}_{3}$ is chosen to be the curve tangent unit vector and $\boldsymbol{e}_{1}$ is chosen to be the curve normal unit vector, this set of equations is known as the Serret-Frenet formulas.
22. In the case of a space curve drawn on a surface, where $\boldsymbol{e}_{3}$ is chosen to be the curve tangent unit vector and $\boldsymbol{e}_{1}$ is chosen to be the surface normal unit vector, this set of equations is known as the Darboux-Ribaucour formulas.
23. This assumption reminds the Fundamental theorem of space curves (§3.4.3).
respectively around $\boldsymbol{e}_{3}, \boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ :

$$
\begin{align*}
& \frac{d \theta_{3}}{d s}(s)=\tau(s) \\
& \frac{d \theta_{1}}{d s}(s)=k_{1}(s) \\
& \frac{d \theta_{2}}{d s}(s)=k_{2}(s)
\end{align*}
$$

## ADAPTED MOVING FRAME

Let $F$ be a moving frame as defined in the previous section. $F$ is said to be adapted to $\gamma$ if at each point $\gamma(s), \boldsymbol{e}_{3}(s)$ is the unit tangent vector of $\gamma$ (fig. 3.5):

$$
\boldsymbol{e}_{3}(s)=\boldsymbol{t}(s)=\gamma^{\prime}(s)
$$

For an adapted frame, the components $k_{1}$ and $k_{2}$ of the angular velocity vector are related to the curvature of $\gamma:{ }^{24}$

$$
\kappa(s)=\left\|\boldsymbol{e}_{3}^{\prime}(s)\right\|=\left\|k_{2}(s) \boldsymbol{e}_{1}(s)+k_{1}(s) \boldsymbol{e}_{2}(s)\right\|=\sqrt{k_{1}(s)^{2}+k_{2}(s)^{2}}
$$

Moreover, recalling the definition of the curvature binormal vector ( $\boldsymbol{\kappa} \boldsymbol{b}$ ) from eq. (3.21), it is easy to see that for an adapted moving frame the following relation holds :

$$
\boldsymbol{\kappa} \boldsymbol{b}(s)=k_{1}(s) \boldsymbol{e}_{1}(s)+k_{2}(s) \boldsymbol{e}_{2}(s)
$$

Consequently, the angular velocity vector of an adapted moving frame can be written as :

$$
\boldsymbol{\Omega}(s)=\boldsymbol{\kappa} \boldsymbol{b}(s)+\tau(s) \boldsymbol{t}(s)
$$

This last result is very interesting as it shows that any adapted moving frame will differ from each other only by their twisting speed, as $\boldsymbol{\Omega}_{\perp}=\boldsymbol{\kappa} \boldsymbol{b}$ only depends on the curve.
24. This is why for an initially straight rod with an isotropic cross-section bending and torsion are uncoupled. Indeed, in that case the bending energy does not depend on the orientation of the cross-sections anymore as it depends only on the curvature of the rod : $\mathcal{E}_{b}=E I_{1} \kappa_{1}^{2}+E I_{2} \kappa_{2}^{2}=E I \kappa^{2}$.

## ROTATION-MINIMIZING FRAME

Following [87, 86] we introduce the rotation-miniminzing frame notion. A frame $\left\{\boldsymbol{e}_{3}, \boldsymbol{e}_{1}\right.$, $\left.\boldsymbol{e}_{2}\right\}$ is said to be rotation-miniminzing regrading a given direction $\boldsymbol{d}$ if :

$$
\boldsymbol{\Omega}(s) \cdot \boldsymbol{d}(s)=0
$$

### 3.5.4

## PARALLEL TRANSPORT

The notion of parallel transport is somehow a generalization of the classical notion of collinearity in flat euclidean spaces (e.g. $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ ), to spaces that exhibit some non vanishing curvature (e.g. spheric or hyperbolic spaces). ${ }^{25}$

## Relatively parallel fields

Following Bishop 1975 [80], we define what is a (relatively) parallel field. Let $\gamma$ be a regular curve parametrized by arc length. Let $\boldsymbol{p}$ be a vector field along $\gamma$. The vector field $\boldsymbol{p}$ is said to be parallel if its derivative is purely tangential, that is :

$$
\boldsymbol{p}^{\prime}(s) \times \boldsymbol{t}(s)=0
$$

Consequently, for an adapted moving frame, the normal fields $\boldsymbol{e}_{1}$ and $\boldsymbol{e}_{2}$ are both relatively parallels if and only if the frame angular velocity is itself a normal field, that is : ${ }^{26}$

$$
\boldsymbol{\Omega}(s)=\boldsymbol{\Omega}_{\perp}(s)=\boldsymbol{\kappa} \boldsymbol{b}(s) \Leftrightarrow \boldsymbol{\Omega}(s) \cdot \boldsymbol{t}(s)=0 \Leftrightarrow \tau(s)=0
$$

In other words, a relatively parallel normal field: "turns, only whatever amount is necessary for it to remain normal, so it is as close to being parallel as possible without losing normality" [80].

## Parallel transport of vectors along a curve

Reciprocally, it is possible to define the parallel transport of a vector along a curve $\gamma$ as its propagation along $\gamma$ at angular speed $\boldsymbol{\kappa} \boldsymbol{b}$. An initial vector $\boldsymbol{p}_{0}=\boldsymbol{p}\left(s_{0}\right)$ is parallel transported at arc length parameter $s$ into the vector $\boldsymbol{p}(s)$ by integrating the following
25. https://www.youtube.com/watch?v=p I ttZD2Bm0w
26. A vector field $\boldsymbol{p}$ is said to be normal along a curve $\gamma$ if: $\forall s \in[0, L], \boldsymbol{p} \cdot \boldsymbol{t}=0$.
first-order differential equation along $\gamma$ :

$$
\boldsymbol{p}^{\prime}(s)=\boldsymbol{\kappa} \boldsymbol{b}(s) \times \boldsymbol{p}(s)
$$

Consequently, the resulting vector field $\boldsymbol{p}$ is a parallel field. Note that a parallel field is not necessarily a normal field.
From the point of view of differential geometry, this means that the next vector $\boldsymbol{p}(s+d s)$ is obtained by rotating the previous one $\boldsymbol{p}(s)$ around the curve binormal $\boldsymbol{b}(s)$ by an infinitesimal angle $d \theta(s)=\kappa(s) d s$. Note that $\boldsymbol{b}(s)$ has the same direction as $\boldsymbol{t}(s) \times \boldsymbol{t}(s+d s)$.

## Parallel transport of frames along a curve

Identically, the parallel transport of an adapted frame is defined as the parallel transport of its components along $\gamma$.

## 3.5 .5

## FRENET FRAME

The Frenet frame is a well-known particular adapted moving frame. It is defined as the map that attach to any given point of $\gamma$ the corresponding Frenet trihedron $\{\boldsymbol{t}(s), \boldsymbol{n}(s), \boldsymbol{b}(s)\}$ where :

$$
\begin{align*}
\boldsymbol{t}(s) & =\gamma^{\prime}(s) \\
\boldsymbol{n}(s) & =\frac{\boldsymbol{t}^{\prime}(s)}{\kappa(s)} \\
\boldsymbol{b}(s) & =\boldsymbol{t}(s) \times \boldsymbol{n}(s)
\end{align*}
$$

## Governing equations

The Frenet frame satisfies the Frenet-Serret formulas (see §3.4.4), which govern the evolution of the frame along the curve $\gamma$ :

$$
\left[\begin{array}{c}
\boldsymbol{t}^{\prime}(s) \\
\boldsymbol{n}^{\prime}(s) \\
\boldsymbol{b}^{\prime}(s)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa(s) & 0 \\
-\kappa(s) & 0 & \tau_{f}(s) \\
0 & -\tau_{\boldsymbol{f}}(s) & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{t}(s) \\
\boldsymbol{n}(s) \\
\boldsymbol{b}(s)
\end{array}\right]
$$

Remember the generic system of differential equations of an adapted moving frame attached to a curve, established in eq. (3.33), where $\boldsymbol{e}_{3}(s)=\boldsymbol{t}(s), k_{1}(s)=0, k_{2}(s)=\kappa(s)$ and $\tau(s)=\tau_{f}(s)$.

## Angular velocity

Consequently, the angular velocity vector $\left(\boldsymbol{\Omega}_{\boldsymbol{f}}\right)$ of the Frenet frame, also known as the Darboux vector in this particular case, is given by :

$$
\boldsymbol{\Omega}_{\boldsymbol{f}}(s)=\left[\begin{array}{c}
\tau_{f}(s) \\
0 \\
\kappa(s)
\end{array}\right]=\boldsymbol{\kappa} \boldsymbol{b}(s)+\tau_{f}(s) \boldsymbol{t}(s)
$$

Remark that the Frenet frame satisfies $\boldsymbol{\Omega}_{\boldsymbol{f}}(s) \cdot \boldsymbol{n}(s)=0$ and is thus a rotation-miniminzing frame regarding the normal vector $(\boldsymbol{n})$. The motion of this frame through the curve is known as pitch-free.
Note also that $\boldsymbol{t}^{\prime}(s)$ and $\boldsymbol{b}^{\prime}(s)$ are collinear to $\boldsymbol{n}(s)$. This means that the projection of $\boldsymbol{t}(s)$ and $\boldsymbol{b}(s)$ is conserved from one normal plane to another, that is $\boldsymbol{t}$ and $\boldsymbol{b}$ are parallel transported along the vector field $\boldsymbol{n}$.

## Drawbacks and benefits

The Frenet frame is not continuously defined if $\gamma$ is not $\mathcal{C}^{2}$. This is problematic for the study of slender beams as the centerline of a beam subject to concentrated external forces and moments or to material discontinuities will not be $\mathcal{C}^{2}$ but only picewise $\mathcal{C}^{2}$. In that case, the centerline tangent will be continuously defined everywhere but the curvature will be subject to discontinuities, that is $\boldsymbol{t}^{\prime}$ will not be continuously defined.
Moreover, even if $\gamma$ is $\mathcal{C}^{2}$, the Frenet frame is not defined where the curvature vanishes, which obviously is an admissible configuration for a beam centerline. This issue can be partially addressed by parallel transporting the normal vector along the straight regions of the curve. Thus, the extended frame will still satisfy the governing equations exposed in eq. (3.45). However, if the osculating planes are not parallels on both sides of a region of null curvature, torsion will be subject to a discontinuity and so the Frenet frame (fig. 3.3). ${ }^{27}$ Again, if the region of null curvature is not a point, that is the region is not an inflexion point but a locus where the curve is locally a straight line, the change in torsion on both sides of the region can be accommodated by a continuous rotation from one end to the other.

One benefit of the Frenet frame is that, when transported along a closed curve, the frame at the end of the curve will align back with the frame at the beginning of the curve, that
27. This is also highlighted in $[83,86]$.
is the frame will return to its initial value after a complete turn. During its trip, the frame will make a total twist of $\int_{0}^{L} \tau_{f}(s) d s=0[2 \pi]$ around the tangent vector.
A second benefit is that any adapted frame can be obtained by a rotation of the Frenet frame around the unit tangent vector [82, p.2].

## BISHOP FRAME

A Bishop frame denoted $\{\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}\}$, also known as zero-twisting or parallel-transported frame, is an adapted moving frame that has no tangential angular velocity : ${ }^{28}$

$$
\boldsymbol{\Omega} \cdot \boldsymbol{t}=\tau=\boldsymbol{u}^{\prime} \cdot \boldsymbol{v}=-\boldsymbol{u} \cdot \boldsymbol{v}^{\prime}=0
$$

Because a Bishop frame is an adapted frame, it can be defined relatively to the Frenet frame by a rotation around the unit tangent vector. A Bishop frame is a frame that cancels out the rotational movement of the Frenet frame around the tangent vector. At arc length parameter $s$, the Frenet frame has continuously rotated around its tangent vector of a cumulative angle : $\int_{0}^{s} \tau_{f}(t) d t$. Thus, any Bishop frame will be obtained, within a constant rotation angle $\theta_{0}$, through a rotation of the Frenet frame around the tangent vector by an angle :

$$
\theta(s)=-\int_{0}^{s} \tau_{f}(t) d t+\theta_{0}(s)
$$

Consequently, a Bishop frame can be expressed relatively to the Frenet frame as :

$$
\left\{\begin{array}{l}
\boldsymbol{u}=\cos \theta \boldsymbol{n}+\sin \theta \boldsymbol{b} \\
\boldsymbol{v}=-\sin \theta \boldsymbol{n}+\cos \theta \boldsymbol{b}
\end{array}\right.
$$

## Governing equations

The Bishop frame satisfies the following system of differential equations, which governs the evolution of the frame along the curve $\gamma$ :

$$
\left[\begin{array}{c}
\boldsymbol{t}^{\prime}(s) \\
\boldsymbol{u}^{\prime}(s) \\
\boldsymbol{v}^{\prime}(s)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa(s) \sin \theta(s) & -\kappa(s) \cos \theta(s) \\
-\kappa(s) \sin \theta(s) & 0 & 0 \\
\kappa(s) \cos \theta(s) & 0 & 0
\end{array}\right]\left[\begin{array}{c}
\boldsymbol{t}(s) \\
\boldsymbol{u}(s) \\
\boldsymbol{v}(s)
\end{array}\right]
$$

28. Bishop frames were introduced as relatively parallel adapted frames in [80].

One can remember the generic differential equations of an adapted moving frame attached to a curve, where :

$$
k_{1}(s)=\kappa(s) \sin \theta(s) \quad, \quad k_{2}(s)=\kappa(s) \cos \theta(s) \quad, \quad \tau(s)=0
$$

## Angular velocity

Consequently, the angular velocity vector $\left(\boldsymbol{\Omega}_{\boldsymbol{b}}\right)$ of the Bishop frame is given by :

$$
\boldsymbol{\Omega}_{\boldsymbol{b}}(s)=\left[\begin{array}{c}
0 \\
\kappa(s) \sin \theta(s) \\
\kappa(s) \cos \theta(s)
\end{array}\right]=\boldsymbol{\kappa} \boldsymbol{b}(s)
$$

Remark that the Bishop frame satisfies $\boldsymbol{\Omega}_{\boldsymbol{b}}(s) \cdot \boldsymbol{t}(s)=0$ and is thus rotation-miniminzing regarding the tangent vector. The motion of this frame through the curve is known as roll-free.
Because the motion of this frame is described by an angular velocity vector that is nothing but the curvature binormal vector ( $\boldsymbol{\Omega}_{\boldsymbol{b}}=\boldsymbol{\kappa} \boldsymbol{b}$ ), it can be interpreted in terms of parallel transport as defined in §3.5.4. Thus, given an initial frame at arc length parameter $s=0$, the Bishop frame at any arc length parameter $(s)$ is obtained by parallel transporting the initial frame $\{\boldsymbol{t}(0), \boldsymbol{u}(0), \boldsymbol{v}(0)\}$ along the curve from 0 to $s$.

## Drawbacks and benefits

One of the main benefits of the Bishop frame is that its generative method : "is immune to degeneracies in the curvature vector" [83]. Although we first expressed the construction of the Bishop frame relatively to the Frenet frame (which exists wherever $\gamma$ is biregular), the existence of the Bishop frame, understood in terms of parallel transport, is guaranteed wherever the curvature binormal ( $\left.\boldsymbol{\kappa} \boldsymbol{b}=\boldsymbol{t} \times \boldsymbol{t}^{\prime}\right)$ is defined. To be continuously defined over $[0, L]$, a Bishop frame only needs the curvature binormal vector to be piecewise continuously defined over $[0, L]$, which only requires that $\gamma^{\prime}$ is $\mathcal{C}^{0}$ and that $\gamma^{\prime \prime}$ is piecewise $\mathcal{C}^{0}$. Obviously, these weaker existence conditions are profitables to bypass the drawbacks of the Frenet frame regarding the modeling of slender beams listed in §3.5.5.
Strictly speaking, a Bishop frame is not a reference frame as it is defined within an initial condition. However, we will see later that strains in a beam are modeled as a rate of change in the Bishop frame, and consequently the initial condition will disappear in the equations.

Unlike the Frenet frame, when transported along a closed curve, the Bishop frame at the end of the curve will not necessarily align back with the frame at the beginning of the curve. ${ }^{29}$ Even if the frame returns to its initial value after a complete turn, it may returns in its position after several complete turns $(2 k \pi)$ around the curve tangent. During its movement along the curve, the frame will make a total twist of $\int_{0}^{L} \tau_{f}(s) d s=\alpha[2 \pi]$ around the tangent vector. This difference of angle is related to the concept of holonomy.
Remark also that Frenet and Bishop frames coincide for planar curves ( $\tau_{f}=0$ ), within a constant rotation around the unit tangent vector.

## COMPARISON BETWEEN FRENET AND BISHOP FRAMES

Let $\gamma$ be a circular helix of parameter $a$ and $k$. In a cartesian coordinate system, it is defined as :

$$
\boldsymbol{r}(t)=[a \cos t, a \sin t, k t]=a \cos t \boldsymbol{e}_{x}+a \sin t \boldsymbol{e}_{y}+k t \boldsymbol{e}_{z}
$$

The speed of this parametrization, the curvature and the geometric torsion are uniform and given by :

$$
\begin{aligned}
v(t) & =\sqrt{a^{2}+k^{2}} & 3.54 \mathrm{a} \\
\kappa(t) & =\frac{a}{a^{2}+k^{2}} & 3.54 \mathrm{~b} \\
\tau_{f}(t) & =\frac{k}{a^{2}+k^{2}} & 3.54 \mathrm{c}
\end{aligned}
$$

The Frenet frame components are given by (with $\alpha=v \kappa$ and $\beta=v \tau_{f}$ ):

$$
\begin{array}{rlr}
\boldsymbol{t}(t) & =[-\alpha \cos t, \alpha \sin t, \beta t] & 3.55 a \\
\boldsymbol{n}(t) & =[-\cos t,-\sin t, 0] & 3.55 b \\
\boldsymbol{b}(t) & =[\beta \sin t,-\beta \cos t, \alpha] & 3.55 \mathrm{c}
\end{array}
$$

29. "it is possible for closed curves to have parallel transport frames that do not match up after one full circuit of the curve" [84].


3.6 Angular velocities of Frenet and Bishop frames for a circular helix
3.6a Frenet frame
3.6b Bishop Frame

## GEOMETRY OF DISCRETE CURVES

And the Bishop frame components are given by :

$$
\begin{align*}
\boldsymbol{u}(t) & =[-\cos t \cos \beta t-\beta \sin t \sin \beta t,-\sin t \cos \beta t+\beta \cos t \sin \beta t,-\alpha \sin \beta t] \\
\boldsymbol{v}(t) & =[-\cos t \sin \beta t+\beta \sin t \cos \beta t,-\sin t \sin \beta t-\beta \cos t \cos \beta t, \alpha \cos \beta t]
\end{align*}
$$

At $t=0$ the two frames coincide. At $t>0$ the Bishop frame is obtained from the Frenet frame by a rotation around $\boldsymbol{t}(t)$ of an angle $\theta(t)=-\tau_{f} \cdot(v t)$.
The angular velocities of the Frenet and Bishop frames are respectively given by :

$$
\begin{align*}
\boldsymbol{\Omega}_{f}(t) & =\left[\tau_{f}, 0, \kappa\right] \\
\boldsymbol{\Omega}_{b}(t) & =[0, \kappa \sin \theta, \kappa \cos \theta]
\end{align*}
$$

The components of these angular velocities are plotted in fig. 3.6 for a circular helix with parameter $a=1.0$ and $k=0.5$ while the parameter $t$ varies from 0 to $2 \pi$. At $t=2 \pi$ the frame has made a full turn and its altitude has increased from 0 to $\pi$.
The components of the angular velocity of the Frenet frame are constant during the movement along the curve and the frame does not rotate around the normal vector as $\Omega_{f}^{2}=0$ (see fig. 3.6a). The components of the angular velocity of the Bishop frame vary during the movement along the curve and the frame does not rotate around the tangent vector as $\Omega_{b}^{3}=0$ (see fig. 3.6b).

## DISCRETE CURVES

The previous section has introduced the fundamental analytical tools to develop a solid understanding of the geometry of smooth space curves. These tools will be essentials for the construction of the beam model presented later in chapter 4 and chapter 5 . In this section we look for equivalent notions in the case of discrete space curves, as the developed model will be implemented in a numerical program to solve real mechanical problems through discrete element models (see chapter 6).
The study of these discrete equivalent notions belong to the recent field of Discrete Differential Geometry : "In some sense discrete differential geometry can be considered more fundamental than differential geometry since the later can be obtained form the former as a limit" [78, p.7]. In particular, we will see that they are several ways to define the discrete equivalents of the curvature and the unit tangent vector. Though these various

3.7 Discrete curve representation and parametrization
ways are equivalent and match their smooth counterpart by passing to the limit, they exhibit different capabilities at the discrete level. ${ }^{30}$

## DEFINITION

Let $\Gamma$ be a discrete (or polygonal) space curve. $\Gamma$ is defined as an ordered sequence $\Gamma=\left(\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \in \mathbb{R}^{3(n+1)}$ of $n+1$ pairwise disjoint vertices (see fig. 3.7). Consecutive pairs of vertices define $n$ straight segments $\left(\boldsymbol{e}_{0}, \boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n-1}\right)$ called edges, pointing from one vertex to the next one : $\boldsymbol{e}_{\boldsymbol{i}}=\boldsymbol{x}_{i+1}-\boldsymbol{x}_{\boldsymbol{i}}$. The midpoint of $\boldsymbol{e}_{\boldsymbol{i}}$ is a vertex denoted : $\boldsymbol{x}_{i+1 / 2}=\boldsymbol{x}_{i}+\frac{1}{2} \boldsymbol{e}_{i}$.
The length of $\boldsymbol{e}_{i}$ is denoted $l_{i}=\left\|\boldsymbol{e}_{i}\right\|$. The total length of $\Gamma$ is denoted $L=\sum_{i=0}^{n-1}\left\|\boldsymbol{e}_{i}\right\|$. Additionally, we define the vertex-based mean length $\overline{l_{i}}$ at vertex $\boldsymbol{x}_{i}$ :

$$
\begin{cases}\overline{l_{0}}=l_{0} & i=0 \\ \overline{l_{i}}=\frac{1}{2}\left(l_{i-1}+l_{i}\right) & i \in \llbracket 1, n-1 \rrbracket \\ \overline{l_{n}}=l_{n-1} & i=n\end{cases}
$$

30. "There is no general theory or methodology in the literature, despite the ubiquitous use of discrete curves in mathematics and science. There are conflicting definitions of even basic concepts such as discrete curvature $\kappa$, discrete torsion $\tau$, or discrete Frenet frame." [96, p.l]

## Discrete unit tangent vector

Edge vectors lead to a natural definition of the discrete unit tangent vector along each edge : $\boldsymbol{u}_{i}=\boldsymbol{e}_{i} / l_{i}$. However, this definition makes no sense at vertices where all the curvature is condensed and measured by the turning angle $\left(\varphi_{i}\right)$. This is often illustrated in terms of the Gauß map, a transformation in which edges will map to points and vertices will map to curves on the unit sphere.

## Discrete osculating plane

Consecutive pairs of edges lead to a natural definition of the discrete osculating plane, as the plane in which $\Gamma$ locally lies on. This plane is well defined by its normal vector known as the discrete unit binormal vector $\left(\boldsymbol{b}_{i}=\frac{\boldsymbol{e}_{i-1} \times \boldsymbol{e}_{i}}{\left\|\boldsymbol{e}_{i-1} \times \boldsymbol{e}_{i}\right\|}\right)$ only if $\boldsymbol{e}_{i-1}$ and $\boldsymbol{e}_{i}$ are non-collinear ; that is the curve is not locally a straight line, or equivalently the curvature does not vanish.

## Discrete furning angle

The turning angle is defined as the oriented angle between to adjacent edges : $\varphi_{i}=$ $\angle\left(\boldsymbol{e}_{i-1}, \boldsymbol{e}_{i}\right)$. It is defined only for all $i \in \llbracket 1, n-1 \rrbracket$. It corresponds to the angle of rotation, in the osculating plane, around the binormal vector $\left(\boldsymbol{b}_{i}\right)$, to align $\boldsymbol{e}_{i-1}$ with $\boldsymbol{e}_{i}$. The sign of $\varphi_{i}$ is taken in accordance to the right-hand rule regarding the orientation of $\boldsymbol{b}_{i}$. Thus, $\varphi_{i}$ is necessarily bounded to $[0, \pi]$ :

$$
0 \leqslant \varphi_{i} \leqslant \pi
$$

The next section will highlight the central role of the turning angle in the possible measurements of the discrete curvature.
Recall that for a planar curve, where $\varphi$ denotes the angle between the tangent vector $\left(\boldsymbol{t}=\cos \varphi \boldsymbol{e}_{x}+\sin \varphi \boldsymbol{e}_{y}\right)$ and the horizontal line of direction $\boldsymbol{e}_{\boldsymbol{x}}$, the following relation holds : $\varphi\left(s_{1}\right)-\varphi\left(s_{2}\right)=\int_{s_{1}}^{s_{2}} \frac{d \varphi}{d s} d s=\int_{s_{1}}^{s_{2}} \kappa d s$.

### 3.6.2 REGULARITY

Let $\Gamma=\left(\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right)$ be a discrete curve of edges $\boldsymbol{e}_{0}, \boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n-1} . \Gamma$ is said to be :

- regular if no vertex kinks : $\boldsymbol{e}_{\boldsymbol{i - 1}}+\boldsymbol{e}_{i} \neq 0 \Leftrightarrow \varphi_{i} \neq \pi \mid \forall i \in \llbracket 1, n-1 \rrbracket$
- biregular if no vertex is flat : $\boldsymbol{e}_{\boldsymbol{i}-1}-\boldsymbol{e}_{\boldsymbol{i}} \neq 0 \Leftrightarrow \varphi_{i} \neq 0 \mid \forall i \in \llbracket 1, n-1 \rrbracket$


## PARAMETRIZATION

In the literature, discrete curves are usually considered as maps defined on $I=\llbracket 0, n \rrbracket \in$ $\mathbb{N}^{n+1}$. As a consequence, the discrete derivative of $\Gamma$ is an edge-based quantity defined as:

$$
\Gamma_{i}^{\prime}=\frac{\Gamma\left(t_{i+1}\right)-\Gamma\left(t_{i}\right)}{t_{i+1}-t_{i}}=e_{i} \quad, \quad \boldsymbol{x}_{i}=\Gamma\left(t_{i}\right) \quad, \quad t_{i}=i
$$

Thus, as in the smooth case, a discrete curve is said to be parametrized by arc length if $\left\|\Gamma^{\prime}\right\|=1$, that is every edges are of unit length $\left(\left\|\boldsymbol{e}_{i}\right\|=1\right) .{ }^{31}$ This constraint is sometimes relaxed to curves of constant edge length $\left(\left\|\boldsymbol{e}_{i}\right\|=c\right)$ that are said to be parametrized proportional to arc length.
In the present work, to stick closer to the smooth case, we instead consider discrete curves as maps defined on $I=\left[t_{0}, t_{1}, \ldots, t_{n}\right] \in \mathbb{R}^{n+1}$ where $t$ denotes the discrete parametrization of $\Gamma$. As in the smooth case, the way to parametrized a curve is not unique.

## Arc length parameter

By analogy with the smooth case, we define the curve arc length at vertices (see fig. 3.7) as:

$$
\begin{cases}s_{0}=0 & i=0 \\ s_{i}=\sum_{k=1}^{i}\left\|e_{k-1}\right\| & i \in \llbracket 1, n-1 \rrbracket \\ s_{n}=L & \\ i=n\end{cases}
$$

This definition naturally extends to the whole domain by piecewise linear interpolation. This is not different as considering the discrete curve as a continuous polygonal curve. Indeed, for any $s \in\left[s_{i}, s_{i+1}\right]$ there exists a normalized parameter $t=\frac{s-s_{i}}{s_{i+1}-s_{i}} \in[0,1]$ so that :

$$
\begin{align*}
& s(t)=(1-t) s_{i}+t s_{i+1}=s_{i}+t l_{i} \\
& \boldsymbol{x}(t)=(1-t) \boldsymbol{x}_{i}+t \boldsymbol{x}_{i+1}=\boldsymbol{x}_{i}+t \boldsymbol{e}_{i}
\end{align*}
$$

31. This assumption leads to the assertion that "A discrete curve is parameterized by arc length or it is not" [78, p.l0].

Note that this parametrization satisfies $\left\|\Gamma^{\prime}\right\|=1$ on $\left.\bigcup_{i=1}^{n}\right] s_{i-1}, s_{i}\left[\right.$ but $\Gamma^{\prime}$ remains undefined at vertices. This issue is the reason why defining the tangent vector at vertices can not be done unequivocally for discrete curves.

## 3.7

## DISCRETE CURVATURE

Vouga 2014 [79] defines and compares three different definitions of the discrete curvature that does not suppose that $\left\|\boldsymbol{e}_{i}\right\|$ is constant. By trying to mimic some properties of the curvature in the smooth case Carroll et al. 2014 [96] and Bobenko 2015 [97] also define and compare three different definitions of the discrete curvature from the osculating circle. One main drawback of all the said proposals is that the question of the curvature at start and end points is never treated. But this is of main importance when dealing with beams as the nature of the boundary conditions can make the curvature to be null or not at its ends, depending if some moment has to be transferred or not. In this sens, the question of discrete curvature could not be treated separately with the question of the tangent vector.

## DEFINITION FROM OSCULATING CIRCLES

Curvature is defined from the osculating circle, which is the best approximation of a curve by a circle.

## Vertex-based osculating circle (circumscribed)

Let $\Gamma$ be a discrete curve parametrized by arc length. The vertex-based (or circumscribed) osculating circle at vertex $\boldsymbol{x}_{i}$ is defined as the unique circle passing through the points $\boldsymbol{x}_{i-1}, \boldsymbol{x}_{i}$ and $\boldsymbol{x}_{i+1}$ (see fig. 3.8a). This circle leads to the following definition of the curvature : ${ }^{32}$

$$
\boldsymbol{\kappa} \boldsymbol{b}_{i}=\frac{2 \boldsymbol{e}_{i-1} \times \boldsymbol{e}_{i}}{\left\|\boldsymbol{e}_{i-1}\right\|\left\|\boldsymbol{e}_{i}\right\|\left\|\boldsymbol{e}_{i-1}+\boldsymbol{e}_{i}\right\|} \quad, \quad \kappa_{i}=\left\|\boldsymbol{\kappa} \boldsymbol{b}_{i}\right\|=\frac{2 \sin \left(\varphi_{i}\right)}{\left\|\boldsymbol{e}_{i-1}+\boldsymbol{e}_{i}\right\|}
$$

This definition shows a good locality as the curvature is attached to the vertex $\boldsymbol{x}_{i}$, right in the place where it occurs on the discrete curve. In addition, this definition leads to a natural local spline interpolation by the circumscribed osculating circle itself. This interpolation has the advantage to pass exactly through three vertices, to lie on the osculating
32. This curvature is also known as the Menger curvature.

3.8 Several ways to define the osculating circle for discrete curves
3.8a Vertex-based
3.8b Edge-based
3.8c Bitangent with $\left\|\boldsymbol{e}_{i-1}\right\|$
3.8d Bitangent with $\left\|\boldsymbol{e}_{i}\right\|$

| Curvature $\left(\kappa_{i}\right)$ | Locality | $\varphi \mapsto 0$ | $\varphi \mapsto \pi$ | Ends | Dim | Fitting |
| :--- | :---: | :---: | :---: | :---: | ---: | ---: | ---: |
| $\kappa_{1}=\frac{2 \sin \left(\varphi_{i}\right)}{\left\\|e_{i-1}+\boldsymbol{e}_{i}\right\\|}$ | $\boldsymbol{x}_{i}$ | 0 | 0,2 | yes | space | clothoid |
| $\kappa_{2}=\frac{\tan \left(\varphi_{i} / 2\right)+\tan \left(\varphi_{i+1} / 2\right)}{l_{i}}$ | $\boldsymbol{e}_{i}$ | 0 | $\infty$ | no | planar | circle |
| $\kappa_{3}=\frac{2 \tan \left(\varphi_{i} / 2\right)}{l_{i}}$ | $\boldsymbol{x}_{i}$ | 0 | $\infty$ | no | space | circles |
| $\kappa_{4}=\frac{2 \sin \left(\varphi_{i} / 2\right)}{l_{i}}$ | $\boldsymbol{x}_{i}$ | 0 | 0,2 | no | space | clothoid |
| $\kappa_{5}=\frac{\varphi_{i}}{l_{i}}$ | $\boldsymbol{x}_{i}$ | 0 | $\pi / \bar{l}_{i}$ | no | space | elastica |

Table 3.I Review of several discrete curvature definitions mentioned in the literature
plane and to share the same curvature as $\Gamma$ at $\boldsymbol{x}_{i}$. It also leads to a natural definition of the tangent vector at $\boldsymbol{x}_{\boldsymbol{i}}$ (see §3.8.1).
Moreover, while this definition is valid only on the current portion of $\Gamma(i \in[1, n-1])$, it is straightforwardly extended to its endings $(i=0, n)$, provided that a unit tangent vector $\boldsymbol{t}_{0}$ (respectively $\boldsymbol{t}_{n}$ ) is given at $\boldsymbol{x}_{0}$ (resp. $\boldsymbol{x}_{n}$ ), as the unique circle tangent to $\boldsymbol{t}_{0}$ (resp. $\boldsymbol{t}_{n}$ ) passing through $\boldsymbol{x}_{0}$ and $\boldsymbol{x}_{1}$ (resp. $\boldsymbol{x}_{n-1}$ and $\boldsymbol{x}_{n}$ ):

$$
\kappa b_{0}=\frac{2 e_{0} \times t_{0}}{\left\|e_{0}\right\|^{2}} \quad, \quad \kappa b_{n}=\frac{2 t_{n} \times e_{n-1}}{\left\|e_{n-1}\right\|^{2}}
$$

This property will be very profitable in the discrete beam model developed later in the manuscript. It is examined more in details in section $\S 3.8$ about the definition of the tangent vector.
However, there are some important drawbacks as the curvature is bounded to [0, 2] (see fig. 3.10). When the curve tends to kinks ( $\varphi \mapsto \pi$ ), one would expect the curvature to diverge toward infinity, but instead it tends to a finite value equals to $0\left(l_{i-1} \neq l_{i}\right)$ or 2 $\left(l_{i-1}=l_{i}\right)$. This issue can be bypassed if the discretization is refined enough. A criterion is given in the next section (§3.7.2).

## Edge-based osculating circle (inscribed)

Let $\Gamma$ be a discrete curve parametrized by arc length. The edge-based osculating circle at edge $\boldsymbol{e}_{i}$ is defined as the unique circle tangent to the edges $\boldsymbol{e}_{i-1}, \boldsymbol{e}_{\boldsymbol{i}}$ and $\boldsymbol{e}_{i+1}$ (see fig. 3.8 b ).

$$
\kappa_{i}=\frac{\tan \left(\varphi_{i} / 2\right)+\tan \left(\varphi_{i+1} / 2\right)}{\left\|\boldsymbol{e}_{i}\right\|}
$$

This definition shows an appropriate behavior : when the curve tends to kick the radius of curvature tends to zero $(\tan \varphi / 2 \mapsto \infty)$, and when the curve tends to be a straight line the curvature tends to $0(\tan \varphi / 2 \mapsto 0)$.
However, it needs $\Gamma$ to be planar which is by far too restrictive regarding our goal (the modeling of 3D slender beams). Finally, this way of defining the curvature is not as local as one would expect as it is defined relatively to the edge $\boldsymbol{e}_{i}$ but not where the turning occurs, at vertices.

## GEOMETRY OF DISCRETE CURVES

## Bitangent osculating circle (inscribed)

Let $\Gamma$ be a discrete curve parametrized by arc length. Following [79] we define the curvature regrading the mean length $\overline{l_{i}}$ attached to $\boldsymbol{x}_{i}$ as: ${ }^{33}$

$$
\boldsymbol{\kappa} \boldsymbol{b}_{i}=\frac{2}{\overline{l_{i}}}\left(\frac{\boldsymbol{e}_{i-1} \times \boldsymbol{e}_{i}}{\left\|\boldsymbol{e}_{i-1}\right\|\left\|\boldsymbol{e}_{i}\right\|+\boldsymbol{e}_{i-1} \cdot \boldsymbol{e}_{i}}\right) \quad, \quad \kappa_{i}=\left\|\boldsymbol{\kappa} \boldsymbol{b}_{i}\right\|=\frac{2}{\overline{l_{i}}} \tan \left(\varphi_{i} / 2\right)
$$

This other definition combines the good locality of the vertex-based approach (see eq. (3.63)) and the proper behavior at bounds of the edge-based approach (see eq. (3.65)). Given two adjacent edges $\boldsymbol{e}_{\boldsymbol{i - 1}}$ and $\boldsymbol{e}_{\boldsymbol{i}}$, there exists an infinite number of circles that are tangent to both edges (see fig. 3.8c and fig. 3.8d for two remarkable circles among them), which center points all lie on the $\varphi_{i}-\pi$ angle bisector line. The corresponding osculating circle, known as the inscribed circle, is constructed to touch both $\boldsymbol{e}_{i-1}$ and $\boldsymbol{e}_{i}$ at distance $\bar{l}_{i} / 2$ from $\boldsymbol{x}_{i}$. In the case of a constant edge length discrete curve, this definition of the osculating circle merges to the circles proposed in fig. 3.8c and fig. 3.8d.
However, this definition still exhibits some drawbacks. Firstly, remark that there is an infinity of possible inscribed circles (defined as a circle that is bitangent to two connected edges). Indeed, this circle is unique only if the distance between the common vertex and the points of tangency are prescribed. Although it could seem natural to take the middle of the edges as points of tangency if they have the same length $\left(\left\|\boldsymbol{e}_{\boldsymbol{i}}\right\|=\left\|\boldsymbol{e}_{i+1}\right\|\right)$, there is no obvious choice at all for this parameter (compare fig. 3.8c with fig. 3.8d). Moreover, the lack of a natural interpolation spline which passes through the vertices and that is in correlation to the osculating circle is also detrimental in the context of our application.

## Other definitions of osculating circles

In the literature, one can find other definitions for the discrete curvature that also correspond to the definition of an osculating circle. All these definitions are summarized in table 3.1. For further informations, the reader should refer to [96, 79, 97, 98].
In particular, Vouga [79] details which discrete curvature definition faithfully transposes which property of the smooth curvature. He remarks that there is no "free-lunch" as none of the proposed definitions satisfies every properties of the smooth curvature.
33. This definition is also presented in $[97,96]$ but in the more restrictive case of constant edge length discrete curves ( $l_{i}=c s t$ ).

## BENCHMARKING : SENSITIVITY TO NON UNIFORM DISCRETIZATION

In this section we compare the two main discrete curvature notions (circumscribed versus inscribed) regarding their sensibility to non uniform discretization.
This aspect is not treated in the actual literature, in which curves parametrized by arc length are usually treated as curves of constant edge length, though it is yet an important topic when it comes to the numerical modeling of true mechanical systems. Indeed, the presence of connexions between members will compromise the ability to enforce a constant discretization through all the elements of the structure. Additionally, vertices are obviously points of interest in a discrete model as they will be used to apply loads and enforce various constraints such as joints and support conditions. Finally, the accuracy of the discretized model is proportional to the sharpness of the discretization, whereas the computing time required to solve the model will grow as the sharpness increases. Consequently, one would distribute these points in the space as cleverly as possible and try to minimize their number as they increase the overall computation cost.
Introducing the coefficient $\alpha=\frac{\left\|\boldsymbol{e}_{i-1}\right\|}{\left\|\boldsymbol{e}_{i}\right\|}$, we rewrite the previous formulas for $\kappa_{1}$ and $\kappa_{3}$ as :

$$
\begin{align*}
& \kappa_{1}=\frac{2 \sin (\varphi)}{\left\|\boldsymbol{e}_{i}\right\|\left(1+\alpha^{2}+2 \alpha \cos (\varphi)\right)^{1 / 2}} \\
& \kappa_{3}=\frac{4 \tan (\varphi / 2)}{\left\|\boldsymbol{e}_{i}\right\|(1+\alpha)}
\end{align*}
$$

These expressions lead to the following formula for the ratio $\kappa_{1} / \kappa_{3}$, which relies only on $\alpha$ and the turning angle $\varphi$ between the edges $\boldsymbol{e}_{i-1}$ and $\boldsymbol{e}_{i}$ :

$$
\frac{\kappa_{1}}{\kappa_{3}}(\alpha)=\frac{\kappa_{1}}{\kappa_{3}}(1 / \alpha)=\frac{(1+\alpha) \cos ^{2}(\varphi / 2)}{\left((1-\alpha)^{2}+4 \alpha \cos ^{2}(\varphi / 2)\right)^{1 / 2}}
$$

Discrete curvatures are plotted in fig. 3.10 for three values of $\alpha$. The thickest line is for the case of uniform discretization $(\alpha=1)$, whereas the thin lines mark the boundary cases $(\alpha=0.5,2)$. The ratio $\kappa_{1} / \kappa_{3}$ is plotted in blue and leads to only one thin line (remind eq. (3.68)). The graph shows that $\kappa_{1}$ and $\kappa_{3}$ have a very close behavior for small turning angles. The variability regarding $\alpha$ is small when $\varphi$ remains small and gets negligible as $\varphi$ gets smaller.
Passing $\pi / 4$ and increasing $\varphi, \kappa_{3}$ exhibits a good behavior : as the discrete curves tends

3.9 Comparison of circumscribed and inscribed osculating circles for different values of the turning angle ( $\varphi$ )
3.9a Circumscribed ( $\varphi=\pi / 3$ )
3.9b Circumscribed $(\varphi=2 \pi / 3)$
3.9c Inscribed ( $\varphi=\pi / 3$ )
3.9d Inscribed $(\varphi=2 \pi / 3)$

3.10 Comparison of circumscribed and inscribed osculating circles for different values of the turning angle ( $\varphi$ )
to kink, $\kappa_{3}$ diverges towards the infinity as the smooth curvature would behave when the curve kinks. Conversely, the behavior of $\kappa_{1}$ is not appropriate as it converges to a fixed limit. This limit equals 2 when the edges have the same length and equals 0 when they have different lengths.

## Conclusion

It appears that the discrete curvature related to the inscribed osculating circle exhibits a better behavior - that is a behavior closer to the smooth case - on the whole range of possible turning angles. This would be an advantage when modeling highly nonlinear beam configurations such as the ones encountered in hair simulations.
However, for the kind of structures we are studying here, those kind of configurations are not likely to arise. And if they do, the structure would be severely damaged and this situation is to be avoided by the designers. Moreover, the sharpness of the discretization could be increased to reduce the value of the turning angles and stay in the range $[0, \pi / 4]$ where the circumscribed curvature gives accurate results.

## 3.7 .3

## BENCHMARKING : ACCURACY IN BENDING ENERGY REPRESENTATION

In this section we compare, for three remarkable types of curves (line, semicircle and elastica), the discrete bending energies $\mathcal{E}_{1}$ and $\mathcal{E}_{3}$ of the discrete curve, respectively based on definitions $\kappa_{1}$ and $\kappa_{3}$ (see table 3.1), to the bending energy $\mathcal{E}$ of the smooth curve. We study the convergence of these energies as the sharpness of the discretization increases. The smooth and discrete bending energies are defined as :

$$
\begin{align*}
\mathcal{E} & =\int_{0}^{L} \kappa^{2} d s \\
\mathcal{E}_{i} & =\sum_{i} \bar{l}_{i} \kappa_{i}^{2}
\end{align*}
$$

## Straight line

Let us consider any straight line. Its smooth curvature is null. So are the discrete curvatures $\kappa_{1}$ and $\kappa_{3}$ (see table 3.1). In this case, the discrete bending energies perfectly match the bending energy of the smooth curve :

$$
\mathcal{E}=\mathcal{E}_{1}=\mathcal{E}_{3}=0
$$

## Semicircle

Let us consider a semicircle of curvature $\kappa=1 / r$ and length $L=\pi r$. This curve is discretized into $n$ edges of equal length $\left|\boldsymbol{e}_{n}\right|=2 r \sin (\varphi / 2)$ where $\varphi=\frac{\pi}{n}$ (see fig. 3.11). The total length of the discrete curve is given by : $L_{n}=n\left|\boldsymbol{e}_{n}\right|=L \frac{\sin (\varphi / 2)}{\varphi / 2}$. In this simple case, the discrete bending energies can be expressed analytically :

$$
\begin{array}{lr}
\mathcal{E}=L \kappa^{2} & 3.71 \mathrm{a} \\
\mathcal{E}_{1}=L_{n} \kappa_{1}^{2}=\frac{\sin (\varphi / 2)}{\varphi / 2} \cdot \mathcal{E} & 3.71 \mathrm{~b} \\
\mathcal{E}_{3}=L_{n} \kappa_{3}^{2}=\frac{\sin (\varphi / 2)}{(\varphi / 2) \cos ^{2}(\varphi / 2)} \cdot \mathcal{E} & 3.71 \mathrm{c}
\end{array}
$$

Note that $\kappa_{1}$ equals the curvature of the smooth curve. Consequently, the estimation error is only due to the estimation of the curve length $\left(L_{n} \neq L\right)$. The ratios $\mathcal{E}_{1} / \mathcal{E}$ and $\mathcal{E}_{3} / \mathcal{E}$ are plotted in fig. 3.12. Graphs show that $\mathcal{E}_{1}$ converges to the smooth case faster than $\mathcal{E}_{3}$.

## Elastica

Let us consider a sequence of elastica curves of fixed length $L$ and variable curvature $\kappa$ (see fig. 3.13a). This curves correspond to a buckled shape of a straight pinned-pinned beam that would have been forced to retract its span. These curves are discretized into $n$ edges of equal length (see fig. 3.13b). This time, there is no analytical expressions available for $\mathcal{E}, \mathcal{E}_{1}$ and $\mathcal{E}_{3}$. Results are obtained by numerical integration and plotted in fig. 3.14. Again, graphs show that $\mathcal{E}_{1}$ converges to the smooth case faster than $\mathcal{E}_{3}$ for most of the curves excepted the ones with low overall curvature ( 1 to 5 ).

## Conclusion

figs. 3.12 and 3.14 show that for typical curves of mechanical interest - a semicircle is the shape of a rod with constant bending moment while the elastica is the shape of a buckled rod with no end moments - the circumscribed curvature gives a better approximation of the bending energy embedded in these curves. Hence, the circumscribed curvature seems to be a good candidate to maximize accuracy while minimizing the sampling of beam elements. This will lead to models with fewer nodes and will decrease the cost of the computation.

3.II Discretization of a semicircle and evaluation of its bending energy

3.12 Relative error in the estimation of the bending energy of a semicircle $(\mathcal{E})$ by the discrete energies $\mathcal{E}_{1}$ and $\mathcal{E}_{3}$, regarding the sharpness of the discretization
3.12a $\left|1-\frac{\varepsilon_{1}}{\varepsilon}(n)\right|$ in \%
3.12b $\left|1-\frac{\varepsilon_{3}}{\varepsilon}(n)\right|$ in $\%$


3.13 Discretization of an elastica curve and evaluation of its bending energy
3.13a Sequence of elastica curves
3.13b Zoom on the discretization

3.14b

3.14 Relative error in the estimation of the bending energy of an elastica $(\mathcal{E})$ by the discrete energies $\mathcal{E}_{1}$ and $\mathcal{E}_{3}$, regarding the sharpness of the discretization. The curves $(1,5,10,15,20,25,30)$ are chosen from fig. 3. I 3a
3.14a $\left|1-\frac{\varepsilon_{1}}{\varepsilon}(n)\right|$ in \%
3.14b $\left|1-\frac{\varepsilon_{3}}{\varepsilon}(n)\right|$ in \%

## DISCRETE TANGENT VECTOR

In this section we study how to define the discrete unit tangent vector relatively to a discrete curve. While a natural definition exists along the edges (see §3.6.1), there is no obvious choice at vertices were the curve kinks.
The ability to define a unique tangent vector is very important to define the normal vector of a cross-section, to control beam endings, and to relate it to curvature. One would control the direction of the section (for a fixed/clamped support condition) or, conversly, one would control the moment and seek the corresponding tangent direction (for a pin boundary condition, we know there is no end moments so the curvature is null and we are looking for the tangent).

### 3.8.1 <br> CIRCUMSCRIBED CASE

We consider the case where the curvature is defined according to the circumscribed osculating circle (see fig. 3.15a).

## Current portion

Let $\boldsymbol{x}_{i}$ be a vertex in the current portion of $\Gamma$. The circumscribed osculating circle gives a smooth approximation of $\Gamma$ in the vicinity of $\boldsymbol{x}_{\boldsymbol{i}}$ (see fig. 3.15a). It leads to a natural definition of a unit tangent vector for five remarkable vertices as the tangent to the osculating circle at those points (resp. $\left.\boldsymbol{x}_{i-1}, \boldsymbol{x}_{i-1 / 2}, \boldsymbol{x}_{i}, \boldsymbol{x}_{i+1 / 2}, \boldsymbol{x}_{i+1}\right)$ :

$$
\begin{array}{llr}
\boldsymbol{t}_{i}^{-} & =2\left(\boldsymbol{t}_{i} \cdot \boldsymbol{u}_{i-1}\right) \boldsymbol{u}_{i-1}-\boldsymbol{t}_{i} & 3.72 \mathrm{a} \\
\boldsymbol{t}_{i-1 / 2} & =\boldsymbol{u}_{i-1} \\
\boldsymbol{t}_{i} & =\frac{\left\|\boldsymbol{e}_{i}\right\|}{\left\|\boldsymbol{e}_{i-1}+\boldsymbol{e}_{i}\right\|} \boldsymbol{u}_{i-1}+\frac{\left\|\boldsymbol{e}_{i-1}\right\|}{\left\|\boldsymbol{e}_{i-1}+\boldsymbol{e}_{i}\right\|} \boldsymbol{u}_{i} \\
\boldsymbol{t}_{i+1 / 2} & =\boldsymbol{u}_{i} & 3.72 \mathrm{~b} \\
\boldsymbol{t}_{i}^{+} & =2\left(\boldsymbol{t}_{i} \cdot \boldsymbol{u}_{i}\right) \boldsymbol{u}_{i}-\boldsymbol{t}_{\boldsymbol{i}} & 3.72 \mathrm{c} \\
3.72 \mathrm{~d} \\
3.72 \mathrm{e}
\end{array}
$$

Note that $\boldsymbol{t}_{\boldsymbol{i}}^{-}$(resp. $\boldsymbol{t}_{\boldsymbol{i}}^{+}$) is obtained by a reflection of $-\boldsymbol{t}_{\boldsymbol{i}}$ across the bisecting plane of $\boldsymbol{e}_{\boldsymbol{i - 1}}$ (resp. $\boldsymbol{e}_{i}$ ). A very important property is that the curvature binormal vector at $\boldsymbol{x}_{\boldsymbol{i}}$

3.15 Definition of the tangent vector $(\boldsymbol{t})$ and related curvature binormal vector ( $\boldsymbol{\kappa} \boldsymbol{b}$ ) at vertices associated to the circumscribed curvature
3.15a Current portion
3.15b Start
3.15c End
can be computed by three different ways :

$$
\kappa b_{i}=\frac{2 e_{i-1} \times e_{i}}{\left\|e_{i-1}\right\|\left\|e_{i}\right\|\left\|e_{i-1}+e_{i}\right\|}=\left\{\begin{array}{l}
\frac{2 u_{i-1} \times t_{i}}{\left\|e_{i-1}\right\|} \\
\frac{2 t_{i} \times u_{i}}{\left\|e_{i}\right\|}
\end{array}\right.
$$

The first expression is interpreted as the unique circle passing through three points ( $\boldsymbol{x}_{i-1}$, $\boldsymbol{x}_{\boldsymbol{i}}, \boldsymbol{x}_{i+1}$ ) as explained in §3.7.1. Equivalently, there exist a unique circle defined by two points and a tangent vector. Precisely, the last two expressions in eq. (3.73) can be interpreted as the curvature binormal vector of the unique circle passing through $\boldsymbol{x}_{i-1}$, $\boldsymbol{x}_{i}\left(\right.$ resp. $\left.\boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}\right)$ and tangent to $\boldsymbol{t}_{i}$ at $\boldsymbol{x}_{i}$.

## Discontinuity of curvature

Let $\boldsymbol{t}_{\boldsymbol{i}}^{*}$ be an arbitrary tangent vector at $\boldsymbol{x}_{i}$. Following eq. (3.73) we define the left-sided (resp. right-sided) discrete curvatures at $\boldsymbol{x}_{i}$ in the circumscribed case as :

$$
\begin{align*}
\boldsymbol{\kappa} \boldsymbol{b}_{i}^{-}\left(\boldsymbol{t}_{i}^{*}\right) & =\frac{2 \boldsymbol{u}_{i-1} \times \boldsymbol{t}_{i}^{*}}{\left\|\boldsymbol{e}_{i-1}\right\|} \\
\boldsymbol{\kappa} \boldsymbol{b}_{i}^{+}\left(\boldsymbol{t}_{i}^{*}\right) & =\frac{2 \boldsymbol{t}_{i}^{*} \times \boldsymbol{u}_{i}}{\left\|\boldsymbol{e}_{i}\right\|}
\end{align*}
$$

The corresponding osculating circle will be called the left-sided (resp. right-sided) circumscribed osculating circle. When $\boldsymbol{t}_{i}^{*}=\boldsymbol{t}_{\boldsymbol{i}}$, the limits agree one to each other $\left(\boldsymbol{\kappa} \boldsymbol{b}_{\boldsymbol{i}}^{-}=\boldsymbol{\kappa} \boldsymbol{b}_{i}^{+}=\right.$ $\boldsymbol{\kappa} \boldsymbol{b}_{i}$ ) and the osculating circles coincide. These definitions perfectly mimic the smooth case where, at a regular $\left(\left\|\gamma^{\prime}\right\| \neq 0\right)$ but not biregular $\left(\left\|\gamma^{\prime \prime}\right\|=0\right)$ point, the curvature is discontinuous while the tangent vector reminds smoothly defined.
In mechanics, this situation is likely to arise as discontinuities in material properties or concentrated applied moments will necessarily lead to discontinuities in curvature (recall that $M=E I \kappa)$.

## Curve endings

The definition of the left and right sided curvatures given for a vertex in the current portion of $\Gamma$ are still valid for the end vertices $\boldsymbol{x}_{0}$ and $\boldsymbol{x}_{n}$. Provided that a unit tangent vector $\boldsymbol{t}_{0}^{*}\left(\right.$ respectively $\left.\boldsymbol{t}_{n}^{*}\right)$ is given at $\boldsymbol{x}_{0}$ (resp. $\boldsymbol{x}_{n}$ ), the circumscribed osculating circle
is defined as the unique circle passing through $\boldsymbol{x}_{0}$ and $\boldsymbol{x}_{1}$ (resp. $\boldsymbol{x}_{n-1}$ and $\boldsymbol{x}_{n}$ ) tangent to $\boldsymbol{t}_{0}^{*}$ (resp. $\boldsymbol{t}_{n}^{*}$ ) ; see fig. 3.15b and fig. 3.15c. It leads to the following curvature binormal vectors :

$$
\begin{align*}
& \boldsymbol{\kappa} b_{0}=\boldsymbol{\kappa} b_{0}^{+}\left(t_{0}^{*}\right)=\frac{2 t_{0}^{*} \times e_{0}}{\left\|e_{0}\right\|^{2}} \\
& \boldsymbol{\kappa} \boldsymbol{b}_{n}=\boldsymbol{\kappa} b_{n}^{-}\left(\boldsymbol{t}_{n}^{*}\right)=\frac{2 e_{n-1} \times t_{n}^{*}}{\left\|e_{n-1}\right\|^{2}}
\end{align*}
$$

Note that, contrary to the current portion, curvatures at endings are subjected to the definition of a unit tangent vector. This reflects the usual indetermination of boundary conditions. For a given beam whether the end is clamped and the tangent vector is known and one will seek the reacting moment due to the support ; whether the end is pinned and the reacting moment is null (so is the curvature) and one will seek the cross-section orientation.

## INSCRIBED CASE

We now consider the case where the curvature is defined according to the inscribed osculating circle (see fig. 3.16a). Remark that inscribed and circumscribed osculating circles are concentric when $l_{i-1}=l_{i}$.

## Current portion

Let $\boldsymbol{x}_{i}$ be a vertex in the current portion of $\Gamma$. The inscribed osculating circle gives a smooth approximation of $\Gamma$ in the vicinity of $\boldsymbol{x}_{i}$ (see fig. 3.16a) ; though this approximation does not pass through the vertices. It is again possible to construct some unit tangent vectors based on this circle, but the analytic expressions are less compact than in the circumscribed case (resp. at $\boldsymbol{x}_{i-1}, \boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}$ ):

$$
\begin{align*}
\boldsymbol{t}_{i}^{-} & =\cos \left(\frac{\varphi_{i}}{2}+\varphi_{i}^{-}\right) \frac{\boldsymbol{u}_{i-1}+\boldsymbol{u}_{i}}{\left\|\boldsymbol{u}_{i-1}+\boldsymbol{u}_{i}\right\|}+\sin \left(\frac{\varphi_{i}}{2}+\varphi_{i}^{-}\right) \frac{\boldsymbol{u}_{i-1}-\boldsymbol{u}_{i}}{\left\|\boldsymbol{u}_{i-1}-\boldsymbol{u}_{i}\right\|} \\
\boldsymbol{t}_{i} & =\frac{\boldsymbol{u}_{i-1}+\boldsymbol{u}_{i}}{\left\|\boldsymbol{u}_{i-1}+\boldsymbol{u}_{i}\right\|} \\
\boldsymbol{t}_{i}^{+} & =\cos \left(\frac{\varphi_{i}}{2}+\varphi_{i}^{+}\right) \frac{\boldsymbol{u}_{i-1}+\boldsymbol{u}_{i}}{\left\|\boldsymbol{u}_{i-1}+\boldsymbol{u}_{i}\right\|}-\sin \left(\frac{\varphi_{i}}{2}+\varphi_{i}^{+}\right) \frac{\boldsymbol{u}_{i-1}-\boldsymbol{u}_{i}}{\left\|\boldsymbol{u}_{i-1}-\boldsymbol{u}_{i}\right\|}
\end{align*}
$$


3.16 Definition of the tangent vector $(\boldsymbol{t})$ and related curvature binormal vector ( $\boldsymbol{\kappa} \boldsymbol{b}$ ) at vertices associated to the inscribed curvature
3.16a Current portion
3.16b Start
3.16c End

In this form, the expressions of $\boldsymbol{t}_{i}^{-}$and $\boldsymbol{t}_{i}^{+}$exhibit lots of trigonometric computations. Consequently, they will be more costly to evaluate (numerically) than the ones given for the circumscribed case that exhibit only simple addition, product and division operations. Though these points does not generally fall into mid-edge, the tangent vector can also be identified to $\boldsymbol{u}_{i-1}\left(\right.$ resp. $\left.\boldsymbol{u}_{i}\right)$ at point $\tilde{\boldsymbol{x}}_{i}^{-}=\boldsymbol{x}_{i}-\frac{1}{2} \overline{l_{i}} \boldsymbol{u}_{i-1}\left(\right.$ resp. $\left.\tilde{\boldsymbol{x}}_{i}^{+}=\boldsymbol{x}_{i}+\frac{1}{2} \overline{l_{i}} \boldsymbol{u}_{i}\right)$ :

$$
\begin{array}{rlrl}
\tilde{\boldsymbol{t}}_{i}^{-} & =\boldsymbol{u}_{i-1} & 3.77 \mathrm{a} \\
\tilde{\boldsymbol{t}}_{i}^{+} & =\boldsymbol{u}_{i} & 3.77 \mathrm{~b}
\end{array}
$$

Similarly to the circumscribed case, one can remark that the curvature binormal vector at $\boldsymbol{x}_{i}$ can be computed in three different manners :

$$
\boldsymbol{\kappa} \boldsymbol{b}_{i}=\frac{2}{\overline{l_{i}}}\left(\frac{\boldsymbol{e}_{i-1} \times \boldsymbol{e}_{i}}{\left\|\boldsymbol{e}_{i-1}\right\|\left\|\boldsymbol{e}_{i}\right\|+\boldsymbol{e}_{i-1} \cdot \boldsymbol{e}_{i}}\right)=\left\{\begin{array}{l}
\frac{2}{\overline{l_{i}}}\left(\frac{\boldsymbol{e}_{i-1} \times \boldsymbol{t}_{i}}{\boldsymbol{e}_{i-1} \cdot \boldsymbol{t}_{i}}\right) \\
\frac{2}{\overline{l_{i}}}\left(\frac{\boldsymbol{t}_{i} \times \boldsymbol{e}_{i}}{\boldsymbol{t}_{i} \cdot \boldsymbol{e}_{i}}\right)
\end{array}\right.
$$

The first expression is interpreted as the unique circle bitangent to $\boldsymbol{e}_{i-1}$ at $\tilde{\boldsymbol{x}}_{\boldsymbol{i}}^{-}$and $\boldsymbol{e}_{i}$ at $\tilde{\boldsymbol{x}}_{i}^{+}$, as explained in §3.7.1. Equivalently, the last two expressions in eq. (3.78) can be interpreted as the curvature binormal vector of the unique circle which center is on the line normal to $\boldsymbol{t}_{i}$ passing through $\boldsymbol{x}_{i}$, and that is tangent to $\boldsymbol{e}_{i-1}$ (resp. $\boldsymbol{e}_{i}$ ) at $\tilde{\boldsymbol{x}}_{i}^{-}$(resp. $\left.\tilde{\boldsymbol{x}}_{i}^{+}\right)$.

## Discontinuity of curvature

Let $\boldsymbol{t}_{\boldsymbol{i}}^{*}$ be an arbitrary tangent vector at $\boldsymbol{x}_{i}$. Following eq. (3.78) we define the left-sided (resp. right-sided) discrete curvature at $\boldsymbol{x}_{\boldsymbol{i}}$ in the inscribed case as :

$$
\begin{align*}
\boldsymbol{\kappa} \boldsymbol{b}_{i}^{-}\left(\boldsymbol{t}_{i}^{*}\right) & =\frac{2}{\overline{l_{i}}}\left(\frac{\boldsymbol{e}_{i-1} \times \boldsymbol{t}_{i}^{*}}{\boldsymbol{e}_{i-1} \cdot \boldsymbol{t}_{i}^{*}}\right) \\
\boldsymbol{\kappa} \boldsymbol{b}_{i}^{+}\left(\boldsymbol{t}_{i}^{*}\right) & =\frac{2}{\overline{l_{i}}}\left(\frac{\boldsymbol{t}_{i}^{*} \times \boldsymbol{e}_{i}}{\boldsymbol{t}_{i}^{*} \cdot \boldsymbol{e}_{i}}\right)
\end{align*}
$$

3.79b

The corresponding osculating circles will be called the left-sided (resp. right-sided) inscribed osculating circle. When $\boldsymbol{t}_{\boldsymbol{i}}^{*}=\boldsymbol{t}_{\boldsymbol{i}}$, the limits agree one to each other $\left(\boldsymbol{\kappa} \boldsymbol{b}_{\boldsymbol{i}}^{-}=\boldsymbol{\kappa} \boldsymbol{b}_{i}^{+}=\right.$ $\boldsymbol{\kappa} \boldsymbol{b}_{i}$ ) and the osculating circles coincide. These definitions perfectly mimic the smooth
case where, at a regular $\left(\left\|\gamma^{\prime}\right\| \neq 0\right)$ but not biregular $\left(\left\|\gamma^{\prime \prime}\right\|=0\right)$ point, the curvature is discontinuous while the tangent vector reminds smoothly defined.

## Curve endings

The definition of the left and right sided curvatures given for a vertex in the current portion of $\Gamma$ are still valid for the end vertices $\boldsymbol{x}_{0}$ and $\boldsymbol{x}_{n}$. Provided that a unit tangent vector $\boldsymbol{t}_{0}^{*}\left(\right.$ respectively $\left.\boldsymbol{t}_{n}^{*}\right)$ is given at $\boldsymbol{x}_{0}$ (resp. $\boldsymbol{x}_{n}$ ), the circumscribed osculating circle is defined as the unique circle passing through $\boldsymbol{x}_{0}$ and $\boldsymbol{x}_{1}$ (resp. $\boldsymbol{x}_{n-1}$ and $\boldsymbol{x}_{n}$ ) tangent to $\boldsymbol{t}_{0}^{*}$ (resp. $\boldsymbol{t}_{n}^{*}$ ) ; see fig. 3.16 b and fig. 3.16c. It leads to the following curvature binormal vectors :

$$
\begin{align*}
& \boldsymbol{\kappa} \boldsymbol{b}_{0}=\boldsymbol{\kappa} \boldsymbol{b}_{0}^{+}\left(\boldsymbol{t}_{0}^{*}\right)=\frac{2}{\left\|\boldsymbol{e}_{0}\right\|}\left(\frac{\boldsymbol{t}_{0}^{*} \times \boldsymbol{e}_{0}}{\boldsymbol{t}_{0}^{*} \cdot \boldsymbol{e}_{0}}\right) \\
& \boldsymbol{\kappa} \boldsymbol{b}_{n}=\boldsymbol{\kappa} \boldsymbol{b}_{n}^{-}\left(\boldsymbol{t}_{n}^{*}\right)=\frac{2}{\left\|\boldsymbol{e}_{n-1}\right\|}\left(\frac{\boldsymbol{e}_{n-1} \times \boldsymbol{t}_{n}^{*}}{\boldsymbol{e}_{n-1} \cdot \boldsymbol{t}_{n}^{*}}\right)
\end{align*}
$$

Note that, contrary to the current portion, curvatures at endings are subjected to the definition of a unit tangent vector. This reflects the usual indetermination of boundary conditions. For a given beam whether the end is clamped, the tangent vector is known and one will seek the reacting moment due to the support ; whether the end is pinned, the reacting moment is null (so is the curvature) and one will seek the cross-section orientation.

## Conclusion

We have extended the comprehension of the discrete curvature to the extremities of the curve, for both the circumscribed and inscribed definitions of the discrete curvature. We have seen that these notions lead to a natural definition of the tangent at vertices in the current portion and at the extremities.
When the curvature is prescribed at a given vertex, eqs. (3.74a) and (3.74b) (circumscribed) or eqs. (3.79a) and (3.79a) (inscribed) need to be solved to determine the tangent vector. Remark that both systems are linear in $\boldsymbol{t}$.

## DISCRETE PARALLEL TRANSPORT

Discrete parallel transport can be computed by analogy to the smooth case as the minimal rotation around t . However, this method becomes unstable when $\boldsymbol{t}_{\boldsymbol{i}}$ an $\boldsymbol{t}_{i+1}$ get almost
collinear because of the cross product (although the rotation angle tends to zero, the rotation axis becomes very sensitive to numerical instabilities).
Note that while these definitions of parallel transport are illustrated to transport vectors in space from one location $\{\boldsymbol{x}, \boldsymbol{t}\}(s)$ to another $\{\boldsymbol{x}, \boldsymbol{t}\}(s+d s)$, it is identically transposed to parallel transport in time from one location $\{\boldsymbol{x}, \boldsymbol{t}\}(t)$ to another $\{\boldsymbol{x}, \boldsymbol{t}\}(t+d t)$ as suggested in [99].

## 3.9 .1 <br> THE ROTATION METHOD

The rotation method is given by Bloomenthal 1990 [83]. First, the frame at $\boldsymbol{x}_{i}$ is simply translated at vertex $\boldsymbol{x}_{i+1}$. Then, the translated frame is rotated so that $\boldsymbol{t}_{\boldsymbol{i}}$ aligns with $\boldsymbol{t}_{\boldsymbol{i + 1}}$. The rotation axis is chosen to be $\boldsymbol{b}=\boldsymbol{t}_{\boldsymbol{i}} \times \boldsymbol{t}_{\boldsymbol{i}+1}$ and the angle of rotation is denoted $\alpha$ (see fig. 3.17a). This is analogous to the smooth case.

THE DOUBLE REFLEXION METHOD
The double reflection method is given by Wang et al. 2008 [86]. It is supposed to be of order $o\left(h^{4}\right)$ whereas the rotation method is only $o\left(h^{2}\right)$, where $h=\sup _{i \in \llbracket 0, n \rrbracket}\left\|\boldsymbol{e}_{i}\right\|$ is the sharpness of the discretization. Though their computation cost is quite similar, the double reflection method is not subject to instability when $\boldsymbol{t}_{\boldsymbol{i}}$ and $\boldsymbol{t}_{\boldsymbol{i + 1}}$ tend to be collinear, which is an obvious advantage.
We denote $\mathcal{R}_{\boldsymbol{x}}^{\boldsymbol{n}}$ the reflection across the plane passing through the point $\boldsymbol{x}$ and normal to the unit vector $\boldsymbol{n}=\boldsymbol{e}_{i} /\left\|\boldsymbol{e}_{o}\right\|$. Thus, $\boldsymbol{v}$ is maped through $\mathcal{R}$ into $\boldsymbol{v}^{*}=\boldsymbol{v}-2(\boldsymbol{v} \cdot \boldsymbol{n}) \boldsymbol{n}$.
Let $\mathcal{R}_{1}=\mathcal{R}_{\boldsymbol{x}_{i+1 / 2}}^{\boldsymbol{n}_{1}}$ be the reflection across the bisecting plane of $\boldsymbol{e}_{i}\left(\boldsymbol{n}_{1}=\boldsymbol{u}_{i}\right)$. Let $\boldsymbol{t}_{i}^{*}=\mathcal{R}_{1}\left(\boldsymbol{t}_{i}\right)$ be the image of $\boldsymbol{t}_{i}$ by $\mathcal{R}_{1}$. Let $\mathcal{R}_{2}=\mathcal{R}_{\boldsymbol{x}_{i+1}}^{\boldsymbol{n}_{2}}$ be the reflection across the bisecting plane of the points $\boldsymbol{x}_{i+1}+\boldsymbol{t}_{i}^{*}$ and $\boldsymbol{x}_{i+1}+\boldsymbol{t}_{\boldsymbol{i + 1}}$. Thus, $\boldsymbol{n}_{2}=\frac{\boldsymbol{t}_{i+1}-\boldsymbol{t}_{i}^{*}}{\left\|\boldsymbol{t}_{i+1}-\boldsymbol{t}_{\boldsymbol{i}}\right\|}$ (see fig. 3.17b).
Parallel transport is defined as the double reflection through $\mathcal{R}_{1}$ and $\mathcal{R}_{2}$ :

$$
\mathcal{P}_{\left\{\boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right\}}^{\left\{\boldsymbol{x}_{i+1}, \boldsymbol{t}_{i+1}\right\}}=\mathcal{P}_{i}^{i+1}=\mathcal{R}_{2} \circ \mathcal{R}_{1}
$$

Let $\mathcal{F}_{i}=\left\{\boldsymbol{t}_{i}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ be an orthonormal frame at $\boldsymbol{x}_{i}$. Let $\mathcal{F}_{i}^{*}=\mathcal{R}_{1}\left(\mathcal{F}_{i}\right)=\left\{\boldsymbol{t}_{i}^{*}, \boldsymbol{d}_{1}^{*}, \boldsymbol{d}_{2}^{*}\right\}$ be the image of $\mathcal{F}_{i}$ by $\mathcal{R}_{1}$. Then :

$$
\begin{aligned}
\boldsymbol{t}_{i}^{*} & =\boldsymbol{t}_{i}-2\left(\boldsymbol{t}_{i} \cdot \boldsymbol{n}_{1}\right) \boldsymbol{n}_{1} \\
\boldsymbol{d}_{1}^{*} & =\boldsymbol{d}_{1}-2\left(\boldsymbol{d}_{1} \cdot \boldsymbol{n}_{1}\right) \boldsymbol{n}_{1} \\
\boldsymbol{d}_{2}^{*} & =\boldsymbol{d}_{1}^{*} \times \boldsymbol{t}_{\boldsymbol{i}}^{*}
\end{aligned}
$$


3.17 Two methods to parallel transport a frame from $\left\{\boldsymbol{x}_{i}, \boldsymbol{t}_{i}\right\}$ to $\left\{\boldsymbol{x}_{i+1}, \boldsymbol{t}_{i+1}\right\}$
3.17a Rotation method
3.17b Double reflection method

Let $\mathcal{F}_{i}^{\|}=\mathcal{R}_{2}\left(\mathcal{F}_{i}^{*}\right)=\left\{\boldsymbol{t}_{i+1}, \boldsymbol{d}_{1}^{\|}, \boldsymbol{d}_{2}^{\|}\right\}$be the image of $\mathcal{F}_{i}^{*}$ by $\mathcal{R}_{2}$. Then the parallel transported vectors are given by :

$$
\begin{align*}
& \boldsymbol{d}_{1}^{\|}=\boldsymbol{d}_{1}^{*}-2\left(\boldsymbol{d}_{1}^{*} \cdot \boldsymbol{n}_{2}\right) \boldsymbol{n}_{2} \\
& \boldsymbol{d}_{2}^{\|}=\boldsymbol{t}_{\boldsymbol{i}+1} \times \boldsymbol{d}_{1}^{\|}
\end{align*}
$$

The double reflection is equivalent to a rotation around the line $\mathcal{D}$ defined as the intersection of the two reflection planes, of direction $\boldsymbol{b}=\boldsymbol{n}_{1} \times \boldsymbol{n}_{2}$, by an angle $\alpha=2 \angle\left(\boldsymbol{n}_{1}, \boldsymbol{n}_{2}\right)=$ $2 \arcsin (\|\boldsymbol{b}\|)$.
Remark that for both the circumscribed (see fig. 3.15a) and inscribed (see fig. 3.16a) osculating circles :

$$
\begin{aligned}
\boldsymbol{t}_{i} & =\mathcal{R}_{\boldsymbol{x}_{i-1 / 2}}^{\boldsymbol{u}_{i-1}} \circ \mathcal{R}_{\boldsymbol{x}_{i}}^{\boldsymbol{t}_{i}}\left(\boldsymbol{t}_{i}^{-}\right) \\
\boldsymbol{t}_{i} & =\mathcal{R}_{\boldsymbol{x}_{i}}^{\boldsymbol{t}_{i}} \circ \mathcal{R}_{\boldsymbol{x}_{i+1 / 2}}^{\boldsymbol{u}_{i}}\left(\boldsymbol{t}_{i}^{+}\right)
\end{aligned}
$$

## CONCLUSION

This chapter has established all the geometrical tools required for our future discrete beam model. Our analysis shows that for the type of structures we want to model the discrete curvature defined according to the circumscribed osculating circle is the most suitable as :

- it provides an unequivocal definition of the discrete curvature in the current portion and at the extremities of the curve ;
- it exhibits the fastest convergence when regarding the evaluation of the bending energy of typical curves ;
- it leads to a natural local spline interpolation passing through the curve's vertices ;
- it leads to a natural definition of the tangent vector at vertices and at midspan of edges ;
- it enables the modeling of curvature discontinuities.
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## Chapter 4 ELASTIC ROD : VARIATIONAL APPROACH

This chapter should be understood as an extension of the work initiated by Tayeb 2015 [27] and published by du Peloux et al. 2015 [17] and Lefevre et al. 2017 [18].

## INTRODUCTION

Elastic gridshells are lightweight structures made of interconnected slender beams (see chapter 1). Modeling the deformation process of such structures is complex as it involves to take account for the geometric non linearities induced by the large displacements and rotations of the grid. Moreover, the large number of connexions and the coupling between flexion and torsion highly increase the complexity of the analysis.
To facilitate the design process of elastic gridshells, architects and engineers need a dedicated numerical tool that provides a good level of interactivity - which means that numerical computations must converge within a reasonable time, if not in real time - and gives deep insights on the geometry and on the mechanical behavior of the grid. This tool must
be able to model complex connexions and various types of support conditions to enhance the user experience during the form-finding stage and to improve their ability to explore the space of constructible shapes.
In this chapter, our goal is to develop a beam model suitable for the modeling of grids of interconnected slender beams in order to study the mechanics of elastic gridshells. For such beams, Kirchhoff's theory of rods is considered to be appropriate. We follow recent advances in the field of computer graphics about hair modeling [16] to build a reduced degrees of freedom rod model thanks to an appropriate curve-angle representation. This representation is based on a relevant curve framing, namely the Bishop frame presented in §3.5.6. The rod will be considered inextensible. Moreover, it will be assumed that crosssections remain normal to the rod centerline. The internal forces and moments acting on the rod will be deduced from the differentiation of the elastic energy of the beam with respect to the degrees of freedom of the system.
This chapter is devoted to the development of the beam model. The formulation of a discrete element and its implementation in a numerical solver are treated in a dedicated chapter (see chapter 6).

## OVERVIEW

We begin this chapter by presenting Kirchhoff model of rods based on two main hypothesis : the inextensibility and the Euler-Bernoulli assumptions (see §4.2). We introduce a 6 -DOFs representation of the rod composed of a centerline and a material frame. Thanks to a convenient reference frame we reduce this formulation to 4 -DOFs and adopt a curve-angle description of the rod (see $\S 4.3$ ). From there, we formulate a variational problem that will lead to the calculation of the internal forces and moments acting on the rod (see §4.4). We calculate the gradients of the elastic energy to obtain the internal twisting moment (see $\S 4.5$ ) and the internal forces (see §4.6). Finally, we discuss the potential of our model and suggest new possibilities (see §4.8).

### 4.1.2 CONTRIBUTIONS

- We consolidate the mathematical development of the beam model by introducing the Fréchet and Gateaux derivatives in function spaces.
- We clarify the independence of the the rotational degree of freedom $(\theta)$ with respect to translational degrees of freedom $(\boldsymbol{x})$.
- We factorize the expressions of the internal forces and moments by reusing the quasi-static
assumption.
- We identify the contributions of axial and shear forces, bending and twisting moments in the expressions of internal forces and moments.
- We demonstrate the equivalence with the shear force obtained from the dynamical equations of Kirchhoff.
- We suggest that the dynamical Kirchhoff equations should be a more straightforward starting point to build up similar theories.


## RELATED WORK

Langer and Singer 1996 [100] first introduce the curve angle representation of rods that have been used in several 4-DOFs rod models.
Bergou et al. 2008 [16] present a discrete treatment of adapted framed curves, parallel transport, and holonomy. Based on this framework they propose a curve-angle representation of the geometric configuration of slender rods. In this representation, the orientation of the material frame is established with respect to the Bishop frame by a single scalar angle. Upon this representation they build a mechanical model for slender elastic rods with anisotropic cross-section and arbitrary rest configuration. In the dynamic the centerline is treated explicitly and material frames are treated as quasistatic. Bergou et al. 2010 [99] improve there previous model for the modeling of viscous threads.
Nabaei 2014 [101] implements the model developed by [16] in IPOPT, an interior point optimizer, to solve the static equilibrium of simply connected systems of twisted elastica. Tayeb 2015 [27], du Peloux et al. 2015 [17] and Lefevre et al. 2017 [18] follow [16] to model grids of interconnected slender beams. They implement their model in a dynamic relaxation solver to formfind elastic gridshells. They formulate a special connexion.
Grégoire and Schömer 2007 [102] use the Cosserat theory of rods to simulate naturally straight hoses (for applications to wire routing or assembly simulations in the automotive industry). The material frame is parameterized by a global rotation using quaternions. The simulation is treated in a quasi-static manner. The problem is formulated as an energy minimization problem solved either with newton, conjugate gradient or steepest descent method. Theetten et al. 2008 [103] formulate a geometrically exact dynamic spline model for the simulation of one dimensional objects. They handle elastic and plastic deformations as fracture. Bertails et al. 2006 [104] model the non linear behavior of hair strands with super-helicies. This work is extended later by Bertails 2012 [105]
using super-clothoids. This methods have the advantage to postulate a precise geometric interpolation at each point of the rod. Spillmann and Teschner 2007 [106] adopt a somehow similar approach. They remark that solving directly the Lagrangian equations of motion by a gradient method is too expensive. Thus, they fall back to a semi-implicit Euler integration scheme.
Jung et al. 2010 [107] provide a deep insight to the discrete mechanics of Cosserat rods, as discrete mechanics is a field of research of growing importance.
Fuller 1978 [108], Maggs 2001 [109], de Vries 2005 [110] and Berger 2009 [111] are worth to read to understand the variation of the parallel transport when deforming a path. See also the "The ambiguous twist of love" by Alexander and Antman 1982 [112] for a discussion on twist (functional) definitions.

## KIRCHHOFF ROD

Kirchhoff's theory of rods is presented thoroughly in the next chapter (see chapter 5). In this chapter, although the assumptions are not exactly the ones made by Kirchhoff in his theory, we will stick to this denomination as introduced by [16]. In the present theory we will assume that :

- the rod is inextensible,
- cross-sections remain plane,
- cross-sections remain perpendicular to the centerline,
- the material deforms elastically.


### 4.2.1 DESCRIPTION OF THE MOTION

We introduce a curvilinear coordinate system to describe the motion of our Kirchhoff rod, compatible with the model assumptions. It is composed of a parametric space curve, called the centerline, equipped with a moving frame, called the material frame.

## Deformed configuration

The actual geometric configuration of the rod is described by its centerline $\boldsymbol{x}(s)$ and its cross-section. The centerline is a space curve parameterized by its arc length, denoted $s$. The orientation of the cross-section is followed along the centerline by a material frame
$\left\{\boldsymbol{d}_{3}(s), \boldsymbol{d}_{1}(s), \boldsymbol{d}_{2}(s)\right\}$ which is an adapted orthonormal moving frame aligned with the principal axes of inertia of the cross-section.
Recall from §3.5.2 that adapted means that the material frame is aligned with the tangent vector of the centerline :

$$
\boldsymbol{d}_{3}(s)=\boldsymbol{x}^{\prime}(s)=\boldsymbol{t}(s)
$$

Here, the prime symbol denotes the derivation with respect to the arc length parameter $s$. Recall also from $\S 3.2 .6$ that $\left\|\boldsymbol{x}^{\prime}(s)\right\|=1$ because $\boldsymbol{x}$ is parameterized by arc length.

## Stress-free configuration

Among all the possible geometric configurations of the rod we identify the stress-free configuration or rest configuration, that is the configuration in which the rod is stress-free under no external forces and moments applied to it (loads, supports, ...). This configuration is crucial as the elastic energy of a rod in a given configuration relies on both its actual and rest configuration.
Hereinafter, the symbols referring to this configuration will be denoted with an overbar (e.g. $\overline{\boldsymbol{x}}(s)$ ).

## INEXTENSIBILITY ASSUMPTION

As explained by Audoly and Pomeau 2010 [113], based on a scaling argument, two cases arise for slender beams : either the centerline stretches and bending and twisting forces become negligible compared to axial forces ; either the centerline remains inextensible. As we are not interested in the first case - in which the beam would behave like a cable, mainly in tension - we will assume that the rod is effectively inextensible. ${ }^{1}$
Remark that the previous description (see §4.2.1) is only valid for inextensible rods. ${ }^{2}$ Indeed, for an inextensible rod the centerline does not stretch and the arc length parameter for the rest configuration is also a valid arc length parameter for any other configuration. ${ }^{3}$ The inextensibility hypothesis also implies that any admissible perturbation ( $\lambda \boldsymbol{h}_{x}$ ) of the rod's centerline $(\boldsymbol{x})$ is locally orthogonal to the centerline itself. Indeed, at each arc length
I. For a complete treatment of the question of inextensibility refer to $\$ 5.3$. I in chapter 5 .
2. "Note that $\gamma$ having unit speed corresponds to the rod being inextensible; this is not always assumed in the theory, nor is the material frame necessarily assumed to be orthonormal as it is here" [100, p. 607].
3. For a complete treatment of the question of reparametrization refer to $\$ 5.2 .1$ in chapter 5 .
$s$ an inextensible rod must satisfies :

$$
\left\|\boldsymbol{x}^{\prime}\right\|=\left\|\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime}\right\|=1 \Rightarrow \boldsymbol{d}_{3} \cdot \boldsymbol{h}_{x}^{\prime}=-\frac{\lambda^{2}}{2}\left\|\boldsymbol{h}_{x}^{\prime}\right\|^{2}=o(\lambda) \simeq 0
$$

It is worthwhile to mention here that this property $\left(\boldsymbol{d}_{3} \cdot \boldsymbol{h}_{x}^{\prime}=0\right)$ will be used several times in the following sections.
Hereinafter, the length of the rod will be denoted $L$ and the arc length $s$ will vary in $[0, L]$, with no loss of generality.

## 4.2 .3

## EULER-BERNOULLI ASSUMPTION

Strains are supposed to remain small so that the cross-section remains planar and the material frame remains orthonormal and adapted to the centerline during the motion of the rod. In other words the cross-section undergoes a rigid body motion. ${ }^{4}$

### 4.2.4

## MOTION OF THE MATERIAL FRAME

As a consequence of the Euler-Bernoulli assumption, we can differentiate the conditions of orthonormality of the material frame (see §3.5.1). This leads to the following system of differential equations governing the evolution of the material directors $\left\{\boldsymbol{d}_{3}(s), \boldsymbol{d}_{1}(s), \boldsymbol{d}_{2}(s)\right\}$ along the centerline :

$$
\left[\begin{array}{l}
\boldsymbol{d}_{3}^{\prime}(s) \\
\boldsymbol{d}_{1}^{\prime}(s) \\
\boldsymbol{d}_{2}^{\prime}(s)
\end{array}\right]=\left[\begin{array}{ccc}
0 & \kappa_{2}(s) & -\kappa_{1}(s) \\
-\kappa_{2}(s) & 0 & \tau(s) \\
\kappa_{1}(s) & -\tau(s) & 0
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{d}_{3}(s) \\
\boldsymbol{d}_{1}(s) \\
\boldsymbol{d}_{2}(s)
\end{array}\right]
$$

where $\tau(s), \kappa_{1}(s)$ and $\kappa_{2}(s)$ are the rates of rotation of the material frame with respect to the arc length parameter $s$. These equations can be formulated with the Darboux vector of the chosen material frame, which represents the angular velocity vector of the frame along $\boldsymbol{x}(s)$ :

$$
\begin{array}{ll}
\boldsymbol{d}_{i}^{\prime}(s)=\boldsymbol{\Omega}_{m}(s) \times \boldsymbol{d}_{i}(s) \\
\boldsymbol{\Omega}_{m}(s)=\left[\begin{array}{c}
\tau(s) \\
\kappa_{1}(s) \\
\kappa_{2}(s)
\end{array}\right]
\end{array}
$$

4. For a complete treatment of this point in Kirchhoff's theory refer to $\$ 5.3$. I in chapter 5 .

That means that $\tau(s), \kappa_{1}(s)$ and $\kappa_{2}(s)$ are the components of the angular velocity of the material frame around its axes $\boldsymbol{d}_{3}(s), \boldsymbol{d}_{1}(s)$ and $\boldsymbol{d}_{2}(s)$ when it travels along the centerline at unit speed. ${ }^{5}$
Recall from $\S 3.4 .1$ how the geometric curvature $(\kappa)$ of a spatial curve parameterized by arc length is related to the Frenet frame $\{\boldsymbol{t}(s), \boldsymbol{n}(s), \boldsymbol{b}(s)\}$ by :

$$
\begin{array}{ll}
\boldsymbol{t}^{\prime}(s)=\boldsymbol{x}^{\prime \prime}(s)=\kappa(s) \cdot \boldsymbol{n}(s) & 4.5 \mathrm{a} \\
\kappa(s)=\left\|\boldsymbol{t}^{\prime}(s)\right\|=\left\|\boldsymbol{x}^{\prime \prime}(s)\right\| & 4.5 \mathrm{~b} \\
\boldsymbol{b}(s)=\boldsymbol{t}(s) \times \boldsymbol{n}(s) & 4.5 \mathrm{c}
\end{array}
$$

To describe the osculating plane in which lies the bending part of the deformation we rely on the curvature binormal introduced previously in eq. (3.21). We recall from eqs. (3.21) and (3.37) that :

$$
\boldsymbol{\kappa} \boldsymbol{b}(s)=\kappa(s) \cdot \boldsymbol{b}(s)=\boldsymbol{t}(s) \times \boldsymbol{t}^{\prime}(s)=\kappa_{1}(s) \boldsymbol{d}_{1}(s)+\kappa_{2}(s) \boldsymbol{d}_{2}(s)
$$

The curvature binormal is the vector of direction $\boldsymbol{b}(s)$ and norm $\kappa(s)$, and at each point of arc length $s$ the osculating plane is normal to $\boldsymbol{\kappa} \boldsymbol{b}(s)$. Finally, recall from eq. (3.39) that, as the material frame is adapted to the centerline, the following equation holds :

$$
\boldsymbol{\Omega}_{m}(s)=\boldsymbol{\kappa} \boldsymbol{b}(s)+\tau(s) \boldsymbol{t}(s)
$$

4.2.5 MATERIAL CURVATURES AND TWIST

Kirchhoff's theory assigns a physical meaning to the components of $\boldsymbol{\Omega}_{m}(s)$ :

- $\kappa_{1}(s)$ and $\kappa_{2}(s)$ are called the material curvatures and represent the rod's flexion in the principal planes, respectively normal to $\boldsymbol{d}_{1}(s)$ and $\boldsymbol{d}_{2}(s)$ (see fig. 4.1a) ;
- $\tau(s)$ is called the material twist and represents the cross-sections rate of rotation around $\boldsymbol{d}_{3}(s)$ (see fig. 4.1b).

These scalar functions are directly related to the components of the strain tensor as defined in Kirchhoff's theory. ${ }^{6}$
Note that in the literature these quantities are sometimes called strain rates (Antman
5. See fig. 3.4 in $\S 3.5$. I for a geometric interpretation of these rates of rotation.
6. For a complete treatment of the definition of strain in Kirchhoff's theory refer to $\S 5.3 .3$ in chapter 5 or Dill 1992 [| | 4]

2005 [115]) or moment strains (Reissner 1973 [116]). However, this depart from the most common definition in which the strain is a dimensionless quantity that : "[...] provides a geometrical characterization of deformation : it measures by how much the solid departs from its natural configuration." [113, p. 19].

### 4.2.6

## MATERIAL CONSTITUTIVE EQUATIONS

The twisting moment $(Q)$ and the components of the bending moment $\left(M_{1}, M_{2}\right)$ are determined through the usual material constitutive equations :

$$
\begin{aligned}
Q=G J\left(\tau_{1}-\overline{\tau_{1}}\right) & 4.8 \mathrm{a} \\
M_{1}=E I_{1}\left(\kappa_{1}-\overline{\kappa_{1}}\right) & 4.8 \mathrm{~b} \\
M_{2}=E I_{2}\left(\kappa_{2}-\overline{\kappa_{2}}\right) & 4.8 \mathrm{c}
\end{aligned}
$$

We also introduce the vector of internal moments and its bending component as :

$$
\begin{array}{ll}
\boldsymbol{M}=Q \boldsymbol{d}_{3}+M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2} & 4.9 \mathrm{a} \\
\boldsymbol{M}^{\perp}=M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2} & 4.9 \mathrm{~b}
\end{array}
$$

### 4.2.7 ELASTIC ENERGY

Kirchhoff's theory assigns an elastic energy to beams according to their strain [113]. In this theory, a beam is supposed to be inextensible. Thus the elastic energy ( $\mathcal{E}$ ) only accounts for bending and torsion behaviors and is given by :

$$
\mathcal{E}=\frac{1}{2} \int_{0}^{L} E I_{1}\left(\kappa_{1}-\bar{\kappa}_{1}\right)^{2}+E I_{2}\left(\kappa_{2}-\bar{\kappa}_{2}\right)^{2} d s+\frac{1}{2} \int_{0}^{L} G J(\tau-\bar{\tau})^{2} d s
$$

Here, $\bar{\kappa}_{1}, \bar{\kappa}_{2}$ and $\bar{\tau}$ denote the natural material curvatures and material twist of the rod in its rest configuration. $E$ and $G$ are the elastic and shear modulus of the rod material. $I_{1}$ and $I_{2}$ are the moments of inertia of the rod cross-section. $J$ is the torsion constant of the rod cross-section.

## Initially straight isotropic rod : a special case

From this energy formulation an interesting and well-known result on elastic rods can be retrieved, which stipulates that torsion is uniform for a naturally straight rod with an
isotropic cross-section. ${ }^{7}$
Indeed, by definition for a rod with isotropic cross-section : $E I_{1}=E I_{2}=E I$. If in addition the rod is straight in its rest configuration $\left(\bar{\kappa}_{1}=\bar{\kappa}_{2}=\bar{\tau}=0\right)$ the bending energy becomes : $\mathcal{E}_{b}=E I_{1} \kappa_{1}^{2}+E I_{2} \kappa_{2}^{2}=E I\left(\kappa_{1}^{2}+\kappa_{2}^{2}\right)=E I \kappa^{2}$. Consequently, the elastic energy of the rod is composed of two independent terms : $\mathcal{E}_{b}[\boldsymbol{x}]$ and $\mathcal{E}_{r}[\theta]$. The coupling between bending and twisting disappears and the global minimum of elastic energy is reached when bending an twisting energies are minimized separately. This means that the geometry of the rod at static equilibrium $(\boldsymbol{x})$ is the one that minimizes $\mathcal{E}_{b}[\boldsymbol{x}]$. And the minimum of $\mathcal{E}_{t}[\theta]$ is obviously achieved for a uniform twist ( $\tau=c s t$ ) along the centerline, only prescribed by the boundary conditions at the extremities of the rod (least-squares minimization).
In this particular case, the geometry of the centerline is not influenced by the amount of uniform twist (hence torsion) present in the rod.

## CURVE-ANGLE REPRESENTATION

In the previous paragraph we have shown how the elastic energy of a rod can be computed with respect to the position of its centerline and the orientation of its cross-sections. This representation can be naturally described with six degrees of freedom ( $6-\mathrm{DOFs}$ ) : ${ }^{8}$

- 3-DOFs for the position of the centerline,
- and 3 -DOFs for the orientation of the cross-sections.

Following Bergou et al. 2008 [16] we introduce a reduced coordinate formulation of the rod that accounts for only 4 -DOFs : ${ }^{9}$

- 3-DOFs for the position of the centerline,
- and only 1-DOF for the orientation of the cross-sections.

7. This result was already known by Love [II 17, §234] and is mentioned by Adriaenssens et al. 1999 [40] and Douthe 2007
[25].
8. This is the usual choice in which the orientation of the material frame is parameterized by a rotation matrix, or equivalently a quaternion.
9. The curve-angle representation was first introduced by [100].

4.1a
4.1b
4.1 Curve-angle representation of the rod. The orientation of the material frame is established from the reference frame by the deviation angle $\theta(s)$
4.Ia Bending strains
4.Ib Angular deviation

## DEFINITION OF THE REPRESENTATION

This reduction of the number of DOFs relies on the choice of a suitable reference frame, namely a Bishop (or zero-twisting) frame denoted $\{\boldsymbol{t}(s), \boldsymbol{u}(s), \boldsymbol{v}(s)\}$. Recall from §3.5.6 in chapter 3 that this reference frame is adapted to the centerline and exhibits a null angular velocity around the centerline's tangent vector (see eq. (3.47)), which means :

$$
\boldsymbol{u}(s) \cdot \boldsymbol{v}^{\prime}(s)=\boldsymbol{u}^{\prime}(s) \cdot \boldsymbol{v}(s)=0
$$

The Bishop frame only depends on $\boldsymbol{x}$, the geometry of the centerline, and the choice of an initial condition. This reference frame is obtained all along the curve by propagating a given initial frame (usually chosen at $s=0$ ) with the parallel transport operator (see $\S 3.5 .4)$. By construction, this reference frame evolves along the curve with the following angular velocity :

$$
\begin{array}{rlr}
\boldsymbol{\Omega}_{b}(s) & =\boldsymbol{\kappa} \boldsymbol{b}=\boldsymbol{t} \times \boldsymbol{t}^{\prime}=\boldsymbol{x}^{\prime} \times \boldsymbol{x}^{\prime \prime} & 4.12 \mathrm{a} \\
\boldsymbol{t}^{\prime}(s) & =\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{t} & 4.12 \mathrm{~b} \\
\boldsymbol{u}^{\prime}(s) & =\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{u} & 4.12 \mathrm{c} \\
\boldsymbol{v}^{\prime}(s) & =\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{v} & 4.12 \mathrm{~d}
\end{array}
$$

Remark that $\boldsymbol{\Omega}_{b}(s)$ only depends on the centerline and is well defined even when the curvature vanishes, unlike the Frenet frame. In this case the parallel transport operator becomes the rotation of null angle, which is still a valid transformation.
Hence, the orientation of the cross-sections, that is the material frame $\left\{\boldsymbol{d}_{3}(s), \boldsymbol{d}_{1}(s), \boldsymbol{d}_{2}(s)\right\}$, can be tracked only by the measure of a single angle $\theta(s)$ from this reference frame denoted $\left\{\boldsymbol{d}_{3}(s), \boldsymbol{u}(s), \boldsymbol{v}(s)\right\}:$

$$
\left[\begin{array}{l}
\boldsymbol{d}_{1}(s) \\
\boldsymbol{d}_{2}(s)
\end{array}\right]=\left[\begin{array}{cc}
\cos \theta(s) & \sin \theta(s) \\
-\sin \theta(s) & \cos \theta(s)
\end{array}\right]\left[\begin{array}{l}
\boldsymbol{u}(s) \\
\boldsymbol{v}(s)
\end{array}\right]
$$

Note that the choice of an initial condition for the definition of the Bishop frame is not a matter of concern as only the derivative of $\theta$ appears in the elastic energy (see eq. (4.10)). Thus, we are free to choose this condition in the most convenient way.

## MEASUREMENT OF THE MATERIAL TWIST

With this 4-DOFs representation, the material twist is directly expressed in terms of the derivative of $\theta$. Indeed, from eqs. (4.12) and (4.13) we obtain :

$$
\begin{align*}
\boldsymbol{d}_{1}^{\prime} & =(\cos \theta \boldsymbol{u}+\sin \theta \boldsymbol{v})^{\prime} \\
& =(-\sin \theta \boldsymbol{u}+\cos \theta \boldsymbol{v}) \cdot \theta^{\prime}+\cos \theta \boldsymbol{u}^{\prime}+\sin \theta \boldsymbol{v}^{\prime} \\
& =\theta^{\prime} \boldsymbol{d}_{2}+\cos \theta(\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{u})+\sin \theta(\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{v}) \\
& =\theta^{\prime} \boldsymbol{d}_{2}+\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{d}_{1}
\end{align*}
$$

Finally, using the definition of $\tau$ from eq. (4.3) and the fact that $\boldsymbol{\kappa} \boldsymbol{b}$ is perpendicular to $\boldsymbol{d}_{3}$ we can deduce that $\tau=\theta^{\prime}$ :

$$
\tau=\boldsymbol{d}_{1}^{\prime} \cdot \boldsymbol{d}_{2}=\left(\theta^{\prime} \boldsymbol{d}_{2}+\boldsymbol{\kappa} \boldsymbol{b} \times \boldsymbol{d}_{1}\right) \cdot \boldsymbol{d}_{2}=\theta^{\prime}+\boldsymbol{d}_{3} \cdot \boldsymbol{\kappa} \boldsymbol{b}=\theta^{\prime}
$$

Here, the benefits of the curve-angle representation are revealed as the material twist is now simply given by the rate of $\theta$ with respect to the arc length parameter $s$. Everything happens as if the Bishop frame would enable a direct measurement of the mechanical torsion, getting ride of the intrinsic geometric torsion of the centerline itself (aka the torsion of Frenet).

## VECTOR OF MATERIAL CURVATURES

We introduce the vector of material curvatures $(\boldsymbol{\omega})$ as the 2-dimensional vector of components $\kappa_{1}$ and $\kappa_{2}$ :

$$
\boldsymbol{\omega}=\left[\begin{array}{l}
\kappa_{1} \\
\kappa_{2}
\end{array}\right]=\left[\begin{array}{l}
\boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{d}_{1} \\
\boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{d}_{2}
\end{array}\right]=\left[\begin{array}{r}
-\boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{2} \\
\boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{1}
\end{array}\right]
$$

## 4.4 <br> DEFINITION OF THE VARIATIONAL PROBLEM

We now have all the ingredients to build the variational problem that will lead us to the determination of the internal forces $(\boldsymbol{f})$ and the internal twisting moment $(\boldsymbol{m})$ acting on the centerline. Indeed, the quasi-static out-of-balance internal forces and twisting moment acting on the beam are calculated by differentiating the elastic energy of the system with respect to the 4 DOFs of the system, namely $\boldsymbol{x}$ and $\theta$.

## CALCULUS OF VARIATIONS

Differentiating $\mathcal{E}$ with respect to $\boldsymbol{x}$ will yield the linear resultant of the internal forces $(\boldsymbol{f}$, see $\S 4.5$ ), while differentiating $\mathcal{E}$ with respect to $\theta$ will yield the linear resultant of the internal twisting moment ( $\boldsymbol{m}$, see $\S 4.6$ ). Main results for the calculus of variations are reminded in chapter B.
These forces and moments will be used later in a damped explicit dynamic procedure to solve the equilibrium of the system. However, they are nothing but the gradient of the elastic energy and any other variational method can be employed to find a geometric configuration that minimize the elastic energy, that is a configuration in which the rod is at static equilibrium (our ultime goal).
Introducing $\boldsymbol{\omega}$ and $\theta$, the elastic energy defined in eq. (4.10) can be rewritten in the form :

$$
\mathcal{E}=\mathcal{E}_{b}+\mathcal{E}_{t}=\frac{1}{2} \int_{0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}}) d s+\frac{1}{2} \int_{0}^{L} \beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)^{2} d s
$$

where $\boldsymbol{B}$ is the bending stiffness matrix given in material frame coordinate system and $\beta$

$$
\left.s \longrightarrow\{\boldsymbol{x} \longrightarrow \boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}\} \quad \boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\} \quad \longrightarrow \quad \tau, \kappa_{1}, \kappa_{2}
$$

4.2 Succession of the degrees of freedom
is the torsional stiffness given by :

$$
\boldsymbol{B}(s)=\left[\begin{array}{cc}
E I_{1}(s) & 0 \\
0 & E I_{2}(s)
\end{array}\right] \quad, \quad \beta(s)=(G J)(s)
$$

The matrix notation introduced in eq. (4.17) will enable more compact forms for equations. It will be used throughout this chapter. Remark that the scalar product of vectors is treated as matrix multiplication with a row and column vector.
The internal shear forces and the internal twisting moment are then given by :

$$
\begin{align*}
\boldsymbol{f} & =-\frac{\partial \mathcal{E}}{\partial \boldsymbol{x}}[\boldsymbol{x}, \theta] \\
\boldsymbol{m} & =-\frac{\partial \mathcal{E}}{\partial \theta}[\boldsymbol{x}, \theta] \cdot \boldsymbol{d}_{3}
\end{align*}
$$

It is important to notice that as the rod is supposed to be inextensible, the elastic energy does not include any term to characterize the axial strain. This assumption will have to be treated as a constraint when solving the variational problem. For instance, Bergou et al. 2008 [16] choose to enforce inextensibility at each time step with a reprojection algorithm while Lefevre et al. 2017 [18] choose to enforce this constraint thanks to a penalty energy. Hence, $\boldsymbol{f}$ will give only the shear component of the internal forces acting on the centerline but not the axial component. ${ }^{10}$
10. This is somehow equivalent to what is remarked by Dill : "The resultant shears $F_{1}$ and $F_{2}$ are not determined by the constitutive equations. They are reactive parameters in the equations of balance of momentum as they are in the elementary beam theory." [| | 4].

### 4.4.2 PREREQUISITE FOR THE COMPUTATION OF ENERGY GRADIENTS

To compute the energy gradients with respect to the degrees of freedom of the rod it is primordial to understand how these DOFs are chained (see fig. 4.2) :

- $\boldsymbol{x}$ leads to the determination of the curvature binormal $(\boldsymbol{\kappa} \boldsymbol{b})$ and to the determination of the reference Bishop frame $\{\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}\}$.
- $\theta$ leads to the determination of the material frame $\left\{\boldsymbol{t}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ from the reference frame $\{\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}\}$.
- $\kappa_{1}$ and $\kappa_{2}$ are the projections of $\boldsymbol{\kappa} \boldsymbol{b}$ on $\boldsymbol{d}_{1}$ and $\boldsymbol{d}_{2}$. This means that $\boldsymbol{\omega}$ depends on $\boldsymbol{x}$ through the determination of $\boldsymbol{\kappa} \boldsymbol{b}$ and the determination of $\{\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}\}$; and depends on $\theta$ through the determination of $\left\{\boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ from $\{\boldsymbol{u}, \boldsymbol{v}\}$.
- $\tau$ only depends on $\theta$ and is thus independent of $\boldsymbol{x}$.


### 4.4.3 <br> COUPLING BETWEEN BENDING AND TORSION

Remark that the twisting energy ( $\mathcal{E}_{t}$ ) only depends on $\theta$ and is independent regarding $\boldsymbol{x}$ while the bending energy $\left(\mathcal{E}_{b}\right)$ depends on both $\theta$ and $\boldsymbol{x}$ variables (remind that $\kappa_{1}$ and $\kappa_{2}$ are the projections of $\boldsymbol{\kappa} \boldsymbol{b}$ over $\boldsymbol{d}_{1}$ and $\boldsymbol{d}_{2}$ ). Thus, a coupling between bending and twisting appears and the minimum of the whole elastic energy is not necessarily reached for concomitant minimums of bending and twisting energies.

### 4.4.4 QUASISTATIC ASSUMPTION

Following Bergou et al. 2008 [16], it is relevant to assume that the propagation of twist waves is instantaneous compared to the propagation of bending waves because for slender rods the axial stiffness is usually an order of magnitude higher than the bending stiffness. This means that the distributed internal forces $(\boldsymbol{f})$ and the distributed internal moment of torsion ( $\boldsymbol{m}$ ) act on two different timescales in the rod dynamic.
Thus, on the timescale of action of the internal forces on the centerline, driving the bending waves, the twist waves propagate instantaneously so that :

$$
\frac{\partial \mathcal{E}}{\partial \theta}[\boldsymbol{x}, \theta]=0
$$

for the computation of $\boldsymbol{f}$.
This assumption is not mandatory - for instance it is not made by Nabaei 2014 [101] but was found to lead to simpler and faster computations.

## ENERGY GRADIENT WITH RESPECT TO $\theta$ : TWISTING MOMENT

For the calculus of variations, the reader is invited to refer to chapter $B$ where the notations employed throughout this section are defined and where the main results are reminded.

### 4.5.1

## DERIVATIVE OF MATERIAL DIRECTORS WITH RESPECT TO $\theta$

Recalling that $\theta$ and $\boldsymbol{x}$ are independant variables and that the Bishop frame $\{\boldsymbol{u}, \boldsymbol{v}\}$ only depends on $\boldsymbol{x}$, the decomposition of the material frame directors $\left\{\boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ on the Bishop frame leads directly to the following expression for the derivative of the material directors :

$$
\begin{align*}
\boldsymbol{D}_{\theta} \boldsymbol{d}_{1}(s) \cdot h_{\theta} & =\left.\frac{d}{d \lambda} \boldsymbol{d}_{1}\left[\theta+\lambda h_{\theta}\right]\right|_{\lambda=0} \\
& =(-\sin \theta \boldsymbol{u}+\cos \theta \boldsymbol{v}) \cdot h_{\theta} \\
& =\boldsymbol{d}_{2} \cdot h_{\theta} \\
\boldsymbol{D}_{\theta} \boldsymbol{d}_{2}(s) \cdot h_{\theta} & =\left.\frac{d}{d \lambda} \boldsymbol{d}_{2}\left[\theta+\lambda h_{\theta}\right]\right|_{\lambda=0} \\
& =(-\cos \theta \boldsymbol{u}-\sin \theta \boldsymbol{v}) \cdot h_{\theta} \\
& =-\boldsymbol{d}_{1} \cdot h_{\theta}
\end{align*}
$$

where $h_{\theta}: s \longmapsto h_{\theta}(s)$ denotes a small perturbation of $\theta$ and $\boldsymbol{D}_{\theta} \boldsymbol{d}_{i}(s)$ denotes the derivative of $\boldsymbol{d}_{i}$ at $s$ with respect to $\theta$. When it is appropriate, brackets are employed to signal important functional dependencies, while parenthesis will denote the dependence with respect to the arc length parameter $s$.

## DERIVATIVE OF THE MATERIAL CURVATURES VECTOR WITH RESPECT TO $\theta$

Regarding the definition of the material curvatures vector and the derivative of material directors with respect to $\theta$, it follows immediately that :

$$
\begin{align*}
\boldsymbol{D}_{\theta} \boldsymbol{\omega}(s) \cdot h_{\theta} & =\left.\frac{d}{d \lambda} \boldsymbol{\omega}\left[\theta+\lambda h_{\theta}\right]\right|_{\lambda=0} \\
& =\left[\begin{array}{r}
\boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{d}_{2} \\
-\boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{d}_{1}
\end{array}\right] \cdot h_{\theta} \\
& =-\boldsymbol{J} \boldsymbol{\omega} \cdot h_{\theta}
\end{align*}
$$

where $\boldsymbol{J}$ is the matrix that acts on two dimensional vectors by counter-clockwise rotation of angle $\frac{\pi}{2}$ :

$$
\boldsymbol{J}=\left[\begin{array}{rr}
0 & -1 \\
1 & 0
\end{array}\right]
$$

## COMPUTATION OF THE TWISTING MOMENT

The distributed moment of torsion is given by the functional derivative of the elastic energy with respect to $\theta$, which can be decomposed into :

$$
\begin{align*}
\left\langle-m(s), h_{\theta}\right\rangle & =\boldsymbol{D}_{\theta} \mathcal{E}(s) \cdot h_{\theta} \\
& =\boldsymbol{D}_{\theta} \mathcal{E}_{b}(s) \cdot h_{\theta}+\boldsymbol{D}_{\theta} \mathcal{E}_{t}(s) \cdot h_{\theta}
\end{align*}
$$

Derivative of the torsion energy with respect to $\theta$
We calculate the partial derivative of the twisting elastic energy with respect to $\theta$ as :

$$
\begin{align*}
\boldsymbol{D}_{\theta} \mathcal{E}_{t}[\theta](s) \cdot h_{\theta} & =\left.\frac{d}{d \lambda} \mathcal{E}_{t}\left[\theta+\lambda h_{\theta}\right]\right|_{\lambda=0} \\
& =\left.\frac{d}{d \lambda}\left(\frac{1}{2} \int_{0}^{L} \beta\left(\left(\theta+\lambda h_{\theta}\right)^{\prime}-\bar{\theta}^{\prime}\right)^{2} d t\right)\right|_{\lambda=0} \\
& =\int_{0}^{L} \beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right) \cdot h_{\theta}^{\prime} d t \\
& =\left[\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right) \cdot h_{\theta}\right]_{0}^{L}-\int_{0}^{L}\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right)^{\prime} \cdot h_{\theta} d t \\
& =\int_{0}^{L}\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\left(\delta_{L}-\delta_{0}\right)-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right)^{\prime}\right) \cdot h_{\theta} d t
\end{align*}
$$

where $\delta_{L}$ and $\delta_{0}$ are the Dirac distributions centered respectively on $s=L$ and $s=0$.

Derivative of the bending energy with respect to $\theta$
To compute the partial derivative of $\mathcal{E}_{b}$ with respect to $\theta$ we first calculate the derivative of $\mathcal{E}_{b}$ with respect to $\boldsymbol{\omega}$ :

$$
\begin{align*}
\boldsymbol{D}_{\omega} \mathcal{E}_{b}[\boldsymbol{\omega}](s) \cdot \boldsymbol{h}_{\omega} & =\left.\frac{d}{d \lambda} \mathcal{E}_{b}\left[\boldsymbol{\omega}+\lambda \boldsymbol{h}_{\omega}\right]\right|_{\lambda=0} \\
& =\left.\frac{d}{d \lambda}\left(\frac{1}{2} \int_{0}^{L}\left(\left(\boldsymbol{\omega}+\lambda \boldsymbol{h}_{\omega}\right)-\overline{\boldsymbol{\omega}}\right)^{T} \boldsymbol{B}\left(\left(\boldsymbol{\omega}+\lambda \boldsymbol{h}_{\omega}\right)-\overline{\boldsymbol{\omega}}\right) d t\right)\right|_{\lambda=0} \\
& =\int_{0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \cdot \boldsymbol{h}_{\omega} d t
\end{align*}
$$

where $\boldsymbol{h}_{\boldsymbol{\omega}}: s \longmapsto \boldsymbol{h}_{\omega}(s)$ denotes a small perturbation of $\boldsymbol{\omega}$. Then, we calculate the derivative of $\mathcal{E}_{b}$ with respect to $\theta$ from the chain rule and with eqs. (4.22) and (4.26) :

$$
\begin{align*}
\boldsymbol{D}_{\theta} \mathcal{E}_{b}[\boldsymbol{\omega}[\theta]](s) \cdot h_{\theta} & =\boldsymbol{D}_{\boldsymbol{\omega}} \mathcal{E}_{b}[\boldsymbol{\omega}](s) \cdot\left(\boldsymbol{D}_{\theta} \boldsymbol{\omega}[\theta](s) \cdot h_{\theta}\right) \\
& =-\int_{0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} \cdot h_{\theta} d t
\end{align*}
$$

## Twisting moment

The gradient of the elastic energy with respect to $\theta$ is obtained from eq. (4.24) with eqs. (4.25) and (4.27) :

$$
\begin{aligned}
\left\langle-m(s), h_{\theta}\right\rangle & =\boldsymbol{D}_{\theta} \mathcal{E}_{b}[\boldsymbol{\omega}[\theta]](s) \cdot h_{\theta}+\boldsymbol{D}_{\theta} \mathcal{E}_{t}[\theta](s) \cdot h_{\theta} \\
& =\int_{0}^{L}\left(\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\left(\delta_{L}-\delta_{0}\right)-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right)^{\prime}\right)-(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\right) \cdot h_{\theta} d t
\end{aligned}
$$

Finally, we can conclude on the expression of the distributed internal twisting moment :

$$
m(s)=-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\left(\delta_{L}-\delta_{0}\right)-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right)^{\prime}\right)(s)+\left((\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\right)(s)
$$

Remark with eqs. (4.8a) and (4.15), respectively with eqs. (4.8b) and (4.8c), that :

$$
\begin{array}{ll}
\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)=Q \\
(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}=\kappa_{1} M_{2}-\kappa_{2} M_{1} & 4.30 \mathrm{a} \\
4.30 \mathrm{~b}
\end{array}
$$

Hence, the quasi-static distributed internal twisting moment acting on the centerline is given for all $s$ in $] 0, L[$ by :

$$
m(s)=Q^{\prime}(s)+\kappa_{1}(s) M_{2}(s)-\kappa_{2}(s) M_{1}(s)
$$

## Quasistatic hypothesis

The quasistatic assumption (see eq. (4.20)) stipulates that the gradient of the elastic energy with respect to $\theta$ can be considered null $\left(\boldsymbol{D}_{\theta} \mathcal{E}(s)=0\right)$ for the calculation of the internal forces, which implies that for all $s$ in $[0, L]$ :

$$
\left(\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right)^{\prime}+(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\right)(s)=0
$$

or equivalently :

$$
Q^{\prime}(s)+\kappa_{1}(s) M_{2}(s)-\kappa_{2}(s) M_{1}(s)=0
$$

## 4.6

## ENERGY GRADIENT WITH RESPECT TO $X$ : INTERNAL FORCES

For the calculus of variations, the reader is invited to refer to chapter B where the notations employed throughout this section are defined and where main results are reminded.

### 4.6.1 DERIVATIVE OF MATERIAL DIRECTORS WITH RESPECT TO $\boldsymbol{X}$

A variation of the centerline $\boldsymbol{x}$ by $\boldsymbol{\epsilon}=\lambda \boldsymbol{h}_{x}$ would cause a variation of the Bishop frame because parallel transport depends on the centerline itself. As far as $\boldsymbol{x}$ and $\theta$ are independent variables, this leads necessarily to a variation of the material frame. Let us denote :

- $F=\{\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v}\}$ : the Bishop frame in the reference configuration ;
- $F_{\epsilon}=\left\{\boldsymbol{t}_{\epsilon}, \boldsymbol{u}_{\epsilon}, \boldsymbol{v}_{\epsilon}\right\}$ : the Bishop frame in the deformed configuration;
- $\tilde{F}_{\epsilon}=\left\{\boldsymbol{t}, \tilde{\boldsymbol{u}}_{\epsilon}, \tilde{\boldsymbol{v}}_{\epsilon}\right\}$ : the frame obtained by parallel transporting $F_{\epsilon}$ back on $F$.

From fig. 4.3 we start with an (arbitrary) initial reference frame defined in the rest configuration and denoted $F(0)$, positioned at arc length parameter $s=0$ :

- Firstly, the intial frame $F(0)$ is parallel transported along the centerline of the rest configuration into the frame $F(s)$ at arc length parameter $s$ (see fig. 4.3).


$\Psi_{\epsilon}(0)=0$

$\Psi_{\epsilon}(s)$

$\Psi_{\epsilon}(L)$
4.3 Variation of the Bishop frame for a perturbation of the centerline

4.4 Measuring the variation of parallel transport $\left(\alpha_{\epsilon}\right) . \tilde{F}_{\epsilon}$ is obtained by parallel tranpsporting $F_{\epsilon}$ from $\boldsymbol{t}_{\epsilon}$ to $\boldsymbol{t}$. This operation could be seen as a rotation around the axis $\boldsymbol{b}=\boldsymbol{t}_{\epsilon} \times \boldsymbol{t}$ by an angle $\alpha_{\epsilon}$
- Secondly the initial frame $F(0)$ is parallel transported at the starting point of the centerline of the deformed configuration into the frame $F_{\epsilon}(0)$. The frame $F_{\epsilon}(0)$ is then parallel transported along the centerline of the deformed configuration into the frame $F_{\epsilon}(s)$ at arc length parameter $s$. Finally, $F_{\epsilon}(s)$ is parallel transported back onto the frame $F(s)$ of the reference configuration. This frame is denoted $\tilde{F}_{\epsilon}(s)$ (see fig. 4.3).

The two frames $F(s)$ and $\tilde{F}_{\epsilon}(s)$ are not aligned as a variation of the centerline has caused a variation of the bishop frame. We call $\Psi_{\epsilon}(s)$ the amount of rotation around $\boldsymbol{t}(s)$ needed to realign $\tilde{F}_{\epsilon}(s)$ onto $F(s)$ (see fig. 4.3 where $\left.\Psi_{\epsilon}(s)<0\right) . \Psi_{\epsilon}(s)$ characterizes precisely the variation of the parallel transport operator with respect to a perturbation of the centerline. The sequence of transformations described previously and illustrated in fig. 4.3 can be

4.5 Measuring the variation of parallel transport $\left(\Psi_{\epsilon}\right) . F$ is obtained by rotating $\tilde{F}_{\epsilon}$ around $\boldsymbol{t}$ by an angle $\Psi_{\epsilon}$
decomposed into only two rotations that contribute to $\Psi_{\epsilon}(s)$ :

- $F_{\epsilon} \rightarrow \tilde{F}_{\epsilon}$ : parallel transporting $F_{\epsilon}$ from $\boldsymbol{t}_{\epsilon}$ to $\boldsymbol{t}$. This is equivalent to a rotation around $\boldsymbol{b}=\boldsymbol{t}_{\epsilon} \times \boldsymbol{t}$ by an angle $\alpha_{\epsilon}$. This rotation is described in fig. 4.4.
- $\tilde{F}_{\epsilon} \rightarrow F$ : aligning $\tilde{F}_{\epsilon}$ over $F$. This is equivalent to a rotation around $\boldsymbol{t}$ by an angle $\Psi_{\epsilon}$. This rotation is described in fig. 4.5.

Firstly, let's decompose $\left\{\boldsymbol{t}_{\epsilon}, \boldsymbol{u}_{\epsilon}, \boldsymbol{v}_{\epsilon}\right\}$ on the basis $\left\{\boldsymbol{t}, \tilde{\boldsymbol{u}}_{\epsilon}, \tilde{\boldsymbol{v}}_{\epsilon}\right\}$. Note that $\tilde{F}_{\epsilon}$ is expressed by rotating $\tilde{F}_{\epsilon}$ by an angle $\Psi_{\epsilon}[\boldsymbol{x}](s)$ around $\boldsymbol{t}$ because $\tilde{F}_{\epsilon}$ is obtained by parallel transporting $F_{\epsilon}$ from $\boldsymbol{t}_{\epsilon}$ to $\boldsymbol{t}$.

## Calculation of $\Psi_{\epsilon}$

This variation is closely related to the writhe of closed curves. As explained by Fuller 1978 [108] when parallel transporting an adapted frame around a closed curve it might not realigned with itself after one complete loop. This "lack of alignement" is directly measured by the change of writhe which can be computed with Fuller's Formula [108].
Note that the derivative of $\theta$ with respect to $\boldsymbol{x}$ can be evaluated by the change of writhe in the curve as suggested in [110]. This approach is completly equivalent.
One can also see this lack of alignement in terms of rotation. Parallel transport being a propagation of frame from $s=0$, the cumulated rotation of the Bishop frame from the deformed configuration around the initial configuration at arc length $s$ is the cumulated angle of rotation of $\boldsymbol{u}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]$ around $\boldsymbol{d}_{3}[\boldsymbol{x}]$. Recalling that the rotation rate of $\boldsymbol{u}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]$ is $\boldsymbol{\kappa} \boldsymbol{b}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]$ by definition of zero-twisting frame, one can write :

$$
\Psi_{\epsilon}[\boldsymbol{x}](s)=-\int_{0}^{s} \boldsymbol{\kappa} \boldsymbol{b}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] \cdot \boldsymbol{d}_{3}[\boldsymbol{x}] d t
$$

The calculation of $\boldsymbol{\kappa} \boldsymbol{b}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{\boldsymbol{x}}\right]$ is straightforward from the definition of the curvature binormal vector (see eq. (4.12a)) :

$$
\begin{align*}
\boldsymbol{\kappa} \boldsymbol{b}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] & =\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime} \times\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime \prime} \\
& =\boldsymbol{\kappa} \boldsymbol{b}[\boldsymbol{x}]+\lambda\left(\boldsymbol{x}^{\prime} \times \boldsymbol{h}_{x}^{\prime \prime}+\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{x}^{\prime \prime}\right)+\lambda^{2}\left(\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{h}_{x}^{\prime \prime}\right) \\
& =\boldsymbol{\kappa} \boldsymbol{b}[\boldsymbol{x}]+\lambda\left(\boldsymbol{x}^{\prime} \times \boldsymbol{h}_{x}^{\prime \prime}+\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{x}^{\prime \prime}\right)+o(\lambda)
\end{align*}
$$

Thus, reminding that $\boldsymbol{d}_{3}[\boldsymbol{x}]=\boldsymbol{x}^{\prime}$ and $\boldsymbol{\kappa} \boldsymbol{b}[\boldsymbol{x}] \cdot \boldsymbol{d}_{3}[\boldsymbol{x}]=0$, and using the invariance of circular product by cyclic permutation, one can express :

$$
\begin{align*}
\Psi_{\epsilon}[\boldsymbol{x}](s) & =-\int_{0}^{s} \boldsymbol{\kappa} \boldsymbol{b}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] \cdot \boldsymbol{d}_{3}[\boldsymbol{x}] d t \\
& =-\lambda \int_{0}^{s}\left(\boldsymbol{x}^{\prime} \times \boldsymbol{h}_{x}^{\prime \prime}+\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{x}^{\prime \prime}\right) \cdot \boldsymbol{x}^{\prime} d t+o(\lambda) \\
& =-\lambda \int_{0}^{s} \boldsymbol{\kappa} \boldsymbol{b}[\boldsymbol{x}] \cdot \boldsymbol{h}_{x}^{\prime} d t+o(\lambda)
\end{align*}
$$

By integration by parts and dropping the implicit reference to $\boldsymbol{x}$ in the notation, $\Psi_{\epsilon}(s)$
can be rewritten as :

$$
\begin{align*}
\Psi_{\epsilon}(s) & =-\lambda \int_{0}^{s} \boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{h}_{x}^{\prime} d t+o(\lambda) \\
& =-\lambda\left(\left[\boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{h}_{x}\right]_{0}^{s}-\int_{0}^{s} \boldsymbol{\kappa} \boldsymbol{b}^{\prime} \cdot \boldsymbol{h}_{x} d t\right)+o(\lambda) \\
& =-\lambda\left(\int_{0}^{s}\left(\left(\delta_{s}-\delta_{0}\right) \boldsymbol{\kappa} \boldsymbol{b}-\boldsymbol{\kappa} \boldsymbol{b}^{\prime}\right) \cdot \boldsymbol{h}_{x} d t\right)+o(\lambda) \\
& =-\lambda\left(\int_{0}^{L}\left(\left(\delta_{s}-\delta_{0}\right) \boldsymbol{\kappa} \boldsymbol{b}-\left(1-H_{s}\right) \boldsymbol{\kappa} \boldsymbol{b}^{\prime}\right) \cdot \boldsymbol{h}_{x} d t\right)+o(\lambda)
\end{align*}
$$

where $\delta_{s}$ and $H_{s}$ are the Dirac function and the Heaviside step function centered at $s$ :

$$
\begin{align*}
& H_{s}: t \mapsto \begin{cases}0, & t<s \\
1, & t \geqslant s\end{cases} \\
& \delta_{s}: t \mapsto \delta(t-s)
\end{align*}
$$

Note that, as expected, $\Psi_{\epsilon}(s)$ is of first order in $\lambda$ and thus gets negligible when $\lambda$ tends to zero, that is to say when the perturbation of $\boldsymbol{x}$ is infinitesimal :

$$
\lim _{\lambda \rightarrow 0} \Psi_{\epsilon}(s)=0
$$

## Calculation of $\alpha_{\epsilon}$

Recall that $\tilde{F}_{\epsilon}$ is obtained by parallel tranpsporting $F_{\epsilon}$ from $\boldsymbol{t}_{\epsilon}$ to $\boldsymbol{t}$. $\tilde{F}_{\epsilon}$ results from the rotation of $F_{\epsilon}$ around $\boldsymbol{b}=\boldsymbol{t}_{\epsilon} \times \boldsymbol{t}$ by an angle $\alpha_{\epsilon}$.
Recall from eq. (4.2) that because the rod is supposed to be inextensible, $\boldsymbol{t}_{\epsilon}$ stays collinear to $\boldsymbol{t}$, at first order in $\lambda$, for an infinitesimal perturbation of the centerline :

$$
\|\boldsymbol{t}\|=\left\|\boldsymbol{t}_{\epsilon}\right\|=1 \Rightarrow(\boldsymbol{x}+\boldsymbol{\epsilon})^{\prime} \cdot(\boldsymbol{x}+\boldsymbol{\epsilon})^{\prime}=1 \Leftrightarrow \boldsymbol{x}^{\prime} \cdot \boldsymbol{\epsilon}^{\prime}=-\frac{\lambda^{2}}{2}\left\|\boldsymbol{h}_{x}^{\prime}\right\|^{2}
$$

Which yields :

$$
\cos \alpha_{\epsilon}=\boldsymbol{t} \cdot \boldsymbol{t}_{\epsilon}=\boldsymbol{x}^{\prime} \cdot(\boldsymbol{x}+\boldsymbol{\epsilon})^{\prime}=1+\boldsymbol{x}^{\prime} \cdot \boldsymbol{\epsilon}^{\prime}=1-\frac{\lambda^{2}}{2}\left\|\boldsymbol{h}_{x}^{\prime}\right\|^{2}
$$

Remark that the second order of the developpement is also accessible and can lead to
the computation of the hessian of the system, which might be useful for improving the convergence of the minimization algorithm :

$$
\begin{array}{ll}
\cos \alpha_{\epsilon}=1-\frac{\lambda^{2}}{2}\left\|\boldsymbol{h}_{x}^{\prime}\right\|^{2} & 4.42 \mathrm{a} \\
\sin \alpha_{\epsilon}=\sqrt{1-\cos ^{2} \alpha_{\epsilon}}=\lambda\left\|\boldsymbol{h}_{x}^{\prime}\right\|+o\left(\lambda^{2}\right) \\
\sin ^{2} \alpha_{\epsilon} / 2=\frac{\lambda^{2}}{4}\left\|\boldsymbol{h}_{x}^{\prime}\right\|^{2} & 4.42 \mathrm{~b} \\
4.42 \mathrm{c}
\end{array}
$$

Finally, it's possible to conclude that $\alpha_{\epsilon}(s)$ is in first order of $\lambda$ and thus gets negligible when $\lambda$ tends to zero :

$$
\lim _{\lambda \rightarrow 0} \alpha_{\epsilon}(s)=0
$$

Aligning $\tilde{F}_{\epsilon}$ towards $F_{\epsilon}$
Recall that aligning $\tilde{F}_{\epsilon}$ over $F$ is nothing but a rotation around $\boldsymbol{t}$ by an angle $\Psi_{\epsilon}$. This leads to :

$$
\begin{align*}
\tilde{\boldsymbol{u}}_{\epsilon} & =\cos \Psi_{\epsilon} \boldsymbol{u}+\sin \Psi_{\epsilon} \boldsymbol{v} \\
\tilde{\boldsymbol{v}}_{\epsilon} & =-\sin \Psi_{\epsilon} \boldsymbol{u}+\cos \Psi_{\epsilon} \boldsymbol{v}
\end{align*}
$$

## Aligning $F_{\epsilon}$ towards $t$

Recall that $\tilde{F}_{\epsilon}$ is obtained by parallel tranpsporting $F_{\epsilon}$ from $\boldsymbol{t}_{\epsilon}$ to $\boldsymbol{t}$. This operation could be seen as a rotation around $\boldsymbol{t}_{\epsilon} \times \boldsymbol{t}$ of an angle $\alpha_{\epsilon}$. Where :

$$
\boldsymbol{b}=\boldsymbol{t}_{\epsilon} \times \boldsymbol{t}=\cos \gamma \tilde{\boldsymbol{u}}_{\epsilon}+\sin \gamma \tilde{\boldsymbol{v}}_{\epsilon}=\cos \gamma \boldsymbol{u}_{\epsilon}+\sin \gamma \boldsymbol{v}_{\epsilon}
$$

Expressing $F_{\epsilon}$ on the basis $\tilde{F}_{\epsilon}$ gives for $\boldsymbol{u}_{\epsilon}$ and $\boldsymbol{v}_{\epsilon}$ :

$$
\begin{align*}
& \boldsymbol{u}_{\epsilon}=\sin \gamma \boldsymbol{b}+\cos \gamma\left(\sin \alpha_{\epsilon} \tilde{\boldsymbol{t}}+\cos \alpha_{\epsilon}\left(\cos \gamma \tilde{\boldsymbol{u}}_{\boldsymbol{\epsilon}}-\sin \gamma \tilde{\boldsymbol{v}}_{\boldsymbol{\epsilon}}\right)\right) \\
& \boldsymbol{v}_{\boldsymbol{\epsilon}}=\cos \gamma \boldsymbol{b}+\sin \gamma\left(-\sin \alpha_{\epsilon} \tilde{\boldsymbol{t}}+\cos \alpha_{\epsilon}\left(\sin \gamma \tilde{\boldsymbol{u}}_{\boldsymbol{\epsilon}}-\cos \gamma \tilde{\boldsymbol{v}}_{\boldsymbol{\epsilon}}\right)\right)
\end{align*}
$$

Which can be rearranged in :

$$
\begin{align*}
& \boldsymbol{u}_{\epsilon}=\cos \gamma \sin \alpha_{\epsilon} \boldsymbol{t}+\left(\cos \alpha_{\epsilon} \cos ^{2} \gamma+\cos ^{2} \gamma\right) \tilde{\boldsymbol{u}}_{\boldsymbol{\epsilon}}+\sin \gamma \cos \gamma\left(1-\cos \alpha_{\boldsymbol{\epsilon}}\right) \tilde{\boldsymbol{v}}_{\boldsymbol{\epsilon}} \\
& \boldsymbol{v}_{\boldsymbol{\epsilon}}=-\sin \gamma \sin \alpha_{\epsilon} \boldsymbol{t}+\cos \gamma \sin \gamma\left(1-\cos \alpha_{\boldsymbol{\epsilon}}\right) \tilde{\boldsymbol{u}}_{\boldsymbol{\epsilon}}+\left(\cos ^{2} \gamma+\cos \alpha_{\epsilon} \sin ^{2} \gamma\right) \tilde{\boldsymbol{v}}_{\boldsymbol{\epsilon}}
\end{align*}
$$

## Variation of the Bishop frame with respect to $\boldsymbol{x}$

Finally, one can express $F_{\epsilon}$ on the basis $F$ as the composition of two rotations :

$$
\begin{align*}
& \boldsymbol{u}_{\epsilon}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \Psi_{\epsilon} & -\sin \Psi_{\epsilon} \\
0 & \sin \Psi_{\epsilon} & \cos \Psi_{\epsilon}
\end{array}\right]\left[\begin{array}{c}
\cos \gamma \sin \alpha_{\epsilon} \\
1-2 \cos ^{2} \gamma \sin ^{2} \alpha_{\epsilon} / 2 \\
2 \sin \gamma \cos ^{2} \sin ^{2} \alpha_{\epsilon} / 2
\end{array}\right]=\left[\begin{array}{c}
\alpha_{\epsilon} \cos \gamma \\
1 \\
\Psi_{\epsilon}
\end{array}\right]+o(\lambda) \\
& \boldsymbol{v}_{\epsilon}=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \cos \Psi_{\epsilon} & -\sin \Psi_{\epsilon} \\
0 & \sin \Psi_{\epsilon} & \cos \Psi_{\epsilon}
\end{array}\right]\left[\begin{array}{c}
-\sin \gamma \sin \alpha_{\epsilon} \\
2 \sin \gamma \cos \gamma \sin ^{2} \alpha_{\epsilon} / 2 \\
1-2 \sin \gamma^{2} \sin ^{2} \alpha_{\epsilon} / 2
\end{array}\right]=\left[\begin{array}{c}
-\alpha_{\epsilon} \sin \gamma \\
-\Psi_{\epsilon} \\
1
\end{array}\right]+o(\lambda)
\end{align*}
$$

Here, the expressions have been developed to first order in $\lambda$. It has been prooved in eqs. (4.39) and (4.43) that $\alpha_{\epsilon}$ and $\Psi_{\epsilon}$ tend toward zero when the perturbation of the centerline is infinitesimal.
Finally, one can express the variation of the material directors with respect to an infinitesimal variation of rod's centerline by :

$$
\begin{aligned}
& \boldsymbol{u}_{\epsilon}=\alpha_{\epsilon} \cos \gamma \boldsymbol{t}+\boldsymbol{u}+\Psi_{\epsilon} \boldsymbol{v}+o(\lambda) \\
& \boldsymbol{v}_{\epsilon}=-\alpha_{\epsilon} \sin \gamma \boldsymbol{t}+\boldsymbol{v}-\Psi_{\epsilon} \boldsymbol{u}+o(\lambda)
\end{aligned}
$$

## Variation of the material frame with respect to $\boldsymbol{x}$

Recalling the expression of the material frame expressed in the reference Bishop frame, it is now easy to deduce the variation of material frame with respect to a variation of the centerline of the rod :

$$
\begin{align*}
\boldsymbol{d}_{1}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] & =\cos \theta \boldsymbol{u}_{\epsilon}+\sin \theta \boldsymbol{v}_{\epsilon} \\
\boldsymbol{d}_{2}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{\boldsymbol{x}}\right] & =-\sin \theta \boldsymbol{u}_{\epsilon}+\cos \theta \boldsymbol{v}_{\epsilon}
\end{align*}
$$

Which leads according to the previous equations to :

$$
\begin{array}{rlr}
\boldsymbol{d}_{1}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] & =\boldsymbol{d}_{1}[\boldsymbol{x}]+\Psi_{\epsilon} \boldsymbol{d}_{2}[\boldsymbol{x}]+\alpha_{\epsilon} \cos (\theta-\gamma) \boldsymbol{t}[\boldsymbol{x}]+o(\lambda) \\
\boldsymbol{d}_{2}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] & =\boldsymbol{d}_{2}[\boldsymbol{x}]-\Psi_{\epsilon} \boldsymbol{d}_{1}[\boldsymbol{x}]-\alpha_{\epsilon} \sin (\theta+\gamma) \boldsymbol{t}[\boldsymbol{x}]+o(\lambda)
\end{array}
$$

## DERIVATIVE OF THE VECTOR OF MATERIAL CURVATURES WITH RESPECT TO $\boldsymbol{X}$

It is now straightforward from the previous section to express the variation of the material curvatures with respect to a variation $\boldsymbol{\epsilon}=\lambda \boldsymbol{h}_{x}$ of $\boldsymbol{x}$ while $\theta$ remains unchanged :

$$
\begin{align*}
\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime \prime} \cdot \boldsymbol{d}_{1}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]= & \left(\boldsymbol{x}^{\prime \prime}+\lambda \boldsymbol{h}_{x}^{\prime \prime}\right) \\
& \cdot\left(\boldsymbol{d}_{1}+\Psi_{\epsilon} \boldsymbol{d}_{2}+\alpha_{\epsilon} \cos (\theta-\gamma) \boldsymbol{t}+o(\lambda)\right) \\
\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime \prime} \cdot \boldsymbol{d}_{2}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]= & \left(\boldsymbol{x}^{\prime \prime}+\lambda \boldsymbol{h}_{x}^{\prime \prime}\right) \\
& \cdot\left(\boldsymbol{d}_{2}-\Psi_{\epsilon} \boldsymbol{d}_{1}-\alpha_{\epsilon} \sin (\theta+\gamma) \boldsymbol{t}+o(\lambda)\right)
\end{align*}
$$

Thus, recalling that $\boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{3}=0$ and that $\alpha_{\epsilon}$ and $\Psi_{\epsilon}$ are first order quantities in $\lambda$ :

$$
\begin{align*}
\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime \prime} \cdot \boldsymbol{d}_{1}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] & =\boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{1}+\Psi_{\epsilon} \boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{2}+\lambda \boldsymbol{h}_{x}^{\prime \prime} \cdot \boldsymbol{d}_{1}+o(\lambda) \\
\left(\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right)^{\prime \prime} \cdot \boldsymbol{d}_{2}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right] & =\boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{2}-\Psi_{\epsilon} \boldsymbol{x}^{\prime \prime} \cdot \boldsymbol{d}_{1}+\lambda \boldsymbol{h}_{x}^{\prime \prime} \cdot \boldsymbol{d}_{2}+o(\lambda)
\end{align*}
$$

Which finally leads to :

$$
\boldsymbol{\omega}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]=\boldsymbol{\omega}[\boldsymbol{x}]-\Psi_{\epsilon} \boldsymbol{J} \boldsymbol{\omega}[\boldsymbol{x}]+\lambda\left[\begin{array}{r}
-\boldsymbol{h}_{x}^{\prime \prime} \cdot \boldsymbol{d}_{2} \\
\boldsymbol{h}_{x}^{\prime \prime} \cdot \boldsymbol{d}_{1}
\end{array}\right]+o(\lambda)
$$

Reminding the expression of $\Psi_{\epsilon}$ computed in eq. (4.37), one can express the derivative of the vector of material curvatures with respect to $\boldsymbol{x}$ as : ${ }^{11}$

$$
\boldsymbol{D}_{x} \boldsymbol{\omega}(s) \cdot \boldsymbol{h}_{x}=\left(\int_{0}^{L}\left(\left(\delta_{s}-\delta_{0}\right) \boldsymbol{\kappa} \boldsymbol{b}-\left(1-H_{s}\right) \boldsymbol{\kappa} \boldsymbol{b}^{\prime}\right) \cdot \boldsymbol{h}_{x} d t\right) \boldsymbol{J} \boldsymbol{\omega}+\left[\begin{array}{r}
-\boldsymbol{d}_{2}^{T} \\
\boldsymbol{d}_{1}^{T}
\end{array}\right] \cdot \boldsymbol{h}_{x}^{\prime \prime} \quad 4.55
$$

The entries of the first line are $-\boldsymbol{d}_{2}{ }^{T}=[0,0,-1]$ while the entries of the second line are $\boldsymbol{d}_{1}{ }^{T}=[0,1,0]$. Thus, the matrix entries in the material frame coordinate system are given by :

$$
\left[\begin{array}{c}
-\boldsymbol{d}_{2}{ }^{T} \\
\boldsymbol{d}_{1}{ }^{T}
\end{array}\right]=\left[\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right]
$$

I I. Here, we have introduced a condensed matrix notation to write $\left[\begin{array}{r}-\boldsymbol{d}_{2} \\ \boldsymbol{d}_{1}{ }^{T}\end{array}\right]$ as a $2 \times 3$ matrix.

Remark also how the scalar product $\boldsymbol{h}_{x}^{\prime \prime} \cdot \boldsymbol{d}_{2}$ in vector notation is treated as a product in matrix notation : $\boldsymbol{d}_{2}^{T} \cdot \boldsymbol{h}_{x}^{\prime \prime}=\left(\boldsymbol{h}_{x}^{\prime \prime}\right)^{T} \cdot \boldsymbol{d}_{2}$.

## COMPUTATION OF THE FORCES ACTING ON THE CENTERLINE

The distributed internal forces acting on the centerline are given by the functional derivative of the elastic energy with respect to $\boldsymbol{x}$, which can be decomposed into :

$$
\begin{align*}
\left\langle-\boldsymbol{f}(s), \boldsymbol{h}_{x}\right\rangle & =\boldsymbol{D}_{x} \mathcal{E}(s) \cdot \boldsymbol{h}_{x} \\
& =\boldsymbol{D}_{x} \mathcal{E}_{b}(s) \cdot \boldsymbol{h}_{x}+\boldsymbol{D}_{x} \mathcal{E}_{t}(s) \cdot \boldsymbol{h}_{x}
\end{align*}
$$

Derivative of the torsion energy with respect to $\boldsymbol{x}$
Recall that the torsion energy only depends on $\theta$ which is independent of $x$. Thus $\mathcal{E}_{t}$ is independent of $x$ and :

$$
\boldsymbol{D}_{x} \mathcal{E}_{t}[\boldsymbol{x}](s) \cdot \boldsymbol{h}_{x}=\left.\frac{d}{d \lambda} \mathcal{E}_{t}\left[\boldsymbol{x}+\lambda \boldsymbol{h}_{x}\right]\right|_{\lambda=0}=0
$$

Derivative of the bending energy with respect to $\boldsymbol{x}$
To compute the partial derivative of $\mathcal{E}_{b}$ with respect to $\boldsymbol{x}$ we first calculate the derivative of $\mathcal{E}_{b}$ with respect to $\boldsymbol{\omega}$ :

$$
\boldsymbol{D}_{\omega} \mathcal{E}_{b}[\boldsymbol{\omega}](s) \cdot \boldsymbol{h}_{\omega}=\left.\frac{d}{d \lambda} \mathcal{E}_{b}\left[\boldsymbol{\omega}+\lambda \boldsymbol{h}_{\boldsymbol{\omega}}\right]\right|_{\lambda=0}=\int_{0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \cdot \boldsymbol{h}_{\omega} d t
$$

Then, we calculate the partial derivative of $\mathcal{E}_{b}$ with respect to $\boldsymbol{x}$ from the chain rule and with eqs. (4.55) and (4.59) :

$$
\boldsymbol{D}_{x} \mathcal{E}_{b}[\boldsymbol{\omega}[\boldsymbol{x}]](s) \cdot \boldsymbol{h}_{x}=\boldsymbol{D}_{\omega} \mathcal{E}_{b}[\boldsymbol{\omega}](s) \cdot\left(\boldsymbol{D}_{x} \boldsymbol{\omega}[\boldsymbol{x}](s) \cdot \boldsymbol{h}_{x}\right)=\mathcal{A}+\mathcal{B}+\mathcal{C}
$$

where $\mathcal{A}, \mathcal{B}$ and $\mathcal{C}$ are given by :

$$
\begin{aligned}
& \mathcal{A}=\int_{0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B}\left[\begin{array}{r}
-\boldsymbol{d}_{2}^{T} \\
\boldsymbol{d}_{1}^{T}
\end{array}\right] \cdot \boldsymbol{h}_{x}^{\prime \prime} d t \\
& \mathcal{B}=\int_{t=0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\left(\int_{u=0}^{L}\left(\delta_{t}-\delta_{0}\right) \boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{h}_{x} d u\right) d t \\
& \mathcal{C}=\int_{t=0}^{L}-(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\left(\int_{u=0}^{L}\left(1-H_{t}\right) \boldsymbol{\kappa} \boldsymbol{b}^{\prime} \cdot \boldsymbol{h}_{x} d u\right) d t
\end{aligned}
$$

Calculus of $\mathcal{A}$ :

$$
\mathcal{A}=\int_{0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B}\left[\begin{array}{r}
-\boldsymbol{d}_{2}^{T} \\
\boldsymbol{d}_{1}^{T}
\end{array}\right] \cdot \boldsymbol{h}_{x}^{\prime \prime} d t
$$

One can remark that the (row) vector found in eq. (4.62) can be rewritten as : ${ }^{12}$

$$
(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B}\left[\begin{array}{r}
-\boldsymbol{d}_{2}^{T} \\
\boldsymbol{d}_{1}^{T}
\end{array}\right]=M_{2} \boldsymbol{d}_{1}^{T}-M_{1} \boldsymbol{d}_{2}^{T}=-\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right)^{T}
$$

Thus, $\mathcal{A}$ could be rewritten in its vectorial form :

$$
\begin{align*}
\mathcal{A} & =-\int_{0}^{L}\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right) \cdot \boldsymbol{h}_{x}^{\prime \prime} d t \\
& =-\left[\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right) \cdot \boldsymbol{h}_{x}^{\prime}\right]_{0}^{L}+\int_{0}^{L}\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right)^{\prime} \cdot \boldsymbol{h}_{x}^{\prime} d t \\
& =-\left[\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right) \cdot \boldsymbol{h}_{x}^{\prime}\right]_{0}^{L}+\int_{0}^{L}\left(\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}\right) \cdot \boldsymbol{h}_{x}^{\prime}+\left(\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{d}_{3}^{\prime}\right) \cdot \boldsymbol{M}^{\perp}\right) d t
\end{align*}
$$

Recall from eq. (4.2) that $\boldsymbol{h}_{x}^{\prime} \cdot \boldsymbol{d}_{3}=0$ and from eq. (4.3) that $\boldsymbol{d}_{3}^{\prime} \cdot \boldsymbol{d}_{3}=0$. Hence, $\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{d}_{3}^{\prime}$ is colinear to $\boldsymbol{d}_{3}$. Or by definition $\boldsymbol{M}^{\perp}$ is orthogonal to $\boldsymbol{d}_{3}$. Thus, $\left(\boldsymbol{h}_{x}^{\prime} \times \boldsymbol{d}_{3}^{\prime}\right) \cdot \boldsymbol{M}^{\perp}=0$.
12. Here, we mix up vector and matrix notations. The matrix form of a vector is given by the components of the vector in the material frame coordinate system. For instance, $\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right)^{T}$ is a row vector that writes in its matrix form : $\left[0,-M_{2}, M_{1}\right]$.

Finally, after a second integration by parts :

$$
\begin{aligned}
\mathcal{A} & =-\left[\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right) \cdot \boldsymbol{h}_{x}^{\prime}\right]_{0}^{L}+\int_{0}^{L}\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}\right) \cdot \boldsymbol{h}_{x}^{\prime} d t \\
& =\left[\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}\right) \cdot \boldsymbol{h}_{x}^{\prime \prime}-\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp}\right) \cdot \boldsymbol{h}_{x}^{\prime}\right]_{0}^{L}-\int_{0}^{L}\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}\right)^{\prime} \cdot \boldsymbol{h}_{x} d t
\end{aligned}
$$

Calculus of $\mathcal{B}$ :

$$
\begin{aligned}
\mathcal{B} & =\int_{t=0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\left(\int_{u=0}^{L}\left(\delta_{t}-\delta_{0}\right) \boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{h}_{x} d u\right) d t \\
& =-\left(\boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{h}_{x}\right)(0) \int_{t=0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d t+\int_{t=0}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} \boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{h}_{x} d t
\end{aligned}
$$

Calculus of $\mathcal{C}$ :

$$
\begin{aligned}
\mathcal{C} & =\int_{t=0}^{L}-(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\left(\int_{u=0}^{L}\left(1-H_{t}\right) \boldsymbol{\kappa} \boldsymbol{b}^{\prime} \cdot \boldsymbol{h}_{x} d u\right) d t \\
& =\int_{u=0}^{L} \int_{t=u}^{L}-\left((\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega}\right)(t)\left(\boldsymbol{\kappa} \boldsymbol{b}^{\prime} \cdot \boldsymbol{h}_{x}\right)(u) d t d u \\
& =\int_{u=0}^{L}-\left(\int_{t=u}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d t\right)\left(\boldsymbol{\kappa} \boldsymbol{b}^{\prime} \cdot \boldsymbol{h}_{x}\right) d u
\end{aligned}
$$

By several integration by parts, using Fubini's theorem once and supposing that the terms vanishes at $s=0$ and $s=L$ :

$$
\begin{aligned}
\mathcal{B}+\mathcal{C} & =\int_{t=0}^{L}\left((\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} \boldsymbol{\kappa} \boldsymbol{b}-\left(\int_{u=t}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d u\right) \boldsymbol{\kappa} \boldsymbol{b}^{\prime}\right) \cdot \boldsymbol{h}_{x} d t \\
& =\int_{t=0}^{L}\left(-\left(\int_{u=t}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d u\right)^{\prime} \boldsymbol{\kappa} \boldsymbol{b}-\left(\int_{u=t}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d u\right) \boldsymbol{\kappa} \boldsymbol{b}^{\prime}\right) \cdot \boldsymbol{h}_{x} d t \\
& =\int_{t=0}^{L}\left(-\left(\int_{u=t}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d u\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime} \cdot \boldsymbol{h}_{x} d t
\end{aligned}
$$

Which can be rewritted using the quasi-static hypothesis eq. (4.20) :

$$
\begin{align*}
\mathcal{B}+\mathcal{C} & =\int_{t=0}^{L}\left(-\left(\int_{u=t}^{L}(\boldsymbol{\omega}-\overline{\boldsymbol{\omega}})^{T} \boldsymbol{B} \boldsymbol{J} \boldsymbol{\omega} d u\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime} \cdot \boldsymbol{h}_{x} d t \\
& =\int_{t=0}^{L}\left(-\left(\int_{u=t}^{L} \beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\left(\delta_{L}-\delta_{0}\right)-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right)^{\prime} d u\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime} \cdot \boldsymbol{h}_{x} d t \\
& =\int_{t=0}^{L}\left(-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)(L)-\left[\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right)\right]_{t}^{L}\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime} \cdot \boldsymbol{h}_{x} d t \\
& =\int_{t=0}^{L}-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime} \cdot \boldsymbol{h}_{x} d t
\end{align*}
$$

Finally, combining eqs. (4.65) and (4.69) into eq. (4.60) yields :

$$
\boldsymbol{D}_{x} \mathcal{E}_{b}[\boldsymbol{\omega}[\boldsymbol{x}]](s) \cdot \boldsymbol{h}_{x}=\int_{0}^{L}\left(-\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}\right)^{\prime}-\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime}\right) \cdot \boldsymbol{h}_{x} d t
$$

## Internal forces

The gradient of the elastic energy with respect to $\boldsymbol{x}$ is obtained from eq. (4.57) with eqs. (4.58) and (4.70) :

$$
\left\langle-\boldsymbol{f}(s), \boldsymbol{h}_{x}\right\rangle=\boldsymbol{D}_{x} \mathcal{E}(s) \cdot \boldsymbol{h}_{x}=-\int_{0}^{L}\left(\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}\right)^{\prime}+\left(\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime}\right) \cdot \boldsymbol{h}_{x} d t
$$

Finally, we can conclude on the expression of the distributed internal forces acting on the centerline :

$$
\boldsymbol{f}(s)=\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}(s)+\beta\left(\theta^{\prime}-\bar{\theta}^{\prime}\right) \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime}(s)
$$

Remark that this expression can be rewritten thanks to eq. (4.30a) as :

$$
\boldsymbol{f}(s)=\left(\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}+Q \boldsymbol{\kappa} \boldsymbol{b}\right)^{\prime}(s)
$$

## SHEAR FORCE ACTING ON THE ROD

From eqs. (4.31) and (4.73) we deduce the internal shear force and distributed twisting moment acting on the rod :

$$
\begin{array}{ll}
\boldsymbol{F}=\boldsymbol{d}_{3} \times \boldsymbol{M}^{\prime} & 4.74 \mathrm{a} \\
m=Q^{\prime}+\kappa_{1} M_{2}-\kappa_{2} M_{1} & 4.74 \mathrm{~b}
\end{array}
$$

Remark that we fall back on the static member of the dynamical equations of rods in Kirchhoff's theory (see eq. (5.67)). Hence, we have proved the equivalence between the present approach (based on the calculus of variations and the formulation of an elastic energy) and a more direct approach from the well-established Kirchhoff equations. ${ }^{13}$

## DISCUSSION

We have build upon Bergou et al. 2008 [16] a reduced coordinate beam theory for the modeling of slender rods with anisotropic cross-section and arbitrary natural geometry. This model assumes that the rod is inextensible, that cross-sections remain planar and perpendicular to the centerline, and that the material behaves linearly.
This model is a serious step forward for the modeling of elastic gridshells compared to the actual 3 -DOFs beam element developed by Adriaenssens and Barnes 2001 [42] and extended by Douthe et al. 2006 [6] as it enables the modeling of : fixed support conditions ; rectangular beams like the ones used in timber gridshells; complex connections. However, nothing was done to take into account external loads and this is at that point a drawback worth to mention.
Unlike Bergou et al. 2008 [16] and Nabaei 2014 [101] :

- Our expressions for the internal forces and twisting moment acting on the rod have the

13. It is easy from eq. (4.74a) to retrieve eqs. (5.67d) and (5.67e) considering that :

$$
\begin{aligned}
\boldsymbol{d}_{3} \times \boldsymbol{M}^{\prime} & =\boldsymbol{d}_{3} \times\left(\boldsymbol{M}^{\perp^{\prime}}+\left(Q \boldsymbol{d}_{3}\right)^{\prime}\right) \\
& =\boldsymbol{d}_{3} \times\left(\boldsymbol{M}^{\perp^{\prime}}+Q \boldsymbol{d}_{3}^{\prime}\right) \\
& =\boldsymbol{d}_{3} \times\left(\boldsymbol{M}^{\perp^{\prime}}+Q\left(\tau \boldsymbol{d}_{3}+\boldsymbol{\kappa b}\right) \times \boldsymbol{d}_{3}\right) \\
& =\boldsymbol{d}_{3} \times \boldsymbol{M}^{\perp^{\prime}}+Q \boldsymbol{\kappa} \boldsymbol{b}
\end{aligned}
$$

advantage to be fully local, which leads to simpler and faster numerical evaluations.

- We have retrieved the physical meaning of the energy gradients in terms of shear, bending and twisting of the rod. This is a critical point for the post-analysis of the results given by the model as our goal is to understand and predict the behavior or real structures.
- Our model is developed in the smooth world and thus the choice of the discretization is left to the stage of the numerical implementation, which we believe gives more flexibility.


## CONCLUSION

In this chapter we have tried to overcome the limitations of the calculation model used for the project of the ephemeral cathedral of Créteil. Recall that the objective is to reinforce the accuracy and completeness of the mechanical information returned by the model to the designers, without sacrificing the level of interactivity and reactivity previously achieved and which was precisely the relevance of this tool.
In this first attempt, from recent work on the elastic rods applied to the field of computer graphics [16], and in the continuity of a previous work of thesis which we have collaborated [27], we have, through a variational approach, formulated a discrete beam element that can account for torsion phenomena [18]. The kinematic description of the element is based here on the definition of a mean line understood as a parametric curve of the space ; and a straight section positioned by means of a frame adapted to this curve, itself entirely determined, to within a constant, by a single scalar variable. Thus, this element has a minimum number of degrees of freedom, namely 4 . However, this new model does not meet all the limitations identified previously. In particular, it does not allow to represent certain discontinuities that appear where the mechanical actions are exerted in a concentrated manner, such as at the level of a support, a connection part or a concentrated load. This ability is however essential for the study of the details of the structure, which are key parts of the constructive system as we have shown in our presentation of the ephemeral cathedral.
From this first model, we suggest to look at a different approach based on the dynamical Kirchhoff equations for rods. Although this development would be theoretically equivalent to the present approach, it would probably lead in a more straightforward manner to the calculation of the forces acting on the centerline, as suggested by §4.7. Moreover, unlike the variational approach, the dynamic equations are easy to write taking into account
the action of external forces and moments acting on the rod. This would lead to a more easy-to-implement and theoretically-solid management of these actions.
Finally, this approach might be better to treat the inextensibility not as a constraint but as an internal force acting on the centerline.
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## Chapter 5 ELASTIC ROD : EQUILIBRIUM APPROACH

## INTRODUCTION

In this chapter, following Dill 1992 [114], we present thoroughly the theory of slender rods developed by Kirchhoff, Clebsch and Love at the end of the XIX ${ }^{\text {th }}$ century. This theory can be applied for motions where strains remain small although displacements may be large, which is perfectly suitable to the modeling of elastic gridshell structures where the material must be employed in its elastic range but the structure undergoes large displacements during the forming process. ${ }^{1}$

We will see that this theory requires nothing more than that, and that the shear strains are negligible. In particular, the rod is not supposed to be strictly inextensible, nor the cross-sections are assumed to remain strictly planar.

[^10]The discrete beam element presented in chapter 6 will directly results from the discretization of the dynamical Kirchhoff equations presented here, combined with an appropriate use of the discrete curve-angle representation (see §4.3) and the circumscribed discrete curvature (see §3.7.1).
The motivations for this work were built upon the experience gained in the previous chapter (see chapter 4). Although the variational approach actually leads to the calculation of the quasi-static internal force and moment acting on the rod, these results are more straightforwardly obtained with the approach developed in this chapter, that is through writing the dynamic equilibrium of the rod. But it is not simply a matter of taste considering the perspective of the discrete element we intend to build and solve through a damped dynamic explicit time integration, namely a dynamic relaxation procedure (see chapter 6). Indeed, the equilibrium approach enables an immediate and full dynamic treatment of the rod, drops the stiff and unnecessary constraint of inextensibility and naturally integrates the treatment of applied loads. It also offers a more physical and less mathematical understanding of the problem, which is a matter of concern when designing real structures. ${ }^{2}$
Finally, this approach is closer in spirit to what have been proposed previously in the field of active bending structures about the 3 -DOFs or 6 -DOFs spline beam elements, and first introduced by Adriaenssens and Barnes 2001 [42]. It brings a more robust background to explain how internal forces and moments are derived in those elements. For instance, in $[42,6,10]$ the unbalanced shear forces acting on the rod during its motion are deduced with no justification - from the bending moment, itself computed from the curvature of the rod. We show here that this result is a consequence of the dynamic Kirchhoff equations where some inertial terms have been neglected (see §5.3.5).

## OVERVIEW

We begin by a short introduction on the Cosserat theory of rods (see §5.2). From this theory, we study only the way the motion of a rod is described in a very generic manner, through its force and moment strain vectors. We then restrain our study to the Kirchhoff theory of rods (see §5.3) : we specialize the description inherited from the Cosserat theory to our needs so it fulfills the specific assumptions made in Kirchhoff theory ; we establish

[^11]the dynamical equations of a rod under external loading ; we recall the canonical form of the strain and stress tensors ; and finally we retrieve the usual material constitutive equations as a consequence of the small strains and elasticity assumptions. Finally, we show that the static member of the equations of motion can be retrieved from simple geometric considerations (see §5.5).

## CONTRIBUTIONS

- We describe the motion of a Kirchhoff rod as a particular case of the motion of a Cosserat rod. This would enable to extend the present work in order to take into account shear effects, while sticking to the same geometrical description.
- We retrieve the equations of motion of a Kirchhoff rod with a careful treatment of the assumptions, following [114].
- We highlight the pedagogical interest of this approach compared to the variational approach by showing that the static members of Kirchhoff equations are nothing but firstorder balance equations.


## RELATED WORK

The theory for slender rods presented here was developed at the end of the XIX ${ }^{\text {th }}$ century by Kirchhoff [118, 119], Clebsch [120] and Love [117].
Dill 1992 [114] revisits the work of these pioneers and treats their theory in the framework of modern continuum mechanics. He gives the dynamic equations of balance of momentum with a careful and precise treatment of the assumptions. In particular, he makes the correct distinction between material and geometric curvatures, a subtlety that is often hidden behind the assumption that the beam is inextensible [40, 25, 10]. ${ }^{3}$ His work is mentioned by Neukirch 2009 [121].
Timoshenko 1921 [122] proposes a theory that extends Kirchhoff, Clebsch and Love works to take into account shear effects, considering that cross-sections might not stay perpendicular to the centerline of the beam. For plane problems, he measures the amount of shear through a rotation of the cross-section with respect to the beam axis.
3. "The principal normal, binormal, and torsion of the axis, viewed as an element of a space curve, have no special significance in the theory of rods. Use of those special directions as base vectors does not simplify the theory and can mislead the reader into attributing significance to them when none exists. In particular, the curvature of the rod should not be confused with the curvature of the space curve which the axis forms." [II4, p. 5]

Reissner 1973 [116] and Simo and Vu-Quoc 1991 [123] introduce the notion of geometrically exact beam, that is a beam model in which the description of the geometry is free of any assumption. They derive generalized Kirchhoff equations for rods that can undergo stretching, shearing, bending, torsion and even warping in [123] with the help of a $7^{\text {th }}$ degree of freedom. The problem is formulated from the principle of virtual work and is fully nonlinear, which means it accounts for both large-displacements and finite-strains. A similar attempt is proposed by Antman 1974 [124]. These formulations are nothing but two-director Cosserat theories in which the material frames is constrained to remain orthonormal, but not necessary adapted to the centerline.
Antman 2005 [115] develops the special theory of Cosserat rods, a very generic theory applicable to the modeling of solids where one dimension is much larger than the other two. This theory is a generalization of the previous works of Antman, Reissner and Simo where the directors of the material frame are no more constrained to rigid body motions. Several authors interested in the modeling and simulation of nonlinear dynamics of rods built their work upon Antman's theory, among which we can cite Grégoire and Schömer 2007 [102], Spillmann and Teschner 2007 [106] or Cao and Tucker 2008 [125].
Lang and Linn 2009 [126] claim that Lagrangian field theory leads to a more straightforward development of the work of Simo [123] which is directly formulated using quaternions. This could be of practical interest when considering its implementation in a numerical solver.
Cisternas and Holmes 2002 [127] extend Dill and Coleman extensible rod model to take into account thermal expansion. Moulton et al. 2013 [128] offer an interesting treatment of extensible rods to model the growth of plants, whereas all the other papers cited here usually try to built their model upon the assumption that the rod is inextensible.
Lázaro et al. 2016 [129] present a review of geometrically exact models for very flexible rods with the prospect of modeling bending active structures.

## INTRODUCTION TO THE SPECIAL COSSERAT THEORY OF RODS

This paragraph gives a very brief overview of the special Cosserat theory of rods, as presented by Antman 2005 [115], that accounts for bending, torsion, extension and shear behaviors of slender beams. ${ }^{4}$ This theory - which is a director theory of rods - was first
4. "[we formulate] a general dynamical theory of rods that can undergo large deformations in space by suffering flexure, torsion, extension, and shear. We call the resulting geometrically exact theory the special Cosserat theory of rods." [115,
introduced by Antman 1974 [124]. It gives a larger scope to the basements of the present work - which relies on the Kirchhoff theory of rods - as the last is a special case of this larger theoretical framework. Thus, what is presented in this paragraph could be considered as a reasonable starting point to extend the present work, for instance to take account for shear deformations or large extensions, which might be relevant for some engineering problems or form-finding processes.
It has been largely employed in various fields [130, 99].
5.2.1 DESCRIPTION OF THE MOTION

The special Cosserat theory of rods consider dynamics of rods. It relies on a precise geometric description (see fig. 5.1) of rods build upon three vector-valued functions that are time dependent :

- $\boldsymbol{x}$ : a position vector describing the geometry in space of a specific fiber called the rod axis or centerline. This function describes the rod in its longitudinal dimension. This dimension is of prime importance in the case of slender bodies such as rods as what is intended is to build a reduced theory, namely a 1-dimensional theory. This curve will often be understood as the curve passing through the cross-section centroids along the rod, although this is not mandatory in the theory.
- $\boldsymbol{d}_{1}, \boldsymbol{d}_{2}$ : two unit vector fields describing the lateral spatiality of the rod and called material directors. These vectors will often be understood as the principal axis of the cross-section, although this is not mandatory in the theory.

Modeling the geometry of the rod in any configuration is not sufficient to build a mechanical model. Indeed, one must know a reference state for the solid as strains measure relative change in geometry and stresses are related to strains through the constitutive relation of the rod material. Thus, the special Cosserat theory of rods considers two configurations :

- The actual configuration, that is the configuration of the rod at time $t$ during the motion.
- The reference configuration, that is the configuration of the rod in a specific state where its geometry (possibly curved and twisted) is known and its mechanical state (strains, stresses) under possible loads (dead weight, temperature, wind, snow, prestress, ...) and possible boundary conditions is known. In practice, this configuration will often be chosen

5.I Description of the motion for a Cosserat rod : longitudinal section

5.2 Description of the motion for a Cosserat rod : transverse section

| arc length | $s=\Psi_{t}^{-1}\left(s_{t}\right)$ | $s_{t}=\Psi_{t}(s)$ |
| :--- | :---: | :---: |
| length | $L$ | $L_{t}$ |
| centerline | $\bar{\gamma}$ | $\gamma_{t}$ |
| position vector | $\overline{\boldsymbol{x}}$ | $\boldsymbol{x}$ |
| material frame | $\left\{\overline{\boldsymbol{d}}_{3}, \overline{\boldsymbol{d}_{1}}, \overline{\boldsymbol{d}_{2}}\right\}$ | $\left\{\boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ |
| material coordinates | $\left(s, X_{1}, X_{2}\right)$ | $\left(s, X_{1}, X_{2}\right)$ |
| force strains | $\overline{\boldsymbol{\eta}}$ | $\boldsymbol{\eta}$ |
| moment strains | $\overline{\boldsymbol{x}}$ | $\boldsymbol{u}$ |
| spin vector | $\overline{\boldsymbol{\omega}}$ | $\boldsymbol{\omega}$ |
| axial extension | $\bar{\epsilon}=0$ | $\\|\eta\\|=\Psi_{t}^{\prime}(s)=1+\epsilon$ |
| arc length derivative | $\frac{\partial}{\partial s} \cdot=(\cdot)^{\prime}$ | $\frac{\partial}{\partial s_{t}} \cdot=(1+\epsilon)^{-1}(\cdot)^{\prime}$ |
| time derivative | $\frac{\partial}{\partial t} \cdot=(\cdot)$ | $\frac{\partial}{\partial t} \cdot=(\cdot)$ |

Table 5.I Summary of the notations employed throughout this section
5.1 Description of the motion for a Cosserat rod : Iongitudinal section
This is a typical longitudinal section of a rectangular beam deformed from a reference configuration (bottom) to an actual configuration (top) at time $t$. Cross-sections are defined in the reference configuration to be planar surfaces perpendicular to the beam axis $(\overline{\mathcal{S}})$. A material point $\overline{\boldsymbol{p}} \in \overline{\mathcal{S}}(s)$ is located relatively to the cross-section centroid $(\overline{\boldsymbol{x}}(s))$ thanks to its material coordinates $\left(X_{1}, X_{2}\right.$, $s)$. During the motion, this material point reaches a new position $\boldsymbol{p} \in \mathcal{S}(s)$. The deformed cross-section $\mathcal{S}(s)$ is no more planar. The material frame is no more aligned with the beam axis ( $\boldsymbol{d}_{3}$ and $\boldsymbol{t}$ are not parallel any more). The actual position is measured from the centroid of the deformed cross-section $(\boldsymbol{x}(s)$ ) plus an in-plane component ( $X_{\alpha} \boldsymbol{d}_{\alpha}$ ) and a deformation vector $(\boldsymbol{u})$. If the crosssections deform in a rigid-body manner, then $\boldsymbol{u}$ is null everywhere.
5.2 Description of the motion for a Cosserat rod : transverse section
5.2a Deformed cross-section $\mathcal{S}(s)$
5.2b Deformed cross-section $\underline{\mathcal{S}}(s+d s)$
5.2c Reference cross-section $\overline{\mathcal{S}}(s)$
5.2d Reference cross-section $\overline{\mathcal{S}}(s+d s)$

These are the transverse sections from fig. 5.1. However note that fig. 5.1 is drawn with $x_{2}<0$ while $x_{2}>0$ in fig. 5.2. The section curve is drawn in a dashed blue fashion. Remark how the deformed material point is located through $\boldsymbol{x}$ and $\boldsymbol{r}=X_{\alpha} \boldsymbol{d}_{\alpha}+u_{k} \boldsymbol{d}_{k}$. Cross-sections are rotating around $\boldsymbol{d}_{3}$ at speed $\varkappa_{3}$. The beam is subjected to flexion ( $\varkappa_{1}>0, \varkappa_{2}>0$ ), torsion ( $\varkappa_{3}>0$ ) and extension $(\epsilon>0)$. Fibers that are compressed -- both directly by axial compression or indirectly by flexion -- are subjected to transverse expansion due to the Poisson effect (see upright of figs. 5.2a and 5.2b). Reciprocally, fibers in tension -- both directly by axial tension or indirectly by flexion -are subjected to transverse contraction (see bottom-left of figs. 5.2 a and 5.2 b ).
as a stress-free configuration when the beam is not subject to any loads nor restrains of any kind, although this is not mandatory in the theory.

Thus, the equations governing the motion of a special Cosserat rod will be based on the description of a fully known reference configuration and the description of the actual or deformed configuration of the rod at time $t$ during its motion (see fig. 5.1). Usually, what is intended is to predict the motion of a particular rod given its reference configuration, material properties, boundary conditions, and loading. In this thesis, the equations of the motion will be integrated to converge as fast as possible to the quasi-static response of the system, as this work only deals with statics of structures. However, it is still possible to use a more convenient and accurate time integrator to compute the motion, if one wants to study the (true) dynamics of a rod and go beyond the knowledge of its static equilibrium. Hereafter, when ambiguity is possible, symbols referring to the reference configuration will be marked with an overline while symbols referring to the actual configuration will be marked with a subscript in the variable $t$. Generally, scalar quantities are marked with the subscript $t$ and vector quantities with an overline in order to avoid double subscripts when referring to vector components.

## Actual configuration

At time $t$, the actual or deformed configuration of the $\operatorname{rod}\left\{\boldsymbol{x}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ is described by its centerline $\gamma_{t} \in \mathcal{C}^{1}\left([0, L] \times \mathbb{R}^{3}\right)$, a regular space curve :

$$
\begin{align*}
\gamma_{t}(t, \cdot):[0, L] & \longrightarrow \mathbb{R}^{3} \\
s & \longmapsto \boldsymbol{x}(t, s)
\end{align*}
$$

and two perpendicular unit vector fields : ${ }^{5}$

$$
\begin{align*}
\left(\boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right)(t, \cdot):[0, L] & \longrightarrow \mathbb{R}^{3} \times \mathbb{R}^{3} \\
s & \longmapsto\left(\boldsymbol{d}_{1}(t, s), \boldsymbol{d}_{2}(t, s)\right) / \boldsymbol{d}_{1}(t, s) \cdot \boldsymbol{d}_{2}(t, s)=0
\end{align*}
$$

In addition, we define a third unit vector field as :

$$
d_{3}=d_{1} \times d_{2}
$$

[^12]Thus, the centerline is framed with the orthonormal moving frame $\left\{\boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$. The unit vectors $\boldsymbol{d}_{\boldsymbol{i}}(t, s)$ are called material directors.
Note that the centerline is parametrized by $s$ chosen to be the arc length parameter of the reference configuration. It may not coincide with the arc length parameter of the actual configuration denoted by $s_{t}=\Psi(t, s)=\Psi_{t}(s)$ as the rod may suffer elongation. $L$ denotes the length of the centerline in the reference configuration. The actual length of $\gamma_{t}$ is denoted by $L_{t}$ so that $s_{t} \in\left[0, L_{t}\right]$.
Finally, a material point $\boldsymbol{p}$ of the body is located relatively to the centerline with the help of the local position vector $\boldsymbol{r}$ such that (see figs. 5.2a and 5.2 b ) :

$$
\boldsymbol{p}(\overline{\boldsymbol{r}}, t)=\boldsymbol{x}(s, t)+\boldsymbol{r}\left(\boldsymbol{x}(s, t), \boldsymbol{d}_{1}(s, t), \boldsymbol{d}_{2}(s, t), \overline{\boldsymbol{r}}, t\right)
$$

Note that in the above expression a material point is uniquely identified - in a very generic manner - by its local position in the reference configuration $(\overline{\boldsymbol{r}}=\overline{\boldsymbol{p}}-\overline{\boldsymbol{x}})$.

## Reference configuration

We now identify a reference configuration of the $\operatorname{rod}\left\{\overline{\boldsymbol{x}}, \overline{\boldsymbol{d}_{1}}, \overline{\boldsymbol{d}_{2}}\right\}$ with centerline $\bar{\gamma} \in$ $\mathcal{C}^{1}\left([0, L] \times \mathbb{R}^{3}\right)$, a regular space curve. This time, $s$ is the arc length parameter of $\bar{\gamma}$, which leads to the important relation between $\overline{\boldsymbol{x}}$ and the unit tangent vector $\overline{\boldsymbol{t}}$ of $\bar{\gamma}$ :

$$
\frac{d \overline{\boldsymbol{x}}}{d s}=\overline{\boldsymbol{t}} \quad, \quad\|\overline{\boldsymbol{t}}\|=1
$$

In this configuration, we define a cross-section $\mathcal{S}(s)$ as the set of material points lying in the plane perpendicular to the centerline $\bar{\gamma}$ at position $\overline{\boldsymbol{x}}(s)$. By definition, it is a planar surface in the reference configuration. However this surface will not necessary remain planar in any other configuration. Moreover, and only for this configuration, it makes sense to choose the centerline as the curve passing through the cross-section centroids. Finally, we call material coordinates of point $\overline{\boldsymbol{p}} \in \mathcal{S}(s)$ the triple $\left(X_{3}=s, X_{1}, X_{2}\right)$ such that (see figs. 5.2c and 5.2d) :

$$
\begin{array}{ll}
\overline{\boldsymbol{p}}(\overline{\boldsymbol{r}})=\overline{\boldsymbol{x}}(s)+\overline{\boldsymbol{r}}\left(\overline{\boldsymbol{x}}(s), \overline{\boldsymbol{d}_{1}}(s), \overline{\boldsymbol{d}_{2}}(s), X_{1}, X_{2}\right) & 5.6 \mathrm{a} \\
\overline{\boldsymbol{r}}\left(s, X_{1}, X_{2}\right)=X_{1} \overline{\boldsymbol{d}_{1}}(s)+X_{2} \overline{\boldsymbol{d}_{2}}(s) & 5.6 \mathrm{~b}
\end{array}
$$

We also identify a fiber as the set of material points that share the same cross-section coordinates $\left(X_{1}, X_{2}\right)$ all along the rod in the reference configuration.

## Clarification about the notations

Remark that we sometimes decorate the reference configuration with an overbar and we sometimes decorate the actual configuration with the subscript $t$. Although this could seem confusing to the reader, this is meant to produce the lighter notation possible to enhance readability.

- Thereafter, the equations will be written with respect to the arc length of the reference configuration. Hence, it was found preferable that $s$ refers to the arc length of the reference configuration and that $s_{t}$ refers to the arc length of the actual configuration.
- As a consequence of the previous item, it was found more logical that $L$ refers to the length of the rod in the reference configuration and that $L_{t}$ refers to the length of the rod in the actual configuration.
- The triple $\left(X_{3}, X_{1}, X_{2}\right)$ refers to the same point in all configurations. Hence, there is no need to distinguish the actual configuration from the reference configuration and we drop the overbar symbol for these quantities.
- $\mathcal{S}(s)$ refers to the same set of points in all configurations. Hence, there is no need to distinguish the actual configuration from the reference configuration and we drop the overbar symbol for this quantity.


## TIME EVOLUTION

The evolution in time of the rod is simply given by the velocity of its centerline ( $\dot{\boldsymbol{x}}$ ) and the angular velocity vector or spin vector $(\boldsymbol{\omega})$ of its material directors :

$$
\begin{align*}
& \frac{\partial \boldsymbol{x}}{\partial t}(s, t)=\dot{\boldsymbol{x}} \\
& \frac{\partial \boldsymbol{d}_{k}}{\partial t}(s, t)=\dot{\boldsymbol{d}_{k}}=\boldsymbol{\omega}(s, t) \times \boldsymbol{d}_{k}(s, t)
\end{align*}
$$

From now on, the derivative with respect to time will be denoted with an overdot symbol.

## FORCE AND MOMENT STRAINS

To compare the configurations of the rod we introduce the force strain vector $(\boldsymbol{\eta})$ and the moment strain vector ( $\boldsymbol{\chi}$ ) :

$$
\begin{align*}
& \frac{\partial \boldsymbol{x}}{\partial s}(s, t)=\boldsymbol{x}^{\prime}=\boldsymbol{\eta}(s, t) \\
& \frac{\partial \boldsymbol{d}_{k}}{\partial s}(s, t)=\boldsymbol{d}_{k}^{\prime}=\boldsymbol{u}(s, t) \times \boldsymbol{d}_{k}(s, t)
\end{align*}
$$

where the derivative with respect to $s$ is denoted with a prime symbol.
The components of $\boldsymbol{\eta}=\eta_{k} \boldsymbol{d}_{k}$ and $\boldsymbol{\varkappa}=\boldsymbol{\varkappa}_{k} \boldsymbol{d}_{k}$ expressed in the material frame basis $\left\{\boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ can be interpreted as the classical engineering strains that lead to the engineering stresses. ${ }^{6,7}$ In particular $\eta_{3}=\boldsymbol{x}^{\prime} \cdot\left(\boldsymbol{d}_{1} \times \boldsymbol{d}_{2}\right)$ characterizes the change in volume of the body while $\eta_{1}$ and $\eta_{2}$ characterize the shear deformations ; $x_{3}$ is the material twist of the rod while $x_{1}$ and $x_{2}$ are the material curvatures of the rod. ${ }^{8}$
Observe the symmetry of eqs. (5.7a) and (5.7b) and eqs. (5.8a) and (5.8b) regarding the parameters $s$ and $t:(\dot{\boldsymbol{x}}, \boldsymbol{\omega})$ governs the time evolution of the material frame while ( $\boldsymbol{x}^{\prime}$, $\boldsymbol{u}$ ) governs the spatial evolution of the material frame along the centerline.

## Clarification about the notations

Here we have chosen to follow the denomination introduced by Reissner in [116]. This denomination is closed to the one employed by Antman in [115, p. 284] where the components of $\boldsymbol{\eta}$ are called the strains (aka the force strains) and the components of $\boldsymbol{\varkappa}$ are called the strain rates (aka the moment strains). ${ }^{9}$
It is true that $\boldsymbol{\eta}$ and $\boldsymbol{\varkappa}$ expresse the geometric configuration of the rod with respect to the arc length of the reference configuration. This description is invariant under rigid body motions. Indeed, with $\boldsymbol{\eta}$ and $\boldsymbol{x}$ given, one can rebuilt the geometry of the rod by solving the differential system of equations formed by eqs. (5.8a) and (5.8b). However it seems a little improper to call them strain as this denomination is usually reserved to the
6. For a complete interpretation see [I | 5, p. 285] or [I | 3, ch. 3].
7. Einstein's notation is employed here. For instance : $\boldsymbol{\eta}=\eta_{k} \boldsymbol{d}_{k}=\eta_{3} \boldsymbol{d}_{3}+\eta_{1} \boldsymbol{d}_{1}+\eta_{2} \boldsymbol{d}_{2}$.
8. Here, the term "material" is necessary as the material curvatures don't coincide with the geometric curvatures, although they are related one to each other. Precisely, the distinction originates in the fact that $s$ is not a unit-speed parametrization of the centerline in the actual configuration.
9. For an extensible rod, the derivative with respect to $s$ and $s_{t}$ are not equivalent. The prime notation stands only for the derivation with respect to $s$, the arc length parameter of the rod in the reference configuration.
components of the strain tensor which measures how much a solid departs from its natural configuration and are dimensionless entries.

## PARAMETRIZATION OF THE CENTERLINE

Recall that because the centerline of the reference configuration is parametrized by arc length, the unit tangent vector in this configuration is given by :

$$
\overline{\boldsymbol{t}}(s)=\frac{d \overline{\boldsymbol{x}}}{d s}(\bar{s})=\overline{\boldsymbol{x}}^{\prime}(s) \quad, \quad\left\|\overline{\boldsymbol{x}}^{\prime}\right\|=1
$$

In the deformed configuration, the centerline is still parametrized by $s$ which is no more an arc length parameter because the centerline has suffered stretch. Thus, the unit tangent vector in this configuration is given by: ${ }^{10}$

$$
\boldsymbol{t}(s, t)=\frac{\boldsymbol{x}^{\prime}(s, t)}{\left\|\boldsymbol{x}^{\prime}(s, t)\right\|} \quad, \quad\left\|\boldsymbol{x}^{\prime}\right\|=\left\|\boldsymbol{\eta}^{\prime}\right\| \neq 1
$$

We introduce $\epsilon$, the extension of the rod which characterizes the local change in length of the rod centerline, defined as :

$$
\left\|\boldsymbol{\eta}^{\prime}(s, t)\right\|=\frac{\partial s_{t}}{\partial s}(s, t)=\Psi^{\prime}(s, t)=1+\epsilon(s, t)
$$

## Inextensibility

The rod is said to be inextensible if $\epsilon=0$ everywhere and at all time. In this case, $s$ is a valid arc length parameter for the centerline in every configurations. Later, we will restrict to the case of rods subjected to small extension, that is $\epsilon(s, t) \ll 1$.

## Reparametrization

Although either $s$ and $s_{t}$ can be chosen as the third material coordinate to describe a rod, the definition of the material strains are given with respect to $s$ and not $s_{t}$. This is a matter of concern as the constitutive relations (classically of the form $M=E I \kappa$, $N=E S \epsilon, Q=G J \tau)$ rely upon material strains. Thus, in these equations, what takes place is a derivation with respect to $s$ and not to $s_{t}$, which matters if the rod is not required to be inextensible.
10. However, because $s_{t}$ is an arc length parameter of $\gamma_{t}: \boldsymbol{t}(s, t)=\frac{\partial \boldsymbol{x}}{\partial s_{t}}(s, t)$.

## TO GO FURTHER

The reader is invited to refer to [115] to get a deeper understanding of the Cosserat theory for rods, in particular to see how the governing equations are derived. Here, only the geometric description of a Cosserat rod has been presented in a very generic but still concise manner. This description will be used in the next sections in the narrower scope of the (first order) Kirchhoff theory for rods but could be usefully employed for richer theories.

## KIRCHHOFF THEORY OF RODS

In this section we recall the principles of Kirchhoff theory of rods and we treat its geometrical description with the framework presented in $\S 5.2$ from Cosserat's theory. ${ }^{11}$ Kirchhoff's theory accounts for finite displacements but small strains, which means that only geometric nonlinearities can be modeled. We will show in $\S 5.3 .10$ that in the framework of 3D elasticity it is precisely the assumption of small strains that leads to the well-known material constitutive laws.
Our goal is to present a clean theory that leads to the dynamical equations of Kirchhoff. These equations will then be discretized in chapter 6 to build a discrete element suitable for the computation of elastic gridshells.
As reported by Dill, in the literature most of the assumptions presented as the Kirchhoff assumptions were in fact not made by Kirchhoff, Clebsch nor Love. Actually a KirchhoffLove rod is a rod in which the deformed configuration differs only by small deformations from a configuration that satisfies the Euler-Bernoulli assumptions, that is : cross-sections remain planar, undeformed and perpendicular to the beam centerline. ${ }^{12,13}$
Hence, a Kirchhoff rod does not presuppose that the centerline is inextensible, but that the extension is small, nor that cross-sections remain planar, but that their warping de-

I I. "The classical elastic rod theory of Kirchhoff (I859), called the kinetic analogue, is a special case of our rod theory [...]" [I I 5, p. 238].
12. "Kirchhoff's theory can only apply to that class of problems for three dimensional bodies such that the loads on the sides are relatively small and slowly varying. The dominate mode of deformation must be a global bending and twisting with small axial extension. If there are substantial local variations in curvatures or substantial transverse shears, his theory of bending of rods will not provide a satisfactory first approximation." [||4, p. I8]
13. "We discuss here the dynamical equations of a theory of elastic rods that is due to Kirchhoff and Clebsch. This properly invariant theory is applicable to motions in which the strains relative to an undistorted configuration remain small, although rotations may be large. It is constructed to be a first-order theory, i.e., a theory that is complete to within an error of order two in an appropriate dimensionless measure of thickness, curvature, twist, and extension." [|3|, p. |]
formation is small. These hypothesis, if strictly respected in the model, would not lead to the right expression of the torsion constant or the correct expression of the material curvatures.
But to what extent these deformations are considered small ? The answer is that Kirchhoff's theory is a complete first order theory in the parameter $\alpha$ :

$$
\alpha=\sup _{s \in[0, L]}\{h / L, \epsilon, h\|\varkappa\|, h\|\bar{\varkappa}\|\}
$$

where $L$ is the rod length, $h$ is the characteristic width of the cross-section, $\epsilon$ is the axial extension, $\boldsymbol{x}$ and $\bar{\varkappa}$ are the vectors of material curvatures respectively in the deformed and unstressed configurations [114, 131].

## Summary of the assumptions

- The rod is slender.
- The strains are small although the displacements might be large.
- The shear strains are negligible.
- The cross-section is free to warp.
- The shear-center and the centroid of the cross-section are at the same location.
- The material and cross-section properties vary slowly along the rod.
5.3.1 DESCRIPTION OF THE MOTION

To describe the motion of a Kirchhoff rod, we use the framework presented in §5.2.1 for Cosserat rods. ${ }^{14}$ However, we restrict its scope by requiring that transverse shear strains are negligible quantities, which is one of the fundamental assumptions made by Kirchhoff in his theory :

$$
\begin{array}{ll}
\eta_{1} \simeq 0 & 5.13 \mathrm{a} \\
\eta_{2} \simeq 0 & 5.13 \mathrm{~b}
\end{array}
$$

14. We use the notation employed by Antman in his special Cosserat theory of rods: "The motion of a special Cosserat rod is defined by three vector-valued functions : $\left[s_{1}, s_{2}\right] \times \mathbb{R} \ni(s, t) \mapsto \boldsymbol{r}(s, t), \boldsymbol{d}_{1}(s, t), \boldsymbol{d}_{2}(s, t) \in \mathbb{E}^{3 \prime \prime}[115, \mathrm{p} .270]$. However, some specific assumptions will be made over the directors in the context of Kirchhoff's theory.

As a consequence, the material frame remains adapted to the centerline. The rod is not supposed to be strictly inextensible. However, as strains are assumed to be small, the axial strain is supposed to be small itself $(\epsilon \ll 1)$, which translates to :

$$
\begin{array}{ll}
\eta_{3}(s, t)=1+\epsilon(s, t) & 5.14 \mathrm{a} \\
\boldsymbol{d}_{3}(s, t)=\boldsymbol{t}(s, t) & 5.14 \mathrm{~b} \\
\boldsymbol{x}^{\prime}(s, t)=(1+\epsilon) \boldsymbol{t}(s, t) & 5.14 \mathrm{c}
\end{array}
$$

## Stress-free configuration

We now consider a stress-free configuration of the rod as the reference configuration. ${ }^{15}$ The rod is described by its centerline $\bar{\gamma}$ and its material frame $\left\{\overline{d_{3}}, \overline{d_{1}}, \overline{d_{2}}\right\}$. Again, a planar cross-section is defined as the set of material points lying in the plane perpendicular to $\bar{\gamma}$ and passing through $\overline{\boldsymbol{x}}(s)$. The material directors $\overline{\boldsymbol{d}_{1}}$ and $\overline{\boldsymbol{d}_{2}}$ are now chosen to be aligned with the principal axes of inertia of the cross-section. ${ }^{16}$ Thus, $\overline{d_{3}}=\overline{d_{1}} \times \overline{d_{2}}$ is normal to the plane of the cross-section and adapted to the centerline $\left(\overline{\boldsymbol{d}_{3}}=\overline{\boldsymbol{t}}\right)$. Moreover, the centerline is chosen to be the curve passing through the cross-section centroids and is required to be at least a regular space curve, which means that its tangent is continuously defined.
For a sufficiently slender rod, the position of material point $\overline{\boldsymbol{p}}$ which belongs to crosssection $\mathcal{S}(s)$ (see figs. 5.1, 5.2a and 5.2 b ) is expressed through its material coordinates $\left(s, X_{1}, X_{2}\right)$ as : ${ }^{17}$

$$
\begin{array}{ll}
\overline{\boldsymbol{p}}\left(s, X_{1}, X_{2}\right)=\overline{\boldsymbol{x}}(s)+\overline{\boldsymbol{r}}\left(s, X_{1}, X_{2}\right) & 5.15 \mathrm{a} \\
\overline{\boldsymbol{r}}\left(s, X_{1}, X_{2}\right)=X_{1} \overline{\boldsymbol{d}_{1}}(s)+X_{2} \overline{\boldsymbol{d}_{2}}(s) & 5.15 \mathrm{~b}
\end{array}
$$

Consequently, for each $s$ in the reference configuration, $\left(X_{1}, X_{2}\right)$ is a cartesian coordinate system for the plane $\mathcal{S}(s)$. In this system the local coordinates of the cross-section centroid are $(0,0)$.
Finally, the cross-section is assumed to be bounded and the planar boundary curve is defined by the implicit equation : $f_{s}\left(X_{1}, X_{2}\right)=0$. It is also required that the shear center
15. See [l|3, p. 20] for precisions when such a configuration may not exist.
16. In case of an axisymmetric section, any pair of perpendicular unit vectors lying in the cross-section plane will be valid.
17. The lateral dimension of the rod must be smaller than its radius of curvature. Otherwise, this description would lead to self intersecting cross-sections.
and the centroid of the cross-section are at the same location, otherwise one would require a more complex kinematic description of the rod. ${ }^{18}$

## Deformed configuration

We now examine the motion of a Krichhoff rod and we call deformed configuration its actual configuration at time $t$. In this configuration the rod undergoes internal stresses under body loads, external loads and constrains.
The deformed configuration of the rod at time $t$ is described by its centerline $\gamma_{t}$, its material frame $\left\{\boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ and a local displacement field $\boldsymbol{u}$. The centerline of the rod is deformed into the space curve $\gamma_{t}$ with position vector $\boldsymbol{x}$ :

$$
\begin{align*}
\gamma_{t}:[0, L] & \longrightarrow \mathbb{R}^{3} \\
s & \longmapsto \boldsymbol{x}(s, t)
\end{align*}
$$

A material point $\overline{\boldsymbol{p}}$ in the reference configuration is transported to position $\boldsymbol{p}$ in the actual configuration so that (see figs. 5.1, 5.2c and 5.2d) :

$$
\begin{align*}
& \boldsymbol{p}\left(s, X_{1}, X_{2}, t\right)=\boldsymbol{x}(s, t)+\boldsymbol{r}\left(s, X_{1}, X_{2}, t\right) \\
& \boldsymbol{r}\left(s, X_{1}, X_{2}, t\right)=X_{1} \boldsymbol{d}_{1}(s, t)+X_{2} \boldsymbol{d}_{2}(s, t)+\boldsymbol{u}\left(s, X_{1}, X_{2}, t\right) \\
& \boldsymbol{u}\left(s, X_{1}, X_{2}, t\right)=u_{k}\left(s, X_{1}, X_{2}, t\right) \boldsymbol{d}_{k}(s, t)
\end{align*}
$$

Although the cross-section $\mathcal{S}(s)$ is a planar surface in the reference configuration, it deforms to a non-planar surface in the actual configuration since $\boldsymbol{u} \neq \mathbf{0} .{ }^{19}$ The components $\left(u_{1}, u_{2}, u_{3}\right)$ of the local displacement field expressed in the material frame basis are required to be small in Kirchhoff theory of rods. ${ }^{20}$ In practice, as explained by [114] this means that the considered motions must satisfy :

$$
\frac{u_{k}}{h}=O(\alpha) \quad, \quad \frac{\partial u_{k}}{\partial X_{1}}=O(\alpha) \quad, \quad \frac{\partial u_{k}}{\partial X_{2}}=O(\alpha) \quad, \quad \frac{\partial u_{k}}{\partial s}=O\left(\alpha^{2}\right)
$$

18. Some details are given in the conclusion.
19. $\mathcal{S}(s)$ refers to the same set of material points in any configurations. Sometimes a distinction is made between $\overline{\mathcal{S}}(s)$ and $\mathcal{S}(s)$ to highlight that the planarity of cross-sections is lost during the motion.
20. Note that this hypothesis is the one made by Kirchhoff and does not correspond to the well-known Euler-Bernoulli or Navier-Bernoulli assumption where the sections remain planar, undeformed and normal to the centerline during the rod deformation. In particular, torsion is responsible for the warping of cross-sections -- that is cross-sections don't remain planar during the motion -- and leads to a distinct value of the twist modulus. This is clearly stipulated in [1|4, | 13 ] but is often treated with confusion in the literature.

In this theory, the material frame in the reference configuration deforms in a rigid-body manner so that it remains orthonormal and aligned to the principal axes of the cross-section within an error $O\left(\alpha^{2}\right) .{ }^{21}$ Remark that this is different than assuming that cross-sections deform in a rigid-body manner, which is known as the Euler-Bernoulli hypothesis and is equivalent to the special case $\boldsymbol{u}=\mathbf{0}$.

## REPARAMETRIZATION

This subsection highlights the role played by the change in length of the rod during its motion. It was found that this aspect is often treated partially or with confusion in the literature, although it is of prime importance to understand correctly the influence of axial stretch in the computation of moment strains. Indeed, for an inextensible rod, the notions of geometric curvature and (flexural) material curvatures are somehow the same notions. But this is not the case for extensible rods as explained in §5.3.3.
The rod is parametrized by $s$, the arc length parameter of the reference configuration, as the constitutive laws will be expressed relatively to this configuration. But recall once again that $s$ is no more the arc length parameter of the deformed centerline as the rod may have suffered axial extension. ${ }^{22}$ Kirchhoff's theory assumes that the material frame remains adapted to the centerline during deformation, or equivalently that transverse shear strains are neglected. ${ }^{23}$ The extension of the centerline is characterized by $\epsilon$ defined such that:

$$
\begin{align*}
& \overline{\boldsymbol{x}}^{\prime}=\overline{\boldsymbol{d}_{3}} \\
& \boldsymbol{x}^{\prime}=(1+\epsilon) \boldsymbol{d}_{3}
\end{align*}
$$

However, one can parametrized the deformed centerline by its own arc length parameter, denoted $s_{t}$. Let us call $L_{t}$ the length of the deformed centerline and $\Psi_{t}$ the $\mathcal{C}^{1}$ diffeomorphism that maps $s$ onto $s_{t}\left(s_{t}=\Psi_{t}(s) \Leftrightarrow s=\Psi_{t}^{-1}\left(s_{t}\right)\right)$. Thus, the centerline is
21. "[...] upon deformation, the principal axes of $\mathcal{S}(s)$ do remain normal to each other and to the rod axis, at least to within the approximations of the present theory, i.e., to within an error $O\left(\alpha^{2}\right)$." [I3।, p. 344].
22. In Kirchhoff's theory, rods are not supposed to be strictly inextensible but extension has to remain small. Thus, the internal axial force is given by a constitutive law and not considered as a geometric constrained. However, some authors have remarked that it might be convenient and reasonable to solve the equations of motion considering the geometric contraint $\epsilon=0$. See [1।3, p. 98] for a detailed discussion of the subject.
23. This is also known as the "unsherable" assumption. Indeed, if $\frac{\partial \boldsymbol{x}}{\partial s}=\eta_{k} \boldsymbol{d}_{k}=(1+\epsilon) \boldsymbol{d}_{3} \Leftrightarrow \eta_{1}=\eta_{2}=0$.
equivalently described by :

$$
\begin{align*}
\gamma_{t}:\left[0, L_{t}\right] & \longrightarrow \mathbb{R}^{3} \\
s_{t} & \longmapsto \boldsymbol{x}\left(s_{t}\right)
\end{align*}
$$

Because $s_{t}$ is the arc length parameter of $\gamma_{t}$ the following relations hold :

$$
\begin{align*}
& \frac{\partial \boldsymbol{x}}{\partial s_{t}}=\boldsymbol{d}_{3} \\
& \frac{\partial s_{t}}{\partial s}=\eta_{3}=1+\epsilon
\end{align*}
$$

Consequently, one can deduce that the derivation with respect to $s$ is proportional to the derivation with respect to $s_{t}$ by a factor $1+\epsilon$. This factor has to be taken into account when computing the material curvatures, which are no more equivalents to their geometric counterparts in the deformed configuration. This is detailed in the next section dedicated to the force and moment strain vectors.

## FORCE AND MOMENT STRAINS

This section introduces the material force and moment strains vectors of a Kirchhoff rod. It shows how they are related, yet distinct if $\epsilon \neq 0$, to the geometric curvature of the centerline.

## Reference configuration

Since the material frame is orthonormal and adapted to the centerline, its evolution along the undeformed centerline is described thanks to the reference material curvature vector $\bar{x}$ defined as :

$$
\bar{d}_{i}^{\prime}=\bar{u} \times \bar{d}_{i}
$$

In the reference configuration, because $s$ is the centerline's arc length parameter, the strains vector components expressed in the material frame basis take the form : ${ }^{24}$

$$
\begin{align*}
& \bar{\varkappa}_{3}=\overline{d_{1}}{ }^{\prime} \cdot \overline{d_{2}}=\bar{\tau}=\overline{d_{1}} \cdot{ }^{\prime} \cdot \overline{d_{2}} \\
& \bar{x}_{1}={\overline{d_{3}}}^{\prime} \cdot \bar{d}_{2}=\bar{\kappa}_{1}=\bar{\kappa} \bar{b} \cdot \overline{d_{1}} \\
& \begin{array}{l}
\bar{\varkappa}_{1}=\overline{d_{3}} \cdot \bar{d}_{2}=\bar{\kappa}_{1}=\overline{\kappa b} \cdot \overline{\boldsymbol{d}_{1}} \\
\bar{\varkappa}_{2}=\bar{d}_{1}^{\prime} \cdot \bar{d}_{3}=\bar{\kappa}_{2}=\overline{\kappa \boldsymbol{\kappa}} \cdot \overline{\boldsymbol{d}_{2}}
\end{array}
\end{align*}
$$

where $\overline{\boldsymbol{\kappa} \boldsymbol{b}}$ (see eq. (3.21)) is the curvature binormal vector of $\bar{\gamma}$ :

$$
\overline{\boldsymbol{\kappa} \boldsymbol{b}}=\overline{\boldsymbol{t}} \times \frac{\partial \overline{\boldsymbol{t}}}{\partial s}=\overline{\boldsymbol{t}} \times \overline{\boldsymbol{t}}^{\prime}
$$

$\bar{x}_{1}$ and $\bar{\chi}_{2}$ are called the reference material curvatures. $\bar{x}_{3}$ is called the reference material twist. In this configuration, $\bar{\chi}_{1}$ and $\bar{\chi}_{2}$ are simply computed as the projection of the curvature binormal vector along $\overline{\boldsymbol{d}_{1}}$ and $\overline{\boldsymbol{d}_{2}}$.
Note the important distinction between the reference material twist $(\bar{\tau})$ and the torsion of Frenet $\left(\tau_{f}\right)$ of the centerline, as defined in §3.5.5.

## Deformed configuration

Since the material frame is orthonormal and adapted to the centerline, its evolution along the deformed centerline is described thanks to the actual moment strain vector $\boldsymbol{\varkappa}$ defined as :

$$
\frac{\partial \boldsymbol{d}_{k}}{\partial s}=\boldsymbol{d}_{k}^{\prime}=\boldsymbol{\varkappa} \times \boldsymbol{d}_{k}
$$

Note that the strains vector is defined relatively to the arc length $s$ of the reference configuration and not the arc length $s_{t}$ of the actual configuration. Thus the strains vector components expressed in the material frame basis are given by :

$$
\begin{align*}
& x_{1}=\boldsymbol{d}_{3}^{\prime} \cdot \boldsymbol{d}_{2}=(1+\epsilon) \kappa_{1}=(1+\epsilon) \boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{d}_{1} \\
& x_{2}=\boldsymbol{d}_{1}^{\prime} \cdot \boldsymbol{d}_{3}=(1+\epsilon) \kappa_{2}=(1+\epsilon) \boldsymbol{\kappa} \boldsymbol{b} \cdot \boldsymbol{d}_{2} \\
& x_{3}=\boldsymbol{d}_{1}^{\prime} \cdot \boldsymbol{d}_{2}=(1+\epsilon) \tau=(1+\epsilon) \frac{\partial \boldsymbol{d}_{1}}{\partial s_{t}} \cdot \boldsymbol{d}_{2}
\end{align*}
$$

24. Recall the following result for an adapted frame : eq. (3.38).
where $\boldsymbol{\kappa} \boldsymbol{b}$ (see eq. (3.21)) is the curvature binormal vector of $\gamma_{t}$ given by :

$$
\boldsymbol{\kappa} \boldsymbol{b}=\boldsymbol{t} \times \frac{\partial \boldsymbol{t}}{\partial s_{t}}=(1+\epsilon) \boldsymbol{t} \times \boldsymbol{t}^{\prime}
$$

$x_{1}$ and $x_{2}$ are called the material curvatures. $x_{3}$ is called the material twist. Note this time the dependence of the material moment strains $\left(x_{3}, x_{1}, x_{2}\right)$ regarding the extension of the rod. These are the strains employed in the classical constitutive laws that lead to the determination of the internal axial force $(N=E S \epsilon)$, internal bending moments ( $M_{1}=$ $\left.E I_{1}\left(\varkappa_{1}-\bar{\varkappa}_{1}\right), M_{2}=E I_{2}\left(\varkappa_{2}-\bar{\varkappa}_{2}\right)\right)$ and internal twisting moment $\left(Q=G J\left(\varkappa_{3}-\bar{\varkappa}_{3}\right)\right)$. Often in the literature the flexural material curvatures are computed as the projection of the curvature binormal vector onto the first two material axes. Here it is demonstrated that this is not exact as it omits the contribution of the rod extension, although it could be a reasonable approximation when $\epsilon \ll 1$.

## BALANCE OF MOMENTUM

Let $\mathcal{P}$ be the first Piola-Kirchhoff stress tensor. $\mathcal{P}$ expresses how contact forces are acting in a deformed body, referring to its known reference configuration. Let $\boldsymbol{d} \boldsymbol{S}=\boldsymbol{n} d S$ be an elementary oriented surface of the rod in the reference configuration, of centroid $\boldsymbol{p}\left(s, X_{1}, X_{2}, t\right) \in \mathcal{S}(s) .{ }^{25}$ The contact forces exerted on $\boldsymbol{d} \boldsymbol{S}$ are given by :

$$
\begin{array}{lr}
\boldsymbol{d} \boldsymbol{F}\left(s, X_{1}, X_{2}, t\right)=\boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right) d S \\
\boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right)=\mathcal{P}\left(s, X_{1}, X_{2}, t\right) \cdot \boldsymbol{n} & 5.28 \mathrm{a} \\
\text { 5.28b }
\end{array}
$$

The Piola stress vector ( $\boldsymbol{\sigma}_{\boldsymbol{n}}$ ) introduced in eq. (5.28b) expresses the contact forces exerted on the body per unit area of the reference configuration. ${ }^{26}$
The generic laws for the balance of linear and angular momentums are obtained by summation over the reference configuration, where $\boldsymbol{b}$ are the body forces per unit volume of
25. $d S$ is the area and $\boldsymbol{n}$ is the unit normal of the elementary oriented surface $\boldsymbol{d} \boldsymbol{S}$.
26. For a detailed introduction to the Piola-Kirchhoff stress tensor, refer to [113, p. 52].
the reference configuration :

$$
\begin{align*}
& \iiint_{\mathcal{V}} \rho \ddot{\boldsymbol{p}} d V=\iint_{\partial \mathcal{V}} \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\mathcal{V}} \rho \boldsymbol{b} d V \\
& \iiint_{\mathcal{V}} \rho(\boldsymbol{p} \times \ddot{\boldsymbol{p}}) d V=\iint_{\partial \mathcal{V}} \boldsymbol{p} \times \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\mathcal{V}} \rho(\boldsymbol{p} \times \boldsymbol{b}) d V
\end{align*}
$$

Here and subsequently, $\mathcal{V}$ denotes the volume of a slice of the rod in the reference configuration encompassed between two cross-sections $\left(\mathcal{S}_{1}=\mathcal{S}\left(s_{1}\right), \mathcal{S}_{2}=\mathcal{S}\left(s_{2}\right), s_{1}<s_{2}\right)$. We also denote $\mathcal{L}_{12}$ the lateral surface of the rod in the reference configuration so that the exterior surface of the volume is : $\partial \mathcal{V}=\mathcal{S}_{1} \cup \mathcal{L}_{12} \bigcup \mathcal{S}_{2}$.
The cross-section $\mathcal{S}(s)$ splits the rod in two parts. Hereafter, the downstream part of the rod over $[s, L]$ will be called the "right part". Reciprocally, the upstream part of the rod over $[0, s]$ will be called the "left part".

## Internal forces and moments

At the cross-section $\mathcal{S}(s)$, the contact forces applied by the right part onto the left part of the rod yield the following resultant force $\boldsymbol{F}$ and resultant moment $\boldsymbol{M}$ about the centroid point $\boldsymbol{x}(s, t)$ :

$$
\begin{align*}
& \boldsymbol{F}(s, t)=\iint_{\mathcal{S}(s)} \boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right) d X_{1} d X_{2} \\
& \boldsymbol{M}(s, t)=\iint_{\mathcal{S}(s)} \boldsymbol{r}\left(s, X_{1}, X_{2}, t\right) \times \boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right) d X_{1} d X_{2}
\end{align*}
$$

$\boldsymbol{F}$ and $\boldsymbol{M}$ are commonly known as the internal forces and the internal moments of the rod.


### 5.3 Equilibrium of an infinitesimal slice of rod

Internal forces $(\boldsymbol{F})$ and moments $(\boldsymbol{M})$ acting on an infinitesimal beam slice of length $d s$. The beam is also subject to distributed external forces $(\boldsymbol{f})$ and moments $(\boldsymbol{m})$. By convention, internal forces and moments are forces and moments applied by the right part to the left part of the beam.

## External forces and moments

We assume that the resultant of the contact forces on $\mathcal{L}_{12}$ and the body forces on $\mathcal{V}$ reduce to the following forms :

$$
\begin{align*}
\iint_{\mathcal{L}_{12}} \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\mathcal{V}} \rho \boldsymbol{b} d V= & \int_{s_{1}}^{s_{2}}\left[\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}\right] d s \\
\iint_{\mathcal{L}_{12}} \boldsymbol{p} \times \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\mathcal{V}} \rho(\boldsymbol{p} \times \boldsymbol{b}) d V= & \int_{s_{1}}^{s_{2}}\left[\boldsymbol{m}_{s}+(1+\epsilon) \boldsymbol{m}_{s_{t}}\right. \\
& \left.+\boldsymbol{x} \times\left(\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}\right)\right] d s
\end{align*}
$$

where $\boldsymbol{f}_{s}\left(\right.$ resp. $\left.\boldsymbol{f}_{s t}\right)$ is the distributed resultant force per unit length of the reference (resp. deformed) configuration ; and $\boldsymbol{m}_{s}$ (resp. $\boldsymbol{m}_{s_{t}}$ ) is the distributed resultant moment per
unit length of the reference (resp. deformed) configuration. For instance, these distributed forces and moments include external and body loads such as weight, snow, wind, ... ${ }^{27}$ Note that Kirchhoff's theory require that the stress components on the sides of the rod are small [114, p. 11] - that is $\boldsymbol{\sigma}_{\boldsymbol{n}} \cdot \boldsymbol{n}=O\left(\alpha^{2}\right)$ over $\mathcal{L}_{12}$. Thus, the first two terms in the above expression will be neglected :

$$
\begin{align*}
& \iint_{\mathcal{L}_{12}} \sigma_{\boldsymbol{n}} d S \simeq 0 \\
& \iint_{\mathcal{L}_{12}} \boldsymbol{p} \times \boldsymbol{\sigma}_{\boldsymbol{n}} d S \simeq 0
\end{align*}
$$

Although the continuous model does not account formally for punctual loads, ${ }^{28}$ they will be introduced seamlessly in the discrete model as the dynamical equations for the motion of the rod will translate into rigid body equations for the discrete segments composing the rod.

## Inertial forces

The inertial forces for a volume of the rod encompassed between cross-sections $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ are obtained by summation as :

$$
\begin{align*}
& \iiint_{\mathcal{V}} \rho \ddot{\boldsymbol{p}} d V=\iiint_{\mathcal{V}_{t}} \rho_{t} \ddot{\boldsymbol{p}} d V_{t} \\
& \iiint_{\mathcal{V}} \rho(\boldsymbol{p} \times \ddot{\boldsymbol{p}}) d V=\iiint_{\mathcal{V}_{t}} \rho_{t}(\boldsymbol{p} \times \ddot{\boldsymbol{p}}) d V_{t}
\end{align*}
$$

Here, $\rho$ (resp. $\rho_{t}$ ) is the mass density of the rod in the reference (resp. deformed) configuration. Expressions are given in both coordinate systems. ${ }^{29}$
27. At this stage, although this is uncommon in the literature, it has been found convenient to mark the distinction between loads referring to the reference configuration and loads referring to the actual configuration. Indeed, various distributed loads depend on the actual length of an element such as pressure and wind loads. On the other hand, some loads are independent of the extension of the rod, such as its weight.
28. This is possible but would require more math. However, local effects of such loads would not be properly modeled in the theory of Kirchhoff (Saint-Venant's Principle).
29. In $[|\mid 4]$ the change in volume and the conservation of mass is expressed through the determinants of the metric tensors of the reference and deformed configurations. Recall that this determinant is the square of the volume of the elementary cell defined by $\frac{\partial \overline{\boldsymbol{p}}}{\partial s}, \frac{\partial \overline{\boldsymbol{p}}}{\partial X_{1}}, \frac{\partial \overline{\boldsymbol{p}}}{\partial X_{2}}$ in the reference configuration, which is convected to the elementary cell

In the context of Kirchhoff's approximation, the local deformations ( $u_{k}$ ) of the crosssections can be neglected in the computation of the inertial forces [114, p. 16]. This yields :

$$
\begin{align*}
& \boldsymbol{p} \simeq \boldsymbol{x}+X_{1} \boldsymbol{d}_{1}+X_{2} \boldsymbol{d}_{2} \\
& \dot{\boldsymbol{p}}=\dot{\boldsymbol{x}}+\boldsymbol{\omega} \times\left(X_{1} \boldsymbol{d}_{1}+X_{2} \boldsymbol{d}_{2}\right) \\
& \ddot{\boldsymbol{p}}=\ddot{\boldsymbol{x}}+\dot{\boldsymbol{\omega}} \times\left(X_{1} d_{1}+X_{2} \boldsymbol{d}_{2}\right)+\boldsymbol{\omega} \times\left(\boldsymbol{\omega} \times\left(X_{1} d_{1}+X_{2} d_{2}\right)\right)
\end{align*}
$$

Since $X_{1}$ and $X_{2}$ are the coordinates with respect to the centroid $(\boldsymbol{x})$ and the principal axes of the cross-section $\left(\boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right)$, the cross-section area $(S)$ and principal moments of inertia $\left(I_{1}, I_{2}\right)$ are given by : ${ }^{30,31}$

$$
\begin{array}{rlrl}
0 & =\iint_{\mathcal{S}(s)}\left(X_{1} X_{2}\right) d X_{1} d X_{2} & 5.35 \mathrm{a} \\
S & =\iint_{\mathcal{S}(s)} d X_{1} d X_{2} & 5.35 \mathrm{~b} \\
I_{1} & =\iint_{\mathcal{S}(s)} X_{2}{ }^{2} d X_{1} d X_{2} & 5.35 \mathrm{c} \\
I_{2} & =\iint_{\mathcal{S}(s)} X_{1}{ }^{2} d X_{1} d X_{2} & 5.35 \mathrm{~d} \\
I_{p} & =\iint_{\mathcal{S}(s)}\left(X_{1}{ }^{2}+X_{2}{ }^{2}\right) d X_{1} d X_{2} & 5.35 \mathrm{e}
\end{array}
$$

defined by $\frac{\partial \boldsymbol{p}}{\partial s}, \frac{\partial \boldsymbol{p}}{\partial X_{1}}, \frac{\partial \boldsymbol{p}}{\partial X_{2}}$ in the reference configuration.
30. This is exact in the reference configuration but only approximately true in the deformed configuration as the theory consider only small deformations of cross-sections.
3 I. eq. (5.36a) is nothing but the definition of the centroid position. eq. (5.35a) holds because the tensor of inertia of the cross-section is diagonal in the basis $\left\{\boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}\right\}$ and thus $I_{12}=I_{21}=0$.

Moreover, for a given cross-section the definition of the centroid yields :

$$
\begin{align*}
& \mathbf{0}=\iint_{\mathcal{S}(s)}\left(X_{1} \boldsymbol{d}_{1}+X_{2} \boldsymbol{d}_{2}\right) d X_{1} d X_{2} \\
& 0=\iint_{\mathcal{S}(s)} X_{1} d X_{1} d X_{2} \\
& 0=\iint_{\mathcal{S}(s)} X_{2} d X_{1} d X_{2}
\end{align*}
$$

5.36c

For a thin slice of the $\operatorname{rod}(\delta \mathcal{V})$ between cross-sections $\mathcal{S}(s)$ and $\mathcal{S}(s+d s)$, eqs. (5.33a) and (5.33b) yield respectively : ${ }^{32}$

$$
\begin{align*}
& \iiint_{\delta \mathcal{V}} \rho \ddot{\boldsymbol{p}} d V \simeq(\rho S \ddot{\boldsymbol{x}}) d s \\
& \iiint_{\delta \mathcal{V}} \rho(\boldsymbol{p} \times \ddot{\boldsymbol{p}}) d V \simeq\left(\rho S \ddot{\boldsymbol{x}}+\rho \iint_{\mathcal{S}(s)} \boldsymbol{r} \times \ddot{\boldsymbol{r}} d X_{1} d X_{2}\right) d s
\end{align*}
$$

Finally, remark that :

$$
\boldsymbol{r} \times \ddot{\boldsymbol{r}}=\left(X_{1}\right)^{2} \boldsymbol{d}_{1} \times \ddot{\boldsymbol{d}}_{1}+\left(X_{2}\right)^{2} \boldsymbol{d}_{2} \times \ddot{\boldsymbol{d}}_{2}+X_{1} X_{2}\left(\boldsymbol{d}_{1} \times \ddot{\boldsymbol{d}}_{2}+\boldsymbol{d}_{2} \times \ddot{\boldsymbol{d}}_{1}\right)
$$

Thus, reminding eqs. (5.35) and (5.36), one can conclude that the inertial forces reduce to :

$$
\begin{align*}
& \iiint_{\delta V} \rho \ddot{\boldsymbol{x}} d V \simeq(\rho S \ddot{\boldsymbol{x}}) d s \\
& \iiint_{\delta V} \rho(\boldsymbol{p} \times \ddot{\boldsymbol{p}}) d V \simeq\left(\rho S \ddot{\boldsymbol{x}}+\rho I_{1} \boldsymbol{d}_{1} \times \ddot{\boldsymbol{d}}_{1}+\rho I_{2} \boldsymbol{d}_{2} \times \ddot{\boldsymbol{d}}_{2}\right) d s
\end{align*}
$$

## Balance of linear momentum

For a thin slice of the $\operatorname{rod}(\delta \mathcal{V})$ between cross-sections $\mathcal{S}(s)$ and $\mathcal{S}(s+d s)$, using eqs. (5.30a) and (5.31a), the balance of linear momentum referring to the reference configuration ex-
32. Indeed, since $\iint_{\mathcal{S}(s)} \boldsymbol{r} d X_{1} d X_{2}=\mathbf{0}$ from eq. (5.36a) we have $\iint_{\mathcal{S}(s)} \ddot{\boldsymbol{r}} d X_{1} d X_{2}=\iint_{\mathcal{S}(s)} \dot{\boldsymbol{\omega}} \times \boldsymbol{r}+\boldsymbol{\omega} \times(\boldsymbol{\omega} \times$ $\boldsymbol{r}) d X_{1} d X_{2}=\mathbf{0}$ and $\iint_{\mathcal{S}(s)} \boldsymbol{r} \times \ddot{\boldsymbol{x}} d X_{1} d X_{2}=\mathbf{0}$ as $\boldsymbol{\omega}$ and $\boldsymbol{x}$ are independent of $X_{1}$ and $X_{2}$.
pressed in eq. (5.29a) yields :

$$
\begin{aligned}
\iiint_{\delta \mathcal{V}} \rho \ddot{\boldsymbol{p}} d V & =\iint_{\partial \mathcal{V}} \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\delta \mathcal{V}} \rho \boldsymbol{b} d V \\
& =\iint_{\mathcal{S}(s)} \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iint_{\mathcal{S}(s+d s)} \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\left(\iint_{\delta \mathcal{L}} \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\delta \mathcal{V}} \rho \boldsymbol{b} d V\right) \\
& =-\boldsymbol{F}(s)+\boldsymbol{F}(s+d s)+\left(\boldsymbol{f}_{s}(s)+(1+\epsilon) \boldsymbol{f}_{s_{t}}(s)\right) d s \\
& =\left(\frac{\partial \boldsymbol{F}}{\partial s}+\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}\right)(s) d s
\end{aligned}
$$

Thus, using eq. (5.39a), the equation for the balance of linear momentum reduce to: ${ }^{33}$

$$
\frac{\partial \boldsymbol{F}}{\partial s}+\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}=\rho S \ddot{\boldsymbol{x}}
$$

## Balance of angular momentum

Similarly, for a thin slice of the rod $(\delta \mathcal{V})$ between cross-sections $\mathcal{S}(s)$ and $\mathcal{S}(s+d s)$, using eqs. (5.30a) and (5.30b) yields :

$$
\begin{align*}
\iint_{\mathcal{S}(s) \cup \mathcal{S}(s+d s)}^{\boldsymbol{p} \times \boldsymbol{\sigma}_{\boldsymbol{n}} d S} & =\iint_{\mathcal{S}(s) \cup \mathcal{S}(s+d s)}(\boldsymbol{x}+\boldsymbol{r}) \times \boldsymbol{\sigma}_{\boldsymbol{n}} d S \\
& =-(\boldsymbol{x} \times \boldsymbol{F})(s)+(\boldsymbol{x} \times \boldsymbol{F})(s+d s)-\boldsymbol{M}(s)+\boldsymbol{M}(s+d s) \\
& =\frac{\partial}{\partial s}(\boldsymbol{M}+\boldsymbol{x} \times \boldsymbol{F})(s) d s
\end{align*}
$$

33. This equation also writes: $(1+\epsilon) \frac{\partial \boldsymbol{F}}{\partial s_{t}}+\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}=\rho S \ddot{\boldsymbol{x}}$.

Using eq. (5.31b) the balance of linear momentum referring to the reference configuration expressed in eq. (5.29b) yields :

$$
\begin{align*}
\iiint_{\delta V} \rho(\boldsymbol{p} \times \ddot{\boldsymbol{p}}) d V= & \iint_{\partial \delta \mathcal{V}} \boldsymbol{p} \times \boldsymbol{\sigma}_{\boldsymbol{n}} d S+\iiint_{\delta \mathcal{V}} \rho(\boldsymbol{p} \times \boldsymbol{b}) d V \\
= & \frac{\partial}{\partial s}(\boldsymbol{M}+\boldsymbol{x} \times \boldsymbol{F})(s) d s+\boldsymbol{m}_{s}+(1+\epsilon) \boldsymbol{m}_{s_{t}} \\
& +\boldsymbol{x} \times\left(\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}\right) d s
\end{align*}
$$

Finally, combining eq. (5.43) with eqs. (5.39b) and (5.41), the equation for the balance of angular momentum reduce to : ${ }^{34,35,36}$

$$
\frac{\partial \boldsymbol{M}}{\partial s}+\frac{\partial \boldsymbol{x}}{\partial s} \times \boldsymbol{F}+\boldsymbol{m}_{s}+(1+\epsilon) \boldsymbol{m}_{s_{t}}=\rho I_{1} \boldsymbol{d}_{1} \times \ddot{\boldsymbol{d}}_{1}+\rho I_{2} \boldsymbol{d}_{2} \times \ddot{\boldsymbol{d}}_{2}
$$

## EQUATIONS OF MOTION

With some scaling arguments Dill 1992 [114] shows that terms in $\omega_{1}$ and $\omega_{2}$ should be negligible in the inertial forces of the rod given in eq. (5.39b), which yields to : ${ }^{37,38}$

$$
\begin{array}{rlrl}
\rho I_{1}\left(\dot{\omega}_{1}+\omega_{2} \omega_{3}\right) & \simeq 0 & & 5.45 \mathrm{a} \\
\rho I_{2}\left(\dot{\omega}_{2}-\omega_{1} \omega_{3}\right) & \simeq 0 & 5.45 \mathrm{~b} \\
\rho\left(I_{1}+I_{2}\right) \dot{\omega}_{3}+\rho\left(I_{2}-I_{1}\right) \omega_{1} \omega_{2} & \simeq \rho\left(I_{1}+I_{2}\right) \dot{\omega}_{3} & & 5.45 \mathrm{c}
\end{array}
$$

For our application - a beam model for quasi-static analysis of gridshell structures this approximation is clearly sufficient as what matters is the quasi-static response of the
34. Note the simplification of the term $\rho S \ddot{\boldsymbol{x}}$. Alternatively, the balance equations could be written for the slice considered as a rigid body. In the barycentric frame of the slice : $\frac{d}{d t}\left(d I_{G}\right)=\boldsymbol{M}(s+d s)-\boldsymbol{M}(s)+\boldsymbol{m}(s) d s+\left(\frac{1}{2} d s \boldsymbol{x}^{\prime}\right) \times \boldsymbol{F}(s+$ $d s)+\left(-\frac{1}{2} d s \boldsymbol{x}^{\prime}\right) \times-\boldsymbol{F}(s)=\left(\frac{\partial M}{\partial s}(s)+\boldsymbol{m}(s)+\boldsymbol{x}^{\prime} \times \boldsymbol{F}(s)\right) d s$ with $d I_{G} \simeq \rho d s\left(I_{1} \boldsymbol{d}_{1}+I_{2} \boldsymbol{d}_{2}+\left(I_{1}+I_{2}\right) \boldsymbol{d}_{3}\right)$.
35. This equation also writes : $(1+\epsilon)\left(\frac{\partial \boldsymbol{M}}{\partial s_{t}}+\frac{\partial \boldsymbol{x}}{\partial s_{t}} \times \boldsymbol{F}+(1+\epsilon)^{-1} \boldsymbol{m}_{s}+\boldsymbol{m}_{s_{t}}\right)=\rho I_{1} \boldsymbol{d}_{1} \times \ddot{\boldsymbol{d}}_{1}+\rho I_{2} \boldsymbol{d}_{2} \times \ddot{\boldsymbol{d}}_{2}$.
36. Under this form, this equation is presented by Neukirch 2009 [I2 I].
37. "It follows that $x_{1}$ and $x_{2}$ can be neglected in the kinetic energy [...]. However, $x_{3}$, which provides the angular momentum about the axis of the rod, must be retained. This assumption of Kirchhoff is consistent with the technical theory of beams where rotary inertia is known to provide corrections to the natural frequencies of vibration of $O\left(\alpha^{2}\right)$ if the length measure is the half-wave length" [ $114, \mathrm{p} .17]$.
38. This assumption is made in numerous publications but often with ambiguous or no justifications, as of instance : "neglecting inertial momentum due to the vanishing cross-section lead to the following dynamic equations for a Kirchhoff rod" [132].
structural system and there is no need for a too accurate modeling of the transient phase. Moreover, the quasi-static response will be determined through a fictitious dynamic process appropriately damped to speed up the convergence to the steady state, and so there is no reason that the transient phase has any real physical meaning. This means that it is enough to keep only the twisting dynamic of the rod around its centerline.
Thus, the final dynamical equations for the motion of the rod to be retained are :

$$
\begin{align*}
\frac{\partial \boldsymbol{F}}{\partial s}+\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}} & =\rho S \ddot{\boldsymbol{x}} \\
\frac{\partial \boldsymbol{M}}{\partial s}+\frac{\partial \boldsymbol{x}}{\partial s} \times \boldsymbol{F}+\boldsymbol{m}_{s}+(1+\epsilon) \boldsymbol{m}_{s_{t}} & \simeq \rho\left(I_{1}+I_{2}\right) \dot{\omega}_{3} \boldsymbol{d}_{3}
\end{align*}
$$

## HOOKEAN ELASTICITY

From now on we consider that the rod material is isotropic and linear elastic. ${ }^{39}$ This is the framework of the so called Hookean Elasticity. This assumption allows the determination of the local displacement field $(\boldsymbol{u})$, the strain tensor $(\mathcal{E})$, the stress tensor $(\mathcal{S})$ and the constitutive equations that link the axial force $\left(\boldsymbol{F}_{3}\right)$, the bending moments $\left(\boldsymbol{M}_{1}, \boldsymbol{M}_{2}\right)$ and the twisting moment $\left(\boldsymbol{M}_{3}\right)$ to the strains $(\epsilon, \boldsymbol{u}, \overline{\boldsymbol{u}})$.
Such a material is characterized by a linear relation between the strain and stress tensors that takes the form : ${ }^{40}$

$$
\mathcal{S}=2 \mu \mathcal{E}+\lambda \operatorname{Tr}(\mathcal{E}) \mathcal{J}
$$

where $\lambda$ and $\mu$ are known as the elastic coefficients of Lamé. This coefficients are related to the elastic $(E)$ and shear $(G)$ modulus and to the Poisson ratio $(\nu)$ :

$$
\begin{align*}
& \mu=\frac{E}{2(1+\nu)}=G \\
& \lambda=\frac{2 \mu \nu}{1-2 \nu}
\end{align*}
$$

A worthwhile presentation of the theory of elasticity in the specific context of elastic rods can be found in [113].
39. This is true at first order for small strains anyway.
40. Using Einstein notation this expression yields : $\sigma_{i j}=\lambda \epsilon_{k k} \delta_{i j}+2 \mu \epsilon_{i j}$.

### 5.3.7

## DEFORMATION OF CROSS-SECTIONS

In this paragraph, we simply recall the canonical form of the local displacement field ( $\boldsymbol{u}$ ) for the cross-section $\mathcal{S}(s)$ in the context of Kirchhoff's approximation : ${ }^{41}$

$$
\begin{align*}
& u_{3}=\left(\varkappa_{3}-\bar{\varkappa}_{3}\right) \varphi_{s}\left(X_{1}, X_{2}\right) \\
& u_{1}=-\nu \epsilon X_{1}-\nu\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) X_{1} X_{2}+\frac{1}{2} \nu\left(\varkappa_{2}-\bar{\varkappa}_{2}\right)\left(X_{1}^{2}-X_{2}^{2}\right) \\
& u_{2}=-\nu \epsilon X_{2}+\nu\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) X_{1} X_{2}+\frac{1}{2} \nu\left(\varkappa_{1}-\bar{\varkappa}_{1}\right)\left(X_{1}^{2}-X_{2}^{2}\right)
\end{align*}
$$

where $\varphi_{s}$ is the warping function in torsion of $\mathcal{S}(s)$, determined by the following differential equation and the boundary condition over the contour of the cross-section : ${ }^{42,43}$

$$
\begin{array}{ll}
0=\frac{\partial^{2} \varphi_{s}}{\partial X_{1}^{2}}+\frac{\partial^{2} \varphi_{s}}{\partial X_{2}^{2}} & , \forall\left(X_{1}, X_{2}\right) \in \mathcal{S}(s \\
0=\frac{\partial f_{s}}{\partial X_{1}}\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right)+\frac{\partial f_{s}}{\partial X_{2}}\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right) & , \quad f_{s}\left(X_{1}, X_{2}\right)=0
\end{array}
$$

These equations have known analytical solutions for classical shapes such as circles, ellipses, squares or rectangles. For other shapes, when it is not easy to find analytical solutions, the membrane analogy introduced by Prandtl 1903 [134] can be employed. ${ }^{44}$ A careful introduction to the question of torsion in bars is proposed by Timoshenko and Goodier 1951 [136, p. 258-315].
Note that the boundary condition given by eq. (5.50b) stipulates that cross-sections are free to warp. The problem is more complex when warping is restrained. In this case, called non-uniform torsion, the twisting stiffness is modified. ${ }^{45}$
41. Remark that the local displacement field results from the superposition of the three displacement fields obtained for pure and uniform extension, flexion and twist. For a detailed analysis of pure and uniform flexion and twist of rods refer to [ $1 \mid 3, \mathrm{ch} .3]$.
42. "In the traditional theory of non-uniform torsion the axial displacement field is expressed as the product of the unit twist angle and the warping function. The first one, variable along the beam axis, is obtained by a global congruence condition; the second one, instead, defined over the cross-section, is determined by solving a Neumann problem associated to the Laplace equation, as well as for the uniform torsion problem." [133].
43. $\boldsymbol{n}=\left(\partial f_{s} / \partial X_{1}, \partial f_{s} / \partial X_{1}\right)^{T}$ is the unit normal vector to the boundary curve of $\mathcal{S}(s)$ defined implicitly by the equation $f_{s}\left(X_{1}, X_{2}\right)=0$.
44. Recent advances [135] in the form-finding of soap films with the force density method might be of practical use to evaluate the warping function.
45. "The problem becomes more complicated if cross-sections are not free to warp or if the torque varies along the

5.4 Typical deformation modes of cross-sections in Kirchhoff's theory

Flexion around $\boldsymbol{d}_{1}$ (resp. $\boldsymbol{d}_{2}$ ) is measured through the material curvature $x_{1}$ (resp. $x_{2}$ ) ; torsion around $\boldsymbol{d}_{3}$ is measured through the material twist $\varkappa_{3}$; and $\epsilon$ measures the axial extension. Remark that cross-sections are subjected to both in-plane deformations ( $\varkappa_{1}, \varkappa_{2}, \epsilon$ ) and out-of-plane deformations $\left(\varkappa_{3}\right)$.

To go further on the subject of non uniform torsion, which is not treated in the present work, the reader is invited to refer to [138, 139, 140].

## STRAIN TENSOR

Here, we remind the canonical form of the strain tensor $(\mathcal{E})$ for the cross-section $\mathcal{S}(s)$ in the context of Kirchhoff's approximation :

$$
\begin{array}{lr}
\epsilon_{33}=\epsilon+\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) X_{2}-\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) X_{1} & 5.51 \mathrm{a} \\
\epsilon_{11}=\epsilon_{22}=-\nu \epsilon_{33} & 5.51 \mathrm{~b} \\
\epsilon_{12}=0 & 5.51 \mathrm{c} \\
\epsilon_{31}=\frac{1}{2}\left(\varkappa_{3}-\bar{\varkappa}_{3}\right)\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right) & 5.51 \mathrm{~d} \\
\epsilon_{32}=\frac{1}{2}\left(\varkappa_{3}-\bar{\varkappa}_{3}\right)\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right) & 5.51 \mathrm{e}
\end{array}
$$

## 5.3 .9 <br> STRESS TENSOR

In this paragraph, we simply give the entries of the stress tensor ( $\mathcal{S}$ ) defined in eq. (5.47), for the cross-section $\mathcal{S}(s)$ in the context of Kirchhoff's approximation :

$$
\begin{array}{rlrl}
\sigma_{33} & =E \epsilon_{33} & 5.52 \mathrm{a} \\
\sigma_{11} & =\sigma_{22}=\sigma_{12}=0 \\
\sigma_{31} & =2 G \epsilon_{31} & 5.52 \mathrm{~b} \\
\sigma_{32} & =2 G \epsilon_{32} & 5.52 \mathrm{c} \\
5.52 \mathrm{~d}
\end{array}
$$

Thus, the Piola stress vector defined in eq. (5.28b) becomes :

$$
\boldsymbol{\sigma}_{\boldsymbol{n}}=\sigma_{31} \boldsymbol{d}_{1}+\sigma_{32} \boldsymbol{d}_{2}+\sigma_{33} \boldsymbol{d}_{3}
$$

## CONSTITUTIVE EQUATIONS FOR INTERNAL FORCES AND MOMENTS

In Kirchhoff's theory, constitutive equations for internal forces and moments should not be considered as assumptions. Indeed, as shown hereafter, they are somehow consequences

[^13]of the assumptions made on the motion - that is the rod remains close to a motion where cross-sections remain planar, undistorted and perpendicular to the centerline - and on the material - the Hookean elasticity - of the rod.
From eqs. (5.30a), (5.51a), (5.52a) and (5.53) we deduce the constitutive equation for the axial component of the internal forces : ${ }^{46}$
\[

$$
\begin{aligned}
F_{3} & =\iint_{\mathcal{S}(s)} \sigma_{n}\left(s, X_{1}, X_{2}, t\right) \cdot \boldsymbol{d}_{3} d X_{1} d X_{2} \\
& =E S \epsilon-\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) \iint_{\mathcal{S}(s)} X_{1} d X_{1} d X_{2}+\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) \iint_{\mathcal{S}(s)} X_{2} d X_{1} d X_{2} \\
& =E S \epsilon
\end{aligned}
$$
\]

From eqs. (5.30b), (5.51d), (5.51e), (5.52c), (5.52d) and (5.53) we deduce the constitutive equation for the axial component of the internal moments, that is the twisting moment :

$$
\begin{align*}
M_{3} & =\iint_{\mathcal{S}(s)}\left(\boldsymbol{r} \times \boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right)\right) \cdot \boldsymbol{d}_{3} d X_{1} d X_{2} \\
& =\iint_{\mathcal{S}(s)}\left[-X_{2} \sigma_{31}+X_{1} \sigma_{32}\right] d X_{1} d X_{2} \\
& =G\left(\varkappa_{3}-\bar{\varkappa}_{3}\right) \iint_{\mathcal{S}(s)}\left[X_{1}\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right)-X_{2}\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right)\right] d X_{1} d X_{2}
\end{align*}
$$

Introducing the torsional constant of St Venant $(J)$ this equation rewrites :

$$
\begin{align*}
M_{3} & =G J\left(\varkappa_{3}-\bar{\varkappa}_{3}\right) \\
J & =\iint_{\mathcal{S}(s)}\left[X_{1}\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right)-X_{2}\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right)\right] d X_{1} d X_{2}
\end{align*}
$$

$$
5.56 a
$$

Remark from eq. (5.56b) that when the section does not warp $\left(\varphi_{s}=0\right)$, the torsion constant is nothing but the polar moment of inertia of the section $\left(I_{p}\right)$.
From eqs. (5.30b), (5.51a), (5.52a) and (5.53) we deduce the constitutive equation for the
46. Also recall from eq. (5.36) that $\iint_{\mathcal{S}(s)} X_{1} d X_{1} d X_{2}=0$ and $\iint_{\mathcal{S}(s)} X_{2} d X_{1} d X_{2}=0$.
first component of the internal moments :

$$
\begin{align*}
M_{1} & =\iint_{\mathcal{S}(s)}\left(\boldsymbol{r} \times \boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right)\right) \cdot \boldsymbol{d}_{1} d X_{1} d X_{2} \\
& =\iint_{\mathcal{S}(s)} X_{2} \sigma_{33} d X_{1} d X_{2} \\
& =E\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) \iint_{\mathcal{S}(s)} X_{2}^{2} d X_{1} d X_{2}
\end{align*}
$$

From eqs. (5.30b), (5.51a), (5.52a) and (5.53) we deduce the constitutive equation for the second component of the internal moments :

$$
\begin{align*}
M_{2} & =\iint_{\mathcal{S}(s)}\left(\boldsymbol{r} \times \boldsymbol{\sigma}_{\boldsymbol{n}}\left(s, X_{1}, X_{2}, t\right)\right) \cdot \boldsymbol{d}_{2} d X_{1} d X_{2} \\
& =\iint_{\mathcal{S}(s)}-X_{1} \sigma_{33} d X_{1} d X_{2} \\
& =E\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) \iint_{\mathcal{S}(s)} X_{1}^{2} d X_{1} d X_{2}
\end{align*}
$$

## DISCUSSION

Observe that the internal shear forces are reacting parameters and are given by the balance equations (see eqs. ( 5.67 d ) and (5.67e)). Transverse shear deformations are neglected and the related stresses are not given by the present theory.
Cross-sections are not assumed to be subject to rigid body motions but to deform closely to such movements. Indeed, the torsion constant of St Venant $(J)$ is found assuming the cross-sections can warp (see eq. (5.64d)). Otherwise, the constant torsion would be nothing but the polar moment of inertia, which would not lead to the correct evaluation of the torsional stiffness of the rod.
Because of the chosen description of motion (see §5.3.1), cross-sections are assumed to rotate around their center of mass. Hence, the model is only valid for sections where the shear center is located at the center of mass. This preclude thin walled open cross-sections. For further understanding of the warping of sections, refer to [140].

## SUMMARY OF KIRCHHOFF THEORY

Let us summarize the assumptions and results of Kirchhoff's theory of rods on which our discrete beam model (see chapter 6) will be based on.
In the reference configuration the rod is described by its reference strains :

$$
\bar{d}_{i}^{\prime}=\bar{x} \times \bar{d}_{i}
$$

In the actual configuration the rod is described by its strain and spin vectors :

$$
\begin{array}{ll}
\boldsymbol{x}^{\prime}=(1+\epsilon) \boldsymbol{t} & 5.60 \mathrm{a} \\
\boldsymbol{d}_{i}^{\prime}=\boldsymbol{u} \times \boldsymbol{d}_{i} & 5.60 \mathrm{~b} \\
\dot{\boldsymbol{d}}_{\boldsymbol{i}}=\boldsymbol{\omega} \times \boldsymbol{d}_{\boldsymbol{i}} & 5.60 \mathrm{c}
\end{array}
$$

The rod is subject to internal forces and moments :

$$
\begin{array}{rlr}
\boldsymbol{F} & =F_{1} \boldsymbol{d}_{1}+F_{2} \boldsymbol{d}_{2}+F_{3} \boldsymbol{d}_{3} & 5.61 \mathrm{a} \\
\boldsymbol{M} & =M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2}+M_{3} \boldsymbol{d}_{3} & 5.61 \mathrm{~b}
\end{array}
$$

The rod is subjected to external and body loads described as distributed forces and moments acting on the centerline - either given per unit length of the reference configuration $\left(\boldsymbol{f}_{s}, \boldsymbol{m}_{s}\right)$ or per unit length of the actual configuration $\left(\boldsymbol{f}_{s_{t}}, \boldsymbol{m}_{s_{t}}\right)$ - and given by :

$$
\begin{aligned}
\boldsymbol{f} & =\boldsymbol{f}_{s}+(1+\epsilon) \boldsymbol{f}_{s_{t}}=f_{1} \boldsymbol{d}_{1}+f_{2} \boldsymbol{d}_{2}+f_{3} \boldsymbol{d}_{3} \\
\boldsymbol{m} & =\boldsymbol{m}_{s}+(1+\epsilon) \boldsymbol{m}_{s_{t}}=m_{1} \boldsymbol{d}_{1}+m_{2} \boldsymbol{d}_{2}+m_{3} \boldsymbol{d}_{3}
\end{aligned}
$$

The internal axial force, the internal bending moments and the internal twisting moment are computed with the following constitutive equations:

$$
\begin{array}{rlr}
F_{3} & =E S \epsilon & 5.63 \mathrm{a} \\
M_{1} & =E I_{1}\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) & 5.63 \mathrm{~b} \\
M_{2} & =E I_{2}\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) & 5.63 \mathrm{c} \\
M_{3} & =G J\left(\varkappa_{3}-\bar{\varkappa}_{3}\right) & 5.63 \mathrm{~d}
\end{array}
$$

where $S, I_{1}, I_{2}, J$ are respectively the area, the second moments of inertia and the
torsional stiffness of the cross-section :

$$
\begin{aligned}
S & =\iint_{\mathcal{S}(s)} d X_{1} d X_{2} \\
I_{1} & =\iint_{\mathcal{S}(s)} X_{2}^{2} d X_{1} d X_{2} \\
I_{2} & =\iint_{\mathcal{S}(s)} X_{1}^{2} d X_{1} d X_{2} \\
J & =\iint_{\mathcal{S}(s)}\left[X_{1}\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right)-X_{2}\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right)\right] d X_{1} d X_{2}
\end{aligned}
$$

and $\varphi_{s}$ is the warping fonction of the cross-section that satisfies the differential system :

$$
\begin{array}{ll}
0=\frac{\partial^{2} \varphi_{s}}{\partial X_{1}{ }^{2}}+\frac{\partial^{2} \varphi_{s}}{\partial X_{2}{ }^{2}} & , \forall\left(X_{1}, X_{2}\right) \in \mathcal{S}(s \\
0=\frac{\partial f_{s}}{\partial X_{1}}\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right)+\frac{\partial f_{s}}{\partial X_{2}}\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right) & , \quad f_{s}\left(X_{1}, X_{2}\right)=0
\end{array}
$$

The dynamical equations for the motion of the rod are :

$$
\begin{gather*}
\frac{\partial \boldsymbol{F}}{\partial s}+\boldsymbol{f}=\rho S \ddot{\boldsymbol{x}} \\
\frac{\partial \boldsymbol{M}}{\partial s}+\frac{\partial \boldsymbol{x}}{\partial s} \times \boldsymbol{F}+\boldsymbol{m}=\rho I_{1} \boldsymbol{d}_{1} \times \ddot{\boldsymbol{d}}_{1}+\rho I_{2} \boldsymbol{d}_{2} \times \ddot{\boldsymbol{d}}_{2}
\end{gather*}
$$

Neglecting the rotational dynamics around $\boldsymbol{d}_{1}$ and $\boldsymbol{d}_{2}$ the components of the above equations are written :

$$
\begin{align*}
F_{1}^{\prime}+\varkappa_{2} F_{3}-\varkappa_{3} F_{2}+f_{1} & =\rho S \ddot{x}_{1} \\
F_{2}^{\prime}+\varkappa_{3} F_{1}-\varkappa_{1} F_{3}+f_{2} & =\rho S \ddot{x}_{2} \\
F_{3}^{\prime}+\varkappa_{1} F_{2}-\varkappa_{2} F_{1}+f_{3} & =\rho S \ddot{x}_{3} \\
M_{1}^{\prime}+\varkappa_{2} M_{3}-x_{3} M_{2}-(1+\epsilon) F_{2}+m_{1} & \simeq 0 \\
M_{2}^{\prime}+\varkappa_{3} M_{1}-x_{1} M_{3}+(1+\epsilon) F_{1}+m_{2} & \simeq 0 \\
M_{3}^{\prime}+x_{1} M_{2}-\varkappa_{2} M_{1}+m_{3} & \simeq \rho\left(I_{1}+I_{2}\right) \dot{\omega}_{3}
\end{align*}
$$

The local displacements of the cross-sections are given by :

$$
\begin{array}{ll}
u_{3}=\left(\varkappa_{3}-\bar{\varkappa}_{3}\right) \varphi_{s}\left(X_{1}, X_{2}\right) \\
u_{1}=-\nu \epsilon X_{1}-\nu\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) X_{1} X_{2}+\frac{1}{2} \nu\left(\varkappa_{2}-\bar{\varkappa}_{2}\right)\left(X_{1}^{2}-X_{2}^{2}\right) \\
u_{2}=-\nu \epsilon X_{2}+\nu\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) X_{1} X_{2}+\frac{1}{2} \nu\left(\varkappa_{1}-\bar{\varkappa}_{1}\right)\left(X_{1}^{2}-X_{2}^{2}\right)
\end{array}
$$

The non-zero components of the strain tensor are given by :

$$
\begin{array}{rlr}
\epsilon_{33} & =\epsilon+\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) X_{2}-\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) X_{1} & 5.69 \mathrm{a} \\
\epsilon_{31} & =\frac{1}{2}\left(\varkappa_{3}-\bar{\varkappa}_{3}\right)\left(\frac{\partial \varphi_{s}}{\partial X_{1}}-X_{2}\right) & 5.69 \mathrm{~b} \\
\epsilon_{32} & =\frac{1}{2}\left(\varkappa_{3}-\bar{\varkappa}_{3}\right)\left(\frac{\partial \varphi_{s}}{\partial X_{2}}+X_{1}\right) & 5.69 \mathrm{c} \\
\epsilon_{11} & =\epsilon_{22}=-\nu \epsilon_{33} & 5.69 \mathrm{~d}
\end{array}
$$

The non-zero components of the stress tensor are given by :

$$
\begin{aligned}
\sigma_{33} & =E \epsilon_{33} \\
\sigma_{31} & =2 G \epsilon_{31} \\
\sigma_{32} & =2 G \epsilon_{32}
\end{aligned} \quad 5.70 \mathrm{a}
$$

## GEOMETRIC INTERPRETATION OF KIRCHHOFF'S EQUATIONS

The previous equations for the motion of the rod have been established expressing the fundamental principles of balance of linear and angular momentums (see eqs. (5.67a) to (5.67f)). An alternative approach, leading to the same results, consists in differentiating the elastic energy of a given configuration of the rod - assumed to be stationary - with respect to the degrees of freedom of the mechanical system (principle of virtual work). This latter approach is the one developed throughout the previous chapter (see chapter 4). ${ }^{47}$ However, the approach through equilibrium seems easier to understand as it is (almost) just a matter of balance between forces and moments acting on infinitesimal slices of the rod (see fig. 5.5). This is of obvious pedagogical interest as it allows to understand how the geometry of the rod influences the distribution of the elastic energy between extension, flexion and torsion and how these forces are coupled together.
To emphasis this, in this section we provide the proper drawings (see figs. 5.6 to 5.8 ) and computations for the contribution of internal forces and moments to the balance of linear and angular momentums. This is what we call here the "geometric interpretation" of Kirchhoff equations.
47. This is also the approach developed by Audoly and Pomeau 2010 [||3] for strictly inextensible rods. It was yet employed by Reissner 1973 [| |6].

5.5 Geometric interpretation of Kirchhoff's equations

Flexion and torsion of an elementary slice of a Kirchhoff rod of length $d s$. Projections of the deformations are given in the material planes perpendicular to $\boldsymbol{d}_{1}, \boldsymbol{d}_{2}$ and $\boldsymbol{d}_{3}$. The element takes its curvature $\kappa$ in the plane perpendicular to $\boldsymbol{\kappa} \boldsymbol{b}$ and represented by a gray triangle. On the figure, $\boldsymbol{\kappa} \boldsymbol{b}$ is positioned at the peak of this triangle, which is the center of the osculating circle associated to it.


Influence of the curvature ( $\kappa$ ) in the deflection of internal forces and moments along the centerline. The osculating plane, perpendicular to $\boldsymbol{\kappa} \boldsymbol{b}$, is represented in grey. $\boldsymbol{N}$ is the axial component of the internal force along $\boldsymbol{d}_{3} . \boldsymbol{Q}$ is the axial component of the internal moment, also known as the twisting moment along $\boldsymbol{d}_{3}$.
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## 5.5.

## INFLUENCE OF THE CURVATURE ( $\kappa$ )

Contributions to the balance of forces
$\boldsymbol{N}(s+d s)$ is deflected from $\boldsymbol{d}_{3}(s)$ by the rotation of angle $\kappa d s$ around $\boldsymbol{\kappa} \boldsymbol{b}$ (fig. 5.6b). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{3}(s)$ is :

$$
N(s+d s) \cos (\kappa d s)-N(s)=N^{\prime}(s) d s+o(d s)
$$

Contributions to the balance of moments
$\boldsymbol{Q}(s+d s)$ is deflected from $\boldsymbol{d}_{3}(s)$ by the rotation of angle $\kappa d s$ around $\boldsymbol{\kappa} \boldsymbol{b}$ (fig. 5.6c). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{3}(s)$ is :

$$
Q(s+d s) \cos (\kappa d s)-Q(s)=Q^{\prime}(s) d s+o(d s)
$$



Influence of the first material curvature $\left(\kappa_{1}\right)$ in the deflection of internal forces and moments along the centerline. The plane perpendicular to $\boldsymbol{d}_{1}(s)$ is represented in grey. $\boldsymbol{F}_{2}$ is the transverse or shear component of the internal force along $\boldsymbol{d}_{2} . \boldsymbol{M}_{2}$ is the transverse or bending component of the internal moment along $\boldsymbol{d}_{2}$.
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## INFLUENCE OF THE FIRST MATERIAL CURVATURE ( $\kappa_{1}$ )

## Contributions to the balance of forces

$\boldsymbol{F}_{2}(s+d s)$ is deflected from $\boldsymbol{d}_{2}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.7 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{1}(s)$ is :

$$
-F_{2}(s+d s) \sin (\tau d s) \cos \left(\kappa_{2} d s\right)=-\tau F_{2}(s) d s+o(d s)
$$

$\boldsymbol{F}_{2}(s+d s)$ is deflected from $\boldsymbol{d}_{2}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.7 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{2}(s)$ is :

$$
-F_{2}(s)+F_{2}(s+d s) \cos (\tau d s) \cos \left(\kappa_{1} d s\right)=F_{2}^{\prime}(s) d s+o(d s)
$$

$\boldsymbol{F}_{2}(s+d s)$ is deflected from $\boldsymbol{d}_{2}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.7 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{3}(s)$ is :

$$
F_{2}(s+d s) \cos (\tau d s) \sin \left(\kappa_{1} d s\right)=\kappa_{1} F_{2}(s) d s+o(d s)
$$

$\boldsymbol{N}(s+d s)$ is deflected from $\boldsymbol{d}_{3}(s)$ by the combined rotations of angle $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ and $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.7 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{2}(s)$ is :

$$
-N(s+d s) \cos \left(\kappa_{2} d s\right) \sin \left(\kappa_{1} d s\right)=-\kappa_{1} N(s) d s+o(d s)
$$

## Contributions to the balance of moments

$\boldsymbol{F}_{2}(s+d s)$ is deflected from the plane normal to $\boldsymbol{d}_{1}(s)$ by a rotation of angle $\tau d s$ around $\boldsymbol{d}_{3}$ (fig. 5.7 b ). It produces a moment around $\boldsymbol{d}_{1}$ with the lever $\operatorname{arm} b=\cos \left(\kappa_{2} d s\right) d s$. Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{1}(s)$ is :

$$
-F_{2}(s+d s) \cos (\tau d s)\left(\cos \left(\kappa_{2} d s\right) d s\right)=-F_{2}(s) d s+o(d s)
$$

$\boldsymbol{M}_{2}(s+d s)$ is deflected from $\boldsymbol{d}_{2}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.7 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{1}(s)$ is :

$$
-M_{2}(s+d s) \sin (\tau d s) \cos \left(\kappa_{2} d s\right)=-\tau M_{2}(s) d s+o(d s)
$$

$\boldsymbol{M}_{2}(s+d s)$ is deflected from $\boldsymbol{d}_{2}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and
$\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.7 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{2}(s)$ is :

$$
-M_{2}(s)+M_{2}(s+d s) \cos (\tau d s) \cos \left(\kappa_{1} d s\right)=M_{2}^{\prime}(s) d s+o(d s)
$$

$\boldsymbol{M}_{2}(s+d s)$ is deflected from $\boldsymbol{d}_{2}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.7 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{3}(s)$ is :

$$
M_{2}(s+d s) \cos (\tau d s) \sin \left(\kappa_{1} d s\right)=\kappa_{1} M_{2}(s) d s+o(d s)
$$

$\boldsymbol{Q}(s+d s)$ is deflected from $\boldsymbol{d}_{3}(s)$ by the combined rotations of angle $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ and $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.7 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{2}(s)$ is :

$$
-Q(s+d s) \cos \left(\kappa_{2} d s\right) \sin \left(\kappa_{1} d s\right)=-\kappa_{1} Q(s) d s+o(d s)
$$



Influence of the second material curvature $\left(\kappa_{2}\right)$ in the deflection of internal forces and moments along the centerline. The plane perpendicular to $\boldsymbol{d}_{2}(s)$ is represented in grey. $\boldsymbol{F}_{1}$ is the transverse or shear component of the internal force along $\boldsymbol{d}_{1} . \boldsymbol{M}_{1}$ is the transverse or bending component of the internal moment along $\boldsymbol{d}_{1}$.
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## INFLUENCE OF THE SECOND MATERIAL CURVATURE ( $\kappa_{2}$ )

## Contributions to the balance of forces

$\boldsymbol{F}_{1}(s+d s)$ is deflected from $\boldsymbol{d}_{1}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{1}(s)$ is :

$$
-F_{1}(s)+F_{1}(s+d s) \cos (\tau d s) \cos \left(\kappa_{2} d s\right)=F_{1}^{\prime}(s) d s+o(d s)
$$

$\boldsymbol{F}_{1}(s+d s)$ is deflected from $\boldsymbol{d}_{1}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ (fig. 5.8 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{2}(s)$ is :

$$
F_{1}(s+d s) \sin (\tau d s) \cos \left(\kappa_{1} d s\right)=\tau F_{1}(s) d s+o(d s)
$$

$\boldsymbol{F}_{1}(s+d s)$ is deflected from $\boldsymbol{d}_{1}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{3}(s)$ is :

$$
-F_{1}(s+d s) \cos (\tau d s) \sin \left(\kappa_{2} d s\right)=-\kappa_{2} F_{1}(s) d s+o(d s)
$$

$\boldsymbol{N}(s+d s)$ is deflected from $\boldsymbol{d}_{3}(s)$ by the combined rotations of angle $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 b ). Thus, its contribution to the balance of forces onto $\boldsymbol{d}_{1}(s)$ is :

$$
N(s+d s) \cos \left(\kappa_{1} d s\right) \sin \left(\kappa_{2} d s\right)=\kappa_{2} N(s) d s+o(d s)
$$

## Contributions to the balance of moments

$\boldsymbol{F}_{1}(s+d s)$ is deflected from the plane normal to $\boldsymbol{d}_{2}(s)$ by the angle $\tau d s$ around $\boldsymbol{d}_{3}$ along $d s$ (fig. 5.8 b ). It produces a moment around $\boldsymbol{d}_{2}$ with the lever arm $b=\cos \left(\kappa_{1} d s\right) d s$. Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{2}(s)$ is :

$$
F_{1}(s+d s) \cos (\tau d s)\left(\cos \left(\kappa_{1} d s\right) d s\right)=F_{1}(s) d s+o(d s)
$$

$\boldsymbol{M}_{1}(s+d s)$ is deflected from $\boldsymbol{d}_{1}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{1}(s)$ is :

$$
-M_{1}(s)+M_{1}(s+d s) \cos (\tau d s) \cos \left(\kappa_{2} d s\right)=M_{1}^{\prime}(s) d s+o(d s)
$$

$\boldsymbol{M}_{1}(s+d s)$ is deflected from $\boldsymbol{d}_{1}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and
$\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{2}(s)$ is :

$$
M_{1}(s+d s) \sin (\tau d s) \cos \left(\kappa_{2} d s\right)=\tau M_{1}(s) d s+o(d s)
$$

$\boldsymbol{M}_{1}(s+d s)$ is deflected from $\boldsymbol{d}_{1}(s)$ by the combined rotations of angle $\tau d s$ around $\boldsymbol{d}_{3}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{3}(s)$ is :

$$
-M_{1}(s+d s) \cos (\tau d s) \sin \left(\kappa_{2} d s\right)=-\kappa_{2} M_{1}(s) d s+o(d s)
$$

$\boldsymbol{Q}(s+d s)$ is deflected from $\boldsymbol{d}_{3}(s)$ by the combined rotations of angle $\kappa_{1} d s$ around $\boldsymbol{d}_{1}$ and $\kappa_{2} d s$ around $\boldsymbol{d}_{2}$ (fig. 5.8 c ). Thus, its contribution to the balance of moments onto $\boldsymbol{d}_{1}(s)$ is :

$$
Q(s+d s) \cos \left(\kappa_{1} d s\right) \sin \left(\kappa_{2} d s\right)=\kappa_{2} Q(s) d s+o(d s)
$$

## CONCLUSION

The geometric configuration of a Kirchhoff rod has been described using a constrained Cosserat rod model, composed of a centerline curve and an orthonormal adapted frame. The assumptions upon which Kirchhoff theory for rods is built has been carefully reminded and the dynamical equations of a rod have been established. A pure geometric reasoning has been proposed to retrieve the static member of these equations, understood as first order balance laws between internal force and moment.
These theoretical clarifications give a more robust understanding of the previous works of Adriaenssens et al. 1999 [40], Douthe 2007 [25] and D'Amico et al. 2014 [10] on nonlinear rod models for the computation of elastic gridshells. Indeed, we have shown that the material curvature is the one that comes up in the calculation of the bending moment through the constitutive laws and that it is distinct from the geometric curvature, although these notions could be considered equivalent in the case of weakly extensible rods. We have also demonstrated that the shear forces acting on the rod can be straightly deduced from the dynamical equations if the angular inertia around the material directors $\boldsymbol{d}_{1}$ and $\boldsymbol{d}_{2}$ is neglected. Finally, we have remarked that the equations of motion already take into account stretching, bending and twisting of the rod. Hence, the works previously developed in [40, 25] about the 3 -DOFs spline beam element are special cases of this set of dynamical equations.
In this chapter we have set up the theoretical basement to built a discrete rod model that is able to take into account axial extension, bending and torsion, and external loading. Previous works in this field can be understood as special cases of this framework and this enhance the overall understanding and the continuity between these works and the present thesis.
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## Chapter 6 NUMERICAL MODEL

## INTRODUCTION

In this chapter we construct a novel discrete beam element that we call the biarc beam element. It relies on the results from chapter 3 and chapter 5.
This element has a minimal number of degrees of freedom due to a reduced discrete curve-angle representation and can model extension, flexion and torsion of the rod in the framework of Kirchhoff theory. The introduction of ghost vertices enriches our previous model [17, 18] in order to better represent and localize discontinuities in the model. In particular this leads to a more accurate treatment of boundary conditions, connections and loadings. This element easily integrates inside a Dynamic Relaxation (DR) procedure to find the static equilibrium of nonlinear problems.
In the end, that makes this element very suitable for the modeling of elastic gridshells with anisotropic cross-sections and complex connections, which are known limitations of the classical 3 -DOFs spline beam element [42, 6]. Moreover, the reduced formulation
should improve both speed and stability of the numerical method compared to the classical 6 -DOFs beam element $[39,10]$.
The interest of our approach is that the entire model is derived directly from the motion equations of the rod and thus is perfectly in the line of the pioneer works in this field [141].

## OVERVIEW

We first construct a novel discrete beam element called the biarc model (see §6.2). This element is based on Kirchhoff theory of slender rods presented in chapter 5. The mechanical behavior of the element is derived entirely from the equations of motion eq. (5.67) summarized in §5.4:

- we compute the discrete force $(\boldsymbol{\eta})$ and moment $(\boldsymbol{\varkappa})$ strain vectors from the geometry of the centerline ;
- we compute the bending moment $\left(\boldsymbol{M}^{\perp}\right)$ at vertices from the material constitutive laws ;
- we compute the twisting moment $(\boldsymbol{Q})$ and the axial force $(\boldsymbol{N})$ at mid-edges from the material constitutive laws ;
- we compute the shear force $\left(\boldsymbol{F}^{\perp}\right)$ at mid-edges from the equations of motion eqs. (5.67d) and (5.67e) ;
- we interpolate the twisting moment and the axial and shear forces at vertices ;

Once the internal forces and moments acting on the vertices of the rod are known, we reinterpret the rod model as a simple particle-spring system (see $\S 6.3$ ). We study the motion of this system by integrating explicitly the motion equations of the particles with a simple finite difference scheme. The motion is artificially damped so the system falls into a state of static equilibrium. This method is called the Dynamic Relaxation. The dynamic itself is not a matter of concern as we are only interested in the steady state. Therefore, the parameters of the dynamic (mass and time step) are optimized to achieve critical damping, the damping for which the convergence is the fastest, and to ensure the numerical stability of the method.
Boundary conditions and connections between rods are treated separately (see §6.4). This topic is of special interest when modeling real structures, which is our ultimate goal.
The model has been implemented in a C\# library called Marsupilami, intended to be a lightweight and dependence-free portable API. It is not a standalone executable software and has no graphical user-interface (GUI). To that purpose, a plugin for Grasshopper
has also been implemented which serves as a functional GUI inside the Rhinoceros environnement. The core concepts of Marsupilami are presented in §6.5. This work was the occasion to develop a finer understanding of software architecture. Several guidelines are proposed to further develop what is more a prototype and validation code than a full-featured software.
Finally, several test cases are presented to validate the model (see §6.6).
6.1.2 CONTRIBUTIONS

- We introduce a new 4-DOFs biarc kinematic to model the rod motion with ghost and handle vertices.
- We clarify the representation of edge and vertex quantities in a natural manner where material and cross-section properties are associated to the edges, and internal forces and moments are associated to the vertices.
- The biarc kinematic allows to model discontinuities at the junction between biarc segments.
- The mechanic of the rod is entirely derived from the motion equations.
- We give a full treatment of boundary conditions.
- We implement our element inside a Dynamic Relaxation algorithm.
- We use parallel transport only locally so that there is no more need to maintain a global reference frame for each beam.
6.1.3 RELATED WORKS


## Dynamic Relaxation

Day 1965 [141] introduces the Dynamic Relaxation method also presented by Otter et al. 1966 [142]. He remarks that for a damped system the "static equilibrium of a structure under a system of applied forces may be found by following the movement of the structure from its initial, un-deformed and unloaded, position until all vibrations resulting from its subsequent loading have died out". He proposes to choose the damping factor to achieve critical damping, that is to obtained the fastest convergence to the steady state. He uses this computing method to study the non linear deformation of planar portal frames parameterized by two rotational degrees of freedom.

Cassel and Hobbs 1976 [143] study the stability of the method. They formulate a stability criterion expressed as a relation between the time step, the mass and the entries of the stiffness matrix. A similar criterion is formulated by Barnes 1975 [144]. Later, a proof of this criterion using Gershgorin theorem is made by Papadrakakis 1981 [145] and Underwood 1983 [146] who achieved automatic determination of the Dynamic Relaxation parameters to ensure stability but not necessarily critical damping.
Barnes 1977 [147] uses the Dynamic Relaxation to design and analyze nonlinear cable, membrane and inflatable structures. Wakefield 1980 [148] uses Dynamic Relaxation to study pretension networks with compression arches. He remarks that the method can be interpreted as a first order gradient optimization method. He first introduces a simplified planar bending element [148, p. 120], which is the parent of the classical 3-DOFs spline beam element. A review of the work from Barnes, Wakefield and Papadrakakis is available in [41]. ${ }^{1}$
Interesting investigations of the use of Dynamic Relaxation are proposed by [149] for the study of inflatable structures and by Dang and Meguid 2010 [150] for geotechnical engineering. da Silva et al. 2006 [151] show the efficiency of the Dynamic Relaxation method compared to the Newton-Rapshon method in the nonlinear simulation of flexible lines. He highlights the robustness of the Dynamic Relaxation method, able to reach convergence where the Newton-Rapshon method fails.
Rezaiee-Pajand et al. 2012 [152] propose a very large scope benchmark of Dynamic Relaxation method variants. His results show that the kinetic damping variant [153] has generally the fastest convergence CPU speed, while the viscous damping variant from Underwood [146] generally converges with the smallest number of iterations.
Miki et al. 2014 [154] also interpret Dynamic Relaxation as a gradient descent method. They extend the method to integrate equality constraint conditions. However, the proposed method does not exhibit a better convergence speed than the one with kinetic damping.
Bathe is a reference author in the field of structural dynamics. He has worked on many time integration methods, either implicit or explicit [155]. His work could be a valuable starting point to pick new ideas to improve the time integration scheme presented in this thesis, if the dynamic of the structure were to be studied for instance.
I. Wakefield and Papadrakakis where phd students of Barnes in the late 70's.

## Discrete element

The classical 3 -DOFs spline beam element is formulated by Adriaenssens, Barnes, and Williams [41, 40, 42]. This model is used by Douthe et al. 2006 [6] for the form-finding of elastic gridshells in composite materials. They improve the calculation of the lumped mass to take account for the geometric bending stiffness of the element. They formulate a connection model that takes into account the eccentricity between the structural members. Adriaenssens 2000 [39] introduces a 6 -DOFs beam element compatible with the Dynamic Relaxation method. This element is implemented by Olsson 2012 [55], Poulsen 2015 [44] and D'Amico et al. 2014 [10] in custom numerical frameworks to study nonlinear behavior of grid structures.
A first attempt to formulate a reduced model that takes into account torsion in the element is made by Barnes et al. 2013 [43]. Twisting is evaluated by the measure of the geometric torsion of the centerline, which obviously gives correct results in very special cases. Following Bergou et al. 2008 [16], Tayeb, Lefevre and du Peloux propose a novel 4 -DOFs beam element suitable for the structural analysis of elastic gridshells [17, 18]. A closely related work is proposed by D'Amico et al. 2016 [45] but relies on a Catmull-Rom spline interpolation that complexifies the treatment of the element end nodes.
Duan et al. 2013 [156] develop a geometrically exact beam model with a finite-element formulation to capture dynamic elastic deformations of slender bodies. The ordinary differential equations are solved using a multiple shooting algorithm based on numerical integration with Runge-Kutta method. Although the results show a good accuracy, the computational cost seems prohibitive for real-time rendering of grid structures with a large number of connections.

## DISCRETE BEAM ELEMENT

Let us introduce the discrete biarc model to describe the configuration of a beam. It is composed of a discrete curve called centerline $(\Gamma)$ and a discrete adapted frame called material frame as its axes are chosen to be the principal axes of the beam cross-section (fig. 6.1). The centerline itself is organized in $n_{s}$ consecutive adjacent segments which are three-vertices and two-edges elements with uniform material and section properties.
Elements can either be closed or open. The relations between the corresponding number of vertices, edges and segments are reported in table 6.1.

6.I Centerline of the discrete biarc model

The centerline is divided into curved segments (grey solid hatch). Each segment is defined as a three-noded element with uniform material and section properties. It has two end vertices (white) called handle as they are used to interact with the model, for instance to apply loads or restrains. It has one mid vertex (grey) called ghost as it is used only to enrich the segment kinematics and is not accessible to the end user.

|  |  | Centerline |  |
| :--- | :--- | ---: | ---: |
| Item | Symbol | Open | Closed |
| segments | $n_{s}$ | $n_{s}$ | $n_{s}$ |
| edges | $n_{e}$ | $2 n_{s}$ | $2 n_{s}$ |
| vertices | $n$ | $2 n_{s}+1$ | $2 n_{s}$ |
| ghosts | $n_{g}$ | $n_{s}$ | $n_{s}$ |
| handles | $n_{h}$ | $n_{s}+1$ | $n_{s}$ |

Table 6.I Number of segments, edges and vertices whether the centerline is closed or open

## DESCRIPTION OF THE ELEMENT

Here we present how we model all the required informations involved in the element representation : its geometry (centerline, material frames, cross-sections), its materiality (elastic and shear modulus) and its mechanical state (internal forces and moments). An element is also subject to external loads (external forces and moments).

## Centerline

The discrete centerline is a polygonal space curve (fig. 6.1) defined as an ordered sequence of $n+1$ pairwise disjoint vertices : $\Gamma=\left(\boldsymbol{x}_{0}, \boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{n}\right) \in \mathbb{R}^{3(n+1)}$. Consecutive pairs of vertices define $n$ straight segments $\left(\boldsymbol{e}_{0}, \boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{n-1}\right)$ called edges and pointing from one vertex to the next one :

$$
\begin{aligned}
\boldsymbol{e}_{i} & =\boldsymbol{x}_{i+1}-\boldsymbol{x}_{i} & \text { 6.1a } \\
l_{i} & =\left\|e_{i}\right\| & \text { 6.1b } \\
\boldsymbol{u}_{i} & =e_{i} / l_{i}=\boldsymbol{d}_{3, i+1 / 2} & \text { 6.1c }
\end{aligned}
$$

The length of the $i$ th edge is denoted $l_{i}$ and its normalized direction vector is denoted $\boldsymbol{u}_{i}$. The arc length of the $i$ th vertex is denoted $s_{i}$ and is given by :

$$
\begin{cases}s_{0}=0 & \\ s_{i}=\sum_{k=0}^{i-1} l_{k} & \\ i \in \llbracket 1, n-1 \rrbracket \\ s_{n}=L & \\ i=n\end{cases}
$$

Thus, the centerline is parameterized by arc length and $\Gamma\left(s_{i}\right)=\boldsymbol{x}_{i}$. Additionally, we define the vertex-based mean length at vertex $\boldsymbol{x}_{i}$ :

$$
\left\{\begin{align*}
\bar{l}_{0} & =\frac{1}{2} l_{0} & & i=0 \\
\bar{l}_{i} & =\frac{1}{2}\left(l_{i-1}+l_{i}\right) & & i \in \llbracket 1, n-1 \rrbracket \\
\bar{l}_{n} & =\frac{1}{2} l_{n-1} & & i=n
\end{align*}\right.
$$

## Segments

The discrete centerline is divided into $n_{s}$ curved segments. Each segment is a three-noded element where the area covered by a segment is represented as a grey solid hatch (see
fig. 6.1). The $i$ th segment is composed of three vertices $\left(\boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+1}, \boldsymbol{x}_{2 i+2}\right)$ spanning two edges $\left(\boldsymbol{e}_{2 i}, \boldsymbol{e}_{2 i+1}\right)$. The $(i-1)$ th segment and the $i$ th segment share the same vertex $\boldsymbol{x}_{2 i}$ at arc length $s_{2 i}$.
Each segment has two end vertices called handle ( $\boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+2}$ ) and one mid vertex called ghost $\left(\boldsymbol{x}_{2 i+1}\right)$ as this one is not accessible to the end user in order to interact with the model (link, restrain, loading, ...). Ghost vertices are used only for internal purpose to give a higher richness in the kinematic description of a segment than a two-noded segment would.
Finally, we define the chord length of the $i$ th segment as the distance between $\boldsymbol{x}_{2 i}$ and $x_{2 i+2}$ :

$$
L_{i}=\left\|e_{2 i}+e_{2 i+1}\right\| \quad, \quad i \in \llbracket 0, n_{s}-1 \rrbracket
$$

## Material frames

A discrete material frame $\left\{\boldsymbol{d}_{1}, \boldsymbol{d}_{2}, \boldsymbol{d}_{3}\right\}_{i}$ is associated to each vertex $\boldsymbol{x}_{i}$. Material directors $\boldsymbol{d}_{1, i}$ and $\boldsymbol{d}_{2, i}$ are chosen to be aligned with the principle axes of the cross-section at vertex $\boldsymbol{x}_{i}$. At mid edge, the definition of $\boldsymbol{d}_{3, i+1 / 2}$ is consistent with the discrete curvature based on the circumscribed osculating circle (see §3.8.1).

## Material and section properties

In addition, the model assumes that a segment has uniform section $\left(S, I_{1}, I_{2}, J\right)^{2}$ and material $(E, G)^{3}$ properties over its length $\left.s \in\right] s_{2 i}, s_{2 i+2}$ [. For the sake of simplicity, we introduce for further calculations the material stiffness matrix $\left(\boldsymbol{B}_{i}\right)$ attached to each segment. It has the following form in the material frame basis :

$$
\boldsymbol{B}_{i}=\left[\begin{array}{ccc}
E I_{1} & 0 & 0 \\
0 & E I_{2} & 0 \\
0 & 0 & G J
\end{array}\right]_{i} \quad, \quad i \in \llbracket 0, n_{s}-1 \rrbracket
$$

where $E I_{1}$ and $E I_{2}$ are the bending stiffnesses and $G J$ is the torsional stiffness. The axial stiffness of the $i$ th segment is denoted by :

$$
E S_{i} \quad, \quad i \in \llbracket 0, n_{s}-1 \rrbracket
$$

2. $S$ is the cross-section area ; $I_{1}, I_{2}$ and $J$ are the principal moments of inertia of the cross-section.
3. $E$ is the elastic modulus and $G$ is the shear modulus for the considered material.

## Internal forces and moments

The discrete rod is subjected to internal forces $\left(\boldsymbol{F}=F_{1} \boldsymbol{d}_{1}+F_{2} \boldsymbol{d}_{2}+\boldsymbol{N} \boldsymbol{d}_{3}\right)$ and moments ( $\boldsymbol{M}=M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2}+Q \boldsymbol{d}_{3}$ ). Their components in the material frame basis are named as follow :

- The shear force : $\boldsymbol{F}^{\perp}=F_{1} \boldsymbol{d}_{1}+F_{2} \boldsymbol{d}_{2}$
- The axial force : $\boldsymbol{N}=\boldsymbol{N} \boldsymbol{d}_{3}$
- The bending moment : $\boldsymbol{M}^{\perp}=M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2}$
- The twisting moment : $\boldsymbol{Q}=Q \boldsymbol{d}_{3}$


## Distributed loads

The model assumes that each segment can be loaded with some distributed forces $\left(\boldsymbol{f}^{\text {ext }}=\right.$ $f_{k} \boldsymbol{d}_{k}$ ) and moments $\left(\boldsymbol{m}^{e x t}=m_{k} \boldsymbol{d}_{k}\right)$. These forces and moments are required to be uniform over each segment but can vary from one segment to another. They can represent body loads such as self weight or thermal loads ; or external loads such as wind, snow, pressure, ...

## Concentrated loads

Additional external concentrated forces $\left(\boldsymbol{F}^{e x t}\right)$ and moments ( $\boldsymbol{M}^{e x t}$ ) are applied to the segment's end vertices $\left(\boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+2}\right)$. Note that the model does not allow to load ghost vertices, and this is precisely why they are called ghost.

### 6.2.2

## MODELING OF DISCONTINUITIES

The model assumes that cross-section and material properties as well as distributed loads are uniform over each segment. Referring to the structure of the equations of motion, and because the centerline is required to be a regular curve in the stress-free configuration, strains, stresses, displacements, internal forces and internal moments must be piecewise continuous functions of the arc length parameter, continuous over each segment $] s_{2 i}, s_{2 i+2}$ [. Discontinuities of these functions might occur at handle vertices $\left(\boldsymbol{x}_{2 i}\right)$, for instance if there is a jump in material or cross-section properties or if concentrated loads are applied at handle vertices. Moreover, the centerline curve itself will stay $\mathcal{C}^{1}$ during
the motion, as it is chosen to be $\mathcal{C}^{1}$ in the reference configuration. ${ }^{4,5}$
Here and subsequently, for such a function the left and right limits at handle vertices ( $s_{2 i}$ ) will be denoted with superscripts $f_{2 i}^{-}$and $f_{2 i}^{+}$. Possibly, the function is continuous so that the left and right limits agree $\left(f_{2 i}^{-}=f_{2 i}^{+}\right)$.

## MATRIX NOTATION

Here and subsequently, matrix notation will often be used to provide compact expressions for the equations, where the components of vector-valued functions are given in the material frame basis. This notation will be mixed with the vector notation employed more generally throughout this document. Usually, if there is no comment in the manuscript, the meaning should be obvious and with no ambiguity to the reader.
For instance, all this expressions for the curvature binormal vector and the material curvatures vector will be considered equivalent and could be mixed together in the same equation :

$$
\begin{align*}
& \boldsymbol{\kappa} \boldsymbol{b}=\kappa_{1} \boldsymbol{d}_{1}+\kappa_{2} \boldsymbol{d}_{2}=\left[\begin{array}{lll}
\kappa_{1} & \kappa_{2} & 0
\end{array}\right]^{T} \\
& \boldsymbol{\varkappa}=\varkappa_{1} \boldsymbol{d}_{1}+\varkappa_{2} d_{2}+\varkappa_{3} \boldsymbol{d}_{3}=\left[\begin{array}{lll}
\varkappa_{1} & x_{2} & \varkappa_{3}
\end{array}\right]^{T}=(1+\epsilon)\left[\begin{array}{lll}
\kappa_{1} & \kappa_{2} & \tau
\end{array}\right]^{T}
\end{align*}
$$

The force strains vector is given by :

$$
\boldsymbol{\eta}=(1+\epsilon) \boldsymbol{d}_{3}=\left[\begin{array}{lll}
0 & 0 & 1+\epsilon
\end{array}\right]^{T}
$$

Internal forces are composed of a shear force and an axial force given by :

$$
\begin{align*}
& \boldsymbol{F}=F_{1} \boldsymbol{d}_{1}+F_{2} \boldsymbol{d}_{2}+N \boldsymbol{d}_{3}=\left[\begin{array}{lll}
F_{1} & F_{2} & N
\end{array}\right]^{T} \\
& \boldsymbol{F}^{\perp}=F_{1} \boldsymbol{d}_{1}+F_{2} \boldsymbol{d}_{2}=\left[\begin{array}{lll}
F_{1} & F_{2} & 0
\end{array}\right]^{T} \\
& \boldsymbol{F}^{\|}=\boldsymbol{N}=N \boldsymbol{d}_{3}=\left[\begin{array}{lll}
0 & 0 & N
\end{array}\right]^{T}
\end{align*}
$$

4. This preclude the modeling of beams with kinks as the tangent vector would not be continuously defined at these points. In such a case, the beam should be modeled in two separate parts linked together in a rigid manner.
5. The centerline is not necessarily $\mathcal{C}^{2}$ as discontinuities in curvature may occur. For instance, if no punctual loads are applied, the bending moment is continuous over the rod. As the bending moment is linked to the curvature through the constitutive equation $M=E I \varkappa$, a discontinuity in $I$ will lead to a discontinuity in $\varkappa$. Conversely, a discontinuity in $\varkappa$ will lead to a discontinuity in $I$.

Internal moments are composed of a bending moment and a twisting moment given by :

$$
\begin{array}{ll}
\boldsymbol{M}=M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2}+Q \boldsymbol{d}_{3}=\left[\begin{array}{lll}
M_{1} & M_{2} & Q
\end{array}\right]^{T} & \text { 6.10a } \\
\boldsymbol{M}^{\perp}=M_{1} \boldsymbol{d}_{1}+M_{2} \boldsymbol{d}_{2}=\left[\begin{array}{lll}
M_{1} & M_{2} & 0
\end{array}\right]^{T} \\
\boldsymbol{M}^{\|}=\boldsymbol{Q}=Q \boldsymbol{d}_{3}=\left[\begin{array}{lll}
0 & 0 & Q
\end{array}\right]^{T} & \text { 6.10b }
\end{array}
$$

With the help of the matrix notation, the constitutive equations eqs. (5.63b) to (5.63d) together write in a single equation :

$$
\boldsymbol{M}=\boldsymbol{B}(\varkappa-\bar{\varkappa})=E I_{1}\left(\varkappa_{1}-\bar{\varkappa}_{1}\right) \boldsymbol{d}_{1}+E I_{2}\left(\varkappa_{2}-\bar{\varkappa}_{2}\right) \boldsymbol{d}_{2}+G J\left(\varkappa_{3}-\bar{\varkappa}_{3}\right) \boldsymbol{d}_{3}
$$

## DISCRETE EXTENSION AND AXIAL FORCE

We assume the axial force $(\boldsymbol{N})$ to vary linearly over $] \boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+2}[$ with the arc length parameter. The variation occurs if the segment is subject to a uniform distributed load $f_{3}$ over the segment. Consequently, the axial strain $\epsilon$ is also required to vary linearly. The value of the axial extension at mid span of each edge is given by :

$$
\epsilon_{i+1 / 2}=l_{i} / \bar{l}_{i}-1 \quad, \quad i \in \llbracket 0, n_{e}-1 \rrbracket
$$

Consequently, the axial force at mid span of each edge is computed directly with the constitutive equation eq. (5.63a) as :

$$
\begin{array}{lll}
\boldsymbol{N}_{2 i+1 / 2}=N_{2 i+1 / 2} u_{2 i} & \text { where } & N_{2 i+1 / 2}=E S_{i} \epsilon_{2 i+1 / 2} \\
\boldsymbol{N}_{2 i+3 / 2}=N_{2 i+3 / 2} u_{2 i+1} & \text { where } & N_{2 i+3 / 2}=E S_{i} \epsilon_{2 i+3 / 2}
\end{array}
$$

Remark the sign convention : as expected, when edge $\boldsymbol{e}_{i}$ suffers a positive extension $\left(\epsilon_{i+1 / 2}>0\right)$, vertex $\boldsymbol{x}_{i+1}$ "attracts" vertex $\boldsymbol{x}_{i}$ to it as $\boldsymbol{d}_{3, i+1 / 2}=\boldsymbol{u}_{i}$ is pointing from $\boldsymbol{x}_{i}$ towards $\boldsymbol{x}_{i+1}$. Remark also that $\epsilon_{i+1 / 2}=0 \Leftrightarrow l_{i}=\bar{l}_{i}$ when the rod is not stretched.

## DISCRETE CURVATURE AND BENDING MOMENT

We assume that the internal bending moment and curvature are quadratic functions of the arc length parameter over $] \boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+2}[$. Although they must be continuous over this interval, they might be discontinuous at handle vertices and be subjected to jump discontinuities in direction and magnitude.

## Geometric curvature at ghost vertices

For a given geometry of the centerline, the curvature binormal vector at ghost vertex $\boldsymbol{x}_{2 i-1}$ (resp. $\boldsymbol{x}_{2 i+1}$ ) is computed considering the circumscribed osculating circle passing through the vertices $\left(\boldsymbol{x}_{2 i-2}, \boldsymbol{x}_{2 i-1}, \boldsymbol{x}_{2 i}\right)$ of the $(i-1)$ th segment - resp. through the vertices $\left(\boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+1}, \boldsymbol{x}_{2 i+2}\right)$ of the $i$ th segment (see fig. 6.2a).

## Unit tangent vector at ghost vertices

This definition of the curvature leads to a natural definition of the unit tangent vector at ghost vertex $\boldsymbol{x}_{2 i-1}\left(\right.$ resp. $\left.\boldsymbol{x}_{2 i+1}\right)$, as the unit vector tangent to the osculating circle of the ( $i-1$ )th segment (resp. $i$ th segment) at that point (see fig. 6.2b).

## Left/right unit tangent vector at handle vertices

Equivalently, the definition of the osculating circles of the $(i-1)$ th and $i$ th segments leads to a natural definition of the left $\left(\boldsymbol{t}_{2 i}^{-}\right)$and right $\left(\boldsymbol{t}_{2 i}^{+}\right)$unit tangent vectors at handle vertex $\boldsymbol{x}_{2 i}$, for segments of uniform curvature. When both segments have the same curvature, left and right vectors agree (see fig. 6.2c).

## Unit tangent vector at handle vertices

The unit tangent vector $\boldsymbol{t}_{2 i}$ (that is the cross-section normal) at handle vertex $\boldsymbol{x}_{2 i}$ is chosen to be the mean of the left and right unit tangent vectors at that vertex (see fig. 6.2 d ). ${ }^{6}$ This way, the determination of the tangent vectors (or equivalently the section normals) in the static equilibrium configuration will be done in the flow of the Dynamic Relaxation process, without the need of introducing any additional degrees of freedom (for instance the usual Euler angles). The position of the vertices rules the orientation of the cross-section normals.

## Left/right bending moment at handle vertices

Given the unit tangent vector $\boldsymbol{t}_{2 i}$, one can define the left $\left(\boldsymbol{\kappa}_{2 i}^{-}\right)$and right $\left(\boldsymbol{\kappa}_{2 i}^{+}\right)$curvature at handle vertex $\boldsymbol{x}_{2 i}$ (see fig. 6.2e). The left curvature is initially evaluated from the left osculating circle, defined as the circle passing through $\boldsymbol{x}_{2 i-1}$ and $\boldsymbol{x}_{2 i}$ and tangent to $\boldsymbol{t}_{2 i}$ at $\boldsymbol{x}_{2 i}$. The right curvature is initially evaluated from the right osculating circle, defined
6. Consequently, this model assumes that the field of tangents along the centerline is continuous and is thus unable to model cases where the centerline is not at least $\mathcal{C}^{1}$. In such case the beam must be considered as two parts glued together.


$$
\begin{aligned}
\boldsymbol{\kappa} \boldsymbol{b}_{2 i-1} & =\frac{2}{L_{i-1}} \boldsymbol{u}_{2 i-2} \times \boldsymbol{u}_{2 i-1} \\
\boldsymbol{\kappa} \boldsymbol{b}_{2 i+1} & =\frac{2}{L_{i}} \boldsymbol{u}_{2 i} \times \boldsymbol{u}_{2 i+1}
\end{aligned}
$$



$$
\begin{aligned}
& \boldsymbol{t}_{2 i-1}=\frac{l_{2 i-1}}{L_{i-1}} \boldsymbol{u}_{2 i-2}+\frac{l_{2 i-2}}{L_{i-1}} \boldsymbol{u}_{2 i-1} \\
& \boldsymbol{t}_{2 i+1}=\frac{l_{2 i+1}}{L_{i}} \boldsymbol{u}_{2 i}+\frac{l_{2 i}}{L_{i}} \boldsymbol{u}_{2 i+1}
\end{aligned}
$$



$$
\begin{aligned}
& \boldsymbol{t}_{2 i}^{-}=2\left(\boldsymbol{t}_{2 i-1} \cdot \boldsymbol{u}_{2 i-1}\right) \boldsymbol{u}_{2 i-1}-\boldsymbol{t}_{2 i-1} \\
& \boldsymbol{t}_{2 i}^{+}=2\left(\boldsymbol{t}_{2 i+1} \cdot \boldsymbol{u}_{2 i}\right) \boldsymbol{u}_{2 i}-\boldsymbol{t}_{2 i+1}
\end{aligned}
$$



$$
\boldsymbol{t}_{2 i}=\frac{\boldsymbol{t}_{2 i}^{-}+\boldsymbol{t}_{2 i}^{+}}{\left\|\boldsymbol{t}_{2 i}^{-}+\boldsymbol{t}_{2 i}^{+}\right\|}
$$



$$
\begin{aligned}
& \boldsymbol{\kappa} \boldsymbol{b}_{2 i}^{-}=\frac{2}{l_{2 i-1}} \boldsymbol{u}_{2 i-1} \times \boldsymbol{t}_{2 i} \\
& \boldsymbol{\kappa} \boldsymbol{b}_{2 i}^{+}=\frac{2}{l_{2 i}} \boldsymbol{t}_{2 i} \times \boldsymbol{u}_{2 i}
\end{aligned}
$$

as the circle passing through $\boldsymbol{x}_{2 i}$ and $\boldsymbol{x}_{2 i+1}$ and tangent to $\boldsymbol{t}_{2 i}$ at $\boldsymbol{x}_{2 i}{ }^{7,8}$
However, this values need to be adjusted so that the static condition for rotational equilibrium is satisfied at all time $\left(\boldsymbol{M}^{e x t}+\boldsymbol{M}^{+}-\boldsymbol{M}^{-}=0\right)$. Therefore, this condition will be satisfied in particular at the end of the solving process. To achieve this goal, we first compute a realistic mean value $\left(\boldsymbol{M}_{2 i}^{\perp}\right)$ for the internal bending moment as :

$$
\boldsymbol{M}_{2 i}^{\perp}=\frac{1}{2} \boldsymbol{B}_{i-1}\left(\boldsymbol{\varkappa}_{2 i}^{\perp}{ }^{-}-\bar{\varkappa}_{2 i}^{\perp}{ }^{-}\right)+\frac{1}{2} \boldsymbol{B}_{i}\left({\varkappa_{2 i}^{\perp}}^{+}-\bar{\varkappa}_{2 i}^{\perp}{ }^{+}\right)
$$

To enforce the jump discontinuity in bending moment ( $\boldsymbol{M}^{e x t}=\boldsymbol{M}^{-}-\boldsymbol{M}^{+}$) across the handle vertex, we define the left and right bending moments at $\boldsymbol{x}_{2 i}$ as :

$$
\begin{align*}
& \boldsymbol{M}_{2 i}^{\perp}=\boldsymbol{M}_{2 i}^{\perp}+\frac{1}{2} \boldsymbol{M}_{2 i}^{\perp, e x t} \\
& \boldsymbol{M}_{2 i}^{\perp}{ }^{+}=\boldsymbol{M}_{2 i}^{\perp}-\frac{1}{2} \boldsymbol{M}_{2 i}^{\perp, e x t}
\end{align*}
$$

Note that in the case where no external concentrated bending moment is applied to the handle vertex, the internal bending moment is continuous across the vertex as expected.

## Left/right curvature at handle vertices

Finally, the left and right curvature at handle vertex $\boldsymbol{x}_{2 i}$ are computed back with the constitutive law :

$$
\begin{align*}
& \varkappa_{2 i}^{\perp}=B_{i-1}^{-1} M_{2 i}^{\perp}{ }^{-}+\bar{\varkappa}_{2 i}^{\perp^{-}} \\
& {u_{2 i}^{\perp}}^{+}=B_{i}^{-1} M_{2 i}^{\perp}+\bar{u}_{2 i}^{+}
\end{align*}
$$

[^14]
## Bending moment at ghost vertices

The internal bending moment at ghost vertices is simply given by the constitutive law as :

$$
\begin{array}{ll}
M_{2 i-1}^{\perp}=\boldsymbol{B}_{i-1}\left(\varkappa_{2 i-1}^{\perp}-\bar{\varkappa}_{2 i-1}^{\perp}\right) \\
M_{2 i+1}^{\perp}=\boldsymbol{B}_{i}\left(\varkappa_{2 i+1}^{\perp}-\bar{\varkappa}_{2 i+1}^{\perp}\right) & 6.17 \mathrm{a} \\
\hline 6.17 \mathrm{~b}
\end{array}
$$

## DISCRETE RATE OF TWIST AND TWISTING MOMENT

We assume the twisting moment and the rate of twist to vary linearly over $] \boldsymbol{x}_{2 i}, \boldsymbol{x}_{2 i+2}[$. Thus, the material twist of the rod at mid edge is given by :

$$
\begin{align*}
\tau_{i+1 / 2} & =\frac{\Delta \theta_{i}}{l_{i}} \\
\varkappa_{3, i+1 / 2} & =\frac{\Delta \theta_{i}}{\bar{l}_{i}}
\end{align*}
$$

To compute $\Delta \theta_{i}=\theta_{i+1}-\theta_{i}$ imagine that the rod is framed with a Bishop frame $\{\boldsymbol{u}, \boldsymbol{v}, \boldsymbol{t}\}$. Because the material frame $\left\{\boldsymbol{d}_{1}, \boldsymbol{d}_{2}, \boldsymbol{d}_{3}\right\}$ is also adapted to the rod centerline, it can be transformed into the Bishop frame with a single rotation of angle $\theta(s)$ around $\boldsymbol{d}_{3}(s)=\boldsymbol{t}(s)$. Because the Bishop frame does not twist around $\boldsymbol{d}_{3}$, the rate of change of angle $\theta$ along the curve directly leads to the computation of the rate of twist as exposed in eq. (6.18). In the discrete case, although it is possible to frame the whole curve with a Bishop frame to achieve the computation of the rate of twist [18], it is more convenient to measure $\Delta \theta_{i}$ step by step using the existing material frames at vertices $\boldsymbol{x}_{i}$ and $\boldsymbol{x}_{i+1}$. This is done in a two step process :

- Parallel transport the material frame $\left\{\boldsymbol{d}_{1, i}, \boldsymbol{d}_{2, i}, \boldsymbol{d}_{3, i}\right\}$ at vertex $\boldsymbol{x}_{i}$ onto vertex $\boldsymbol{x}_{i+1}$. We call $\left\{\boldsymbol{d}_{1, i}^{\|}, \boldsymbol{d}_{2, i}^{\|}, \boldsymbol{d}_{3, i}^{\|}\right\}$the resulting frame positioned at $\boldsymbol{x}_{i+1}$ such that $\boldsymbol{d}_{3, i}^{\|}=\boldsymbol{d}_{3, i+1}$.
- Measure $\Delta \theta_{i}=\angle\left(\boldsymbol{d}_{1, i}^{\|}, \boldsymbol{d}_{1, i+1}\right)=\angle\left(\boldsymbol{d}_{2, i}^{\|}, \boldsymbol{d}_{2, i+1}\right)$ as the oriented angle needed to align $\boldsymbol{d}_{1, i}^{\|}$with $\boldsymbol{d}_{1, i+1}$ (or $\boldsymbol{d}_{2, i}^{\|}$with $\boldsymbol{d}_{2, i+1}$ ) by a rotation of angle $\Delta \theta_{i}$ around $\boldsymbol{d}_{3, i+1}=\boldsymbol{t}_{i+1}$.

Consequently, the twisting moment at mid span of each edge is computed directly with
the appropriate constitutive equation :

$$
\begin{array}{llll}
\boldsymbol{Q}_{2 i+1 / 2}=Q_{2 i+1 / 2} \boldsymbol{u}_{2 i} & \text { where } & Q_{2 i+1 / 2}=G J_{i}\left(\varkappa_{3,2 i+1 / 2}-\bar{\varkappa}_{3,2 i+1 / 2}\right) & \text { 6.19a } \\
\boldsymbol{Q}_{2 i+3 / 2}=Q_{2 i+3 / 2} \boldsymbol{u}_{2 i+1} & \text { where } & Q_{2 i+3 / 2}=G J_{i}\left(\varkappa_{3,2 i+3 / 2}-\bar{\varkappa}_{3,2 i+3 / 2}\right) & \text { 6.19b }
\end{array}
$$

Remark the sign convention : as expected, when edge $\boldsymbol{e}_{i}$ suffers a positive twist ( $\varkappa_{3, i+1 / 2}>$ 0 ), frame $\left\{\boldsymbol{d}_{1, i+1}, \boldsymbol{d}_{2, i+1}, \boldsymbol{d}_{3, i+1}\right\}$ makes frame $\left\{\boldsymbol{d}_{1, i}, \boldsymbol{d}_{2, i}, \boldsymbol{d}_{3, i}\right\}$ to rotate positively around $\boldsymbol{u}_{i}$ as $Q_{i+1 / 2}>0$.

## 6.2 .7 <br> DISCRETE SHEAR FORCE

Recall that in Kirchhoff's theory the shear force is a reacting parameter, computed from the equilibrium equations and not from a constitutive law. Firstly, remark that the shear force can be factorized under the following expression :

$$
\boldsymbol{F}^{\perp}=F_{1} \boldsymbol{d}_{1}+F_{2} \boldsymbol{d}_{\mathbf{2}}=-\boldsymbol{d}_{3} \times\left(\boldsymbol{d}_{3} \times \boldsymbol{F}\right)
$$

Then, combining eqs. (5.67d) and (5.67e) - where the inertial terms are neglected - with eq. (6.20) leads to the following vectoriel form of the shear force :

$$
\boldsymbol{F}^{\perp}=(1+\epsilon)^{-1} \boldsymbol{d}_{3} \times\left(\frac{\partial \boldsymbol{M}}{\partial s}+\boldsymbol{m}\right)=\boldsymbol{d}_{3} \times\left(\frac{\partial \boldsymbol{M}}{\partial s_{t}}+\frac{\boldsymbol{m}}{1+\epsilon}\right)
$$

In the discrete case, the shear force is evaluated at mid span of each edge by :

$$
\begin{align*}
& \boldsymbol{F}_{2 i+1 / 2}^{\perp}=\boldsymbol{u}_{2 i} \times\left(\frac{\boldsymbol{M}_{2 i+1}-\boldsymbol{M}_{2 i}^{+}}{l_{2 i}}+\frac{\bar{l}_{2 i}}{l_{2 i}} \boldsymbol{m}_{i}\right) \\
& \boldsymbol{F}_{2 i+3 / 2}^{\perp}=\boldsymbol{u}_{2 i+1} \times\left(\frac{\boldsymbol{M}_{2 i+2}^{-}-\boldsymbol{M}_{2 i+1}}{l_{2 i+1}}+\frac{\bar{l}_{2 i+1}}{l_{2 i+1}} \boldsymbol{m}_{i}\right)
\end{align*}
$$

Remark that the derivative of the internal moment at mid edge is evaluated by the finite difference of the moment between the two closest vertices. This is in accordance with the quadratic interpolation method of a vector-valued function given in chapter C.
Expressed in the form of eqs. (6.22a) and (6.22b), the discrete shear force has the interesting property to remain strictly orthogonal to $\boldsymbol{d}_{3, i+1 / 2}=\boldsymbol{u}_{i}$. While this is true in the continuous world, this property can easily be lost in the discrete case where mean values and derivatives are evaluated through finite summations or finite differences.

## Matrix notation

Because there is a derivation with respect to $s$ in eqs. (6.22a) and (6.22b), one must be very careful when writing these equations in matrix notation. Indeed, their counterparts will translate differently wether the symbols will be decomposed in the global frame basis or in the material frame basis.
If the symbols are decomposed in the global frame basis the translation is straightforward as the derivative of a vector is the vector of the derived components :

$$
\boldsymbol{M}=\left[\begin{array}{l}
M_{x} \\
M_{y} \\
M_{z}
\end{array}\right] \quad, \quad \boldsymbol{M}^{\prime}=\left[\begin{array}{l}
M_{x} \\
M_{y} \\
M_{z}
\end{array}\right]^{\prime}=\left[\begin{array}{l}
M_{x}^{\prime} \\
M_{y}^{\prime} \\
M_{z}^{\prime}
\end{array}\right]
$$

Thus, in the discrete case, the evaluation of the derivative of the moment at mid-edge is achieved thanks to the finite difference formula :

$$
\boldsymbol{M}_{2 i+1 / 2}^{\prime} \simeq \frac{1}{\bar{l}_{2 i}}\left(\left[\begin{array}{lll}
M_{x} & M_{y} & M_{z}
\end{array}\right]_{2 i+1}^{T}-\left[\begin{array}{lll}
M_{x} & M_{y} & M_{z}
\end{array}\right]_{2 i}^{T}\right)
$$

However, if the symbols are given in the material frame basis, the derivation must take into account the spatial velocity $\boldsymbol{u}$ of the material frame :

$$
\boldsymbol{M}=\left[\begin{array}{c}
M_{1} \\
M_{2} \\
Q
\end{array}\right] \quad, \quad \boldsymbol{M}^{\prime}=\left[\begin{array}{c}
M_{1} \\
M_{2} \\
Q
\end{array}\right]^{\prime}=\left[\begin{array}{c}
M_{1}^{\prime} \\
M_{2}^{\prime} \\
Q^{\prime}
\end{array}\right]+\left[\begin{array}{l}
\varkappa_{1} \\
\varkappa_{2} \\
\varkappa_{3}
\end{array}\right] \times\left[\begin{array}{c}
M_{1} \\
M_{2} \\
Q
\end{array}\right]
$$

Thus, in the discrete case, the evaluation of the derivative of the moment at mid-edge is still achieved thanks to the finite difference formula, but takes a very different matrix form :

$$
\left.\begin{array}{rl}
\boldsymbol{M}_{2 i+1 / 2}^{\prime} & \simeq \frac{1}{\bar{l}_{2 i}}\left(\left[\begin{array}{lll}
M_{1} & M_{2} & Q
\end{array}\right]_{2 i+1}^{T}-\left[\begin{array}{lll}
M_{1} & M_{2} & Q
\end{array}\right]_{2 i}^{T}\right.
\end{array}\right)
$$

Although this paragraph could seem superfluous to the reader, this point is a matter of concern when implementing the model into an algorithm. Indeed, the developper always
has the choice between two natural data structures where vectors are represented by a triplet either in the global frame basis or in the material frame basis (see eq. (6.5)). Even more, he can decide to mix the two for practical reasons, for instance if it leads to less arithmetic computations. In particular, the stiffness matrix has a nice diagonal shape when written in the material frame basis. Thus it seems desirable to do the computation of the bending moment in this basis. On the contrary, we have just seen that it seems easier to compute the shear force in the global frame basis.

## INTERPOLATION OF THE INTERNAL FORCES AND MOMENTS

At this point, for a given geometric configuration, we know how to compute the bending moment at vertices. But we only know how to compute the twisting moment, the axial force and the shear force at mid edges. However, our final goal is to describe the discrete rod as a particle-spring system were mass is lumped at vertices and elements are modeled as interactions between vertices. In this representation, all actions must be resumed to vertex actions, the only conceptual entity that will have a meaning to the dynamic process. Therefore, we need to express the value of the twisting moment, the axial force and the shear force at vertices and not only at mid edges. This can be done using eq. (5.67) were the inertial member is set to zero, that is neglecting the inertial forces. Although this is not exactly true during the dynamic of the rod, it is exactly true at static equilibrium, the only state we are interested in.

## Axial force

From eq. (5.67c) we evaluate the variation of the axial force over a segment $] \boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}$ [ and deduce the variation of the axial strain from the constant axial stiffness $E S_{i}$ of the segment :

$$
\begin{align*}
\Delta N_{i+1 / 2} & =-l_{i} \cdot\left[\varkappa_{1} F_{2}-\varkappa_{2} F_{1}+f_{3}\right]_{i+1 / 2} \\
\Delta \epsilon_{i+1 / 2} & =\Delta N_{i+1 / 2} / E S_{i}
\end{align*}
$$

Then we conclude on the expression of the axial force at vertices :

$$
\begin{align*}
& N_{i}^{+}=N_{i+1 / 2}-\frac{1}{2} \Delta N_{i+1 / 2} \\
& N_{i+1}^{-}=N_{i+1 / 2}+\frac{1}{2} \Delta N_{i+1 / 2}
\end{align*}
$$

and the expression of the axial strain at vertices :

$$
\begin{align*}
& \epsilon_{i}^{+}=\epsilon_{i+1 / 2}-\frac{1}{2} \Delta \epsilon_{i+1 / 2} \\
& \epsilon_{i+1}^{-}=\epsilon_{i+1 / 2}+\frac{1}{2} \Delta \epsilon_{i+1 / 2}
\end{align*}
$$

Remark how a distributed external axial force $\left(f_{3}\right)$ modifies the value of the axial component of the internal force at vertices, and thus is taken into account in the final static equilibrium.

## Shear force

From eqs. (5.67a) and (5.67b) we evaluate the variation of the shear force over a segment $] \boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}[$ :

$$
\begin{aligned}
\Delta F_{1, i+1 / 2} & =-l_{i} \cdot\left[\varkappa_{2} F_{3}-\varkappa_{3} F_{2}+f_{1}\right]_{i+1 / 2} \\
\Delta F_{2, i+1 / 2} & =-l_{i} \cdot\left[\varkappa_{3} F_{1}-\varkappa_{1} F_{3}+f_{2}\right]_{i+1 / 2}
\end{aligned}
$$

Then we conclude on the expression of the shear force components at vertices :

$$
\begin{align*}
& F_{1, i}^{+}=F_{1, i+1 / 2}-\frac{1}{2} \Delta F_{1, i+1 / 2} \\
& F_{1, i+1}^{-}=F_{1, i+1 / 2}+\frac{1}{2} \Delta F_{1, i+1 / 2} \\
& F_{2, i}^{+}=F_{2, i+1 / 2}-\frac{1}{2} \Delta F_{2, i+1 / 2} \\
& F_{2, i+1}^{-}=F_{2, i+1 / 2}+\frac{1}{2} \Delta F_{2, i+1 / 2}
\end{align*}
$$

Remark how a distributed external shear force $\left(\boldsymbol{f}^{\perp}=f_{1} \boldsymbol{d}_{1}+f_{2} \boldsymbol{d}_{2}\right)$ modifies the value of the shear components of the internal force at vertices, and thus is taken into account in the final static equilibrium.

## Twisting moment

From eq. (5.67f) we evaluate the variation of the twisting moment over a segment ] $\boldsymbol{x}_{i}, \boldsymbol{x}_{i+1}$ [ and deduce the variation of twist from the constant torsional stiffness $G J_{i}$ of the segment :

$$
\begin{align*}
\Delta Q_{i+1 / 2} & =-l_{i} \cdot\left[\varkappa_{1} M_{2}-\varkappa_{2} M_{1}+m_{3}\right]_{i+1 / 2} \\
\Delta \varkappa_{3, i+1 / 2} & =\Delta Q_{i+1 / 2} / G J_{i}
\end{align*}
$$

Then we conclude on the expression of the twisting moment at vertices :

$$
\begin{align*}
Q_{i}^{+} & =Q_{i+1 / 2}-\frac{1}{2} \Delta Q_{i+1 / 2} \\
Q_{i+1}^{-} & =Q_{i+1 / 2}+\frac{1}{2} \Delta Q_{i+1 / 2}
\end{align*}
$$

and the expression of the rate of twist at vertices :

$$
\begin{align*}
& x_{3, i}^{+}=x_{3, i+1 / 2}-\frac{1}{2} \Delta x_{3, i+1 / 2} \\
& x_{3, i+1}^{-}=x_{3, i+1 / 2}+\frac{1}{2} \Delta x_{3, i+1 / 2}
\end{align*}
$$

Remark how a distributed external twisting moment $\left(m_{3}\right)$ modifies the value of the axial component of the internal moment at vertices, and thus is taken into account in the final static equilibrium.

## DYNAMIC RELAXATION

From the previous section we have established the basis for a discrete rod element that can account for extension, flexion and torsion. This element is made of two types of vertices : the ghost and the handle vertices. This allows to model discontinuities at handle vertices, which is one of the main contribution of the work exposed in this chapter. We have established a precise 4 -DOFs discrete geometric representation of a slender rod. And from a given configuration we have learned to compute the internal forces and moments acting on the rod vertices using Kirchhoff's theory. Therefore, we are able to compute the resultant of the internal force and moment acting on a given vertex of the rod. ${ }^{9}$
We now expose a process to find the static equilibrium of a rod, which is our ultimate
9. Note that the internal forces and moments embed the action of distributed external forces and moments applied to the rod.
goal. This process is called Dynamic Relaxation and was first introduced by Day 1965 [141]. We assume that we know the stress-free configuration of the rod, its material and cross-section properties. The rod might also be subjected to known external loads such as climatic loads. Finally, we call initial configuration the actual configuration of the rod at time $t=0$. In this configuration, the rod is (a priori) not at static equilibrium.

OVERVIEW OF THE PROCEDURE
In the Dynamic Relaxation procedure, a discretized mechanical system is dropped from a known initial configuration at time $t=0$. Technically speaking, the mechanical system is now idealized to a particle-spring system where each vertex is assimilated to a particle, also called node, represented by a material frame. Each particle has its own mass and is subjected to internal and external forces and moments. Because the system is not yet in a state of static equilibrium, the internal forces does not equilibrate the external forces. Thus, the system is subject to a motion. This motion is integrated through time and artificially damped. When all the kinetic energy is dissipated by the damping the system has reached a state of static equilibrium, which is the steady state response of the system. Because the motion is only a mean to find a static equilibrium position of the system, the damping does not need to be realistic and should be chosen so that the system approaches the static position as fast as possible. This is also known as critical damping.

RESULTANTS ACTING ON A PARTICLE
In this section, we express the resultant force and the resultant twisting moment acting on a particle. If not balanced, these resultants will make the particle to move and rotate with respect to its degrees of freedom $\boldsymbol{x}$ and $\theta$.

## Resultant force

The translational resultant force ( $\boldsymbol{R}_{i}^{x}$ ) acting on a particle is the sum of two contributions. The first one $\left(\boldsymbol{F}_{i}^{e x t}\right)$ is the resultant of the concentrated forces applied to the particle such as climatic loads, support reactions or loads transferred through connections. The second one $\left(\boldsymbol{F}_{i}^{i n t}\right)$ is the resultant of the internal forces applied by the upstream and downstream parts of the rod to the particle and are given by eqs. (6.28) and (6.31). This leads to the
following equations : ${ }^{10}$

$$
\begin{array}{ll}
\boldsymbol{R}_{i}^{x}=\boldsymbol{F}_{i}^{i n t}+\boldsymbol{F}_{i}^{e x t} & 6.35 \mathrm{a} \\
\boldsymbol{F}_{i}^{i n t}=-\boldsymbol{F}_{i}^{-}+\boldsymbol{F}_{i}^{+} & 6.35 \mathrm{~b} \\
\boldsymbol{F}_{i}^{-}=F_{1, i}^{-} \boldsymbol{d}_{1, i}+F_{2, i}^{-} \boldsymbol{d}_{2, i}+N_{i}^{-} \boldsymbol{d}_{3, i} \\
\boldsymbol{F}_{i}^{+}=F_{1, i}^{+} \boldsymbol{d}_{1, i}+F_{2, i}^{+} \boldsymbol{d}_{2, i}+N_{i}^{+} \boldsymbol{d}_{3, i} & 6.35 \mathrm{c} \\
6.35 \mathrm{~d}
\end{array}
$$

Note that the contribution of the distributed external forces $\left(\boldsymbol{f}_{i}\right)$ is already taken into account via the interpolation of the internal force (see eqs. (6.27a) and (6.30)). Likewise, the contribution of the distributed external bending moment $\left(\boldsymbol{m}_{i}^{\perp}\right)$ is also taken into account via the calculation of the internal shear force (see eq. (6.22)). Finally, the contribution of the concentrated external bending moments is yet included via the expression of the discrete shear force (see eqs. (6.15) and (6.22)).

## Resultant twisting moment

In the same manner, the resultant twisting moment $\left(R_{i}^{\theta}\right)$ acting on a particle is the sum of two contributions. ${ }^{11}$ The first one $\left(Q_{i}^{e x t}\right)$ is the resultant of the concentrated twisting moments applied to the particle. The second one $\left(Q_{i}^{i n t}\right)$ is the resultant of the internal twisting moment applied by the upstream and downstream parts of the rod to the particle and given by eq. (6.33). This leads to the following equations :

$$
\begin{array}{ll}
R_{i}^{\theta}=Q_{i}^{i n t}+Q_{i}^{e x t} & 6.36 \mathrm{a} \\
Q_{i}^{i n t}=-Q_{i}^{-}+Q_{i}^{+} & 6.36 \mathrm{~b}
\end{array}
$$

Note that the contribution of the distributed external twisting moment $\left(q_{i}^{e x t}\right)$ is already taken into account via the interpolation of the internal twisting moment (see eq. (6.32a)).

[^15]
## EQUATIONS OF MOTION

The particles of the system evolve according to the laws of motion, with respect to the 4 degrees of freedom of the system ( $\boldsymbol{x}$ and $\theta$ ), given by :

$$
\begin{align*}
m_{i}^{x} \ddot{\boldsymbol{x}}_{i}+\lambda_{i}^{x} \dot{\boldsymbol{x}}_{i} & =\boldsymbol{R}_{i}^{x} \\
m_{i}^{\theta} \ddot{\theta}_{i}+\lambda_{i}^{\theta} \dot{\theta}_{i} & =R_{i}^{\theta}
\end{align*}
$$

where $\ddot{\boldsymbol{x}}_{i}$ is the translational acceleration of the particle, $\ddot{\theta}_{i}$ is the rotational acceleration of the particle and $\lambda_{i}^{x}$ and $\lambda_{i}^{\theta}$ are the viscous damping coefficients.
Hereinafter we will consider no viscous damping. Instead, we will rely on an artificial kinetic damping (see $\S 6.3 .5$ ). For a detailed traitement of various damping methods in the Dynamic Relaxation method refer to [146, 152].

## Coupling between flexion and torsion

Although eqs. (6.37a) and (6.37b) may seem uncoupled to the reader, it is not the case as the coupling occurs through the material frame (see §4.4.2). Recall that both $\boldsymbol{R}_{i}^{x}$ and $R_{i}^{\theta}$ do depend on the $\boldsymbol{x}_{i}$ and $\theta_{i}$ variables.

## Nonlinearity

In a linear analysis the expression of the resultant force and the resultant moment would be linearized and written in the matrix form :

$$
\begin{aligned}
& \boldsymbol{M}^{x} \ddot{\boldsymbol{X}}+\boldsymbol{\lambda}^{x} \dot{\boldsymbol{X}}=\boldsymbol{K}^{x} \boldsymbol{X} \\
& \boldsymbol{M}^{\theta} \ddot{\boldsymbol{\Theta}}+\boldsymbol{\lambda}^{\theta} \dot{\boldsymbol{\Theta}}=\boldsymbol{K}^{\theta} \boldsymbol{\Theta}
\end{aligned}
$$

where $\boldsymbol{X}$ and $\boldsymbol{\Theta}$ are the column vectors of the translational $\left(\boldsymbol{x}_{i}\right)$ and rotational $\left(\theta_{i}\right)$ degrees of freedom of the system ; $\boldsymbol{M}^{x}$ and $\boldsymbol{M}^{\theta}$ are the mass matrices; $\boldsymbol{\lambda}^{x}$ and $\boldsymbol{\lambda}^{\theta}$ are the damping matrices and $\boldsymbol{K}^{x}$ and $\boldsymbol{K}^{\theta}$ are the stiffness matrices. ${ }^{12}$
Saying that the system is linearized involves that the dependence of $\boldsymbol{R}_{i}^{x}$ and $R_{i}^{\theta}$ with respect to the degrees of freedom $\boldsymbol{x}_{i}$ and $\theta_{i}$ will be modeled as a (linear) matrix product and that $\boldsymbol{K}^{x}$ and $\boldsymbol{K}^{\theta}$ are computed independently of these variables. In other words, this means that $\boldsymbol{R}_{i}^{x}$ and $R_{i}^{\theta}$ are calculated as a linear combination of the degrees of freedom,
12. For non linear simulation, the stiffness matrix is replaced by the tangent stiffness matrix and is reevaluated at each time step.
and that the coefficients of this combination are the matrix entries of $\boldsymbol{K}^{x}$ and $\boldsymbol{K}^{\theta}$. Here, this factorization is not possible. $\boldsymbol{R}_{i}^{x}$ and $R_{i}^{\theta}$ are computed from the degrees of freedom of the system but the relation is not linear (see how the internal force and moment are computed in §6.2). Therefore, the geometric system given in eqs. (6.37a) and (6.37b) is effectively nonlinear.

### 6.3.4 <br> EXPLICIT TIME INTEGRATION

In this section, we give the stages required to integrate these equations through time. The Dynamic Relaxation procedure is based on a central-difference scheme. We call $h$ the time step. And we call initial configuration the configuration of the system at time $t=0$. Note that the time step $h$ is not necessary constant through time and could be adapted during the analysis process. However, for simplicity we will treat only the case where it is constant but it is easy to extend the present work to work with a variable time step.

## Acceleration

At time $t$, considering the position of the system is known ( $\boldsymbol{x}_{i}$ and $\left\{\boldsymbol{d}_{3, i}, \boldsymbol{d}_{1, i}, \boldsymbol{d}_{2, i}\right\}$ ), we can compute the resultant force $\left(\boldsymbol{R}_{i}^{x}\right)$ and the resultant twisting moment $\left(R_{i}^{\theta}\right)$ acting on the particles (see $\S 6.3 .2$ ). Using eq. (6.37) the acceleration of the particles at time $t$ is straightforwardly deduced as :

$$
\begin{align*}
\ddot{\boldsymbol{x}}_{i}^{t} & =\frac{\boldsymbol{R}_{i}^{x, t}}{m_{i}^{x}} \\
\ddot{\theta}_{i}^{t} & =\frac{R_{i}^{\theta, t}}{m_{i}^{\theta}}
\end{align*}
$$

## Velocity

The translational and rotational velocities of a particle are evaluated with the following central difference scheme :

$$
\begin{align*}
& \ddot{\boldsymbol{x}}_{i}^{t}=\frac{\dot{\boldsymbol{x}}_{i}^{t+h / 2}-\dot{\boldsymbol{x}}_{i}^{t-h / 2}}{h} \\
& \ddot{\theta}_{i}^{t}=\frac{\dot{\theta}_{i}^{t+h / 2}-\dot{\theta}_{i}^{t-h / 2}}{h}
\end{align*}
$$

where $\dot{\boldsymbol{x}}_{i}$ and $\dot{\theta}_{i}$ are the translational and rotational velocities of the particle. Thus, the velocity of a particle at time $t+h / 2$ is computed from its velocity at time $t-h / 2$ by :

$$
\begin{align*}
& \dot{\boldsymbol{x}}_{i}^{t+h / 2}=\dot{\boldsymbol{x}}_{i}^{t-h / 2}+h \cdot \frac{\boldsymbol{R}_{i}^{x, t}}{m_{i}^{x}} \\
& \dot{\theta}_{i}^{t+h / 2}=\dot{\theta}_{i}^{t-h / 2}+h \cdot \frac{R_{i}^{\theta, t}}{m_{i}^{\theta}}
\end{align*}
$$

## Position

To update the position of the system, we use the same central difference scheme but this time on the velocity :

$$
\begin{align*}
& \dot{\boldsymbol{x}}_{i}^{t+h / 2}=\frac{\boldsymbol{x}_{i}^{t+h}-\boldsymbol{x}_{i}^{t}}{h} \\
& \dot{\theta}_{i}^{t+h / 2}=\frac{\theta_{i}^{t+h}-\theta_{i}^{t}}{h}
\end{align*}
$$

Thus, the translational and rotational positions of a particle at time $t+h$ are computed from the velocities at time $t+h / 2$ by :

$$
\begin{align*}
& \boldsymbol{x}_{i}^{t+h}=\boldsymbol{x}_{i}^{t}+h \cdot \dot{\boldsymbol{x}}_{i}^{t+h / 2} \\
& \theta_{i}^{t+h}=\theta_{i}^{t}+h \cdot \dot{\theta}_{i}^{t+h / 2}
\end{align*}
$$

$6.43 b$
Using eq. (6.41) the position at time $t+h$ can be expressed with respect to the position, velocity and resultants computed at time $t$ as :

$$
\begin{align*}
& \boldsymbol{x}_{i}^{t+h}=\boldsymbol{x}_{i}^{t}+h \cdot \dot{\boldsymbol{x}}_{i}^{t-h / 2}+h^{2} \cdot \frac{\boldsymbol{R}_{i}^{x, t}}{m_{i}^{x}} \\
& \theta_{i}^{t+h}=\theta_{i}^{t}+h \cdot \dot{\theta}_{i}^{t-h / 2}+h^{2} \cdot \frac{R_{i}^{\theta, t}}{m_{i}^{\theta}}
\end{align*}
$$

## Motion

From this new position, it is now possible to compute the new resultant force and moment acting on the particles, to update their acceleration, then to update their velocity, and then to compute the new position of the system, at time $t+2 h$. This process can be
repeated indefinitely to follow the motion of the system.

## Initialization

The iterative process described in this section to simulate step by step the motion of the system needs to be initialized. At the moment, eq. (6.44) only describes how to get the position of the system at $t+h$ knowing its position, velocity and acceleration at time $t$. At time $t=0$, or each time that the system will be damped (see §6.3.5), we consider that the system is released with no initial velocity, which means that :

$$
\begin{align*}
& \dot{\boldsymbol{x}}_{i}^{0}=\frac{\boldsymbol{x}_{i}^{-h / 2}+\boldsymbol{x}_{i}^{+h / 2}}{2} \Rightarrow \dot{\boldsymbol{x}}_{i}^{-h / 2}=-\dot{\boldsymbol{x}}_{i}^{+h / 2} \\
& \dot{\theta}_{i}^{0}=\frac{\theta_{i}^{-h / 2}+\theta_{i}^{+h / 2}}{2} \Rightarrow \dot{\theta}_{i}^{-h / 2}=-\dot{\theta}_{i}^{+h / 2}
\end{align*}
$$

Therefore, the velocity at time $h / 2$ given in eq. (6.41) becomes :

$$
\begin{aligned}
& \dot{\boldsymbol{x}}_{i}^{+h / 2}=\frac{1}{2} h \cdot \frac{\boldsymbol{R}_{i}^{x, t}}{m_{i}^{x}} \\
& \dot{\theta}_{i}^{+h / 2}=\frac{1}{2} h \cdot \frac{R_{i}^{\theta, t}}{m_{i}^{\theta}}
\end{aligned}
$$

and the next position at time $t+h$ is still computed from eq. (6.43).

## Error propagation

Note that the motion will be realistic to the extent that the computed forces and moments will be realistic and to the extent that the time step will be small enough. Indeed, at each time step an approximation error is done in the evaluation of the velocity and the position of the system with the central difference scheme. This error is integrated through time and nothing here is done to correct it and to prevent its accumulation during the dynamic. It is not a matter of concern for us as we are only interested in the quasi-static response of the system and not in an accurate modeling of the system's motion. Moreover, higher accuracy numerical integrators would be more computationally expensive, which is against our goal to achieve real-time interactive simulation of elastic gridshells.
Lots of other integration schemes exist, among which we can cite the Explicit Euler, the Symplectic Euler, the Störmer-Verlet and the $4^{\text {th }}$ order Runge-Kutta schemes. These
schemes are briefly presented in [157]. For a complete treatment of numerical integrators refer to the book from Hairer et al. 2006 [158].

## DAMPING

If no damping is introduced to dissipate some energy, there is no reason that the system will stop to move. Here, our goal is to dissipate the kinetic energy of the system as fast as possible to fall into a state of static equilibrium. This can be achieved with any kind of damping, among which the most well-known are viscous damping and kinetic damping. Here, we choose to implement the kinetic damping as it is known to produce the best results for a wide range of cases [152].

## Kinetic damping

Kinetic damping was first introduced by Cundall 1976 [159]. The idea behind this type of damping is simple. For a conservative system, the mechanical energy $\left(\mathcal{E}_{m}\right)$ is conserved during motion and is the sum of two forms of energy : the potential energy $\left(\mathcal{E}_{p}\right)$ and the kinetic energy $\left(\mathcal{E}_{k}\right)$. Therefore, the potential energy of the system is minimized when its kinetic energy is maximized.
To find a state of static equilibrium, that is a state of minimal potential energy, Cundall proposes to track the kinetic energy of the system during motion. When a peak is detected, the system is frozen in its position and then released with no initial velocity, that is with no initial kinetic energy. When the system is released, the overall mechanical energy of the system has decreased and is all stocked under potential energy form. The motion starts again and part of the initial potential energy is converted to kinetic energy, until a new peak is detected. Progressively, from peak to peak, the potential energy is progressively lowered to a minimum and the system falls in a state of static equilibrium.
Because of the discrete nature of the numerical process, a peak of kinetic energy is detected in the interval $[t-3 h / 2, t+h / 2]$ when (see fig. 6.3) :

$$
\mathcal{E}_{k}^{t-h / 2}>\mathcal{E}_{k}^{t+h / 2}
$$

where the kinetic energy of the system is computed from the mass and the velocity of the
particles by :

$$
\begin{align*}
\mathcal{E}_{k}^{x, t-h / 2} & =\sum_{i} \frac{1}{2} m_{i}^{x} \dot{\boldsymbol{x}}_{i}^{t-h / 2} \\
\mathcal{E}_{k}^{\theta, t-h / 2} & =\sum_{i} \frac{1}{2} m_{i}^{\theta} \dot{\theta}_{i}^{t-h / 2} \\
\mathcal{E}_{k}^{t-h / 2} & =\mathcal{E}_{k}^{x, t-h / 2}+\mathcal{E}_{k}^{\theta, t-h / 2}
\end{align*}
$$

Here, we have made the distinction between the translational part of the kinetic energy $\left(\mathcal{E}_{k}^{x}\right)$ and the rotational part of the kinetic energy $\left(\mathcal{E}_{k}^{\theta}\right)$. Indeed, the kinetic damping can be triggered either considering the global kinetic energy of the system or considering separately the translational and rotational parts of the kinetic energy of the system. ${ }^{13}$

## Peak interpolation

When a peak is detected at time $t+h / 2$, the simplest way to proceed is to froze the system in its actual position, at time $t$, and to release it from this position with no initial velocity. However, the peak of kinetic energy as occurred at time $t^{*}$ somewhere in between times $t-h / 2$ and $t+h / 2$. To maximise the effect of the kinetic damping the position of the peak could be guessed using a parabolic interpolation of the kinetic energy. Let us define $\mathcal{E}_{0}, \mathcal{E}_{1}$ and $\mathcal{E}_{2}$ the last three consecutive values of the kinetic energy :

$$
\begin{array}{ll}
\mathcal{E}_{0}=\mathcal{E}_{k}^{t-3 h / 2} & 6.49 \mathrm{a} \\
\mathcal{E}_{1}=\mathcal{E}_{k}^{t-h / 2} & 6.49 \mathrm{~b} \\
\mathcal{E}_{2}=\mathcal{E}_{k}^{t+h / 2} & 6.49 \mathrm{c}
\end{array}
$$

Because a peak has just occurred, the following inequalities hold :

$$
\begin{array}{ll}
\mathcal{E}_{1} \geqslant \mathcal{E}_{0} & 6.50 \mathrm{a} \\
\mathcal{E}_{1} \geqslant \mathcal{E}_{2} & 6.50 \mathrm{~b}
\end{array}
$$

13. That is when a peak of $\mathcal{E}_{k}^{x}$ or a peak of $\mathcal{E}_{k}^{\theta}$ is detected the kinetic damping is triggered.

6.3 Parabolic interpolation of the kinetic energy peak

We define the following parameters for the parabolic interpolation of the kinetic energy :

$$
\begin{align*}
\alpha & =\frac{\mathcal{E}_{1}-\mathcal{E}_{0}}{\mathcal{E}_{1}-\mathcal{E}_{2}} \geqslant 0 \\
\xi & =\frac{\mathcal{E}_{2}-\mathcal{E}_{1}}{\mathcal{E}_{0}-2 \mathcal{E}_{1}+\mathcal{E}_{2}}=\frac{1}{1+\alpha} \in[0,1]
\end{align*}
$$

With these parameters, the position of the peak and the value of the kinetic energy at the peak are given by :

$$
\begin{align*}
t^{*} & =t-\xi t \\
\mathcal{E}^{*} & =\mathcal{E}_{1}+\frac{1-2 \xi}{8}\left(\mathcal{E}_{2}-\mathcal{E}_{0}\right) \geqslant \mathcal{E}_{1}
\end{align*}
$$

Observe that $1-2 \xi$ and $\mathcal{E}_{2}-\mathcal{E}_{0}$ have the same sign. Therefore, $\mathcal{E}^{*}$ is always greater than $\mathcal{E}_{1}$ as expected. The system is then pushed backward to the interpolated position $\boldsymbol{x}_{i}^{*}$ and
$\theta_{i}^{*}$ given by :

$$
\begin{align*}
& \boldsymbol{x}_{i}^{*}=\boldsymbol{x}_{i}^{t}-\xi h \cdot \dot{\boldsymbol{x}}_{i}^{t-h / 2} \\
& \theta_{i}^{*}=\theta_{i}^{t}-\xi h \cdot \dot{\theta}_{i}^{t-h / 2}
\end{align*}
$$

These equations can be advantageously rewritten to minimize memory allocation by avoiding the storage of the position and the speed of the system respectively at time $t-h$ and $t-h / 2$ :

$$
\begin{align*}
& \boldsymbol{x}_{i}^{*}=\boldsymbol{x}_{i}^{t}-\xi h \cdot\left(\dot{\boldsymbol{x}}_{i}^{t+h / 2}-h \cdot \frac{\boldsymbol{R}_{i}^{x, t}}{m_{i}^{x}}\right) \\
& \theta_{i}^{*}=\theta_{i}^{t}-\xi h \cdot\left(\dot{\theta}_{i}^{t+h / 2}-h \cdot \frac{R_{i}^{\theta, t}}{m_{i}^{\theta}}\right)
\end{align*}
$$

The parabolic interpolation was introduced by Barnes 1999 [41]. The advantage of this technique is double. Firstly, the damping occurs at the interpolated position, that is for a higher level of kinetic energy ( $\mathcal{E}^{*} \geqslant \mathcal{E}_{1}$, see fig. 6.3). Hence, more kinetic energy is dissipated which should improve the convergence speed. Secondly, because of the interpolation, the system is less subject to time step locking when the system moves back and forth between two positions.

## CONVERGENCE

Several criteria exist in the literature to determine when to stop the time integration and to decide wether the algorithm has converged to a state of static equilibrium or not. It is very unlikely that the system will fall exactly in such a state. Instead it will only get close to it an so a convergence criteria is required. We recall here the main ideas.

## Criterion based on the resultant force

The system is at static equilibrium when all nodes are at static equilibrium. Thus, it is possible to test for convergence looking at the nodal residuals $\left\|\boldsymbol{R}_{i}^{x, t}\right\|$ and $\left\|\boldsymbol{R}_{i}^{\theta, t}\right\| .{ }^{14}$ For instance, convergence could be pronounced when the maximum of the residuals is less
14. Here, the |||| symbol denotes the usual Euclidian norm for vectors.
than a certain amount of force $\left(R_{\epsilon}^{x}\right)$ and moment $\left(R_{\epsilon}^{\theta}\right)$ :

$$
\begin{align*}
& \max _{i}\left\|\boldsymbol{R}_{i}^{x, t}\right\| \leqslant R_{\epsilon}^{x} \\
& \max _{i}\left\|R_{i}^{\theta, t}\right\| \leqslant R_{\epsilon}^{\theta}
\end{align*}
$$

It can be found that this criterion is too strict and it might be preferable to rely on a more global criterion, for instance by testing the mean residual :

$$
\begin{align*}
& \frac{1}{N} \sum_{i}\left\|\boldsymbol{R}_{i}^{x, t}\right\| \leqslant R_{\epsilon}^{x} \\
& \frac{1}{N} \sum_{i}\left\|R_{i}^{\theta, t}\right\| \leqslant R_{\epsilon}^{\theta}
\end{align*}
$$

where $N$ is the number of particles in the system. This approach is easily extended to any norm or generalized mean acting on the vector of residuals. For instance the $p$-mean could be an appropriate criterion :

$$
\begin{align*}
& \left(\frac{1}{N} \sum_{i}\left\|\boldsymbol{R}_{i}^{x, t}\right\|^{p}\right)^{1 / p} \leqslant R_{\epsilon}^{x} \\
& \left(\frac{1}{N} \sum_{i}\left\|R_{i}^{\theta, t}\right\|^{p}\right)^{1 / p} \leqslant R_{\epsilon}^{\theta}
\end{align*}
$$

Recall that when $p=-1$ it is called the harmonic mean, when $p=1$ it is called the arithmetic mean and when $p=2$ it is called the quadratic mean.

## Criterion based on the velocity

The system is at static equilibrium when it does not move anymore, that is when the velocity of the system remains null. Thus, it is possible to test for convergence looking at the nodal velocities $\left\|\dot{\boldsymbol{x}}_{i}^{t}\right\|$ and $\left\|\dot{\theta}_{i}^{t}\right\|$. The same kind of criteria can be formed.

## Criterion based on the displacement

Displacement criteria are very similar to velocity criteria. The convergence is pronounced when the displacement of the system is considered negligible. The same kind of criteria can be formed.

## Criterion based on the kinetic energy

The kinetic energy can also be employed to form convergence criteria. Somehow, it is nothing but a velocity criteria weighted by the fictitious mass of the particles. It makes sens as particles contribute to the motion proportionally to their mass. All the criteria exposed previously can be formed with the kinetic energy $\frac{1}{2} m_{i}^{x} \dot{\boldsymbol{x}}_{i}^{t}$ and $\frac{1}{2} m_{i}^{\theta} \dot{\theta}_{i}^{t}$ of the particles.

## Relative and adaptative criterion

It can be useful to proportionate the convergence criteria to the size of the system. For the same level of convergence a system with 1000 elements is likely to have a higher kinetic energy than a system with 1 element. The first answer to this issue is to consider a mean value over the particles, as proposed in eqs. (6.56) and (6.57).
Some authors have proposed another option to address this problem [144, 25]. They define the kinetic energy convergence threshold as a fraction $(f)$ of the maximum kinetic energy observed previously during the motion :

$$
\begin{align*}
& \sum_{i} \frac{1}{2} m_{i}^{x} \dot{\boldsymbol{x}}_{i}^{t} \leqslant f \cdot \max _{[0, t]} \mathcal{E}_{k}^{x, t} \\
& \sum_{i} \frac{1}{2} m_{i}^{\theta} \dot{\theta}_{i}^{t} \leqslant f \cdot \max _{[0, t]} \mathcal{E}_{k}^{\theta, t}
\end{align*}
$$

Hence, this criterion is adaptative and also relative to the size of the problem. The same approach can be adopted for force, velocity or displacement based criteria.

### 6.3.7 STABILITY AND CRITICAL DAMPING

Because we are not interested by the motion itself but by the quasi-static response of the system when properly damped, the time step $(h)$ and the mass of the particles $\left(m_{i}^{x}, m_{i}^{\theta}\right)$ should be chosen in order :

- to ensure that the algorithm will converge to a state of static equilibrium (stability) ;
- to produce the fastest convergence possible (critical damping).


## Translational fictitious mass

Barnes 1999 [41] studies the vibration modes of a simple unidimensional mass-spring system to postulate that the optimal fictitious mass of a particle is related to the time step
and the stiffness lumped at the particle by :

$$
m_{i}=\frac{h^{2}}{2} K_{i}
$$

A demonstration of this result is proposed by Papadrakakis 1981 [145] and Underwood 1983 [146] for an automatic evaluation of the fictitious mass of the particles. $K_{i}$ should be understood as the greatest direct stiffness that can occur during the simulation process at the $i$ th particle. For a structure with only tension and compression members, Barnes computes the stiffness lumped at a particle according to the geometric and material stiffness of all the members $(j)$ that are connected to this particle :

$$
K_{i}=\sum_{j}\left[\frac{E S}{L_{0}}+g \frac{N}{L}\right]
$$

$E S / L_{0}$ is the axial stiffness of the element while $N / L$ is its geometric stiffness. Because the geometric stiffness varies along the simulation, Barnes introduces a multiplication factor $(g>1)$. This factor must be chosen by the end user to ensure that when $g N / L$ is evaluated it is effectively an upper bound to $N / L$ at all time.
Douthe 2007 [25] extends the formulation of Barnes to account for flexural stiffness :

$$
\frac{h^{2}}{2} \sum_{j}\left[\frac{E S}{L_{0}}+g\left(\frac{N}{L}+\frac{E I}{L^{3}}\right)\right]
$$

In practice, the bending stiffness is negligible in front of the axial stiffness. Additional informations can be found in [160, 149].

## Rotational fictitious mass

By analogy to these works and following [18] we define the twisting fictitious mass as :

$$
K_{i}=\sum_{j}\left[\frac{G J}{L_{0}}+g \frac{Q}{L}\right]
$$

## Fictitious mass update

In practice, as remarked in [25] the fictitious masses do not evolve a lot between two peaks of kinetic energy. Therefore, they can be reevaluated only after each peak to minimize the computational cost of the algorithm.

### 6.3 APPLICATION TO THE SIMPLE PLANE PENDULUM

The simple pendulum - where a weight is suspended from a pivot so that it can swing freely - is of practical interest to illustrate how the Dynamic Relaxation procedure works. We recall the analytical solution for this nonlinear problem. We then explore the progress of the Dynamic Relaxation method to find the position of static equilibrium of the pendulum.

## Equation of motion

Let us call $m$ the mass and $l$ the length of the pendulum (see fig. 6.4a). The angle $\theta(t)$ gives the position of the pendulum at time $t$ from the vertical axis. The motion of the pendulum is given by the following differential equation :

$$
\ddot{\theta}+\omega_{0}^{2} \sin \theta=0
$$

In addition, we call $\theta_{0}=\theta(0)$ the initial position of the pendulum where it is dropped with no initial velocity $(\dot{\theta}(0)=0)$. Remark that $m$ is not involved in eq. (6.63). ${ }^{15}$
The kinetic, potential and mechanical energies of the pendulum are given by :

$$
\begin{align*}
& \mathcal{E}_{k}=\frac{1}{2} m \dot{\theta}^{2} \\
& \mathcal{E}_{p}=m g l(1-\cos \theta)
\end{align*}
$$

## Linearization for small oscillations

For a small initial angle $\left(\theta_{0} \ll 1\right)$ eq. (6.63) simplifies to :

$$
\ddot{\theta}+\omega_{0}^{2} \theta=0
$$

15. We could have introduced a fictitious mass $\left(m_{f}\right)$ for the weight to optimize the convergence of the algorithm (see $\S 6.3 .7)$. In this case, the reference pulsation of the pendulum would writes : $\omega_{0}=\sqrt{\left(m / m_{f}\right) \cdot(g / l)}$. The real mass of the weight is the one that give access to the force exerted to the pendulum while the fictitious mass is freely chosen to speed up the convergence of the method.
and the period $T_{0}$ and the angular frequency $\omega_{0}$ of the pendulum are given by :

$$
\begin{array}{ll}
T_{0}=\frac{2 \pi}{\omega_{0}} & 6.66 a \\
\omega_{0}=\left(\frac{g}{l}\right)^{1 / 2}
\end{array}
$$

Therefore, for small angles the period is independent of the initial angle $\theta_{0}$.

## Exact solution

For greater initial angles, the solution is nonlinear and requires elliptic functions to be solved analytically [161, 162].
The period of the pendulum is given in terms of the elliptic integral $K$ by :

$$
\begin{array}{ll}
T / T_{0}=\frac{2}{\pi} K(k) & 6.67 \mathrm{a} \\
k=\sin \left(\theta_{0} / 2\right) & 6.67 \mathrm{~b} \\
K(m)=\int_{0}^{1} \frac{d z}{\sqrt{\left(1-z^{2}\right)\left(1-m z^{2}\right)}} & 6.67 \mathrm{c}
\end{array}
$$

The position of the pendulum over time is expressed in terms of the Jacobi elliptic function $s n(u, m)$ by :

$$
\theta(t)=2 \arcsin \left(k \operatorname{sn}\left(\omega_{0} \cdot(T / 4-t), k\right)\right)
$$

The angular velocity of the pendulum is calculated from the conservation of mechanical energy as :

$$
\dot{\theta}(t)=2 \omega_{0}\left(\sin ^{2}\left(\theta_{0} / 2\right)-\sin ^{2}(\theta / 2)\right)^{1 / 2}
$$

## Finding the position of static equilibrium

A pendulum of mass $m=1.0 \mathrm{~kg}$ is dropped with no initial velocity at angle $\theta_{0}=135^{\circ}$. The length of the pendulum is defined so that its angular frequency is $\omega_{0}=1.0 \mathrm{~s}^{-1}$. The gravity is $g=9.81 \mathrm{~m} / \mathrm{s}^{2}$.
The motion of the pendulum is simulated by the Dynamic Relaxation method with kinetic

6.4 Application of the DR process to the simple plane pendulum
6.4a First steps until the first peak of $\mathcal{E}_{k}$ is reached
6.4b Potential energy of the pendulum for the first steps


6.5b

$$
\square \theta^{U D} \multimap \theta^{D R}
$$


6.5 Convergence of the DR process for the simple plane pendulum
6.5a Typical profile of the kinetic damping
6.5b Convergence of the DR process in the phase space
damping. Interpolation of kinetic energy peaks is not implemented in this example. When a peak is detected, the pendulum is pushed backward to its previous position, frozen and dropped again with no initial velocity. The time step is set to $h=0.1 \mathrm{~s}$ and the simulation is stopped when the kinetic energy of the pendulum is less than $\mathcal{E}_{k}^{l i m}=10^{-20}$.
The course of the pendulum for the first iterations is represented in fig. 6.4a. The pendulum is dropped with no velocity at angle $\theta_{0}$. Driven by the gravity, it starts to move down slowly and its velocity increases over time. Progressively, its potential energy is transformed into kinetic energy but the overall mechanical energy is conserved because the motion is undamped until a peak of kinetic energy is reached (see fig. 6.5a).
The potential energy of the pendulum decreases until it reaches the vertical axis (see fig. 6.4 b ). But because of the discrete nature of the algorithm, the pendulum jumps over the equilibrium position and starts to move up few time steps. Accordingly its velocity starts to decrease and so its kinetic energy. Quickly, a peak of kinetic energy is deteced and the kinetic damping is triggered.
The process is repetead but with a lower initial position $\theta_{0}$. The mechanical energy of the system has decreased and so has the upper bound of the potential energy. From peak to peak, this bound is lowered through kinetic damping and in the end the potential energy of the pendulum is reduced to zero within the convergence tolerance $\mathcal{E}_{k}^{l i m}$ (see fig. 6.5a). The convergence process is also monitored with the phase diagram of the motion (see fig. 6.5b). Each closed curve is an iso-curve which corresponds to a given level of mechanical energy defined by $\mathcal{E}_{m}=\mathcal{E}_{p}\left(\theta_{0}\right)$. An undamped pendulum travels along an iso-curve and makes a full turn every period of time $T$. Here, until a kinetic energy peak is reached the level of mechanical energy is preserved during the motion and the pendulum moves along the corresponding iso-curve in the phase diagram.
Observe in fig. 6.5b that the pendulum slightly deviates from its theoretical movement. The velocity is slightly under estimated from its theoretical value. This error is due to the central difference approximation of the velocity and is integrated during the motion, thus accumulating over time. When the kinetic damping is triggered this error is dissipated. This kind of diagram is very useful to compare time integrators as proposed in [158]. In the phase diagram, the effect of the kinetic damping is to jump from one iso-curve to another with a lower mechanical energy level (see fig. 6.5b).
This application is also useful to understand the relation between accuracy, stability and critical damping :

- When $h \ll T$ the method sticks closely to the theoretical movement. The process is stable
and peaks of kinetic energy are determined with accuracy. However the method requires a huge amount of iterations which increases the computation time.
- When $h \gg T$ the method gets unstable as the dynamic is updated at a lower rate than the typical reaction time of the system. The process fails to capture a plausible motion and bolting is likely to occur. In this case the pendulum will start to swirl.


## ENRICHING THE MODEL

The question of support conditions and connexions are often kept quiet when a beam model is presented. But it is of critical concerned when modeling real structures which always have to be fixed somewhere or connected to other structural components. Usually these conditions have a preponderant influence on the overall mechanical behavior of a structure and therefore must not be neglected.
One of the main motivations of our work was precisely to develop an element that is capable of modeling real complex bending-active structures, and which can take account of a rich variety of support conditions and connections. The preliminary work done on the geometry of curves - spent to build a comprehensive understanding of how tangent vectors and curvature can be interpreted at vertices and especially at end vertices (see chapter 3) - was essential to achieve our goal.

### 6.4.1 SUPPORT CONDITION

There exists two major ways of modeling support conditions, compatible with the dynamic relaxation procedure :

- Enforce the condition by means of velocity constraints.
- Enforce the condition by means of return forces and moments.

In terms of implementation, when you need to block a specific degree of freedom, either reset its velocity to zero in the dynamic process or apply an additional external force to nullify the resultant of forces and moments applied to that node so it won't move. While both options are valid, it seems that the last one as the advantage to require the explicit computation of the support reaction - that is the return force or moment applied by the support to the particle so it does not move (with respect to a certain degree of freedom). Also notice that we can identify three types of boundary conditions :

- Rigid, when a support prevents the particle from moving along a given degree of freedom.
- Elastic, when a support applies a return force or moment proportional to the displacement of the particle.
- Free, when no support exists and the particle is free to move.

Remarque that a Free boundary condition is by extension an Elastic boundary condition with an infinitely low stiffness.
In the dynamic relaxation procedure, the tangent vectors are computed from the position of the particles except at the endings where an indecision remains. At these vertices, either :

- The position of the tangent vector is fixed because the cross-section is clamped (i.e. rigid boundary condition) and the bending moment is deduced from eq. (3.75).
- The end bending moment is prescribed (i.e. free or elastic) and the tangent vector is obtained by inverting eqs. (3.75) and (6.16).

If the bending moment is prescribed - either $\boldsymbol{M}^{\perp}=0$ for a free end or $\boldsymbol{M}^{\perp} \neq 0$ for an elastic support - the corresponding tangent is deduced from eqs. (3.75) and (6.16) by :

$$
\begin{align*}
\boldsymbol{\kappa} \boldsymbol{b}_{0} & =\boldsymbol{B}_{0}^{-1} \boldsymbol{M}_{0}^{\perp}+\overline{\boldsymbol{\kappa}} \overline{\boldsymbol{b}}_{0} \\
\boldsymbol{t}_{0} & =\left(1-\left(\frac{l_{0} \kappa_{0}}{2}\right)^{2}\right) \boldsymbol{u}_{0}-\frac{l_{0} \kappa_{0}}{2} \boldsymbol{\kappa} \boldsymbol{b}_{0} \times \boldsymbol{u}_{0}
\end{align*}
$$

Note that as expected $\boldsymbol{t}_{0}$ is perpendicular to $\boldsymbol{\kappa} \boldsymbol{b}_{0}$. A similar relation can be deduced for $t_{n}$.

## 6.4 .2 <br> CONNECTION

A connection between several beams can usually be interpreted as a set of geometric constraints involving two or more particles. There exists two major ways of modeling connections, compatible with the dynamic relaxation procedure :

- The first approach is to enforce the constraint smoothly through a set of mechanical actions, namely forces and moments. In that case, the connection is equivalent to a sort of spring, not necessarily linear, and there is conceptually no difference with what an element really is (see for instance [18]).
- The second approach is to enforce the constraint brutally through a reprojection process. That is after each time step the configuration of the system is perturbed so it conforms to the constraints prescribed by the definition of the connexions (see for instance $[25,10]$ ).

The last option is straightforward to implement for constraints on translational DOFs but more complex to resolve for constraints on rotational DOFs. The advantage is that the solution is always valid regarding these constraints. On the contrary, brutal projection can leads to numerical hysteresis locking when the system switch back and forth between two configurations, one after and one before the reprojection procedure.
The first option seems more natural to implement and more meaningfull mechanically speaking. The distance between the actual and target configurations of the connection is evaluated and leads to (proportional) return forces and moments acting on the 6 -DOFs particles involved in the constraint. Because the connection acts similarly to an element, it must be taken into account in the computation of the fictitious mass of the particles. Moreover, the stiffness of the connection - that is the coefficient that commensurate the elastic response of the connection - is now an extra parameter to adjust in order to achieve convergence and accuracy of the solution : too stiff will provoke instabilities in the dynamic procedure ; too soft and the constraint will not be enforced correctly in the final solution.

## SOFTWARE

The present model has been implemented in a numerical software called Marsupilami. A first version of this software, based on the 3 -DOFs spline beam element, was used successfully in the structural design of the Ephemeral Cathedral of Créteil (see chapter 2) and other smaller timber gridshells (see fig. 1.21). During this thesis Marsupilami has been completely redeveloped to include rotational DOFs capabilities.
6.5.1 ARCHITECTURE OF THE SOFTWARE

The code of Marsupilami is divided into three libraries presented hereinafter :

- Marsupilami.Math
- Marsupilami.CoreLib
- Marsupilami.Gh


## Marsupilami.Math.dll

This is a small standalone math library. It defines three data types : MPoint, MVector and MFrame. MPoint and MVector types store three coordinates $X, Y$ and $Z$ in doubleprecision floating-point format (see fig. 6.6). Frame type is composed of a MPoint called Origin and three MVector called XAxis, YAxis and ZAxis. The MFrame type serves to represent a material frame where $X A x i s$ and YAxis are the first and second material axis of the cross-section, and the ZAxis is the normal vector of the cross-section.
Although some math libraries already exist for C\#, it was found useful to build our own library so that it can be customized to our needs without restrictions. In particular, when it comes to software optimization for such a CPU-bound application you would better know exactly was is done insight the math routines. Having your own math library facilitates benchmarking several variants of the math routines and select the optimal one.

## Marsupilami.Corelib.dII

This is the core library. It defines structured objects such as element, section, material, model, solver. It is concieved as an API that third-party softwares can use to provide computation (for instance Excel, Rhino Grasshopper, Dynamo, ...).

## Marsupilami.Gh.gha

This is a grasshopper plugin that exposes the logic of Marsupilami.CoreLib.dll. Marsupilami types are mapped to Grasshopper types. Display methods are provided. Help the designer to build models.

### 6.5.2 STRUCTURE OF THE ALGORITHM

The structure of the dynamic relaxation algorithm implemented in Marsupilami is presented in algorithm 1.

## KEY ASPECTS

Discussions about implementing dynamic relaxation can be found in the reports from Olsson 2012 [55] and Poulsen 2015 [44].

## Code abstraction

To develop a code with the right level of abstraction, it is advisable to refer to common design patterns [163, 164].

6.6 Partial class diagram of Marsupilami.Math.dIl

## Event driven

Part of the solver implementation has been written to be event driven. ${ }^{16}$ This allows to programmatically alter the solving process during its own execution. For some problems, this paradigm is very powerful and can succeed where more classic procedural or functional programming will fail. For instance this paradigm is currently used to implement autorefinement of the element. It can be used to deal with breakable materials. In the future, it can be employed to add a level of user interactivity so the user can play with design parameters and see in quasi real-time the results, enhancing its design capabilities and

```
Algorithm 1: Dynamic Relaxation algorithm as implemented in Marsupilami.
    Function Run():
    foreach node in model do \(\quad / * \boldsymbol{d} \boldsymbol{x}=\boldsymbol{v}_{\boldsymbol{x}} d t, \boldsymbol{d} \boldsymbol{\theta}=\boldsymbol{v}_{\boldsymbol{\theta}} d t \quad * /\)
        Move ( \(\boldsymbol{d} \boldsymbol{x}, \boldsymbol{d} \boldsymbol{\theta}\) ) ;
        end
        /* Elements calculate internal forces and moments */
        foreach element in model do
            CalcInternalForces \(\left(\boldsymbol{x}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}, \boldsymbol{d}_{3}\right)\); \(/ * \boldsymbol{F}^{\text {int }}\left(\boldsymbol{x}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}, \boldsymbol{d}_{3}\right) * /\)
            CalcInternalMoments \(\left(\boldsymbol{x}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}, \boldsymbol{d}_{3}\right) ; \quad / * \boldsymbol{M}^{i n t}\left(\boldsymbol{x}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}, \boldsymbol{d}_{3}\right) * /\)
        end
        /* Joints coordinate the dynamic of several nodes */
        foreach joint in model do
            AggregateForcesAndMoments() ;
            AggregateMasses() ;
            SynchronizeForcesAndMoments() ;
            SynchronizeMasses();
        end
        /* Calculate translational kinetic energy */
        foreach node in model do
            CalcAcceleration \(\left(m_{x}, \boldsymbol{F}\right) \quad / * \boldsymbol{a}_{\boldsymbol{x}}(t)=\boldsymbol{R}_{\boldsymbol{x}} / m_{x} * /\)
            CalcVelocity \(\left(\boldsymbol{a}_{\boldsymbol{x}}, d t\right) \quad / * \boldsymbol{v}_{\boldsymbol{x}}\left(t+\frac{d t}{2}\right)=\boldsymbol{v}_{\boldsymbol{x}}\left(t-\frac{d t}{2}\right)+d t \boldsymbol{a}_{\boldsymbol{x}}(t) * /\)
            \(\operatorname{CalcKEnergy}\left(\boldsymbol{v}_{\boldsymbol{x}}\right) \quad / * E_{x}\left(t+\frac{d t}{2}\right)=\frac{1}{2} \sum m_{x} \boldsymbol{v}_{\boldsymbol{x}}^{2}\left(t+\frac{d t}{2}\right) * /\)
        end
        /* Detect pic of kinetic energy */
        if \(E_{x}\left(t+\frac{d t}{2}\right)<E_{x}\left(t-\frac{d t}{2}\right)\) then
            InterpolatePosition() ;
            Reset() ;
        end
        /* Calculate rotational kinetic energy */
        foreach node in model do
            CalcAcceleration \(\left(m_{\theta}, \boldsymbol{M}\right) \quad / * \boldsymbol{a}_{\boldsymbol{\theta}}(t)=\boldsymbol{R}_{\boldsymbol{x}} / m_{\theta} * /\)
            CalcVelocity \(\left(\boldsymbol{a}_{\boldsymbol{\theta}}, d t\right) \quad / * \boldsymbol{v}_{\boldsymbol{\theta}}\left(t+\frac{d t}{2}\right)=\boldsymbol{v}_{\boldsymbol{\theta}}\left(t-\frac{d t}{2}\right)+d t \boldsymbol{a}_{\boldsymbol{\theta}}(t) * /\)
            CalcKEnergy \(\left(\boldsymbol{v}_{\boldsymbol{\theta}}\right) \quad / * E_{\theta}=\frac{1}{2} \sum m \boldsymbol{v}_{\boldsymbol{\theta}}{ }^{2}\left(t+\frac{d t}{2}\right) * /\)
        end
        /* Detect pic of kinetic energy */
        if \(E_{\theta}\left(t+\frac{d t}{2}\right)<E_{\theta}\left(t-\frac{d t}{2}\right)\) then
            InterpolatePosition() ;
            Reset() ;
        end
    return
```

reactivity.

## Serialization

Serialization should be investigated to allow persistance of model. SQL vs. NoSQL solutions should be compared : SQlite, Json, XML seem good options.

## PERFORMANCE

Software optimization is both a very active field of research and a nightmare for non specialists. It is virtually impossible to find good rules of thumb in the literature to orient critical implementation decisions. For instance a question that looks so simple as : "Should I use a Struct of Arrays or and Array of Structs ?" ... is not so simple at all ; and the answer is generally "It depends ...". And indeed, it depends on the coding language you chose, the coding skills you have to make the language talk to the processor in the way you want and not in the way you think it will. It also depends on complex hardware considerations. Optimizations can be made at all levels of abstraction of a software, from the highest level (algorithm) to the lowest level (assembly code).
To embrace the complexity of this problematic the reader is invited to refer to the excellent book Writing High-Performance .NET Code [165].

## Know what things cost

When it comes to software performance, the first stage should always be to measure what things cost (see know what things cost). ${ }^{17}$ Once the bottlenecks are identified, then the optimization of the critical pieces of code can begin. To this end, two tools were employed during the development of Marsupilami :

- Cost Model : a very simple cost model was established to assign a performance rating to each base math routine, based on the number of arithmetic and trigonometric operations it performes (see table 6.2). This cost model was established through micro benchmarks with the BenchmarkDotNet library.
- Measure : performance measurements were conducted on full analysis of several test cases with the library PerfView.

16. "The events-driven paradigm means that an object called an "event" is sent to the program whenever something happens, without that "something" having to be polled in regular intervals to discover whether it has happened. That "event" may be trapped by the program to perform some actions (i.e. a "handler") -- either synchronous or asynchronous."
17. https://msdn.microsoft.com/en-us/library/ms973852.aspx

## Algorithmic optimization

The analyses made with PerfView showed that rotation and parallel transportation of frames are critical operations for the performance of the program. A thorough work was done to optimize all the costly math routines by using the minimal logic to perform the operations.
Further improvements might be achieved using polynomial representations of trigonometric functions but no time was left to dig seriously into this direction [166, 167].[168]. The optimization of math routines and in particular trigonometric functions is a field of research to itself [168].

## Vectorization

Marsupilami leverages the built-in capabilities offered by the .Net framework to parallelize some of the work. At the moment, the computation of the internal forces and moments of the elements is made inside a parallel loop. Still, a lot remains to be explored in this area :

- Single Instruction Multiple Data (SIMD) instructions allow vectorization of arithmetic and trigonometric operations at the CPU level and can offer up to a x8 speed up.
- Dynamic relaxation is very suitable for parallelization [169]. New hardware capabilities such as multicore CPU or GPU cards with hundreds of cores can be leveraged to speed up the computation [170, 171].

However, this technologies are relatively recent and still complex to implement as they require low level coding. They are note easily implementable from C\# and Marsupilami does not rely on any of these technologies.

## Code abstraction

"In-depth performance optimization will often defy code abstractions." [165, p. 155]

|  | add | sub | mul | div | sqrt |
| :---: | :---: | :---: | :---: | :---: | :---: |
| cost | 1 | 1 | 4 | 10 | 20 |

Table 6.2 Simple cost model for arithmetic operations

## TEST CASE

The validation of the model is done through a comparison with the finite element solver Abaqus. Several test cases have been studied to confirm that our model gives accurate results on typical problems where coupling between bending and torsion occurs.

## CONSTRAINED ARCH

## Definition of the case

In this test case, a straight slender beam $(L=10.0 \mathrm{~m})$ is bent into an arch-like shape (see fig. 6.7). ${ }^{18}$ The cross-section is rectangular ( $4 \mathrm{~cm} \times 6 \mathrm{~cm}$ ) and the bending occurs towards the strong inertia, provoking an out-of-plane displacement of the arch. ${ }^{19}$ The material axial and shear modulus are chosen to be $E=25 \mathrm{GPa}$ and $G=10 \mathrm{GPa}$ with a Poisson ratio of $\nu=0.25$.
The beam is supposed to be clamped at both ends, so that the material tangent $\boldsymbol{d}_{3}$ is forced to lie in the $x z$ plane, making an angle of magnitude $\pi / 3$ with respect to the $x$ axis, and so that the second material axis $\boldsymbol{d}_{2}$ is collinear to the $y$ axis. The distance between the ends is set to 2.0 m .

## Results

The problem is solved with Marsupilami and Abaqus for different values of the discretization, respectively $6,12,24,48$ and 96 elements or segments. ${ }^{20}$
The results of the computations are summarized in tables where the black color stands for Abaqus and the blue color stands for Marsupilami. Each studied parameter owns two lines in a table : the first line is populated with the value of the parameter while the second line is populated with the relative error from the target result. The target result is always chosen to be the value from Abaqus with the finest discretization ( 96 elements).
For instance, the $y$ component of the apex value for a beam discretized with 6 elements is 1.455 with Marsupilami and 1.643 for Abaqus (see table 6.5). The target value is 1.459. Thus, the relative errors are respectively given by $1.455 / 1.459-1=-0.3 \%$ and $1.643 / 1.459-1=12.6 \%$.
The first table compares the discrete and smooth lengths of the model, where the smooth
18. We previously employed this case in [18]. A similar example was used by Bessini et al. 2017 [46].
19. Note that if the arch had been bent against the weak inertia it would have remained planar.
20. In Abaqus the beam element is set to B3I .

6.7 Test case of a constrained arch
length is interpolated from the discrete model. It also gives the coordinates $(x, y, z)$ of the apex point of the arch (see table 6.5). The second table compares the axial $(N)$ and shear $\left(F_{1}, F_{2}\right)$ forces in the beam at the start $(s=0)$, at the apex $(s=L / 2)$ and at the end $(s=L)$ of the beam (see table 6.3). The third table compares the twisting $(Q)$ and bending $\left(M_{1}, M_{2}\right)$ moments in the beam at the $\operatorname{start}(s=0)$, at the apex $(s=L / 2)$ and at the end $(s=L)$ of the beam (see table 6.4).
Additionally, we provide full internal force diagrams for the finest discretization with 96 elements (see fig. 6.8). The results from Abaqus are plotted as a solid grey color while the results from Marsupilami are plotted as a bold dashed blue line. Note that the results are

6.8 Comparison of normalized force diagrams
normalized.

## Discussion

The results show a very good correlation between our model and the results from Abaqus, even for coarse discretizations. With only 24 elements, the maximum relative error of our model is $0.1 \%$ for the position of the apex and $1.4 \%$ for the internal force and moment at critical points.
The superposition of the internal force diagrams obtained for the finest discretization show a very accurate match between our model and the results from Abaqus (see fig. 6.8).

Table 6.3 Internal forces for the arch test case

|  |  | number of elements / segments |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 6 | 12 | 24 | 48 | 96 |
| $N$ | 0 | 179 | 275 | 302 | 308 | 310 |
|  |  | -41.4\% | -10.1\% | -1.4\% | 0.8\% | 1.3\% |
|  |  | 311 | 304 | 305 | 307 | 306 |
|  |  | 1.7\% | -0.6\% | -0.5\% | 0.2\% | 0.0\% |
|  | $L / 2$ | - 475 | - 585 | - 612 | - 619 | - 620 |
|  |  | -23.6\% | -5.9\% | -1.5\% | -0.4\% | -0.2\% |
|  |  | - 669 | - 633 | - 624 | - 622 | - 622 |
|  |  | 7.7\% | 1.9\% | 0.4\% | 0.0\% | 0.0\% |
|  | $L$ | 181 | 275 | 302 | 308 | 310 |
|  |  | -40.8\% | -10.1\% | -1.4\% | 0.8\% | 1.3\% |
|  |  | 311 | 304 | 305 | 307 | 306 |
|  |  | 1.7\% | -0.6\% | -0.5\% | 0.2\% | 0.0\% |
| $F 1$ | 0 | 434 | 515 | 532 | 537 | 538 |
|  |  | -19.7\% | -4.7\% | -1.4\% | -0.6\% | -0.5\% |
|  |  | 634 | 567 | 548 | 542 | 540 |
|  |  | 17.3\% | 4.9\% | 1.4\% | 0.3\% | 0.0\% |
|  | $L / 2$ | 2 | 0 | 0 | 0 | 0 |
|  |  | - | , | , |  |  |
|  |  | 0 | 0 | 0 | 0 | 0 |
|  |  | - | - | - | - | - |
|  | $L$ | - 432 | - 515 | - 532 | - 537 | - 538 |
|  |  | -19.9\% | -4.7\% | -1.4\% | -0.6\% | -0.5\% |
|  |  | - 634 | - 567 | - 548 | - 542 | - 540 |
|  |  | 17.3\% | 4.9\% | 1.4\% | 0.3\% | 0.0\% |
| $F 2$ | 0 | 73 | 29 | 8 | 2 | 1 |
|  |  | - | - | ${ }^{-}$ | - |  |
|  |  | 306 | 129 | 61 | 30 | 15 |
|  |  | - | - | - | - | - |
|  | L/2 | 0 | 0 | 0 | 0 | 0 |
|  |  | - | , | , | - |  |
|  |  | 0 | 0 | 0 | 0 | 0 |
|  |  | - | - | - | - | - |
|  | $L$ | - 66 | - 29 | - 8 | - 2 | - 1 |
|  |  | - 306 | - 129 | -61 | - $30^{-}$ | - 15 |
|  |  | - 306 | - 129 | -61 | - | - |

Marsupilami : blue | Abaqus: black

|  |  | number of elements / segments |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 6 | 12 | 24 | 48 | 96 |
| $Q$ | 0 | -3 092 | -3 009 | -2 989 | -2 985 | -2 984 |
|  |  | 3.9\% | 1.1\% | 0.4\% | 0.3\% | 0.3\% |
|  |  | -2 731 | -2 885 | -2 942 | -2 965 | -2 976 |
|  |  | -8.2\% | -3.1\% | -1.1\% | -0.4\% | 0.0\% |
|  | L/2 | 0 | 0 | 0 | 0 | 0 |
|  |  | 0 | 0 | 0 | 0 | 0 |
|  |  | - |  | - | - |  |
|  | L | 3095 | 3009 | 2989 | 2985 | 2984 |
|  |  | 4.0\% | 1.1\% | 0.4\% | 0.3\% | 0.3\% |
|  |  | 2731 | 2885 | 2942 | 2965 | 2976 |
|  |  | -8.2\% | -3.1\% | -1.1\% | -0.4\% | 0.0\% |
| M1 | 0 | 1548 | 1669 | 1709 | 1719 | 1721 |
|  |  | -11.1\% | -4.1\% | -1.8\% | -1.2\% | -1.1\% |
|  |  | 1934 | 1863 | 1795 | 1759 | 1740 |
|  |  | 11.1\% | 7.1\% | $3.2 \%$ | 1.1\% | 0.0\% |
|  | $L / 2$ | 4577 | 4881 | 4964 | 4986 | 4991 |
|  |  | -8.3\% | -2.2\% | -0.6\% | -0.1\% | 0.0\% |
|  |  | 5106 | 5017 | 4998 | 4994 | 4992 |
|  |  | 2.3\% | 0.5\% | 0.1\% | 0.0\% | 0.0\% |
|  | L | 1556 | 1669 | 1709 | 1719 | 1721 |
|  |  | -10.6\% | -4.1\% | -1.8\% | -1.2\% | -1.1\% |
|  |  | 1934 | 1863 | 1795 | 1759 | 1740 |
|  |  | 11.1\% | 7.1\% | $3.2 \%$ | 1.1\% | 0.0\% |
| M2 | 0 | -2 014 | -1 597 | -1 490 | -1 464 | -1458 |
|  |  | 38.7\% | 9.9\% | 2.6\% | 0.8\% | 0.4\% |
|  |  | -1 231 | -1 378 | -1 430 | -1447 | -1453 |
|  |  | -15.3\% | -5.2\% | -1.6\% | -0.4\% | 0.0\% |
|  | L/2 | -2 918 | -2 791 | -2 766 | -2 761 | -2 760 |
|  |  | 5.6\% | 1.0\% | 0.1\% | 0.0\% | -0.1\% |
|  |  | -3 217 | -2 868 | -2 788 | -2 768 | -2 763 |
|  |  | 16.5\% | 3.8\% | 0.9\% | 0.2\% | 0.0\% |
|  | $L$ | -2 015 | -1 597 | -1 490 | -1464 | -1458 |
|  |  | 38.7\% | 10.0\% | 2.6\% | 0.8\% | 0.4\% |
|  |  | -1 231 | -1 378 | -1 430 | -1447 | -1453 |
|  |  | -15.3\% | -5.2\% | -1.6\% | -0.4\% | 0.0\% |

Marsupilami : blue | Abaqus: black
Table 6.4 Internal moments for the arch test case

|  |  | number of elements / segments |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | 6 | 12 | 24 | 48 | 96 |
| Length | smooth | 10.262 | 10.065 | 10.016 | 10.004 | 10.001 |
|  |  | 2.6\% | 0.6\% | 0.2\% | 0.0\% | 0.0\% |
|  |  | 10.261 | 10.065 | 10.016 | 10.004 | 10.001 |
|  |  | 2.6\% | 0.6\% | 0.2\% | 0.0\% | 0.0\% |
|  | discrete | 10.000 | 10.000 | 10.000 | 10.000 | 10.000 |
|  |  | 0.0\% | 0.0\% | 0.0\% | 0.0\% | 0.0\% |
|  |  | 10.000 | 10.000 | 10.000 | 10.000 | 10.000 |
|  |  | 0.0\% | 0.0\% | 0.0\% | 0.0\% | 0.0\% |
| Apex | $x$ | -0.001 | 0.000 | 0.000 | 0.000 | 0.000 |
|  |  | $0.00{ }^{-}$ | $0.00{ }^{-}$ | 0.000 | 0.000 | 0.000 |
|  |  | - | - | - | - | - |
|  | $y$ | 1.455 | 1.453 | 1.457 | 1.458 | 1.458 |
|  |  | -0.3\% | -0.4\% | -0.1\% | -0.1\% | -0.1\% |
|  |  | 1.643 | 1.506 | 1.471 | 1.462 | 1.459 |
|  |  | 12.6\% | 3.2\% | 0.8\% | 0.2\% | 0.0\% |
|  | $z$ | 3.665 | 3.615 | 3.601 | 3.598 | 3.597 |
|  |  | 1.9\% | 0.5\% | 0.1\% | 0.0\% | 0.0\% |
|  |  | 3.593 | 3.595 | 3.596 | 3.596 | 3.597 |
|  |  | -0.1\% | -0.1\% | 0.0\% | 0.0\% | 0.0\% |

Table 6.5 Geometric parameters for the arch test case

## CONCLUSION

In this chapter, we have combined our relexions on the notion of discrete curvature (see chapter 3) and the previous smooth beam model obtained from the dynamical equations of Kirchhoff (see chapter 5). This led us to build a new discrete beam element with 4 degrees of freedom and 3 nodes, as opposed to 2 for the previous model. We have shown that this element naturally deals with the issue of external actions and fits perfectly into the conceptual framework of dynamic relaxation ; itself based on the fundamental principle of dynamics. The section and material properties of the element are assumed to be uniform over the length of the element. It can account for axial, bending and torsion behaviours of the beam, in the framework of Kirchhoff's theory, for sections whose torsional center coincides with the center of mass. It can undergo concentrated actions at its extremities and uniform distributed actions in the current part. The internal forces are therefore continuous along the length of the element but can undergo jumps at its ends. We also presented how free, rigid or elastic support conditions can be implemented in the model. Finally, we have briefly introduced Marsupilami, the computation code that we have developed and that implements this new element. It takes the form of a standalone C\# API. This API has been partially integrated into a Grasshopper component library intended as a graphical interface. Numerous options have been explored regarding the code architecture to birng new possibilities, notably thanks to the use of events (automatic mesh refinement, following force, parallelization of calculations, user interaction, ...). The code tries to make the best of the abstractions proposed by the language C\# to marry different types of elements, conditions of support and even of nodes according to their number of degrees of freedom (3, 4 or 6 ). We were able to validate the accuracy of our new element by comparing the results of Marsupilami with those of the software Abaqus - a reference in the field - on various test cases. Performed on single beams, this validation work must be continued on complete structures. However, at the moment Marsupilami is not a real software that could be used in a production context. In its current state, it is a proof of concept, which deserves a serious development effort to achieve a first stable reslease transferable to other users.
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## CONCLUSION

Ce travail de thèse s'est intéressé aux modèles de calcul dédiés aux structures précontraintes par flexion. Il s'est inscrit dans un projet de recherche plus large sur les structures de type gridshell élastique, développé par le laboratoire Navier. Initié au début des années 2000 par J.-F. Caron et O. Baverel, ce dernier entend revisiter le travail de l'ingénieur et architecte allemand Frei Otto sous le double aspect de la structure et des matériaux composites. J'ai rejoins ce projet en mai 2010 en qualité d'ingénieur de recherche, puis en tant que doctorant à partir d'octobre 2014. Sur ces presque 8 années de collaboration j'ai eu la chance de pouvoir non seulement développer une recherche personnelle sur cette thématique, mais également de pouvoir confronter le fruit de cette recherche à la réalité en concevant et construisant un certain nombre de gridshells en matériau composite ou en bois. Et c'est probablement ce qui caractérise le mieux la spécificité de mon travail : cette confrontation répétée entre théorie et pratique.
Construire courbe se révèle complexe à tous les niveaux et les gridshells n'échappent pas à cette règle. En effet, la définition géométrique de l'ouvrage en constitue la pierre angulaire
et, à ce titre, en assure aussi bien l'identité architecturale que la faisabilité sur le plan structurel. Structure et Architecture s'en trouvent ainsi associées de manière symbiotique. Et c'est dans ce lien étroit que se noue leur complexité intrinsèque.

## REVUE

Dans la première partie de notre travail, nous avons souhaité nous immerger en profondeur et par l'expérience dans la complexité de ces structures. Nous avons commencé notre étude (voir chapitre 1) par effectuer une revue critique des projets de gridshell élastique réalisés depuis les années 1960 jusqu'à nos jours. Cette brève histoire dessine à elle seule le potentiel de ces structures, notamment en terme d'expression formelle et de performance structurelle. Loin de les enfermer dans un style d'architecture particulier, elle en souligne au contraire la grande variété. Nous avons complété cette revue de projet par une revue de littérature approfondie sur l'ensemble des domaines de recherche connexes à cette thématique (géométrie, structure, matériaux, logiciel).

## EXPÉRIMENTATION ET MAQUETTE NUMÉRIQUE

Nous avons ensuite présenté la plus importante de nos réalisations, la conception et la construction de la cathédrale éphémère de Créteil, premier véritable bâtiment réalisé à ce jour sur le principe du gridshell élastique en matériau composite (voir chapitre 2). Construit en 2013, il est toujours en service. A cette occasion, nous avons mis au point une méthode, des outils et des critères d'évaluation pour permettre à des concepteurs architectes et ingénieurs - de répondre de façon maîtrisée à un projet de gridshell [9]. Cette méthode s'appuie sur la réalisation d'une maquette numérique interactive qui associe des fonctions de modelage 3D basées sur une représentation NURBS des surfaces, des fonctions de maillage par la méthode du compas, et des fonctions de recherche de forme grâce à un code de calcul non linéaire basé sur la méthode de la relaxation dynamique. Elle a la particularité de recentrer le processus de conception sur la définition d'une forme et redonne ainsi de la place à l'expression de l'intention architecturale, là où la complexité des techniques de recherche de forme (sur modèle physique ou numérique) l'en avait privée. Nous avons montré comment cette liberté « retrouvée » a effectivement servi l'architecture du projet pour créer un espace qui fasse sens vis-à-vis de sa destination (un lieu de culte) et qui ne soit pas le produit de contraintes purement techniques. Ce travail, publié en 2016, s'est récemment vu distingué par l'International Association for Bridge
and Structural Engine (IABSE). ${ }^{21}$

## PERTINENCE DES OUTILS

Les outils que nous avons mis au point à l'occasion de ce projet ont pallié à l'inadéquation des outils de design existants, qui sont davantage orientés vers la justification des ouvrages que vers leur conception. Ils nous ont permis d'appréhender la problématique de l'interaction forme-maillage-structure avec beaucoup plus d'agilité que si nous avions eu recours aux seuls outils disponibles dans le commerce. Ils ont rendu possible le développement de ce projet de gridshell dans des contraintes de planning et de coût sévères, à l'opposé des moyens engagés pour la multihalle de Mannheim en 1975. Cependant, cette méthode a également montré un certain nombre de limites qui ont restreint notre capacité à développer une représentation riche et fonctionnelle du projet sous la forme d'une maquette numérique.

## LIMITATION DES OUTILS

Sur le plan de la fonctionnalité de la représentation, il faut bien reconnaître que la maquette actuelle ne permet ni le niveau d'interactivité ni le niveau de réactivité qu'offrirait une simple maquette physique manipulable à la main. Bien que cet aspect n'ai pas constitué l'enjeu principal de notre travail, nous avons porté une grande attention à cette question dans le développement de nos outils, en essayant d'optimiser l'intégration des fonctions et la rapidité du code de calcul pour fournir l'expérience utilisateur la plus fluide et intuitive possible. C'est pour ces mêmes raisons que nous avons choisi d'implémenter nos outils dans le framework Rhinoceros \& Grasshopper. ${ }^{22}$ Pour aller plus loin sur les questions d'interactivité on pourrait explorer le champ de la réalité virtuelle et augmentée pour s'affranchir des limitations inhérentes à l'utilisation d'une souris, d'un clavier et d'un écran pour accéder à la maquette. Pour aller plus loin sur les questions de réactivité on pourrait explorer la piste du calcul parallèle (SIMD, CPU, GPU, ...) pour accélérer les codes de maillage et de recherche de forme ; on pourrait également explorer d'autres méthodes de résolution numériques potentiellement plus rapides que la relaxation dynamique ; ou bien on pourrait encore implémenter des fonctionnalités de raffinement automatique de grille
21. IABSE Awards 2017, Outstanding Paper Award, Technical Report.
22. J'ai commencé à développer ces outils sous la forme de scripts python pour Rhinoceros à l'occasion du projet Solidays. J'ai progressivement migré ces outils vers C\# et développé des bibliothèques de composants Grasshopper. Aujourd'hui, cette maquette est concrètement contrôlée par un canevas Grasshopper.

## CONCLUSION

pour travailler avec les modèles les plus légers possibles en terme de degrés de liberté. Sur le plan de la richesse de la représentation, le code de calcul structurel utilisé reposait sur un élément de poutre discret à seulement trois degrés de liberté [39]. De ce fait, il ne permettait pas la modélisation des phénomènes de torsion et de couplage flexiontorsion dans les éléments structuraux. Bien que ces phénomènes puissent être négligés en première approximation dans le cas de grilles constituées de poutres de section circulaire et rectilignes dans leur configuration naturelle, ces phénomènes peuvent cependant se révéler critiques pour des matériaux fortement anisotropes comme le bois et ou les composites pultrudés, qui en effet résistent mal à des sollicitations de torsion. Par ailleurs, lorsque la section des poutres employées est anisotrope - comme c'est souvent le cas pour les gridshells en bois - ces phénomènes influent fortement sur la forme d'équilibre de la grille et sur le niveau de contrainte observé dans la structure, les poutres pouvant se retrouver soumises à d'importantes courbures selon leur axe fort d'inertie. En outre, l'élément discret à 3 degrés de liberté ne peut représenter la notion de moment que sous la forme d'un couple d'effort. Il reste donc très limité pour modéliser les conditions cinématiques parfois complexes des connexions ou des conditions d'appui, notamment lorsqu'un transfert de moment s'opère (e.g. au niveau d'un encastrement).

## NOUVEAUX MODĖLES DE POUTRE

Dans la seconde partie de notre travail (voir partie I) nous avons donc cherché à dépasser les limitations du modèle de calcul employé pour le projet de la cathédrale éphémère de Créteil. L'objectif poursuivi était de renforcer la précision et la complétude des informations mécaniques retournées par la maquette aux concepteurs, sans pour autant sacrifier le niveau d'interactivité et de réactivité précédemment atteint et qui faisait justement la pertinence de cet outil.
Dans une première tentative (voir chapitre 4), à partir de travaux récents sur les tiges élastiques appliqués au champ des computer graphics [16], et dans la continuité d'un précédent travail de thèse auquel nous avons collaboré [27], nous avons, par une approche variationnelle, formulé un élément de poutre discret qui puisse rendre compte des phénomènes de torsion [18]. La description cinématique de l'élément repose ici sur la définition d'une ligne moyenne comprise comme une courbe paramétrique de l'espace ; et d'une section droite positionnée à l'aide d'un repère mobile adapté à cette courbe, lui-même entièrement déterminé, à une constante près, par une unique variable scalaire. Ainsi, cet élément possède un nombre minimal de degrés de liberté, à savoir 4 . Cependant, ce nouveau modèle ne répond pas à l'ensemble des limitations identifiées précédemment. En particulier, il ne
permet pas de représenter certaines discontinuités qui apparaissent là où les actions mécaniques s'exercent de manière concentrée, comme par exemple au niveau d'un appui, d'une connexion ou bien d'une charge ponctuelle. Cette capacité est pourtant primordiale pour l'étude des détails de la structure, qui sont des points clefs du système constructif comme nous l'avons montré dans notre présentation de la cathédrale éphémère.
Dans une seconde tentative (voir chapitre 5), nous avons donc cherché à combler ces lacunes et à pouvoir rendre compte des discontinuités qui découlent des actions concentrées en sus des phénomènes de torsion. Nous avons commencé par montrer comment, à partir des équations dynamiques de Kirchhoff, nous pouvions formuler de manière relativement directe un élément de poutre à 4 degrés de liberté. Cette approche est apparue plus évidente que la première. Par ailleurs, on a montré qu'elle traitait naturellement la question des actions extérieures et s'insérait parfaitement dans le cadre conceptuel de la relaxation dynamique basé sur le principe fondamental de la dynamique. Puis nous avons développé une réflexion approfondie sur la notion de courbure discrète (voir chapitre 3) qui nous a permis d'identifier les mécanismes géométriques nécessaires à la modélisation des discontinuités de courbure (et donc de moment). En combinant ces résultats nous sommes parvenus à mettre au point un élément de poutre discret à 4 degrés de liberté et 3 noeuds (voir chapitre 6), contre 2 pour les modèles précédents. Les propriétés de section et de matériau sont supposées uniformes sur la longueur de l'élément. Il rend compte du comportement axial, de flexion et de torsion de la poutre, dans le cadre de la théorie de Kirchhoff, pour des sections dont le centre de torsion est confondu avec le centre de masse. Il peut subir des actions concentrées en ses extrémités et des actions distribuées uniformes en partie courante. Les efforts internes sont donc continus sur la longueur de l'élément mais peuvent subir des sauts au niveau des ses extrémités. Nous avons également présenté la démarche à suivre pour implémenter des conditions d'appui de type libre, rigide ou élastique.

## DÉVELOPPEMENT D'UN CODE DE CALCUL

Finalement, nous avons présenté succinctement Marsupilami, le code de calcul que nous avons mis au point et qui implémente ce nouvel élément. Il se matérialise sous la forme d'une API C\# libre de toutes dépendances. Cette API a été partiellement implémentée dans une bibliothèque de composants Grasshopper pour servir d'interface graphique. De nombreuses pistes ont été explorées concernant l'architecture du code pour le doter de nouvelles possibilités, notamment grâce à l'usage des évènements (raffinement automatique de maillage, force suiveuse, parallélisation des calculs, interaction utilisateur, ...). Le

## CONCLUSION

code essaie de tirer le meilleur parti des abstractions proposées par le langage C\# pour marier différents types d'éléments, de conditions d'appui et même de noeuds selon leur nombre de degrés de liberté ( 3,4 ou 6 ). Nous avons pu valider la précision de notre nouvel élément en comparant les résultats de Marsupilami avec ceux du logiciel Abaqus - référence en la matière - sur un certain nombre de cas tests. Réalisés sur des poutres seules, ce travail de validation demande a être poursuivi sur des structures complètes. ${ }^{23}$ Cependant, Marsupilami n'a pour l'instant rien d'un véritable logiciel que l'on pourrait utiliser dans un contexte de production. Dans son état actuel il s'agit plus d'une preuve de concept, qui mériterait un effort de développement conséquent pour établir une première version stable transférable à d'autres utilisateurs.

## PERSPECTIVES

Les modèles, les outils et les méthodes développés au cours de cette recherche ont rendu possible la conception et la réalisation d'un certain nombre de prototypes à une échelle parfois importante, comme ce fût le cas des gridshells de Solidays en 2011 et de Créteil en 2013. L'expérience acquise sur ces projets a mis en valeur la nécessité de disposer d'outils de conception agiles pour aborder l'interaction forme-maillage-structure. Elle a aussi souligné les éléments qui mériteraient d'être approfondis, parmi lesquels nous retiendrons :

- Marsupilami. Le code actuel pourrait devenir une API C\# fort pratique pour le calcul des gridshells moyennant un effort de développement conséquent. Le travail pourrait consister à consolider et étendre l'API actuelle pour la rendre stable et facilement extensible ; ainsi qu'à développer une interface interactive pour la plateforme Rhinoceros \& Grasshopper. Ce travail devrait garder comme objectif la capacité à générer des maquettes numériques de conception qui soient les plus agiles possible. L'API elle-même pourrait potentiellement faire l'objet d'un développement collaboratif, pourquoi pas en partenariat avec d'autres laboratoires, ce qui permettrait de pourvoir aux compétences nécessaires à un tel projet. En ce sens, une licence de type Open Source pourrait permettre une meilleur diffusion du code et donc de toucher de potentiels contributeurs.
- Système Constructif. La noix de connexion et le manchon constituent deux détails clefs du système constructif actuel. Ces pièces pourraient faire l'objet de nombreuses améliorations pour en augmenter la légèreté, ou bien pour les rendre plus fonctionnelles afin de

23. Par exemple un recalcul de la cathédrale de Créteil pourrait peut-être permettre de comprendre certaines des ruptures observées 6 mois après le montage.
faciliter l'assemblage de la grille par les opérateurs. Il en va de même pour le dispositif de contreventement qui impact grandement les coûts de construction comme nous l'avons montré. Dans ce sens nous avons pu tester en 2016, à petite échelle sur trois gridshells en bois d'environ $50 \mathrm{~m}^{2}$, un système à câble installé sur la grille au sol et activé une fois la déformation terminée. Cela a permis de réduire le temps de travail en hauteur de façon significative et a nécessité des développement nouveaux pour les pièces de connexion du système de triangulation.

- Enveloppe. L'enveloppe des ces structures reste un champ difficile à maîtriser du fait de la courbure géométrique. Les membranes employées jusqu'ici ne garantissent aucunes performances acoustiques ou thermiques sérieuses. On pourrait contourner ce problème en identifiant les applications potentielles où ces critères ne sont pas rédhibitoires, comme par exemple pour certaines structures à usage temporaire ou bien pour des couvertures d'espaces industriels qui ne doivent assurer aucune autre fonction que celle de l'étanchéité. Cette question peut être abordée de manière plus globale avec celle de la structure et du contreventement. Nous avons eu l'occasion de développer une réflexion originale sur le sujet, en mettant au point un concept de structure hybride dans lequel l'enveloppe assure à la fois le clos-couvert du bâtiment et le contreventement de la résille en matériau composite [23]. L'idée principale est d'utiliser le gridshell comme cintre pour couler une fine enveloppe en béton fibré par dessus. Une connexion mécanique est assurée entre la résille et le béton pour permettre à l'enveloppe de jouer le rôle de contreventement d'une part ; et minimiser l'épaisseur de béton nécéssaire d'autre part.
- Autres. On pourra aussi considérer plus largement les applications potentielles du présent travail, et principalement l'utilisation de l'élément de poutre mis au point dans le domaine de l'active-bending. En s'intéressant par exemple au problème de positionnement des gaines sur les bras robotisés, un outil autrefois réservé aux grands industriels et en passe de se démocratiser, qui peuvent venir en contact des outils ou gêner le mobilité du bras et dont les mouvements sont difficiles à prévoir (à cause du couplage flexion torsion). Pour rester dans le secteur de la construction, on pourra également regarder du côté des mécanismes avancés appliqués aux shading device [172].

Enfin, bien que ce travail ait permis de mieux comprendre certains aspects des structures de type gridshell élastique et d'enrichir la palette des outils d'analyse disponibles pour les concevoir, il reste manifestement beaucoup à faire pour les démocratiser là où elles pourraient apporter une valeur ajoutée significative. Cependant, il nous semble que ce travail
n'est désormais plus du ressort de la recherche académique et devrait, pour continuer à vivre, trouver une viabilité économique à moyen terme.

APPENDIX

Appendix A
REVIEW OF BUILT ELASTIC GRIDSHELLS

| N | Year | Nickname | Type | City | Country | Ref. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1962 | Experimental structure | Workshop | Berkeley | USA | [19] |
| 2 | 1962 | Exhibition pavilion | Pavilion | Essen | Germany | [19] |
| 3 | 1967 | German Pavilion | Pavilion | Montreal | Canada | [19] |
| 4 | 1973 | Seibu | Experiment | Tokyo | Japan | [1] |
| 5 | 1974 | Basket shell | Experiment | Amehabad | India | [19] |
| 6 | 1974 | Experimental structure | Experiment | London | England | [19] |
| 7 | 1975 | Mannheim Multihalle | Building | Mannheim | Germany | [19] |
| 8 | 1973 | Ferrocement gridshell | Building | Ahmedabad | India | [1] |
| 9 | 1976 | AA Bamboo Latice Shell | Workshop | London | England | [1] |
| 10 | 1976 | Test structure of a gridshell | Experiment | Stuttgart | Germany | [19] |
| 11 | 1977 | Small Pavilion | Workshop | Mexico City | Mexico | [1] |
| 12 | 1977 | Small Greenhouse | Workshop | Zitacuaro | Mexico | [1] |
| 13 | 1977 | Experimental structure | Workshop | Mexico City | Mexico | [1] |
| 14 | 1977 | Experimental structure | Workshop | Mexico City | Mexico | [1] |
| 15 | 1995 | Westminster Lodge | Building | Dorset | England | [32] |
| 16 | 1998 | Earth Center | Building | Doncaster | England |  |
| 17 | 2000 | Japan Pavilion | Pavilion | Hannover | Germany | [3] |
| 18 | 2002 | Downland | Building | Downland | England | [31] |
| 19 | 2002 | Life Science Centre Trust | Building | Pishwanton | England |  |
| 20 | 2003 | Woodland Center | Building | Filmwell | England |  |
| 21 | 2006 | Savill | Building | Savill | England | [5] |
| 22 | 2007 | Chiddingstone Orangery | Roofing | Kent | England |  |
| 23 | 2007 | ENPC | Experiment | Noisy-Champs | France | [6] |
| 24 | 2011 | Solidays | Pavilion | Paris | France | [8] |
| 25 | 2012 | Toledo | Workshop | Naples | Italy | [10] |
| 26 | 2013 | Créteil | Building | Créteil | France | [9] |
| 27 | 2013 | ZA | Workshop | Cluj | Romania |  |
| 28 | 2014 | F2 | Workshop | San Antonio | USA |  |
| 29 | 2014 | Toledo 2.0 | Workshop | Naples | Italy | [12] |
| 30 | 2015 | Booby | Experiment | Noisy-Champs | France | [23] |
| 31 | 2016 | JPO | Pavilion | Toulouse | France |  |
| 32 | 2016 | FAV | Pavilion | Montpellier | France |  |
| 33 | 2016 | CLC | Workshop | Noisy-Champs | France |  |
| 34 | 2016 | Trondheim | Workshop | Trondheim | Norway | [13] |

Table A.I Project review - general informations

| N | Material | Layer | Pitch $m$ | Surface $m^{2}$ | $\begin{array}{r} \text { Span } \\ m \end{array}$ | Section mm |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | steel | single | 0.82 | 52 | 7.8 | double Ø 21.7 |
| 2 | hemelock pine | single | 0.48 | 198 | 16.8 | $60 \times 40$ |
| 3 | hemelock pine | single | 0.50 | 365 | 17.5 | 42x35-42x28 |
| 4 | aluminium | single | 0.50 | 72 | 8.5 | 20x20x2 |
| 5 | bamboo | single | 0.48 | 225 | 15.0 | Ø25.4 |
| 6 | yellow pine | single | 0.45 | 82 | 6.0 | $14 \times 19$ |
| 7 | hemelock pine | double | 0.50 | 7400 | 60.0 | 50x50 |
| 8 | steel | single | 0.50 | 80 | 8.0 | Ø19x1.2 |
| 9 | bamboo | single | 0.7 | 63 | 7.0 | Ø25.4 |
| 10 | hemelock pine | single | 0.50 | 38 | 6.7 | $15 \times 15$ |
| 11 | pine | single | 0.50 | 62 | 6.0 | $16 \times 24$ |
| 12 | wood | double | 0.4 | 81 | 9.0 | 20x22 |
| 13 | aluminium | single | 0.50 | 58 | 7.3 | double Ø8.0 |
| 14 | steel | single |  | 17 | 4.0 | double Ø5.0 |
| 15 | roundwood thinnings | double |  |  |  | Ø100.0 |
| 16 | oak | single | 0.4 | 36 | 6.0 | $32 \times 15$ |
| 17 | cardboard | single | 1.0 | 2500 | 35.0 | Ø120x22 |
| 18 | oak | double | 1.0-0.5 | 710 | 16.0 | $50 \times 35$ |
| 19 | larch | single | 0.6 | 80 | 10.0 | $35 \times 25$ |
| 20 | chestnut | single | 0.6 | 300 | 12.0 | $75 \times 25$ |
| 21 | larch | double | 1.0 | 2000 | 24.0 | $80 \times 50$ |
| 22 | sweet chestnut | double | 1.0 | 50 | 5.0 | $40 \times 30$ |
| 23 | GFRP | single | 1.0 | 170 | 13.0 | Ø41.7x3.5 |
| 24 | GFRP | single | 1.0 | 280 | 15.0 | Ø41.7x3.5 |
| 25 | fir | double | 0.50 | 75 | 6.5 |  |
| 26 | GFRP | single | 1.0 | 350 | 17.5 | Ø $41.7 \times 3.5$ |
| 27 | larch | double | 0.7 | 234 | 13.0 | $70 \times 20$ |
| 28 | wood | double |  | 144 | 12.0 |  |
| 29 | larch | double | 0.50 | 100 | 10.0 | 50x20 |
| 30 | GFRP | single | 0.25 | 10 | 3.4 | Ø10 |
| 31 | pine | double | 0.6 | 50 | 7.0 | $48 \times 12$ |
| 32 | pine | double | 0.6 | 50 | 7.0 | 48 x 12 |
| 33 | pine | double | 0.6 | 50 | 7.0 | $48 \times 12$ |
| 34 | spruce | double | 0.50 | 100 | 10.0 | $48 \times 23$ |

Table A. 2 Project review - key numbers

## REFERENCES

1 F. Otto, "IL13 Multihalle Mannheim," B. Burkhardt, M. Chaitos, J. Langner, W. Langner and G. Lubberger, Eds., ser. Institut für leichte Flächentragwerke (IL). Stuttgart, 1978.

3 M. McQuaid, F. Otto and S. Ban, "Engineering and Architecture: building the Japan pavilion," in Shigeru Ban, Phaidon Press, 2006, pp. 8-11.
5 R. Harris, S. Haskins and J. Roynon, "The Savill Garden gridshell: design and construction," The Structural Engineer, vol. 86, no. 17, pp. 27-34, 2008.
6 C. Douthe, O. Baverel and J.-F. Caron, "Form-finding of a grid shell in composite materials," Journal of the International Association for Shell and Spatial Structures, vol. 47, no. 1, pp. 53-62, 2006.

8 O. Baverel, J.-F. Caron, F. Tayeb and L. du Peloux, "Gridshells in composite materials: construction of a $300 \mathrm{~m}^{2}$ forum for the Solidays' festival in Paris," Structural Engineering International, vol. 22, no. 3, pp. 408-414, 2012.

9 L. du Peloux, F. Tayeb, O. Baverel and J.-F. Caron, "Construction of a large composite gridshell tructure: a lightweight structure made with pultruded glass fibre reinforced polymer tubes," Structural Engineering International, vol. 26, no. 2, pp. 160-167, 2016.

10 B. D'Amico, A. Kermani and H. Zhang, "Form finding and structural analysis of actively bent timber grid shells," Engineering Structures, vol. 81, pp. 195-207, 2014.

12 B. D'Amico, A. Kermani, H. Zhang, A. Pugnale, S. Colabella and S. Pone, "Timber gridshells: numerical simulation, design and construction of a full scale structure," Structures, vol. 3, pp. 227235, 2015.
13 J. Haddal Mork, S. Dyvik Hillersøy, B. Manum, A. Rønnquit and N. Labonnote, "Introducing the segment lath - A simplified modular timber gridshell built in Trondheim Norway," in World Conference on Timber Engineering, Vienna, Austria, 2016.
19 F. Otto, "IL10 Grid Shells," B. Burkhardt, J. Hennicke and E. Schauer, Eds., ser. Institut für leichte Flächentragwerke (IL). Stuttgart, 1974.
23 P. Cuvilliers, C. Douthe, L. du Peloux and R. Le Roy, "Hybrid structural skin: prototype of a GFRP elastic gridshell braced by a fibre-reinforced conrete envelope," Journal of the International Association for Shell and Spatial Structures, vol. 58, no. 1, pp. 65-78, 2017.
31 R. Harris, J. Romer, O. Kelly and S. Johnson, "Design and construction of the Downland gridshell," Building Research and Information, vol. 31, no. 6, pp. 427-454, 2003.
32 R. Burton, M. Dickson and R. Harris, "The use of roundwood thinnings in buildings: a case study," Building Research and Information, vol. 26, no. 2, pp. 76-93, 1998.

## Appendix B CALCULUS OF VARIATIONS

## INTRODUCTION

In this appendix we drawback essential mathematical concepts for the calculus of variations [173]. Recall how the notion of energy, gradients are extended to function spaces.

## 2 SPACES

NORMED SPACE
A normed space $V(\mathbb{K})$ is a vector space $V$ over the scalar field $\mathbb{K}$ with a norm $\|$.$\| .$

A norm is a map $\|\cdot\|: V \times V \longmapsto \mathbb{K}$ which satisfies :

$$
\begin{array}{lll}
\forall x \in V, & \|x\|=0_{\mathbb{K}} \Rightarrow x=0_{V} & \text { B.1a } \\
\forall x \in V, \forall \lambda \in \mathbb{K}, & \|\lambda x\|=|\lambda|\|x\| & \text { B.1b } \\
\forall(x, y) \in V^{2}, & \|x+y\| \leqslant\|x\|+\|y\| & \text { B.1c }
\end{array}
$$

## INNER PRODUCT SPACE

A inner product space or pre-hilbert space $E(\mathbb{K})$ is a vector space $E$ over the scalar field $\mathbb{K}$ with an inner product.
An inner product is a map $\langle;\rangle: E \times E \longmapsto \mathbb{K}$ which is bilinear, symmetric and positivedefinite:

$$
\begin{array}{lll}
\forall(x, y, z) \in E^{3}, \forall(\lambda, \mu) \in \mathbb{K}^{2}, & \langle\lambda x+\mu y ; z\rangle=\lambda\langle x ; z\rangle+\mu\langle y ; z\rangle & \text { B.2a } \\
& \langle x ; \lambda y+\mu z\rangle=\lambda\langle x ; y\rangle+\mu\langle x ; z\rangle & \\
\forall(x, y) \in E^{2}, & \langle x ; y\rangle=\langle y ; x\rangle & \text { B.2b } \\
\forall x \in E, & \langle x ; x\rangle \geqslant 0_{\mathbb{K}} & \text { B.2c } \\
\forall x \in E, & \langle x ; x\rangle=0_{\mathbb{K}} \Rightarrow x=0_{E} & \text { B.2d }
\end{array}
$$

Moreover, an inner product naturally induces a norm on $E$ defined by :

$$
\begin{equation*}
\forall x \in E, \quad\|x\|=\sqrt{\langle x ; x\rangle} \tag{B. 3}
\end{equation*}
$$

Thus, an inner product vector space is also naturally a normed vector space.

## B.2.3 EUCLIDEAN SPACE

An Euclidean space $\mathcal{E}(\mathbb{R})$ is a finite-dimensional real vector space with an inner product. Thus, distances and angles between vectors could be defined and measured regarding to the norm associated with the chosen inner product.
An Euclidean space is nothing but a finite-dimensional real pre-hilbert space.

## BANACH SPACE

A Banach space $\mathcal{B}(\mathbb{K})$ is a complete normed vector space, which means that it is a normed vector space in which every Cauchy sequence of $\mathcal{B}$ converges in $\mathcal{B}$ for the given norm. Thus, a Banach space is a vector space with a metric that allows the computation of vector
length and distance between vectors and is complete in the sense that a Cauchy sequence of vectors always converges to a well defined limit in that space.

## HILBERT SPACE

A Hilbert space is an inner product vector space $\mathcal{H}(\mathbb{K})$ such that the natural norm induced by the inner product turns $\mathcal{H}$ into a complete metric space (i.e. every Cauchy sequence of $\mathcal{H}$ converges in $\mathcal{H})$.
The Hilbert space concept is a generalization of the Euclidean space concept. In physics it's common to encounter Hilbert spaces as infinite-dimensional function spaces.
Hilbert spaces are Banach spaces, but the converse does not hold generally.
For example, $\mathcal{L}^{2}([a, b])$ is an infinite-dimensional Hilbert space with the canonical inner product $\langle f ; g\rangle=\int_{a}^{b} f g$.
Note that $\mathcal{L}^{2}$ is the only Hilbert space among the $\mathcal{L}^{p}$ spaces.

## B. 3 <br> DERIVATIVE

The well known notion of function derivative in $\mathbb{R}^{\mathbb{R}}$ can be extended to maps between Banach spaces. This is useful in physics when formulating problems as variational problems, usually in terms of energy minimization. Indeed, energy is generally defined over a functional vector space and not simply over the real line.
In this case, the research of minimal values of a potential energy rests on the calculus of variations of the energy function compared to variations to other functions defining the problem (geometry, materials, boundary conditions, ...).
Mathematical concepts extended well-known notions of derivative, jacobian and hessian in Euclidean spaces (typically $\mathbb{R}^{2}$ or $\mathbb{R}^{3}$ ) for Banach functional spaces.

## B. 3.1

## FRÉCHET DERIVATIVE

## Differentiability

Let $\mathcal{B}_{V}$ and $\mathcal{B}_{W}$ be two Banach spaces and $U \subset \mathcal{B}_{V}$ an open subset of $\mathcal{B}_{V}$. Let $f: u \longmapsto$ $f(u)$ be a function of $U^{\mathcal{B}_{W}} . f$ is said to be Fréchet differentiable at $u_{0} \in U$ if there exists a continious linear operator $\boldsymbol{D} f\left(u_{0}\right) \in \mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)$ such that :

$$
\lim _{h \rightarrow 0} \frac{f\left(u_{0}+h\right)-f\left(u_{0}\right)-\boldsymbol{D} f\left(u_{0}\right) \cdot h}{\|h\|}=0
$$

Or, equivalently :

$$
f\left(u_{0}+h\right)=f\left(u_{0}\right)+\boldsymbol{D} f\left(u_{0}\right) \cdot h+o(h) \quad, \quad \lim _{h \rightarrow 0} \frac{o(h)}{\|h\|}=0
$$

In the literature, it is common to found the following notations : $d f=\boldsymbol{D} f\left(u_{0}\right) \cdot h=$ $D f_{u_{0}}(h)=D f\left(u_{0}, h\right)$ for the differential of $f$, which means nothing but $D f\left(u_{0}\right)$ is linear regarding $h$. The dot denotes the evaluation of $D f\left(u_{0}\right)$ at $h$. This notation can be ambiguous as far as the linearity of $D f\left(u_{0}\right)$ in $h$ is denoted as a product which is not explicitly defined.

## Derivative

If $f$ is Fréchet differentiable at $u_{0} \in U$, the continous linear operator $\boldsymbol{D} f\left(u_{0}\right) \in \mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)$ is called the Fréchet derivative of $f$ at $u_{0}$ and is also denoted :

$$
\begin{equation*}
f^{\prime}\left(u_{0}\right)=\boldsymbol{D} f\left(u_{0}\right) \tag{B. 5}
\end{equation*}
$$

$f$ is said to be $\mathcal{C}^{1}$ in the sens of Fréchet if $f$ is Fréchet differentiable for all $u \in U$ and the function $D f: u \longmapsto f^{\prime}(u)$ of $U^{\mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)}$ is continuous.

## Differential or total derivative

$d f=\boldsymbol{D} f\left(u_{0}\right) \cdot h$ is sometimes called the differential or total derivative of $f$ and represents the change in the function $f$ for a perturbation $h$ from $u_{0}$.

## Higer derivatives

Because the differential of $f$ is a linear map from $\mathcal{B}_{V}$ to $\mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)$ it is possible to look for the differentiability of $D f$. If it exists, it is denoted $D^{2} f$ and maps $\mathcal{B}_{V}$ to $\mathcal{L}\left(\mathcal{B}_{V}, \mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)\right)$.

## в.з.2 GÂTEAUX DERIVATIVE

## Directional derivative

Let $\mathcal{B}_{V}$ and $\mathcal{B}_{W}$ be two Banach spaces and $U \subset \mathcal{B}_{V}$ an open subset of $\mathcal{B}_{V}$. Let $f: u \longmapsto$ $f(u)$ be a function of $U^{\mathcal{B}_{W}} . f$ is said to have a derivative in the direction $h \in \mathcal{B}_{V}$ at
$u_{0} \in U$ if :

$$
\begin{equation*}
\left.\frac{d}{d \lambda} f\left(u_{0}+\lambda h\right)\right|_{\lambda=0}=\lim _{\lambda \rightarrow 0} \frac{f\left(u_{0}+\lambda h\right)-f\left(u_{0}\right)}{\lambda} \tag{B. 6}
\end{equation*}
$$

exists. This element of $\mathcal{B}_{W}$ is called the directional derivative of $f$ in the direction $h$ at $u_{0}$.

## Differentiability

Let $\mathcal{B}_{V}$ and $\mathcal{B}_{W}$ be two Banach spaces and $U \subset \mathcal{B}_{V}$ an open subset of $\mathcal{B}_{V}$. Let $f: u \longmapsto$ $f(u)$ be a function of $U^{\mathcal{B}_{W}} . f$ is said to be Gâteaux differentiable at $u_{0} \in U$ if there exists a continious linear operator $\boldsymbol{D} f\left(u_{0}\right) \in \mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)$ such that :

$$
\forall h \in \mathcal{U}, \quad \lim _{\lambda \rightarrow 0} \frac{f\left(u_{0}+\lambda h\right)-f\left(u_{0}\right)}{\lambda}=\left.\frac{d}{d \lambda} f\left(u_{0}+\lambda h\right)\right|_{\lambda=0}=\boldsymbol{D} f\left(u_{0}\right) \cdot h
$$

Or, equivalently :

$$
\forall h \in \mathcal{U}, \quad f(u+\lambda h)=f(u)+\lambda \boldsymbol{D} f\left(u_{0}\right) \cdot h+o(\lambda) \quad, \quad \lim _{\lambda \rightarrow 0} \frac{o(\lambda)}{\lambda}=0
$$

In other words, it means that all the directional derivatives of $f$ exist at $u_{0}$.

## Derivative

If $f$ is Gâteaux differentiable at $u_{0} \in U$, the continous linear operator $\boldsymbol{D} f\left(u_{0}\right) \in \mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)$ is called the Gâteaux derivative of $f$ at $u_{0}$ and is also denoted :

$$
f^{\prime}\left(u_{0}\right)=\boldsymbol{D} f\left(u_{0}\right)
$$

$f$ is said to be $\mathcal{C}^{1}$ in the sens of Gâteaux if $f$ is Gâteaux differentiable for all $u \in U$ and the function $D f: u \longmapsto f^{\prime}(u)$ of $U^{\mathcal{L}\left(\mathcal{B}_{V}, \mathcal{B}_{W}\right)}$ is continuous.
The Gâteaux derivative is a weaker form of derivative than the Fréchet derivative. If $f$ is Fréchet differentiable, then it is also Gâteaux differentiable and its Fréchet and Gâteaux derivatives agree, but the converse does not hold generally.

## USEFUL PROPERTIES

Let $\mathcal{B}_{V}, \mathcal{B}_{W}$ and $\mathcal{B}_{Z}$ be three Banach spaces. Let $f, g: \mathcal{B}_{V} \longmapsto \mathcal{B}_{W}$ and $h: \mathcal{B}_{W} \longmapsto \mathcal{B}_{Z}$ be three Gâteaux differentiable functions. Then, the following useful properties holds :

$$
\begin{align*}
& \boldsymbol{D}(f+g)(u)=\boldsymbol{D} f(u)+\boldsymbol{D} g(u)  \tag{B. 9}\\
& \boldsymbol{D}(f \circ h)(u)=\boldsymbol{D} h(f(u)) \circ \boldsymbol{D} f(u)=\boldsymbol{D} h(f(u)) \cdot \boldsymbol{D} f(u) \tag{B. 10}
\end{align*}
$$

Recall that the composition of $\boldsymbol{D} h(f(u))$ with $\boldsymbol{D} f(u)$ means " $\boldsymbol{D} h(f(u))$ applied to $\boldsymbol{D} f(u)$ " and is also denoted by . as explained previously.

## PARTIAL DERIVATIVE

Following [173] the main results on partial derivatives of two-variables functions are presented here. They are generalizable to $n$-variables functions.

## Definition

Let $\mathcal{B}_{V_{1}}, \mathcal{B}_{V_{2}}$ and $\mathcal{B}_{W}$ be three Banach spaces and $U \subset \mathcal{B}_{V_{1}} \oplus \mathcal{B}_{V_{2}}$ an open subset of $\mathcal{B}_{V_{1}} \oplus \mathcal{B}_{V_{2}}$. Let $f: u \longmapsto f(u)$ be a function of $U^{\mathcal{B}_{W}}$. Let $u_{0}=\left(u_{01}, u_{02}\right) \in U$. If the derivatives of the following functions exist:

$$
\begin{align*}
f_{1}: \mathcal{B}_{V_{1}} & \longrightarrow \mathcal{B}_{W}  \tag{B. 11}\\
u_{1} & \longmapsto f\left(u_{1}, u_{02}\right)
\end{align*} \quad, \quad f_{2}: \mathcal{B}_{V_{2}} \longrightarrow \mathcal{B}_{W} \neq f\left(u_{01}, u_{2}\right)
$$

they are called partial derivatives of $f$ at $u_{0}$ and are denoted $\boldsymbol{D}_{1} f\left(u_{0}\right) \in \mathcal{L}\left(\mathcal{B}_{V_{1}}, \mathcal{B}_{W}\right)$ and $\boldsymbol{D}_{2} f\left(u_{0}\right) \in \mathcal{L}\left(\mathcal{B}_{V_{2}}, \mathcal{B}_{W}\right)$.

## Differentiability

Let $\mathcal{B}_{V_{1}}, \mathcal{B}_{V_{2}}$ and $\mathcal{B}_{W}$ be three Banach spaces and $U \subset \mathcal{B}_{V_{1}} \oplus \mathcal{B}_{V_{2}}$ an open subset of $\mathcal{B}_{V_{1}} \oplus \mathcal{B}_{V_{2}}$. Let $f: u \longmapsto f(u)$ be a function of $U^{\mathcal{B}_{W}}$. If $f$ is differentiable, then the partial derivatives exist and satisfy for all $h=\left(h_{1}, h_{2}\right) \in \mathcal{B}_{V_{1}} \oplus \mathcal{B}_{V_{2}}$ :

$$
\begin{align*}
& \boldsymbol{D}_{1} f(u) \cdot h_{1}=\boldsymbol{D} f(u) \cdot\left(h_{1}, 0\right)  \tag{B. 12}\\
& \boldsymbol{D}_{2} f(u) \cdot h_{2}=\boldsymbol{D} f(u) \cdot\left(0, h_{2}\right)  \tag{B. 13}\\
& \boldsymbol{D} f(u) \cdot\left(h_{1}, h_{2}\right)=\boldsymbol{D}_{1} f(u) \cdot h_{1}+\boldsymbol{D}_{2} f(u) \cdot h_{2} \tag{B. 14}
\end{align*}
$$

## B. 4 <br> GRADIENT VECTOR

Let $\mathcal{H}$ be a Hilbert space with the inner product denoted $\langle$,$\rangle . Let U \subset \mathcal{H}$ an open subset of $\mathcal{H}$. Let $F: u \longmapsto F(u)$ be a scalar function of $U^{\mathbb{R}}$. The gradient of $F$ is the map $\operatorname{grad} F: x \longmapsto(\operatorname{grad} F)(x)$ of $U^{\mathcal{H}}$ such that :

$$
\begin{equation*}
\forall h \in \mathcal{H}, \quad\langle(\operatorname{grad} F)(x), h\rangle=\boldsymbol{D} F(x) \cdot h \tag{B. 15}
\end{equation*}
$$

Note that the gradient vector depends on the chosen inner product. For $\mathcal{H}=\mathbb{R}^{n}$ with the canonical inner product, one can recall the usual definition of the gradient vector and the corresponding linear approximation of $F$ :

$$
\boldsymbol{F}_{x+h}=\boldsymbol{F}_{x}+(\operatorname{grad} F)_{x}^{T} H+\boldsymbol{o}(H) \quad, \quad \operatorname{grad} F_{x}=\left[\begin{array}{c}
\frac{\partial F}{\partial x_{1}}  \tag{B. 16}\\
\vdots \\
\frac{\partial F}{\partial x_{n}}
\end{array}\right] \in \mathbb{R}^{n}
$$

Recall that the canonical inner product on $\mathbb{R}^{n}$ is such that $\langle x, y\rangle=X^{T} Y$ in a column vector representation. In this case it is common to denote $\operatorname{grad} F=\nabla F$.
For function spaces the usual definition of the gradient can be extended. For instance if $F$ is a scalar function on $\mathcal{L}^{2}$, the gradient of $F$ is the unique function (if it exists) from $\mathcal{L}^{2}$ which satisfies :

$$
\begin{equation*}
\forall h \in \mathcal{L}^{2}, \quad \boldsymbol{D} F(x) \cdot h=\langle(\operatorname{grad} F)(x), h\rangle=\int(\operatorname{grad} F) h \tag{B. 17}
\end{equation*}
$$

In this case it is common to denote $\operatorname{grad} F=\frac{\delta F}{\delta x}$. The gradient is also known as the functional derivative. The existence and unicity of $\operatorname{grad} F$ is ensured by the Riesz representation theorem.

## JACOBIAN MATRIX

Let $f$ be a differentiable function from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$. The differential or total derivative of such a fonction is a linear application from $\mathbb{R}^{n}$ to $\mathbb{R}^{m}$ which could be represented with
the following matrix called the jacobian matrix :

$$
\boldsymbol{D} f(x)=\boldsymbol{J}_{x}=\frac{d f}{d x}=\left[\begin{array}{lll}
\frac{\partial f}{\partial x_{1}} & \cdots & \frac{\partial f}{\partial x_{n}}
\end{array}\right]=\left[\begin{array}{ccc}
\frac{\partial f_{1}}{\partial x_{1}} & \cdots & \frac{\partial f_{1}}{\partial x_{n}}  \tag{B. 18}\\
\vdots & \ddots & \vdots \\
\frac{\partial f_{m}}{\partial x_{1}} & \cdots & \frac{\partial f_{m}}{\partial x_{n}}
\end{array}\right] \in \mathcal{M}_{m, n}(\mathbb{R})
$$

Thus, with the matrix notation, the Taylor expansion takes the following form :

$$
\begin{equation*}
\boldsymbol{F}_{x+h}=\boldsymbol{F}_{x}+J_{x} H+\boldsymbol{o}(H) \tag{B. 19}
\end{equation*}
$$

In the cas $m=1$, the jacobian matrix of the functional $F$ is nothing but the gradient vector transpose itself :

$$
\boldsymbol{D} F(x)=\boldsymbol{J}_{x}=\frac{d F}{d x}=\left[\begin{array}{lll}
\frac{\partial F}{\partial x_{1}} & \cdots & \frac{\partial F}{\partial x_{n}} \tag{B. 20}
\end{array}\right]=\nabla F^{T}
$$

## HESSIAN

Let $F$ be a differentiable scalar function from $\mathbb{R}^{n}$ to $\mathbb{R}$. The second order differential of such a fonction is a linear application from $\mathbb{R}^{n}$ to $\mathbb{R}^{n}$ which could be represented with the following matrix called the hessian matrix :

$$
D^{2} F(x)=\boldsymbol{H}_{x}=\frac{d^{2} F}{d x}(x)=\left[\begin{array}{cccc}
\frac{\partial^{2} F}{\partial x_{1}^{2}} & \frac{\partial^{2} F}{\partial x_{1} \partial x_{2}} & \cdots & \frac{\partial^{2} F}{\partial x_{1} \partial x_{n}}  \tag{B. 21}\\
\frac{\partial^{2} F}{\partial x_{2} \partial x_{1}} & \frac{\partial^{2} F}{\partial x_{2}^{2}} & \cdots & \frac{\partial^{2} F}{\partial x_{2} \partial x_{n}} \\
\vdots & & \ddots & \vdots \\
\frac{\partial^{2} F}{\partial x_{n} \partial x_{1}} & \frac{\partial^{2} F}{\partial x_{n} \partial x_{2}} & \cdots & \frac{\partial^{2} F}{\partial x_{n}^{2}}
\end{array}\right] \in \mathcal{M}_{n, n}(\mathbb{R})
$$

Thus, with the matrix notation, the Taylor expansion takes the following form :

$$
\begin{equation*}
\boldsymbol{F}_{x+h}=\boldsymbol{F}_{x}+\boldsymbol{J}_{x} H+\frac{1}{2} H^{T} \boldsymbol{H}_{x} H+\boldsymbol{o}(H) \tag{B. 22}
\end{equation*}
$$

## FUNCTIONAL

A functional is a map from a vector space $E(\mathbb{K})$ into its underlying scalar field $\mathbb{K}$. Here $\mathcal{E}_{p}[x, \theta]$ is a functional depending over $x$ and $\theta$.
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## Appendix C PARABOLIC INTERPOLATION

## INTRODUCTION

In this appendix, we give the required formulas to conduct a parabolic interpolation of a scalar or vector-valued function over an interval.
We look for a polynomial interpolation of order 2 of a continuous scalar or vector-valued function $\boldsymbol{V}: t \mapsto \boldsymbol{V}(t)$ over the interval $\left[t_{0}, t_{2}\right]$; supposing that the value of the function is known for three distinct parameters $t_{0}<t_{1}<t_{2}$ :

$$
\begin{array}{ll}
\boldsymbol{V}\left(t_{0}\right)=\boldsymbol{V}_{0} & \text { C.1a } \\
\boldsymbol{V}\left(t_{1}\right)=\boldsymbol{V}_{1} & \text { C.1b } \\
\boldsymbol{V}\left(t_{2}\right)=\boldsymbol{V}_{2} & \text { C.1c }
\end{array}
$$

This interpolation method is employed several times in this thesis, for instance to evaluate the position of a kinetic energy peak during the dynamic relaxation process. It is also
employed for evaluating the bending moment and the curvature of a discrete rod at midedge, knowing its values at vertices.
Note that this interpolation method is valid if the basis in which $\boldsymbol{V}$ is decomposed does not depend on the parameter $t$. Otherwise, the classical transportation term should be considered $(\boldsymbol{\omega} \times \boldsymbol{V})$.

## C. 2 <br> LAGRANGE INTERPOLATING POLYNOMIAL

The Lagrange interpolation of order two is given by the following polynomial :

$$
\begin{equation*}
\boldsymbol{V}(t)=\boldsymbol{V}_{0} \frac{\left(t-t_{1}\right)\left(t-t_{2}\right)}{\left(t_{0}-t_{1}\right)\left(t_{0}-t_{2}\right)}+\boldsymbol{V}_{1} \frac{\left(t-t_{0}\right)\left(t-t_{2}\right)}{\left(t_{1}-t_{0}\right)\left(t_{1}-t_{2}\right)}+\boldsymbol{V}_{2} \frac{\left(t-t_{0}\right)\left(t-t_{1}\right)}{\left(t_{2}-t_{0}\right)\left(t_{2}-t_{1}\right)} \tag{C. 2}
\end{equation*}
$$

## c. 3 REPARAMETRIZATION

Lets introduce the distances $l_{0}$ and $l_{1}$ in the parametric space :

$$
\begin{array}{ll}
l_{0}=t_{1}-t_{0} & \mathrm{C} .3 \mathrm{a} \\
l_{1}=t_{2}-t_{1} & \mathrm{C} .3 \mathrm{~b}
\end{array}
$$

Lets introduce the change of variable $u=t-t_{1}$. The polynomial in eq. (C.2) can be rewritten in the form :

$$
\begin{equation*}
\boldsymbol{V}(u)=\boldsymbol{V}_{0} \frac{u\left(u-l_{1}\right)}{l_{0}\left(l_{0}+l_{1}\right)}-\boldsymbol{V}_{1} \frac{\left(u+l_{0}\right)\left(u-l_{1}\right)}{l_{0} l_{1}}+\boldsymbol{V}_{2} \frac{u\left(u+l_{0}\right)}{l_{1}\left(l_{0}+l_{1}\right)} \tag{C. 4}
\end{equation*}
$$

where :

$$
\begin{array}{ll}
u_{0}=-l_{0} & \text { C.5a } \\
u_{1}=0 & \text { C.5b } \\
u_{2}=l_{1} & \text { C.5c }
\end{array}
$$

The derivative of this polynomial is also required to determine the extremum value of $\boldsymbol{V}$. Differentiating eq. (C.4) gives :

$$
\begin{equation*}
\boldsymbol{V}^{\prime}(u)=\boldsymbol{V}_{0} \frac{2 u-l_{1}}{l_{0}\left(l_{0}+l_{1}\right)}-\boldsymbol{V}_{1} \frac{2 u+\left(l_{0}-l_{1}\right)}{l_{0} l_{1}}+\boldsymbol{V}_{2} \frac{2 u+l_{0}}{l_{1}\left(l_{0}+l_{1}\right)} \tag{C. 6}
\end{equation*}
$$

This expression can be factorized to give the more compact form :

$$
\begin{equation*}
\boldsymbol{V}^{\prime}(u)=\left(\frac{\boldsymbol{V}_{1}-\boldsymbol{V}_{0}}{l_{0}}\right) \frac{l_{1}-2 u}{l_{0}+l_{1}}+\left(\frac{\boldsymbol{V}_{2}-\boldsymbol{V}_{1}}{l_{1}}\right) \frac{l_{0}+2 u}{l_{0}+l_{1}} \tag{C. 7}
\end{equation*}
$$

## CHARACTERISTIC VALUES

Using eq. (C.4) the interpolated values of $\boldsymbol{V}$ at mid distance between $t_{0}$ and $t_{1}\left(u=-l_{0} / 2\right)$, and at mid distance between $t_{1}$ and $t_{2}\left(u=+l_{1} / 2\right)$ are given by :

$$
\begin{align*}
& \boldsymbol{V}_{01}=\boldsymbol{V}_{0} \frac{l_{0}+2 l_{1}}{4\left(l_{0}+l_{1}\right)}+\boldsymbol{V}_{1} \frac{l_{0}+2 l_{1}}{4 l_{1}}-\boldsymbol{V}_{2} \frac{l_{0}^{2}}{4 l_{1}\left(l_{0}+l_{1}\right)} \\
& \boldsymbol{V}_{12}=-\boldsymbol{V}_{0} \frac{l_{1}^{2}}{4 l_{0}\left(l_{0}+l_{1}\right)}+\boldsymbol{V}_{1} \frac{2 l_{0}+l_{1}}{4 l_{0}}+\boldsymbol{V}_{2} \frac{2 l_{0}+l_{1}}{4\left(l_{0}+l_{1}\right)}
\end{align*}
$$

Using eq. (C.7) the interpolated values of $\boldsymbol{V}^{\prime}$ at mid distance between $t_{0}$ and $t_{1}(u=$ $\left.-l_{0} / 2\right)$, and at mid distance between $t_{1}$ and $t_{2}\left(u=+l_{1} / 2\right)$ are given by :

$$
\begin{align*}
& \boldsymbol{V}_{01}^{\prime}=\frac{\boldsymbol{V}_{1}-\boldsymbol{V}_{0}}{l_{0}} \\
& \boldsymbol{V}_{12}^{\prime}=\frac{\boldsymbol{V}_{2}-\boldsymbol{V}_{1}}{l_{1}}
\end{align*}
$$

Remark that this is an interesting result as at these parameters the evaluation of $\boldsymbol{V}^{\prime}$ boils down to a finite difference scheme.
Using eq. (C.7) and introducing $\alpha=\frac{l_{0}}{l_{0}+l_{1}}$ the interpolated values of $\boldsymbol{V}^{\prime}$ at $t_{0}, t_{1}$ and $t_{2}$ are given by :

$$
\begin{array}{ll}
\boldsymbol{V}_{0}^{\prime}=(1+\alpha) \boldsymbol{V}_{01}^{\prime}-\alpha \boldsymbol{V}_{12}^{\prime} & \text { C.10a } \\
\boldsymbol{V}_{1}^{\prime}=(1-\alpha) \boldsymbol{V}_{01}^{\prime}+\alpha \boldsymbol{V}_{12}^{\prime} & \text { C.10b } \\
\boldsymbol{V}_{2}^{\prime}=(\alpha-1) \boldsymbol{V}_{01}^{\prime}+(2-\alpha) \boldsymbol{V}_{12}^{\prime} & \text { C.10c }
\end{array}
$$

Lets rewrite eqs. (C.8a) and (C.8b) with the help of $\alpha$ :

$$
\begin{align*}
& \boldsymbol{V}_{01}=\frac{1}{4}\left((2-\alpha) \boldsymbol{V}_{0}+\frac{2-\alpha}{1-\alpha} \boldsymbol{V}_{1}-\frac{\alpha^{2}}{1-\alpha} \boldsymbol{V}_{2}\right) \\
& \boldsymbol{V}_{01}=\frac{1}{4}\left(-\frac{(1-\alpha)^{2}}{\alpha} \boldsymbol{V}_{0}+\frac{1+\alpha}{\alpha} \boldsymbol{V}_{1}+(1+\alpha) \boldsymbol{V}_{2}\right)
\end{align*}
$$

## c. 5 EXTREMUM VALUE

The extremum value of the parabola is obtained for $\boldsymbol{V}^{\prime}\left(u^{*}\right)=0$. It's a minimum if $\boldsymbol{V}_{12}^{\prime}>\boldsymbol{V}_{01}^{\prime}$ and it's a maximum if $\boldsymbol{V}_{12}^{\prime}>\boldsymbol{V}_{01}^{\prime}$ :

$$
\begin{equation*}
u^{*}=\frac{l_{1} \boldsymbol{V}_{01}^{\prime}+l_{0} \boldsymbol{V}_{12}^{\prime}}{2\left(\boldsymbol{V}_{01}^{\prime}-\boldsymbol{V}_{12}^{\prime}\right)} \tag{C. 12}
\end{equation*}
$$

Remark that if $\boldsymbol{V}_{12}^{\prime}=\boldsymbol{V}_{01}^{\prime}$ it does not make sens to compute $u^{*}$ as in this case the parabola degenerates into a line. The value of the function at this parameter is given by :

$$
\begin{equation*}
\boldsymbol{V}\left(u^{*}\right)=\boldsymbol{V}_{1}+\frac{\left(l_{1} \boldsymbol{V}_{01}^{\prime}+l_{0} \boldsymbol{V}_{12}^{\prime}\right)^{2}}{4\left(l_{0}+l_{1}\right)\left(\boldsymbol{V}_{01}^{\prime}-\boldsymbol{V}_{12}^{\prime}\right)} \tag{C. 13}
\end{equation*}
$$

The parabola in eq. (C.4) now writes :

$$
\begin{equation*}
\boldsymbol{V}(u)=-\frac{\boldsymbol{V}_{01}^{\prime}-\boldsymbol{V}_{12}^{\prime}}{l_{0}+l_{1}}\left(u-u^{*}\right)^{2}+\boldsymbol{V}\left(u^{*}\right) \tag{C. 14}
\end{equation*}
$$

The extremum is located in $\left[t_{0}, t_{2}\right]$ if the sign of $\boldsymbol{V}^{\prime}$ changes on this interval. This condition is satisfied whenever $\boldsymbol{V}_{01}^{\prime} \cdot \boldsymbol{V}_{12}^{\prime}<0$.
Finally, in the special case of a uniform discretization where $l_{0}=l_{1}=l$, eqs. (C.12) and (C.13) become :

$$
\begin{align*}
u^{*} & =\frac{l}{2}\left(\frac{\boldsymbol{V}_{0}-\boldsymbol{V}_{2}}{\boldsymbol{V}_{0}-2 \boldsymbol{V}_{1}+\boldsymbol{V}_{2}}\right) \\
\boldsymbol{V}\left(u^{*}\right) & =\boldsymbol{V}_{1}-\frac{u^{*}}{4 l}\left(\boldsymbol{V}_{2}-\boldsymbol{V}_{0}\right)
\end{align*}
$$

C. 15 b

## INDEX OF NOTATION

## GEOMETRY OF SMOOTH CURVES

An interval of $\mathbb{R}$.
$\gamma \quad$ A parametric curve.
$t \quad$ Any curve parameter.
$s \quad$ The arc length parameter of a curve.
$L \quad$ The length of a curve.
$\boldsymbol{t} \quad$ The unit tangent vector.
$\boldsymbol{n} \quad$ The unit normal vector.
$\boldsymbol{b} \quad$ The unit binormal vector.
$\kappa \quad$ The curvature.
$\tau_{f} \quad$ The torsion of Frenet.
$\boldsymbol{\kappa} \boldsymbol{b} \quad$ The curvature binormal vector.

## CURVE FRAMING

$\boldsymbol{e}_{3}, \boldsymbol{e}_{1}, \boldsymbol{e}_{2}$ Any moving frame.
$\boldsymbol{t}, \boldsymbol{n}, \boldsymbol{b} \quad$ The Frenet frame.
$\boldsymbol{t}, \boldsymbol{u}, \boldsymbol{v} \quad$ The Bishop frame.
$\boldsymbol{\Omega} \quad$ The Darboux (or angular velocity) vector of a moving frame.
$\tau, k_{1}, k_{2} \quad$ The components of the Darboux vector - moving frame basis.

## GEOMETRY OF DISCRETE CURVES

| $\Gamma$ | A discrete curve. |
| :--- | :--- |
| $\boldsymbol{x}_{i}$ | A vertex of a discrete curve. |
| $\boldsymbol{e}_{i}$ | An edge of a discrete curve. |
| $l_{i}$ | The length of edge $\boldsymbol{e}_{i}$. |

## MOTION OF RODS

$s \quad$ The arc length of the centerline - reference configuration.
$s_{t} \quad$ The arc length of the centerline - actual configuration.
$\overline{\boldsymbol{x}} \quad$ The centerline position vector - reference configuration.
$\boldsymbol{x} \quad$ The centerline position vector - actual configuration.
$\overline{d_{3}}, \overline{d_{1}}, \overline{d_{2}}$ The material frame - reference configuration.
$\boldsymbol{d}_{3}, \boldsymbol{d}_{1}, \boldsymbol{d}_{2}$ The material frame - actual configuration.
$\dot{\boldsymbol{x}} \quad$ The velocity of the centerline.
$\boldsymbol{\omega} \quad$ The angular velocity of the material frame.
$\epsilon \quad$ The axial extension.
$\overline{\boldsymbol{\nu}} \quad$ The force strain vector - reference configuration.
$\boldsymbol{\nu} \quad$ The force strain vector - actual configuration.
$\bar{x} \quad$ The material curvature (or moment strain) vector - reference configuration.
$\varkappa \quad$ The material curvature (or moment strain) vector - actual configuration.

## PROPERTIES OF RODS

$E \quad$ The elastic modulus.
$G \quad$ The shear modulus.
$S \quad$ The area of the cross-section.
$I_{1} \quad$ The first principal axis of inertia of the cross-section.
$I_{2} \quad$ The second principal axis of inertia of the cross-section.
$J \quad$ The torsion constant of the cross-section.
$\varphi \quad$ The warping function of the cross-section.

## MECHANICS OF RODS

$\mathcal{E}_{s} \quad$ The stretching energy.
$\mathcal{E}_{b} \quad$ The bending energy.
$\mathcal{E}_{t} \quad$ The twisting energy.
$\boldsymbol{F} \quad$ The vector of internal forces.
$F_{3}, N \quad$ The axial force - material frame basis.
$F_{1} \quad$ The first component of the shear force - material frame basis.
$F_{2} \quad$ The second component of the shear force - material frame basis.
$M \quad$ The vector of internal moments.
$M_{3}, Q \quad$ The twisting moment - material frame basis.
$M_{1} \quad$ The first component of the bending moment - material frame basis.
$M_{2} \quad$ The second component of the bending moment - material frame basis.
$f \quad$ The vector of applied distributed forces.
$\boldsymbol{m} \quad$ The vector of applied distributed moments.

## PARTICLE SPRING SYSTEM

$m^{\boldsymbol{x}} \quad$ The translational lumped mass.
$m^{\theta} \quad$ The rotational lumped mass.
$\boldsymbol{R}^{\boldsymbol{x}} \quad$ The translational resultant force.
$\boldsymbol{R}^{\theta} \quad$ The resultant twisting moment.
$\lambda^{\boldsymbol{x}} \quad$ The translational viscous damping factor.
$\lambda^{\theta} \quad$ The rotational viscous damping factor.
$h \quad$ The time step.
$\mathcal{E}_{k} \quad$ The kinetic energy.
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## Modeling of bending-torsion couplings in active-bending structures APPLICATION TO THE DESIGN OF ELASTIC GRIDSHELLS

An elastic gridshell is a freeform structure, generally doubly curved, but formed out through the reversible deformation of a regular and initially flat structural grid. Building curved shapes that may seems to offer the best of both worlds : shell structures are amongst the most performant mechanically speaking while planar and orthogonal constructions are much more efficient and economic to produce than curved ones. This ability to "form a form" efficiently is of peculiar importance in the current context where morphology is a predominant component of modern architecture, and envelopes appear to be the neuralgic point for building performances.
The concept was invented by Frei Otto, a German architect and structural engineer who devoted
recently emerged. They go beyond the limitations of conventional materials such as timber and offer at all levels much better technical performances for this kind of application. Finally, it should be noted that the regulatory framework has also deeply changed, bringing a certain rigidity to the penetration of innovations in the building industry. Therefore, the design of gridshells arises in new terms for current architects and engineers and comes up against the inadequacy of existing tools and methods.
In a first part, we deliver a thorough review of this topic and we present in detail one of our main achievements, the ephemeral cathedral of Créteil, built in 2013 and still in service. In a second part, we develop an original discrete beam element with

> In this thesis, which marks an important step in a personal research adventure initiated in 2010, we try to embrace the issue of the design of elastic gridshells in all its complexity, addressing both theoretical, technical and constructive aspects.
many years of research to gridshells. In 1975 he designed the Multihalle of Mannheim, a $7500 \mathrm{~m}^{2}$ wooden shell which demonstrated the feasibility of this technology and made it famous to a wide audience. However, despite their potential, very few projects of this kind were built after this major realization. And for good reason, the resources committed at that time cannot guarantee the replicability of this experiment for more standard projects, especially on the economic level. Moreover, the technics and methods developed by Otto's team in the 1960s have mostly fall into disuse or are based on disciplines that have considerably evolved. New materials, such as composite materials, have
a minimal number of degrees of freedom adapted to the modeling of bending and torsion inside gridshell members with anisotropic cross-section. Enriched with a ghost node, it allows to model more accurately physical phenomena that occur at connections or at supports. Its numerical implementation is presented and validated through several test cases. Although this element has been developed specifically for the study of elastic gridshells, it can advantageously be used in any type of problem where the need for an interactive computation with elastic rods taking into account flexion-torsion couplings is required.


[^0]:    simultaneous integration of the theoretical, scientific contributions from mathematics, geodesy, model measuring, statics as well as control loading and calculation. We are dealing with more than pure 'teamwork', we are dealing with team creation.' [Georg Lewenton I, p. 20I]
    3. Pour contourner cette difficulté, une approche prometteuse consiste à identifier des classes de surfaces courbes (comme les maillages isoradiaux) dont certaines propriétés géométriques (e.g. facettes planes, noeuds sans torsion) s'avèrent avantageuses sur le plan constructif [14].

[^1]:    I. In the $19^{\text {th }}$ and $20^{\text {th }}$ centuries model testing was at the heart of structural innovation [29]. Analog models were employed successfully by well-known architects and engineers to go beyond the limits of existing knowledge (A. Gaudi, H. Isler, F. Candela, F. Otto, ...) and are still employed today where numeric models failed to represent accurately some physical phenomenons (for instance in wind analysis for high rise towers and bridges).
    2. "Photography is the medium through which the form and content of a model are communicated. It is one of our most important tools in that it provides the basis for documentation and information, supplements our creative potential [...]" [19, p. 56]

[^2]:    3. Actually, Frei Otto became the director of the newly founded Institute for Lightweight Structures (Institut für Leichte Flächentragwerke or IL) at the University of Stuttgart in 1964. It was the IL that was commissioned by the German government to conduct research in connection with the planning of the German pavilion for the exposition in Montreal.
    4. Video of the construction of the German pavilion : https://www.youtube.com/watch? $\mathrm{v}=\mathrm{ZOmtFMoseUk}$.
    5. "Snow accumulations in the throat of the common edge beam probably caused one of the two grid shells of project Montreal to buckle in a relatively flat region. The diameter of the buckled area was about 3 meters. Neither grid rod was
[^3]:    10. "The Earth Centre Forest Garden was intended to demonstrate how managed woodland could supply the vast majority of all natural resources needed for human survival."
    II. "The key to the modern use of timber gridshells is the development of computer methods in modelling complex three-dimensional shell structures. For the Mannheim structure, the primary method of form finding was the use of physical models. The Earth Centre structures were small and easily modelled using wire mesh, but when Buro Happold was commissioned to design the Japanese Pavilion for Expo 2000 in Hannover (Architect Shigeru Ban), it was apparent that much more sophisticated computer form finding and analysis would be necessary." [3।]
[^4]:    I8 tonnes of sand from a local quarry - equivalent to the maximum predicted snow load, plus a safety factor." [34]
    16. More to be found at: Growing and making Flimwell's chestnut gridshell.
    17. This projet was conducted by the Building Research Establishment.

[^5]:    1.21 b

[^6]:    22. For these projects, I did the shape analysis, the meshing with the compass method, the form-finding with my own dynamic relaxation software, wood testing and specification, grid system detailing (nodes, cross-sections, grid pitch, bracing, slotted holes, shear block, ...) and provided a valuable assistance all along the project.
    23. The co-development of this week was part of my research work. In particular, I provided the form-finding and structural analysis tools and developed the upstream software to generate the fabrication informations required by the milling station. This software was largely parametric so students can truly implement their own design. I was also involved in the planing of the week.
[^7]:    9. The Eurocomp is a kind of pre-standard intended for the structural design of buildings and civil engineering works using GFRP composites, consistent with the Eurocode approach. It is considered as the reference design code for GFRP materials.
[^8]:    A $15 \%$ increase is considered to take into account coordination and supervision of the individual tasks. See fig. 2.33 for a graphical representation of these data.

[^9]:    7. Strictly speaking the map $\boldsymbol{t}: t \longmapsto \boldsymbol{t}(t)$ is a vector field while $\boldsymbol{t}(t)$ is a vector of $\mathbb{R}^{3}$. For the sake of simplicity, and if there is no ambiguity, these two notions will not be explicitly distinguished hereinafter.
    8. The full demonstration of this theorem is attributed to Darboux in [89, p. I I].
[^10]:    I. This is classically referred to as "material linearity" but "geometric nonlinearity". In the literature, large rotation is also employed to refer to large displacement.

[^11]:    2. The formalism of the energy formulation has it pros as it is more straightforwardly translated into minimization problems. Therefore, its resolution is naturally opened to a wide range of algorithm such as Newton-Raphson method, the conjugate gradient method, the steepest descent methods, $\ldots$
[^12]:    5. Requiring that $\boldsymbol{d}_{1} \perp \boldsymbol{d}_{2}$ implies that the description of the motion is convenient only for small in-plane stretching and shearing of the cross-section. This constraint can be relaxed to lead to an even more general theory, called the 2-director Cosserat theory.
[^13]:    length of the bar. Warping in such cases varies along the bar and torsion is accompanied by tension or compression of longitudinal fibers. The rate of change of the angle of twist along the axis of the bar also varies, and we call this the case of non-uniform torsion." [137].

[^14]:    7. Remark that the centerline is now approximated with a biarc in the vicinity of $\boldsymbol{x}_{2 i}$. This is the reason why this model is called the "biarc model".
    8. This model offers the ability to represent discontinuities in curvature -- thus in bending moment -- at handle vertices as the left and right curvatures does not necessarily agree. This is quite different from the classical 3-dof element [4I, 40, 6] which assumes that the curvature -- thus the bending moment -- is $\mathcal{C}^{0}$ and can be evaluated at every vertices from the circumscribed osculating circle.
[^15]:    10. Recall the convention from fig. 5.3 : the internal force and moment are chosen to be the action of the downstream part of the rod upon the upstream part of the rod.
    II. Actually, $R_{i}^{\theta}$ is the component of the resultant moment along $\boldsymbol{d}_{3, i}$. We only need to compute this component as we have only one rotational degree of freedom in our model.
