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Abstract

This thesis focuses on various mathematical questions arising in the non-anticipative functional calculus, a differential calculus for functionals of (right-)continuous paths with finite quadratic variation and the application of this calculus to functionals of stochastic processes. This functional calculus was initially developed by Dupire [20] and Cont & Fournié [8, 9] using the notion of vertical derivative of a functional, a concept based on pathwise directional derivatives. In this thesis we extend the scope and results of this functional calculus to functionals which may not admit such directional derivatives, either through approximations (Part I) or by defining a notion of weak vertical derivative (Part II).

In the first part, we consider the representation of conditional expectations as non-anticipative functionals. Such functional representations may fail, in general, to admit directional derivatives. We show nevertheless that it is possible under very general conditions to approximate such functionals by a sequence of smooth functionals in an appropriate sense. Combined with the functional Itô calculus, this approach provides a systematic method for computing explicit approximations to martingale representations for a large class of Brownian functionals. We also derive explicit convergence rates of the approximations under some assumptions on the functionals. These results are then applied to the problem of sensitivity analysis and dynamic hedging of (path-dependent) contingent claims. Numerical illustrations are provided, which show that this approach is competitive with respect to other methods for computing sensitivities.
In the second part, we propose a concept of *weak vertical derivative* for non-anticipative functionals which may fail to possess directional derivatives. The definition of the weak vertical derivative is based on the notion of pathwise quadratic variation and makes use of the duality associated to the associated bilinear form. The weak vertical derivative operator with respect to a path of finite quadratic variation is shown to be the ‘inverse’ of the pathwise (Föllmer) integral with respect to this path. Our approach involves only pathwise arguments and does not rely on any probabilistic notions. When applied to functionals of a semimartingales, this notion of weak derivative coincides with the probabilistic weak derivative constructed by Cont and Fourniè [10] in a martingale framework. Finally, we show that the notion of weak vertical derivative leads to a functional characterization of local martingales with respect to a reference process, and allows to define a concept of *pathwise* weak solution for path-dependent partial differential equations.
Résumé

Cette thèse est consacrée à l’étude du calcul fonctionnel non-anticipatif, un calcul différentiel pour des fonctionnelles sur l’espace des trajectoires à variation quadratique finie. Ce calcul fonctionnel est basé sur la notion de dérivée verticale d’une fonctionelle, qui est une dérivée directionnelle particulière. Dans cette thèse nous étendons le cadre classique du calcul fonctionnel non-anticipatif à des fonctionnelles ne possédant pas de dérivée directionnelle au sens classique (trajectoriel). Dans la première partie de la thèse nous montrons comment une classe importante de fonctionnelles, définie par une espérance conditionnelle, peuvent être approchées de façon systématique par des fonctionnelles régulières. Dans la deuxième partie, nous introduisons une notion de dérivée verticale faible qui couvre une plus grande classe de fonctionnelles, et notamment toutes les martingales locales.

Dans la première partie, nous nous sommes intéressés à la représentation d’une espérance conditionnelle par une fonctionnelle non-anticipative. D’une manière générale, des fonctionnelles ainsi construites ne sont pas régulières. L’idée est donc d’approximer ces fonctionnelles par une suite des fonctionnelles régulières dans un certain sens. A l’aide du calcul d’Itô fonctionnel, cette approche fournit une façon systématique d’obtenir une approximation explicite de la représentation des martingales pour une grande famille de fonctionnelles Browniennes. Nous obtenons également un ordre de convergence explicite sous des hypothèses plus fortes. Quelques applications au problème de la couverture dynamique sont données à la fin de cette partie.

Dans la deuxième partie, nous étendons la notion de dérivée verticale
d’une fonctionnelle non-anticipative, et nous proposons une notion de dérivée verticale faible pour des fonctionnelles qui n’admettent pas nécessairement de dérivée directionnelle. L’approche proposée est entièrement trajectorielle, et ne repose sur aucune notion probabiliste. Cependant, nous montrons que si l’on applique cette notion à un processus stochastique, elle coïncide avec la notion de dérivée faible proposée dans un cadre probabiliste par Cont et Fournié [10]. Cette notion nous permet également d’obtenir une caractérisation fonctionnelle d’une martingale locale par rapport à un processus de référence fixé, ce qui donne lieu à une notion de solution faible pour des équations aux dérivées partielles dépendant de la trajectoire.
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Notations:

Acronyms and abbreviations:

 càdlàg = right continuous with left limits
 càglàd = left continuous with right limits
 SDE = stochastic differential equation
 BSDE = backward stochastic differential equation
 PDE = partial differential equation
 PPDE = path-dependent partial differential equation
 s.t. = such that
 a.s. = almost surely
 a.e. = almost everywhere
 e.g. = exempli gratia ≡ example given
 i.e. = id est ≡ that is
 etc. = et cetera ≡ and so on

Basic mathematical notations:

\( \mathbb{M}_{d,n}(\mathbb{R}) \) = set of \( d \times n \) matrices with real coefficients

\( \mathbb{M}_d(\mathbb{R}) = \mathbb{M}_{d,d}(\mathbb{R}) \)
\( S_+^d(\mathbb{R}) = \) set of symmetric positive \( d \times d \) matrices

\( D([0,T],\mathbb{R}^d) = \) space of càdlàg paths from \([0,T]\) to \( \mathbb{R}^d \), \( d \in \mathbb{N} \)

\( C([0,T],\mathbb{R}^d) = \) space of continuous paths from \([0,T]\) to \( \mathbb{R}^d \), \( d \in \mathbb{N} \)

\( \cdot = \) scalar product in \( \mathbb{R}^d \) (unless differently specified)

\( \| \cdot \|_\infty = \) supremum norm in spaces of paths, e.g. \( D([0,T],\mathbb{R}^d) \) or \( C([0,T],\mathbb{R}^d) \)

\( \text{tr} = \) trace operator, i.e. \( \text{tr}(A) = \sum_{i=1}^d A_{i,i} \) for \( A \in \mathbb{M}_d(\mathbb{R}) \).

\( {}^tA = \) transpose of a matrix \( A \)

\( x(t) = \) value of \( x \) at time \( t \) for \( x \in D([0,T],\mathbb{R}^d) \)

\( x(t-) = \) left limit of \( x \) at \( t \), i.e. \( \lim_{s \to t, s < t} x(s) \)

\( x(t+) = \) right limit of \( x \) at \( t \), i.e. \( \lim_{s \to t, s > t} x(s) \)

\( \Delta x(t) = \) jump of \( x \) at \( t \), i.e. \( x(t) - x(t-) \)

\( x_t = x(t \wedge \cdot) \in D([0,T],\mathbb{R}^d) \) the path of \( x \) ‘stopped’ at time \( t \)

\( x_{t-} = x_0 + x(t-)1_{[0,T]} \in D([0,T],\mathbb{R}^d) \)

\( x^e_t = x_t + e1_{[t,T]} \in D([0,T],\mathbb{R}^d) \) the vertical perturbation of a path \( x \in D([0,T],\mathbb{R}^d) \) at time \( t \) by a vector \( e \in \mathbb{R}^d \)

\( \Lambda^d_T = \) space of \( d \)-dimensional càdlàg stopped paths

\( \mathcal{W}^d_T = \) subspace of \( \Lambda^d_T \) of \( d \)-dimensional continuous stopped paths

\( \mathcal{D}F = \) horizontal derivative of a non-anticipative functional \( F \)

\( \nabla_w F = \) vertical derivative of a non-anticipative functional \( F \)
Introduction

Itō’s stochastic calculus \([39, 40, 46, 51, 19, 64, 60]\) is an important tool at the core of stochastic analysis and modern probability theory, which extends the methods of calculus to stochastic processes with irregular paths of infinite variation. It has many important applications in the analysis of phenomena with random, irregular evolution in time.

Itō calculus is suited for dealing with functions of stochastic processes which have non-smooth paths with infinite variation but finite quadratic variation in a probabilistic sense. Itō’s stochastic integration theory allows to define integrals \(\int_0^t H(s)dX(s)\) for a large class of non-anticipative integrands \(H\) with respect to a semimartingale \(X\). It is easy to show that in this case, a naïve pathwise construction is impossible \([60]\) due to the irregularity of the paths of \(X\). Another important result is the Itō’s formula, which is a change of variables formula for smooth functions \(f(t, X(t))\) of the current state of a stochastic process \(X\). An additional term linked to the notion of quadratic variation \([X]\) of \(X\) appears in the formula, which differentiates it from the standard differential calculus.

However, in many applications such as statistics of processes, physics or mathematical finance, uncertainty affects the current state of certain process even through its entire past history. In these cases, functionals, rather than functions, of a stochastic process are involved, i.e. quantities of the form

\[
F(X_t) \quad \text{where } X_t := \{X(s), s \in [0, t]\}.
\]

For example, in finance, the price of a path-dependent option can be seen as a functional of the entire past of the underlying. These functionals also
arise naturally in the study of path-dependent stochastic equations and non-Markovian stochastic control problems.

Several approaches have been proposed to provide an analytical framework for the systematic study of such path-dependent functionals. One possible solution is to use the notion of Fréchet derivative for functions defined on a Banach space, for example, the space of paths $D([0,T])$ or $C([0,T])$, but path-dependent quantities in many applications may fail to be Fréchet-differentiable as it is a very strong notion of differentiability. When the underlying stochastic process is the Wiener process, the Malliavin calculus [70, 72, 3, 54, 50, 53] has proven to be a powerful tool for investigating various properties of Wiener functionals. Yet the construction of Malliavin derivative, which is a weak derivative for functionals on Wiener space, involves perturbations which apply to the whole path (both past and future) of the process. This leads to differential representations of Wiener functionals in terms of anticipative processes [6, 36, 54], whereas in many applications such as optimal control, or hedging in finance, it is more natural to consider non-anticipative, or causal versions of such quantities.

In a recent insightful work, inspired by methods used by practitioners to computer the sensitivity of path-dependent derivatives, Bruno Dupire [20] proposed a method to extend the Itô calculus to functionals of stochastic processes in a non-anticipative manner. He introduced two types of path perturbations, which allows to define two directional derivatives for functionals of the paths, called time and space derivatives, corresponding to the sensitivity of functionals to such perturbations.

More precisely, consider a (time-dependent) functional $F : [0,T] \times D([0,T] \times \mathbb{R})$ of a $\mathbb{R}$-valued càdlàg path $X : [0,T] \to \mathbb{R}$ such that the value $F(t, X)$ at time $t \in [0,T]$ depends only on the path $X$ up to time $t$, i.e. $F(t, X) = F(t, X_t)$ where $X_t := \{X(s), s \in [0,t]\}$. Such functionals are called non-anticipative (or causal) functionals. The idea of Dupire is to analyze the influence of a small perturbation of $X$ on the functional $F$. For $t \in [0,T]$, he defined:
• $X_{t}^{h}$ as $X_{t}$ with the endpoint shifted by $h \in \mathbb{R}$:

$$X_{t}^{h}(s) = X(ss) \text{ for } s < t \text{ and } X_{t}^{h}(t) = x(t) + h.$$  

• $X_{t,h}$ with $h > 0$ as an extension of $X_{t}$ by freezing the endpoint over $[t, t+h]$:

$$X_{t,h}(s) = X(s) \text{ for } s \leq t \text{ and } X_{t,h}(s) = X(t) \text{ for } s \in [t, t+h].$$

Dupire defined the space derivative (or vertical derivative) of $F$ as

$$\nabla \omega F(t, X_{t}) := \lim_{h \to 0} \frac{F(t, X_{t}^{h}) - F(t, X_{t})}{h},$$

(if the limit exists) and the time derivative (or horizontal derivative) of $F$ as:

$$D F(t, X_{t}) := \lim_{h \to 0+} \frac{F(t+h, X_{t,h}) - F(t, X_{t})}{h}.$$ 

Clearly $\nabla \omega F$ still defines a non-anticipative functional, and thus we can similarly define the second order space derivative $\nabla^{2} \omega F$ as the space derivative of $\nabla \omega F$.

It is important to emphasize that these derivatives are non-anticipative, i.e. they only depend on the underlying path up to the current time. Another remarkable observation is that the existence of these derivatives is weaker than requiring Fréchet or Gâteaux differentiability of $F$.

However, the main interest of these functional derivatives is that the knowledge of the second-order jet $(D F, \nabla \omega F, \nabla^{2} \omega F)$ allows to capture the behavior of the functional $F$ along a given path if $F$ and its derivatives satisfy in addition some continuity assumptions [8, 9, 10]. More precisely, we have a change of variable formula which is quite similar to the classical Itô formula: if $X$ is continuous semimartingale, and we assume that the non-anticipative functional $F$ is once time differentiable and twice space differentiable with $F$ and its derivatives satisfying some continuity assumptions, then we have: for $t > 0$,

$$F(t, X_{t}) = F(0, X_{0}) + \int_{0}^{t} D F(s, X_{s}) ds + \int_{0}^{t} \nabla \omega F(s, X_{s}) dX(s) + \frac{1}{2} \int_{0}^{t} \nabla^{2} \omega F(s, X_{s}) d[X](s),$$
where $[X]$ is the quadratic variation of the semimartingale $X$. This formula is called the functional Itô formula [8] as it extends the classical Itô formula to the case of a smooth functional $F$.

Following Dupire’s idea, Cont and Fournié [8, 9, 10, 7] developed a rigorous mathematical framework for a path-dependent extension of the Itô calculus. While Dupire’s original work [20] only considered functionals of stochastic processes and used probabilistic arguments in the proof of the functional Itô formula, Cont and Fournié [8] proposed a purely pathwise non-anticipative functional calculus without any reference to probability.

In the seminar paper *Calcul d’Itô sans probabilités* [27], Hans Föllmer proposed a non-probabilistic version of the Itô formula. The main concept is the quadratic variation of a path, which was identified by Föllmer as the relevant property of the path needed to derive the Itô formula. Combining this insight from Föllmer [27] with the ideas of Dupire [20], Cont and Fournié [8] constructed a pathwise functional calculus for non-anticipative functionals defined on the space of càdlàg paths.

Following the work of Dupire, Cont & Fournié, a lot of effort has been devoted to this functional calculus and its various applications, especially in the theory of path-dependent partial differential equations and applications to stochastic control and finance. One of the key topics in stochastic analysis is the deep link between Markov processes and partial differential equations. The development of the functional Itô calculus allows to extend this relation beyond the Markovian setting, leading to a new class of partial differential equations on the path space, commonly called path-dependent partial differential equations. The study of such equation, different notions of its solutions in particular, constitutes currently an active research topic, see for example [7, 21, 61, 15, 58, 22, 23, 14]. The pathwise functional calculus developed in [8] also provides naturally a model-free approach to the problem of continuous-time hedging and trading in finance, which allows to compute the gain of path-dependent trading strategies and analyze the robustness of such strategies in a pathwise manner, see for example [65, 68, 69, 59].
One of the main issues of this functional calculus is that although horizontal and vertical derivatives are directional derivatives, functionals in many applications are not horizontally or vertically differentiable in the sense of Dupire, and without these properties, the functional Itô formula may not be directly applicable \cite{28}. For example, the price of some exotic (path-dependent) option, defined as the conditional expectation of the payoff, can be viewed as a non-anticipative functional of the underlying process, which is in general not horizontally or vertically differentiable (see \cite{65} for some conditions on the payoff under which the conditional expectation admits a vertically differentiable functional representation). Another important example in which horizontal and vertical differentiabilities of a functional might be problematic comes from the theory of path-dependent partial differential equations. Such equations do not always admit a classical (smooth) solution even in the simple case of functional heat equations. This is also the reason various notions of solution are proposed for such equations.

This thesis is mainly devoted to dealing with functionals which are not necessarily horizontally or vertically differentiable. Motivated by applications in finance, we consider first functionals which represent conditional expectations. More precisely, let \( X \) be the solution of the following path-dependent stochastic differential equation:

\[
dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d
\]

where \( W \) is a standard \( d \)-dimensional Brownian motion, and \( X_t \) denotes the path of \( X \) up to time \( t \). Clearly \( X \) is a non-Markovian process. We consider a functional \( g : D([0,T], \mathbb{R}^d) \to \mathbb{R} \). The conditional expectation of \( g(X_T) \) with respect to the natural filtration generated by the process \( X \): \( \mathbb{E}[g(X_T) | \mathcal{F}_t] \) can be viewed as a non-anticipative functional of \( X \) or \( W \), i.e. there exist non-anticipative functionals \( F \) or \( G \) such that:

\[
\mathbb{E}[g(X_T) | \mathcal{F}_t] = G(t, X_t) = F(t, W_t) \quad \text{a.s.}
\]  

(1)

If there exists some smooth functional \( F \) (or \( G \)) which satisfies (1), then
by the functional Itô formula, we have:

\[ g(X_T) = \mathbb{E}[g(X_T)] + \int_0^T \nabla_\omega F(t, W_t) \cdot dW(t) \]

since \( \mathbb{E}[g(X_T)|\mathcal{F}_t] \) is a martingale. We have thus an explicit martingale representation formula for \( g(X_T) \). In finance, the integrand \( \nabla_\omega F(t, W_t) \) is closely related to the delta of the option. So in this case, the delta of the option is well defined and is explicit.

However, it is not always possible to construct or find smooth functionals \( F \) (or \( G \)) which satisfy (1) unless we put very strong assumptions on \( b, \sigma \) and \( g \). Our idea is thus to construct a sequence of explicit smooth functionals \( (F_n)_{n \geq 1} \) which approximates \( F \) in an appropriate sense, and approximate the integrand in the martingale representation of \( g(X_T) \) by \( \nabla_\omega F_n(\cdot, W) \). The main advantages of this method are the following. First, we do not need any strong assumptions (for example differentiability conditions) on the coefficients \( b \) and \( \sigma \) or the functional \( g \). Basically, a Lipschitz-type condition on these coefficients is sufficient. So our method applies in a very general framework. Another important convenience of this method is that the functionals constructed \( F_n \) are explicit and easy to implement and analyze, leading to an explicit control of the approximation error.

Another aspect we develop in this thesis to deal with functionals which are not necessarily smooth is to define a notion of weak derivative. A concept of weak functional derivative was initially proposed by Rama Cont and David-Antoine Fournié in \[10\] in a probabilistic setting. The main idea of their approach is the following. Let \( X \) be a square-integrable Brownian martingale. Consider now the space \( \mathcal{C}^{1,2}_b(X) \) of all square-integrable martingales \( Y \) which admits a smooth functional representation of \( X \), i.e. there exists a smooth functional \( F \) of class \( \mathcal{C}^{1,2}_b \) (which is defined in the following chapter) such that \( Y(t) = F(t, X_t) \) almost surely. They showed this space \( \mathcal{C}^{1,2}_b(X) \) is dense in the space \( \mathcal{M}^2(X) \) of all square-integrable martingales with initial value zero equipped with the norm \( \|Y\| := \sqrt{\mathbb{E}|Y(T)|^2} \). This means that for any \( Y \in \mathcal{M}^2(X) \), there exists a sequence of elements \( (Y_n)_{n \geq 1} \) in \( \mathcal{C}^{1,2}_b(X) \) such that
∥Y_n − Y∥_∞ → 0. Using the Itô isometry formula, Cont and Fournié showed that if F_n are smooth functionals such that Y_n(t) = F_n(t, X_t) almost surely, then the sequence of processes ∇ωF_n(·, X_t) converges to some process φ in an appropriate sense. This allows to define φ as the weak derivative of Y with respect to X: φ := ∇_X Y.

Inspired by this idea, we propose a notion of weak derivative in a strictly pathwise framework using the pathwise calculus for non-anticipative functionals developed in [8]. More precisely, let x be a Rd-valued continuous path defined in [0, T], we would like to know for which functionals F we may define the weak derivative ∇F(·, x·) of F along the path x. The idea is always to approximate F by a sequence of smooth functionals. However, compared to the construction of weak derivative in the probabilistic setting, several additional difficulties emerge in this pathwise construction. First, we need some kind of pathwise isometry formula to define the weak derivative. Using the notion of pathwise quadratic variation proposed by Hans Föllmer [27], we obtain a pathwise version of the Itô isometry formula which only holds for a subspace of all smooth functionals. Another obstacle comes from the fact that the set of paths with finite pathwise quadratic variation along a given sequence of partitions π does not form a vector space, which makes it hard to characterize the space of functionals which admit weak derivatives.

The notion of weak vertical derivative constructed in this thesis coincides with that proposed by Cont and Fournié when applied to a stochastic process. Moreover, this notion also allows to obtain a functional characterization of local martingales with respect to a reference process X, which enables us to define a notion of weak solution for path-dependent partial differential equations.

The thesis is structured as follows:

Chapter 1 The first chapter introduces the pathwise calculus for non-anticipative functionals developed by Rama Cont and David-Antoine Fournié in [8, 7]. We fix notations and recall important notions which will be used
throughout the thesis, such as quadratic variation along a sequence of partitions, non-anticipative functionals, horizontal and vertical derivatives of such functionals, etc. The most important result of this chapter is a change of variable formula (theorem 1.16 [8]) which extends the pathwise Itô formula developed in [27] to the case of non-anticipative functionals.

Chapter 2 introduces the probabilistic counterpart of the pathwise functional calculus, also called the functional Itô calculus, following the work of Dupire [20] and Cont and Fournié [9, 10, 17]. We present in section 2.2 the weak functional calculus proposed in [10], which extends the vertical derivative operator with respect to a given square-integrable martingale \( X \): \( \nabla_X \), to the space of all square-integrable martingales (theorem 2.9). This notion of weak derivative also allows to obtain a general martingale representation formula (theorem 2.10). We then recall briefly, in section 2.3 the relation between the functional Itô calculus and path-dependent partial differential equations, which extends the relation between Markov processes and partial differential equations to the path-dependent setting.

Chapter 3 deals with functionals which represent conditional expectations. Let \( W \) be a standard \( d \)-dimensional Brownian motion defined on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) and \( (\mathcal{F}_t) \) its (\( \mathbb{P} \)-completed) natural filtration. Let \( X \) be the solution of a path-dependent stochastic differential equation:

\[
        dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d
\]

where \( b \) and \( \sigma \) are two non-anticipative functionals, whose values at time \( t \) may depend on the path of \( X \) up to \( t \). Let \( g : D([0,T], \mathbb{R}^d) \to \mathbb{R} \) be a functional such that \( g(X_T) \) is square-integrable. It is well known, by the martingale representation formula, that there exists a unique \( (\mathcal{F}_t) \)-predictable process \( \phi \) with \( \mathbb{E}[\int_0^T \text{tr}(\phi(t) \cdot \phi(t))dt] < \infty \) such that:

\[
g(X_T) = \mathbb{E}[g(X_T)] + \int_0^T \phi \cdot dW.
\]
However, $\phi$ is in general not explicit unless in very specific cases where $b$, $\sigma$ and $g$ are assumed to satisfy strong conditions. The main objective of this chapter is to provide explicit constructive approximations for $\phi$ under a general framework. The idea is to represent the conditional expectation $\mathbb{E}[g(X_T)|\mathcal{F}_t]$ as a functional of $W_t$, i.e. $\mathbb{E}[g(X_T)|\mathcal{F}_t] = F(t, W_t)$ with $F$ a non-anticipative functional. If $F$ is smooth the Functional Itô formula yields

$$\phi(t) = \nabla_\omega F(t, W_t) \ dt \times d\mathbb{P} \text{-a.e.}$$

where $\nabla_\omega F$ denotes the vertical derivative of $F$. If $F$ is not smooth, we construct a sequence of smooth functionals $(F_n)$ which converges to $F$ in an appropriate sense, and such that $\phi_n(t) := \nabla_\omega F_n(t, W_t)$ approximates $\phi$.

We construct the sequence of functionals $(F_n)$ in section 3.3 (definition 3.6) using the Euler approximation scheme for path-dependent SDEs introduced in section 3.2. A first main result of this chapter is to show that $F_n$ is smooth enough to apply the functional Itô formula (theorem 3.7 and theorem 3.8). We then establish, in section 3.4, several convergence results for our approximation method. In particular, we show in theorem 3.10 that we have an explicit rate of convergence under a slightly stronger assumption on $g$. Comparison with Malliavin calculus and some numerical aspects of this method are discussed respectively in section 3.5 and section 3.6. And finally in section 3.7, we provide some numerical examples to show that our method applies naturally to the problem of dynamic hedging of exotic options even in the case where the volatility might be path-dependent.

Chapter 4 is devoted to developing a notion of weak vertical derivative for functionals in a strictly pathwise setting. As we have mentioned previously, unlike the probabilistic construction of weak derivative proposed by Cont and Fournié [10], in absence of probabilistic assumptions, several supplementary difficulties need to be tackled in our construction.

First we establish in section 4.2 a pathwise isometry formula for cylindrical functionals (proposition 4.3) after explaining why this formula might not hold for general smooth functionals. The set $Q^\pi([0,T], \mathbb{R})$ of càdlàg paths
with finite quadratic variation along a given sequence of partitions \( \pi \) is not a vector space \([67]\). So to tackle this problem, we propose in section 4.3 a notion of generalized quadratic variation along a given sequence of partitions (definition 4.5). The advantage of this notion is that the set \( \hat{Q}^\pi([0, T], \mathbb{R}) \) of càdlàg paths with finite generalized quadratic variation along a sequence of partitions \( \pi \) forms now a vector space on which a semi-norm might be defined (proposition 4.4). We then introduce, in section 4.4, the notion of weak vertical derivative along a given path (proposition 4.5) and a characterization of this notion (proposition 4.6).

The notion of weak functional derivative along a single path \( x \) might not seem very interesting in itself as it provides little information on the functionals. However, this notion leads to interesting applications when applied to paths of a stochastic process, as shown in section 4.5 and section 4.6. The first question we are interested in is the relation between the notion of pathwise weak derivative proposed in this chapter and that of weak derivative constructed in a probabilistic framework by Cont and Fourniè in \([10]\). The answer is given in subsection 4.5. Let \( X \) be a non-degenerate square-integrable martingale. We first show that every square-integrable \( \mathcal{F}^X \)-martingale \( M \) can be written as a functional of \( X \): \( M(t) = F(t, X_t) \) with \( F \) weakly vertically differentiable along almost all paths of \( X \) (proposition 4.7). Moreover, the pathwise weak derivative of \( F \) along \( X(\omega, \cdot) \) coincides almost surely with the probabilistic weak derivative of \( M \) with respect to \( X \) defined in \([10]\) (proposition 4.8).

In the last section 4.6, we examine the converse of the above result: given a Brownian martingale \( X \), we seek to characterize functionals \( F \) such that \( F(t, X_t) \) is a (local) martingale. When \( F \) is a smooth functional, it may be characterized as the solution of a path-dependent PDE \([7]\). Here we formulate a more general characterization using the notion of pathwise weak derivative (theorem 4.17). This result can also be extended to the case \( X \) is a continuous square-integrable semimartingale (proposition 4.11), which leads to a notion of weak solution for path-dependent PDEs (definition 4.18).
Chapter 1

Pathwise calculus for non-anticipative functionals

In this chapter, we review main concepts and results of the pathwise calculus for non-anticipative functionals developed in [8]. In his seminar paper *Calcul d’Itô sans probabilités* [27] in 1981, Föllmer proposed a non-probabilistic version of the Itô formula based on the notion of quadratic variation for paths which lie in the space $D([0,T], \mathbb{R}^d)$ of càdlàg paths along a certain sequence of partitions. In particular if $X = (X_t)_{t \in [0,T]}$ is a semimartingale [19, 51, 60], which is the classical setting for stochastic calculus, the paths of $X$ have almost surely finite quadratic variation along a subsequence of such partitions. This shows clearly that the classical Itô calculus has actually a pathwise integral, and Itô integrals of the form $\int_0^T f(X(t-))dX(t)$ can be constructed as pathwise limits of Riemann sums for a certain class of functions $f$. A review of early results on this pathwise calculus is provided in [71].

Of course, the Itô integral with respect to a semimartingale $X$ may be defined for a much larger class of adapted or non-anticipative integrands. So one of the main concerns to a functional extension of Föllmer’s pathwise calculus is that this non-anticipativeness should be taken into account for functionals whereas it is automatically satisfied in the function case for $f(X(t-))$. This gives rise to the concept of non-anticipative functionals,
which plays an important role in what follows.

The results in this chapter are entirely pathwise and do not make use of any probability measure. We start this chapter by recalling the notion of quadratic variation along a sequence of partitions for càdlàg paths and the concept of non-anticipative functionals, which are the cornerstones of this pathwise calculus. We then introduce, following Dupire [20], the horizontal and the vertical derivatives for non-anticipative functionals. Using these directional derivatives, we obtain the main result of this chapter, a functional change of variable formula [8], which shows that the variations of a functional along a càdlàg path with finite quadratic variation can be precisely described by these derivatives.

1.1 Quadratic variation along a sequence of partitions

Throughout the thesis, we denote by $D([0, T], \mathbb{R}^d)$ the space of càdlàg (right-continuous with left limits) paths defined on $[0, T]$ taking values in $\mathbb{R}^d$. Let $X$ be the canonical process on $D([0, T], \mathbb{R}^d)$ and $(\mathcal{F}^i_t)$ the filtration generated by $X$.

Let $\pi = (\pi_m)_{m \geq 1}$ be a sequence of partitions of $[0, T]$ into intervals:

$$\pi_m = (0 = t^m_0 < t^m_1 < \cdots < t^m_{k(m)} = T).$$

$|\pi_m| := \sup\{|t^m_{i+1} - t^m_i|, i = 0, \cdots, k(m) - 1\}$ will denote the mesh size of the partition. If in particular for any $n \geq m$, every interval $[t^n_i, t^n_{i+1}]$ of the partition $\pi_n$ is included in one of the intervals of $\pi_m$, the sequence $(\pi_m)_{m \geq 1}$ is called a nested or refining sequence of partitions. In the following, we will always assume that $\pi$ is a nested sequence of partitions unless otherwise specified.

In [27], Hans Föllmer proposed a notion of pathwise quadratic variation along a sequence of partitions $\pi$. Whereas Föllmer considered initially in his
paper paths defined on $\mathbb{R}_+$, here we limit ourselves to paths defined on a finite time horizon $[0, T]$.

**Definition 1.1** (Quadratic variation of a $\mathbb{R}$-valued path along a sequence of partitions [27]). Let $\pi_m = (0 = t^m_0 < t^m_1 < \cdots < t^m_{k(m)} = T)$ be a sequence of partitions of $[0, T]$ with $|\pi_m| \to 0$. A càdlàg path $x \in D([0, T], \mathbb{R})$ is said to have finite pathwise quadratic variation along $\pi$ if the sequence of the discrete measures

$$\xi_m := \sum_{i=0}^{k(m)-1} (x(t^m_{i+1}) - x(t^m_i))^2 \delta_{t^m_i}$$

where $\delta_t$ is the point mass at $t$, converges weakly to a Radon measure $\xi$ such that $[x]_{\pi}(t) := \xi([0, t])$, $[x]_{\pi}$ has the following Lebesgue decomposition:

$$\forall t \in [0, T], \quad [x]_{\pi}(t) = [x]_{\pi}^c(t) + \sum_{s \leq t} |\Delta x(s)|^2$$

with $[x]_{\pi}^c$ a continuous non-decreasing function and $\Delta x(s) := x(s) - x(s-)$. The non-decreasing function $[x]_{\pi} : [0, T] \to \mathbb{R}_+$ is then called the pathwise quadratic variation of $x$ along the sequence of partitions $\pi = (\pi_m)_{m \geq 1}$.

An intuitive characterization of this property which makes clear the link with the usual notion of quadratic variation is provided in [7] for continuous paths:

**Lemma 1.2.** Let $\pi_m = (0 = t^m_0 < t^m_1 < \cdots < t^m_{k(m)} = T)$ be a sequence of partitions of $[0, T]$ with $|\pi_m| \to 0$. A continuous path $x \in C^0([0, T], \mathbb{R})$ has finite pathwise quadratic variation along $\pi$ if for any $t \in [0, T]$, the limit

$$[x]_{\pi}(t) := \lim_{m \to \infty} \sum_{t^m_{i+1} \leq t} (x(t^m_{i+1}) - x(t^m_i))^2 < \infty$$

exists and the function $t \mapsto [x]_{\pi}(t)$ is a continuous increasing function.

This characterization is simpler since it only involves pointwise convergence of functions rather than weak convergence of measures.
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Proof. If $x$ has finite quadratic variation in the sense of definition [1.1] since $\xi([0,t])$ is continuous in $[0,T]$, we have, for any $t \in [0,T]$, $\xi_m([0,t]) = \sum_{t^m_i \leq t} (x(t^m_{i+1}) - x(t^m_i))^2 \to_{m \to \infty} \xi([0,t])$.

Since $|\pi_m| \to 0$, we have:

$$\lim_{m \to \infty} \sum_{t^m_{i+1} \leq t} (x(t^m_{i+1}) - x(t^m_i))^2 = \lim_{m \to \infty} \sum_{t^m_i \leq t} (x(t^m_{i+1}) - x(t^m_i))^2,$$

which implies $[x]_\pi(t) < \infty$ and $[x]_\pi(t) = \xi([0,t])$.

We assume now $x$ satisfies (1.2). For $t \in [0,T]$, the cumulative distribution function of $\xi_m$ at $t$ converges to $[x]_\pi(t)$. Indeed, since $|\pi_m| \to 0$, we have:

$$\lim_{m \to \infty} \xi_m([0,t]) = \lim_{m \to \infty} \sum_{t^m_{i+1} \leq t} (x(t^m_{i+1}) - x(t^m_i))^2 = \lim_{m \to \infty} \sum_{t^m_i \leq t} (x(t^m_{i+1}) - x(t^m_i))^2 = [x]_\pi(t).$$

Now as $[x]_\pi$ is continuous and non-decreasing in $[0,T]$, there exists a Radon measure $\xi$ such that $(\xi_m)$ converges weakly to $\xi$, and we have $\xi([0,t]) = [x]_\pi(t)$. \hfill \Box

For paths which are only càdlàg, these two definitions are not equivalent. In fact for a path $x \in D([0,T], \mathbb{R})$, pointwise convergence in (1.2) implies that the partition 'exhausts' the jump times of $x$, i.e. if $\Delta x(s) \neq 0$ for some $s \in [0,T]$, then $s \in \pi_m$ for a certain $m$ (thus for any $M \geq m$ since we assume $\pi$ is a nested sequence of partitions). Otherwise $[x]_\pi(s)$ cannot have a Lebesgue decomposition of the form (1.1). This constraint becomes problematic if we want a set of càdlàg paths to have finite quadratic variation along a single fixed sequence of partitions.

However, since we work essentially with continuous paths throughout the thesis, these two definitions are precisely equivalent. We will use, in the following, the characterization (1.2) rather than Definition (1.1) as its formulation seems more natural to us. We denote by $Q^\pi([0,T], \mathbb{R})$ the set of $\mathbb{R}$-valued càdlàg paths $x$ with finite pathwise quadratic variation along $\pi$. 
1.1. Quadratic variation of paths

**Remark 1.3.** One may wonder why we take, in (1.2), \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \) instead of \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \), the cumulative distribution function \( \xi_{m}([0, t]) \) of \( \xi_{m} \) in Föllmer’s definition. Other similar definitions which use, for example, \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \) are also proposed in the literature. These definitions are equivalent in the case of continuous paths and define the same quadratic variation function since \( |\pi_{m}| \to 0 \). However, the quantity considered in (1.2) seems more natural to us since the term \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \) is both ‘non-anticipative’ and non-decreasing in \( t \) whereas \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \) depends on the value of \( x \) after time \( t \) and \( \sum_{i}^{n} (x(t_{i+1} \wedge t) - x(t_{i} \wedge t))^2 \) is not necessarily monotone in \( t \). The property of being non-anticipative in the definition of \( [x]_{\pi} \) is especially convenient if the partitions \( (t_{i})_{i} \) depend on \( x \), i.e. they are stopping times with respect to the canonical filtration \( (\mathcal{F}_{t})_{t} \). \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \) being non-decreasing is particularly interesting when \( x \) is continuous: the pointwise convergence of \( \sum_{i}^{n} (x(t_{i+1}) - x(t_{i}))^2 \) to \( [x]_{\pi}(t) \) implies the uniform convergence in \( t \) in this case due to one of Dini’s theorems. One interesting consequence of this property is the following:

**Corollary 1.1.** Let \( \pi_{m} = (0 = t_{0}^{m} < t_{1}^{m} < \cdots < t_{k(m)}^{m} = T) \) be a sequence of partitions of \([0, T] \) with \( |\pi_{m}| \to 0 \), and let \( x \in \mathcal{Q}([0, T], \mathbb{R}) \) be a continuous path. For any continuous and bounded function \( h \), we have:

\[
\sum_{t_{i}^{m+1} \leq t} h(t_{i}^{m})(x(t_{i+1}^{m}) - x(t_{i}^{m}))^2 \to_{m \to \infty} \int_{0}^{t} h d[x]_{\pi}
\]

(1.3)

uniformly in \( t \in [0, T] \).

**Proof.** Observe first that (1.3) holds for any bounded function \( g \) of the form \( g = \sum_{j} a_{j} 1_{[a_{j}, a_{j+1})} \). Consider now a continuous and bounded function \( h \), we approximate \( h \) by a sequence of piecewise constant functions \( (h_{n})_{n \geq 1} \) such that \( h_{n} \) converges uniformly to \( h \): \( \|h - h_{n}\|_{\infty} \to 0 \). Since \( (h_{n}) \) is uniformly bounded, we have:

\[
\sum_{t_{i}^{m+1} \leq t} h_{n}(t_{i}^{m})(x(t_{i+1}^{m}) - x(t_{i}^{m}))^2 \to_{m \to \infty} \int_{0}^{t} h_{n} d[x]_{\pi}
\]
uniformly in \( t \) and \( n \). We conclude using the fact that:

\[
\sum_{t_i^{m+1} \leq t} (h - h^n)(t_i^m)(x(t_{i+1}^m) - x(t_i^m))^2 \to 0 \quad \text{as} \quad m \to \infty
\]

and

\[
\int_0^t (h - h^n) d[x]_\pi \to 0 \quad \text{as} \quad m \to \infty
\]

uniformly in \( t \).

Note that the quadratic variation \([x]_\pi\) clearly depends on the sequence of partitions \( \pi \). Indeed, as remarked in [7, Example 5.3.2], for any real-valued continuous path, we can construct a sequence of partitions along which that path has null quadratic variation.

Most stochastic processes have finite quadratic variation in the sense of Definition 1.1 along a certain sequence of partitions with probability equal to 1. Indeed, let \( X \) be a continuous semimartingale defined on a probability space \((\Omega, \mathcal{F}, (\mathcal{F}_t)_{t \in [0,T]}, \mathbb{P})\), it is well known that for any sequence of partitions \( \pi = (\pi_m)_{m \geq 1} \) with \(|\pi_m| \to 0\), for any \( t \in [0, T] \), the sequence

\[
S_{m}(t) := \sum_{t_i^{m+1} \leq t} (X(t_{i+1}^m) - X(t_i^m))^2
\]

converges in probability to the quadratic variation \([X, X](t)\) defined for semimartingales. So there exists a subsequence \((\pi_{\phi(m)})\) of \((\pi_m)\) such that we have \(\mathbb{P}\)-almost sure convergence of \(S^\pi_{\phi(m)}\), i.e.

\[
\mathbb{P}(\{\omega \in \Omega, (X(\cdot, \omega)) \text{ has pathwise quadratic variation along } \pi_{\phi}\}) = 1.
\]

For a pathwise construction of functions with non-trivial quadratic variation along a sequence of dyadic partitions, we refer to the work of Mishura and Schied [52].

The notion of quadratic variation along a sequence of partitions is different from the \(p\)-variation of the path \( X \) for \( p = 2 \): the \( p\)-valuation involves taking a supremum over all partitions, not necessarily along a given sequence of partitions. Thus saying a path \( x \) is of finite \( 2 \)-variation is stronger than
assumption, assuming \( x \) has finite quadratic variation along a certain sequence of partitions.

In the sequel, we fix a nested sequence \( \pi = (\pi_m)_{m \geq 1} \) of partitions with 
\[ |\pi_m| \to 0 \quad \text{as} \quad m \to \infty \]
and all limits will be considered along the same sequence \( \pi \). We drop the subscript in \([x]_\pi\) whenever the context is clear.

The extension of this notion to vector-valued paths is somewhat subtle \[27\], since \( Q^\pi([0,T], \mathbb{R}) \) is not a vector space \[67\].

**Definition 1.4 (Quadratic variation for vector-valued paths).** A \( d \)-dimensional path \( x = (x^1, \ldots, x^d) \in D([0,T], \mathbb{R}^d) \) is said to have finite pathwise quadratic variation along \( \pi = (\pi_m)_{m \geq 1} \) if \( x^i, x^j \in Q^\pi([0,T], \mathbb{R}) \) for all \( 1 \leq i, j \leq d \). Then for \( 1 \leq i, j \leq d \) and \( t \in [0,T] \), we have:

\[
\sum_{t_m^k \in \pi_m, t_{m+1}^k \leq t} (x^i(t_{m+1}^k) - x^i(t_m^k))(x^j(t_{m+1}^k) - x^j(t_m^k)) \to_{m \to \infty} [x]_{ij}(t) := \frac{[x^i + x^j](t) - [x^i](t) - [x^j](t)}{2}.
\]

The matrix-valued function \([x] : [0,T] \to S^+_d\) whose elements are given by:

\[
[x]_{ij}(t) = \frac{[x^i + x^j](t) - [x^i](t) - [x^j](t)}{2}
\]

is called the pathwise quadratic variation of the path \( x \): for any \( t \in [0,T] \),

\[
\sum_{t_m^k \in \pi_m, t_{m+1}^k \leq t} (x(t_{m+1}^k) - x(t_m^k))(x(t_{m+1}^k) - x(t_m^k)) \to_{m \to \infty} [x](t) \in S^+_d
\]

and \([x]\) is non-decreasing in the sense of the order on positive symmetric matrices: for \( h \geq 0 \), \([x](t + h) - [x](t) \in S^+_d\).

We denote by \( Q^\pi([0,T], \mathbb{R}^d) \) the set of \( \mathbb{R}^d \)-valued càdlàg paths with finite pathwise quadratic variation along \( \pi \).

**Remark 1.5.** Note that in definition 1.4, we require that \( x^i + x^j \in Q^\pi([0,T], \mathbb{R}) \), which does not necessarily follow from requiring \( x^i, x^j \in Q^\pi([0,T], \mathbb{R}) \). This indicates that \( Q^\pi([0,T], \mathbb{R}) \) is not a vector space. Indeed, for \( x, y \in Q^\pi([0,T], \mathbb{R}) \),
contrary to the definition of the variation for a path, here for a fixed \( t \in [0, T] \),
the sequence \( (q_m) \) defined by:
\[
q_m := \sum_{t_{i+1}^m \leq t} (x(t_{i+1}^m) + y(t_{i+1}^m) - x(t_i^m) - y(t_i^m))^2
\] (1.4)
is no longer non-decreasing in \( m \) even for a nested sequence of partitions.
Let \( \delta x_k^m = x(t_{k+1}^m) - x(t_k^m) \) and \( \delta y_k^m = y(t_{k+1}^m) - y(t_k^m) \). We have:
\[
|\delta x_k^m + \delta y_k^m|^2 = |\delta x_k^m|^2 + |\delta y_k^m|^2 + 2\delta x_k^m\delta y_k^m.
\]
The cross-product terms may be positive, negative, or have an oscillating sign which may prevent the convergence of the sequence \( (q_m) \) defined in (1.4). An example of two paths \( x, y \in Q^\pi([0, T], \mathbb{R}) \) while \( x + y \notin Q^\pi([0, T], \mathbb{R}) \) is given in [67].

The main purpose of this notion of pathwise quadratic variation is to introduce a non-probabilistic version of the Itô formula [27], in which the pathwise quadratic variation plays naturally the role of quadratic variation of a semimartingale in the classical Itô formula to describe the irregularity of a path, leading to a change of variable formula for paths which may have infinite variation.

**Proposition 1.1** (Pathwise Itô formula for functions [27]). Let \( \pi_m = (0 = t_0^m < t_1^m < \cdots < t_{k(m)}^m = T) \) be a sequence of partitions of \([0, T]\) with \( |\pi_m| \to 0 \) as \( m \to \infty \), and \( x \in Q^\pi([0, T], \mathbb{R}^d) \) a càdlàg path. Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a twice continuously differentiable function. We have, \( \forall t \in [0, T] \),
\[
f(t) = f(0) + \int_0^t \nabla f(x(s-)) \cdot d^x x(s) + \frac{1}{2} \int_0^t \text{tr}(\nabla^2 f(x(s-))d[x]_c^x(s)) + \sum_{s \leq t} [F(x(s)) - F(x(s-)) - \nabla f(x(s-)) \cdot \Delta x(s)]
\] (1.5)
where \( \nabla f \) is the gradient of \( f \), \( \nabla^2 f \) its Hessian matrix, and the integral with respect to \( d^x x \) is defined as the limit of non-anticipative Riemann sums along \( \pi \):
\[
\int_0^t \nabla f(x(s-)) \cdot d^x x(s) := \lim_{m \to \infty} \sum_{t_i^m \in \pi_m, t_i^m \leq t} \nabla f(x(t_i^m)) \cdot (x(t_{i+1}^m) - x(t_i^m))
\] (1.6)
1.2. Non-anticipative functionals

It is easy to deduce from (1.5) that if \( x \in Q^\pi([0, T], \mathbb{R}^d) \) and \( f \in C^2(\mathbb{R}^d, \mathbb{R}) \), then \( y = f \circ x \in Q^\pi([0, T], \mathbb{R}) \) with

\[
[y]_x(t) = \int_0^t \text{tr}(\nabla^2 f(x(s)))d[x]^c_x(s) + \sum_{s \leq t} |f(x(s)) - f(x(s^-))|^2.
\]

This means that the class of paths with finite quadratic variation along a fixed sequence of partitions \( \pi \) is stable under \( C^2 \) transformations. The same result still holds if we only assume \( f \in C^1(\mathbb{R}^d, \mathbb{R}) \) (see for example [71]).

The pathwise Itô formula (1.5) was recently generalized by Cont and Fournié to the case where \( f \) is a path-dependent functional [8] using the non-anticipative functional calculus, which will be presented in the next section.

1.2 Non-anticipative functionals

As usual, we denote by \( D([0, T], \mathbb{R}^d) \) the space of càdlàg paths on \([0, T]\) with values in \( \mathbb{R}^d \). For a path \( x \in D([0, T], \mathbb{R}^d) \), for any \( t \in [0, T] \), we denote:

- \( x(t) \in \mathbb{R}^d \) its value at time \( t \);
- \( x(t-) = \lim_{s \to t, s < t} x(s) \) its left limit at \( t \);
- \( \Delta x(t) = x(t) - x(t-) \) the jump size of \( x \) at \( t \);
- \( x_t = x(t \wedge \cdot) \in D([0, T], \mathbb{R}^d) \) the path of \( x \) stopped at time \( t \);
- \( x_{t-} = x1_{[0,t)} + x(t-)1_{[t,T]} \in D([0, T], \mathbb{R}^d) \);
- \( \|x\|_\infty = \sup\{|x(t)|, t \in [0, T]\} \) the supremum norm of \( x \) on \([0, T]\).

The non-anticipative functional calculus is a functional calculus which applies to non-anticipative functionals of càdlàg paths with finite pathwise quadratic variation in the sense of definition 1.4. It was first introduced in [8], using the notion of directional derivatives proposed by Bruno Dupire [20]. We recall here some key concepts and results of this approach following [7].
Let $X$ be the canonical process on $\Omega := D([0,T], \mathbb{R}^d)$, and $(\mathcal{F}_t^0)_{t \in [0,T]}$ the filtration generated by $X$. We are interested in non-anticipative functionals of $X$, that is, the functionals $F : [0,T] \times D([0,T], \mathbb{R}^d) \to \mathbb{R}$ such that:

$$\forall \omega \in \Omega, \quad F(t, \omega) = F(t, \omega_t).$$

(1.7)

The process $t \mapsto F(t, X)$ then only depends on the path of $X$ up to time $t$ and is $(\mathcal{F}_t^0)$-adapted.

It is sometimes convenient to define such functionals on the space of stopped paths $\mathcal{S}$: a stopped path is an equivalence class in $[0,T] \times D([0,T], \mathbb{R}^d)$ for the following equivalence relation:

$$(t, \omega) \sim (t', \omega') \iff t = t' \quad \text{and} \quad \omega_t = \omega'_t.$$  

(1.8)

The space of stopped paths is defined as the quotient of $[0,T] \times D([0,T], \mathbb{R}^d)$ by the equivalence relation (1.8):

$$\Lambda^d_T := \{(t, \omega(t \wedge .)), (t, \omega) \in [0,T] \times D([0,T], \mathbb{R}^d)\} = ([0,T] \times D([0,T], \mathbb{R}^d))/\sim.$$  

We denote by $W^d_T$ the subset of $\Lambda^d_T$ consisting of continuous stopped paths. We endow $\Lambda^d_T$ with a metric space structure by defining the following distance:

$$d_\infty((t, \omega), (t', \omega')) := \sup_{u \in [0,T]} |\omega(u \wedge t) - \omega'(u \wedge t')| + |t - t'| = \|\omega_t - \omega'_t\|_\infty + |t - t'|.$$  

$(\Lambda^d_T, d_\infty)$ is then a complete metric space.

Any map $F : [0,T] \times D([0,T], \mathbb{R}^d) \to \mathbb{R}$ satisfying the non-anticipativeness condition (1.7) can be equivalently viewed as a functional defined on the space $\Lambda^d_T$ of stopped paths:

**Definition 1.6.** A **non-anticipative functional** on $[0,T] \times D([0,T], \mathbb{R}^d)$ is a measurable map $F : (\Lambda^d_T, d_\infty) \to \mathbb{R}$ on the space $(\Lambda^d_T, d_\infty)$ of stopped paths.

Using the metric structure of $(\Lambda^d_T, d_\infty)$, we denote by $C^{0,0}(\Lambda^d_T)$ the set of continuous maps $F : (\Lambda^d_T, d_\infty) \to \mathbb{R}$. We can also define various weaker notions of continuity for non-anticipative functionals.
Definition 1.7. A non-anticipative functional $F$ is said to be:

- continuous at fixed times if for any $t \in [0, T]$, $F(t, .) \in \mathbb{R}^d$, $\forall \omega \in D([0, T], \mathbb{R}^d)$, $\forall \epsilon > 0$, $\exists \eta > 0$, $\forall \omega, \omega' \in D([0, T], \mathbb{R}^d)$,
  \[ \| \omega_t - \omega'_t \|_{\infty} < \eta \implies |F(t, \omega) - F(t, \omega')| < \epsilon. \]

- left-continuous if $\forall (t, \omega) \in \Lambda^d_T$, $\forall \epsilon > 0$, $\exists \eta > 0$, $\forall (t', \omega') \in \Lambda^d_T$,
  \[ (t' < t \text{ and } d_{\infty}((t, \omega), (t', \omega')) < \eta) \implies |F(t, \omega) - F(t', \omega')| < \epsilon. \]

We denote by $C_0^{0,0}(\Lambda^d_T)$ the set of left-continuous functionals. Similarly, we can define the set $C_0^{0,0}(\Lambda^d_T)$ of right-continuous functionals.

We also introduce a notion of local boundedness for functionals. We call a functional $F$ boundedness-preserving if it is bounded on each bounded set of paths:

Definition 1.8. A non-anticipative functional $F$ is said to be boundedness-preserving if for any compact subset $K$ of $\mathbb{R}^d$ and $t_0 < T$,

$\exists C(K, t_0) > 0, \forall t \in [0, t_0], \forall \omega \in D([0, T], \mathbb{R}^d)$, $\omega([0, t]) \subset K \implies F(t, \omega) < C(K, t_0)$.

We denote by $B(\Lambda^d_T)$ the set of boundedness-preserving functionals.

Lemma 1.9 (\cite{8}). Several properties of regularity of the paths generated by non-anticipative functionals may be deduced from the regularities of such functionals:

1. If $F \in C_0^{0,0}(\Lambda^d_T)$, then for all $\omega \in D([0, T], \mathbb{R}^d)$, the path $t \mapsto F(t, \omega_t)$ is left-continuous;

2. If $F \in C_0^{0,0}(\Lambda^d_T)$, then for all $\omega \in D([0, T], \mathbb{R}^d)$, the path $t \mapsto F(t, \omega_t)$ is right-continuous;

3. If $F \in C_0^{0,0}(\Lambda^d_T)$, then for all $\omega \in D([0, T], \mathbb{R}^d)$, the path $t \mapsto F(t, \omega_t)$ is càdlàg and continuous at each point where $\omega$ is continuous.
4. If $F \in \mathcal{B}(\Lambda^d_T)$, then for all $\omega \in D([0,T],\mathbb{R}^d)$, the path $t \mapsto F(t,\omega_t)$ is bounded.

We now recall some notions of differentiability for non-anticipative functionals. For $e \in \mathbb{R}^d$ and $\omega \in D([0,T],\mathbb{R}^d)$, we define the vertical perturbation $\omega^e_t$ of $(t,\omega)$ as the càdlàg path obtained by shifting the path $\omega$ by $e$ after $t$:

$$\omega^e_t := \omega_t + e1_{[t,T]}.$$

**Definition 1.10.** A non-anticipative functional $F$ is said to be:

- **horizontally differentiable at** $(t,\omega) \in \Lambda^d_T$ if
  $$\mathcal{D}F(t,\omega) := \lim_{h \to 0^+} \frac{F(t+h,\omega_t) - F(t,\omega_t)}{h}$$
  exists. If $\mathcal{D}F(t,\omega)$ exists for all $(t,\omega) \in \Lambda^d_T$, then the non-anticipative functional $\mathcal{D}F$ is called the horizontal derivative of $F$.

- **vertically differentiable at** $(t,\omega) \in \Lambda^d_T$ if the map:
  $$\begin{pmatrix} \mathbb{R}^d & \rightarrow & \mathbb{R} \\ e & \mapsto & F(t,\omega_t + e1_{[t,T]}) \end{pmatrix}$$
  is differentiable at 0. Its gradient at 0 is called the vertical derivative of $F$ at $(t,\omega)$:

  $$\nabla_\omega F(t,\omega) := (\partial_i F(t,\omega), i = 1, \cdots, d) \in \mathbb{R}^d$$

  with

  $$\partial_i F(t,\omega) := \lim_{h \to 0} \frac{F(t,\omega_t + h e_i 1_{[t,T]}) - F(t,\omega_t)}{h}$$

  where $(e_i, i = 1, \cdots, d)$ is the canonical basis of $\mathbb{R}^d$. If $F$ is vertically differentiable at all $(t,\omega) \in \Lambda^d_T$, $\nabla_\omega F : (t,\omega) \to \mathbb{R}^d$ defines a non-anticipative map called the vertical derivative of $F$.

We may repeat the same operation on $\nabla_\omega F$ and define similarly $\nabla^2_\omega F$, $\nabla^3_\omega F$, $\cdots$. This allows us to define the following classes of smooth functionals:
1.2. Non-anticipative functionals

**Definition 1.11** (Smooth functionals). We define \( C^{1,k}_b(\Lambda^d_T) \) as the set of non-anticipative functionals \( F : (\Lambda^d_T, d_\infty) \to \mathbb{R} \) which are:

- horizontally differentiable with \( \mathcal{D}F \) continuous at fixed times;
- \( k \) times vertically differentiable with \( \nabla_j^\omega F \in C^0,0^l(\Lambda^d_T) \) for \( j = 0, \cdots, k \);
- \( \mathcal{D}F, \nabla_\omega F, \cdots, \nabla_k^\omega F \in \mathbb{B}(\Lambda^d_T) \).

We denote \( C^{1,\infty}_b(\Lambda^d_T) = \bigcap_{k \geq 1} C^{1,k}_b(\Lambda^d_T) \).

**Remark 1.12.** Since horizontal and vertical derivatives are directional derivatives, the horizontal or vertical differentiability of a functional does not imply its continuity with respect to \( d_\infty \). Thus in definition 1.11, we still need to impose some continuity condition on \( F \) and its derivatives even if \( F \) is horizontally and vertically differentiable.

However, many examples of functionals in applications may fail to be globally smooth, especially those involving exit times. Their derivatives may still be well behaved, except at certain stopping times. The following example illustrates a prototype of such functionals:

**Example 1.13** ([28, Example 4.1]). Let \( W \) be a one-dimensional Brownian motion, \( b > 0 \), and \( M(t) = \sup_{0 \leq s \leq t} W(s) \). Consider the \((\mathcal{F}_t^W)\)-adapted martingale:

\[ Y(t) = \mathbb{E}[1_{M(T) \geq b} | \mathcal{F}_t^W]. \]

Then \( Y \) admits the functional representation \( Y(t) = F(t,W_t) \) with \( F \) a non-anticipative functional defined as:

\[ F(t,\omega) := 1_{\sup_{0 \leq s \leq t} \omega(s) \geq b} + 1_{\sup_{0 \leq s \leq t} \omega(s) < b} \left[ 2 - 2\Phi \left( \frac{b - \omega(t)}{\sqrt{T-t}} \right) \right], \]

where \( \Phi \) is the cumulative distribution function of the standard normal variable. Observe that the functional \( F \notin C^{0,0}^0(\Lambda^d_T) \) since a path \( \omega_t \) with \( \omega(t) < b \) but \( \sup_{0 \leq s \leq t} \omega(s) = b \) can be approximated in the sup norm by paths with \( \sup_{0 \leq s \leq t} \omega(s) < b \). However, one can easily check that \( \nabla_\omega F, \nabla_\omega^2 F \) and \( \mathcal{D}F \) exist almost everywhere.
Fortunately, for such functionals, using a localization argument, we can still obtain a functional change of variable formula as will be presented in the following section. We now introduce the notion of locally smooth functionals:

**Definition 1.14** (Locally smooth functionals). A non-anticipative functional $F$ is said to be locally smooth of class $C^{1,2}_{loc}(\Lambda^d_T)$ if there exists an increasing sequence $(\tau_n)_{n \geq 0}$ of stopping times with $\tau_0 = 0$ and $\tau_n \to \infty$, and a sequence of functionals $F_n \in C^{1,2}_b(\Lambda_T^d)$ such that:

$$F(t, \omega) = \sum_{n \geq 0} F_n(t, \omega) 1_{[\tau_n(\omega), \tau_{n+1}(\omega))}(t).$$

Recall that a stopping time (or a non-anticipative random time) on $(\Omega, (\mathcal{F}_t)_{t \in [0,T]})$ is a measurable map $\tau : \Omega \to \mathbb{R}_+$ such that for any $t \geq 0$,

$$\{\omega \in \Omega, \tau(\omega) \leq t\} \in \mathcal{F}_t^0.$$

We end this section by giving a particularly important class of smooth functionals which are frequently used throughout this thesis, the so-called cylindrical non-anticipative functionals.

**Definition 1.15** (Cylindrical functionals). A non-anticipative functional $F$ is said to be cylindrical if there exists $0 \leq t_1 < t_2 < \cdots < t_n \leq T$ such that for all $\omega \in D([0,T], \mathbb{R}^d)$,

$$F(t, \omega) = h(\omega(t) - \omega(t_n-)) 1_{t > t_n} g(\omega(t_1-), \omega(t_2-), \cdots, \omega(t_n-))$$

(1.9)

for some continuous function $g \in C(\mathbb{R}^{n \times d}, \mathbb{R})$ and some twice differentiable function $h \in C^2(\mathbb{R}^d, \mathbb{R})$ with $h(0) = 0$.

A cylindrical functional can be seen as the middle ground between a functional which depends on the whole path of $\omega$ and a function which at time $t$ only depends on $\omega(t)$: the value of a cylindrical functional at time $t$ depends only on the value of $\omega$ at $t$ and a finite number of points in $[0,T]$ which are initially fixed. It is easy to check that the functional $F$ defined by (1.9) is smooth, i.e. $F \in C^{1,2}_b(\Lambda_T^d)$ with $DF \equiv 0$ and for $j = 1, 2$,

$$\nabla^j_\omega F(t, \omega) = \nabla^j h(\omega(t) - \omega(t_n-)) 1_{t > t_n} g(\omega(t_1-), \omega(t_2-), \cdots, \omega(t_n-)).$$
1.3 Change of variable formula for functionals

In 2010, Cont and Fournié extended Föllmer’s change of variable formula (1.5) to non-anticipative functionals defined on Λ^d_T [8]. A by-product of this formula is the definition of an analogue of Föllmer’s integral (1.6) for certain class of functionals. When applying this formula to paths of a stochastic process with a properly chosen sequence of partitions, one obtains the functional Itô formula initially proposed in [20] with probabilistic arguments.

In the functional setting, the main difficulty compared to Föllmer’s change of variable formula for functions (1.5) is to control the variation of a functional using its derivatives. In the case of a function, it is rather simple. It suffices to apply the Taylor expansion to the function as its value only depends on the value of the path on one point. However, a functional at t may depend on the whole path up to time t, which is clearly a quantity of infinite dimension. A direct application of the Taylor expansion is thus impossible.

The idea of Cont and Fournié [8] is to first approximate the path ω by a sequence of piecewise constant paths (ω^m)_{m≥0} which converges uniformly to ω. The variation of a non-anticipative functional F along ω^m can thus be decomposed into finite dimensional terms with its horizontal and vertical derivatives after a Taylor expansion. Then using the continuity assumption on F and its derivatives, we obtain a change of variable formula for F.

Let π_m = (0 = t^m_0 < t^m_1 < · · · < t^m_{k(m)} = T) be a nested sequence of partitions of [0, T] with |π_m| → 0, and ω ∈ Q^x([0, T], R^d). Since ω has at most a countable set of jump times, we may always assume that the partition exhausts the jump times in the sense that:

\[ \sup_{t \in [0, T] \setminus \pi_m} |\Delta \omega(t)| \to 0. \]  \hspace{1cm} (1.10)

We now define the piecewise constant approximations ω^m of ω by:

\[ \omega^m(t) := \sum_{i=0}^{k(m)-1} \omega(t^m_{i+1}^-)1_{[t^m_i, t^m_{i+1})}(t) + \omega(T)1_{\{T\}}(t). \]  \hspace{1cm} (1.11)
Clearly under the assumption (1.10), the sequence \(( \omega^m )_{m \geq 0}\) converges uniformly to \(\omega\):

\[
\sup_{t \in [0,T]} |\omega^m(t) - \omega(t)| \to 0.
\]

We now present the main result of this section, the change of variable formula for non-anticipative functionals of càdlàg paths:

**Theorem 1.16** (Pathwise change of variable formula for smooth functionals [8]). Let \(\omega \in Q^\pi([0,T], \mathbb{R}^d)\) satisfying (1.10). Then for any non-anticipative functional \(F \in C_{1,2}^{1,2}(\Lambda^d_T)\), the limit

\[
\int_0^T \nabla_\omega F(t, \omega_t) \cdot d^\pi \omega := \lim_{m \to \infty} \sum_{i=0}^{k(m) - 1} \sum_{i=0}^{k(m) - 1} \nabla_\omega F(t_{m,i}, \omega_{m,i} \Delta \omega(t_{m,i})) \cdot (\omega(t_{m,i+1}) - \omega(t_{m,i}))
\]

exists, and we have:

\[
F(T, \omega_T) = F(0, \omega_0) + \int_0^T \mathcal{D}F(t, \omega_t) dt + \frac{1}{2} \int_0^T \text{tr}(\nabla^2_\omega F(t, \omega_t) d[\omega]^c_t(t)) + \sum_{t \in (0,T]} [F(t, \omega_t) - F(t, \omega_{t-}) - \nabla_\omega F(t, \omega_{t-}) \cdot \Delta \omega(t)]
\]

(1.13)

The detailed proof of this theorem can be found in [8] under more general assumptions. Here we just provide some ideas of proof in the case \(\omega\) is continuous.

First, using localization by a sequence of stopping times, we may assume that \(F \in C_{1,2}^{1,2}(\Lambda^d_T)\). We now decompose the variation of \(F\) between \(t^m_{i+1}\) and \(t^m_i\) for \(0 \leq i \leq k(m) - 1\) along two directions, the horizontal and the vertical:

\[
F(t^m_{i+1}, \omega^m_{i+1} -) - F(t^m_i, \omega^m_i) = F(t^m_{i+1}, \omega^m_{i+1} -) - F(t^m_i, \omega^m_i) + F(t^m_i, \omega^m_i) - F(t^m_i, \omega^m_{i-})
\]

(1.14)

Since \(\omega^m\) is piecewise constant, the first term of (1.14) can be written as an integral of the horizontal derivatives of \(F\) along \(\omega^m:\)

\[
F(t^m_{i+1}, \omega^m_{i+1} -) - F(t^m_i, \omega^m_i) = \int_{t^m_i}^{t^m_{i+1}} \mathcal{D}F(u, \omega^m_u) du,
\]
and the second term of (1.14) can be developed using a second-order Taylor expansion into terms involving first and second order vertical derivatives of $F$:

$$F(t^m_i, \omega^m_{i+1}) - F(t^m_i, \omega^m_{i-1}) = \nabla \omega F(t^m_i, \omega^m_{i-1}) \cdot \delta \omega^m_i + \frac{1}{2} \text{tr}(\nabla^2 \omega F(t^m_i, \omega^m_{i-1}) (\delta \omega^m_i)(\delta \omega^m_i)) + r^m_i$$

where $\delta \omega^m_i := \omega(t^m_{i+1}) - \omega(t^m_i)$, and $r^m_i$ is the reminder term in the Taylor expansion. We now sum all the terms from $i = 0$ to $k(m) - 1$. Using the continuity and boundedness preserving property of $F$, $DF$, $\nabla \omega F$ and $\nabla^2 \omega F$, each sum converges to the corresponding integral. The only difficulty might be the convergence of the term with $\nabla^2 \omega F$ for which we need a diagonal argument for weak convergence of measures:

**Lemma 1.17** ([R]). Let $(\mu_n)_{n \geq 1}$ be a sequence of Radon measures on $[0, T]$ converging vaguely to a Radon measure $\mu$ with no atoms, and let $(f_n)_{n \geq 1}$ and $f$ be left-continuous functions defined on $[0, T]$ such that there exists $K > 0$, for all $t \in [0, T]$, $|f_n(t)| \leq K$ and $f_n(t) \to f(t)$. Then we have:

$$\forall t \in [0, T], \quad \int_0^t f_n d\mu_n \to \int_0^t f d\mu.$$

### 1.4 Functionals defined on continuous paths

We end this chapter with a short discussion of functionals defined on the space of continuous paths. So far, we have been working with functionals $F$ defined on the space of (stopped) càdlàg paths, which is a natural choice because even if a path $\omega$ is continuous, the definition of $\nabla \omega F$ (definition 1.10) involves evaluating $F$ on paths to which a jump perturbation has been added.

However, in some applications, we may only have access to the value of $F$ along continuous paths. For example, if $X$ is a continuous semimartingale defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, we want to study the process
$F(t, X_t)$ (for instance when it is a local martingale). A priori, we have no information of $F$ outside the space of (stopped) continuous paths:

$$\mathcal{W}_T^d := \{(t, \omega) \in \Lambda_T^d, \omega \in C([0, T], \mathbb{R}^d)\},$$

or the topological support of the law of $X$, i.e. $F$ may take any value outside $\mathcal{W}_T^d$. In this case, the very definition of the vertical derivative $\nabla_\omega F$ becomes ambiguous.

Fortunately, due to a result of Cont and Fournié [7], the notion of vertical derivative is still well defined if $F$ satisfies some regularity assumption:

**Proposition 1.2 ([7]).** If $F^1, F^2 \in C_b^{1,2}(\Lambda_T^d)$ coincide on continuous paths, i.e.

$$\forall \omega \in C([0, T], \mathbb{R}^d), \forall t \in [0, T), F^1(t, \omega_t) = F^2(t, \omega_t),$$

then their first and second vertical derivatives also coincide on continuous paths: $\forall \omega \in C([0, T], \mathbb{R}^d), \forall t \in [0, T),$

$$\nabla_\omega F^1(t, \omega_t) = \nabla_\omega F^2(t, \omega_t) \quad \text{and} \quad \nabla^2_\omega F^1(t, \omega_t) = \nabla^2_\omega F^2(t, \omega_t).$$

One main interest of this proposition is that it allows us to define the class $C_b^{1,2}(\mathcal{W}_T^d)$ of non-anticipative functionals $F$ as the restriction of any functional $\tilde{F} \in C_b^{1,2}(\Lambda_T^d)$ on $\mathcal{W}_T^d$ without having to extend the definition of $F$ to the full space $\Lambda_T^d$:

$$F \in C_b^{1,2}(\mathcal{W}_T^d) \iff \exists \tilde{F} \in C_b^{1,2}(\Lambda_T^d), \quad \tilde{F}|_{\mathcal{W}_T^d} = F.$$  

For such functionals, the change of variable formula (theorem [1.16]) still holds if we only consider continuous paths $\omega$:

**Theorem 1.18** (Pathwise change of variable formula for functionals defined on continuous paths [7]). For any $F \in C_b^{1,2}(\mathcal{W}_T^d)$ and $\omega \in C([0, T], \mathbb{R}^d) \cap Q^*(0, T, \mathbb{R}^d)$, the limit

$$\int_0^T \nabla_\omega F(t, \omega_t) \cdot d^\omega := \lim_{m \to \infty} \sum_{i=0}^{k(m)-1} \nabla_\omega F(t^m_i, \omega^m_{i+1}) \cdot (\omega(t^m_{i+1}) - \omega(t^m_i))$$

where $k(m)$ is the integer part of $m$.
exists, and we have:

\[
F(T, \omega_T) = F(0, \omega_0) + \int_0^T \mathcal{D} F(t, \omega_t) dt + \int_0^T \nabla \omega F(t, \omega_t) \cdot d^n \omega \\
+ \frac{1}{2} \int_0^T \text{tr}(\nabla^2 \omega F(t, \omega_t)d[\omega]_\pi(t))
\]

where \( \omega^m \) is the same piecewise constant approximation of \( \omega \) as in (1.11).
Chapter 2

Functional Itô calculus

In this chapter, we introduce a probability measure on the space of paths, and apply the non-anticipative calculus we have presented in the previous chapter under the probabilistic framework. In the initial work of Dupire [20], motivated by applications in mathematical finance, especially the problem of pricing and hedging for path-dependent options, he introduced two directional derivatives for functionals and obtained the functional Itô formula in a probabilistic setting.

Whereas Dupire’s initial proof of this formula made use of probabilistic arguments, we have already seen in the previous chapter that the functional Itô formula has in fact a pathwise interpretation, with the quadratic variation for semimartingales replaced by the notion of pathwise quadratic variation (definition 1.4), and the stochastic integral replaced by the pathwise integral defined as the limit of non-anticipative Riemann sums (1.12).

Hence the pathwise change of variable formula (theorem 1.16 or theorem 1.18 in the continuous case) is stronger than the functional Itô formula in the sense that it directly implies the latter formula with a well chosen sequence of partitions. Moreover, it allows to deal with more general stochastic processes such as the so-called Dirichlet (or finite energy) processes which are defined as the sum of a semimartingale and a process with zero quadratic variation along a sequence of dyadic subdivisions.
So why are we particularly interested in a formula applied to semimartingales even when we already have a stronger pathwise version? First, we have at our disposal a whole set of stochastic tools when dealing with semimartingales. The notion of quadratic variation and that of stochastic integration are well known for semimartingales, which makes the functional Itô formula more natural and comprehensible than its pathwise counterpart. In particular, terms in this formula no longer depend on the sequence of partitions chosen.

More importantly, the space of martingales or semimartingales possess better space structure than the path space $D([0, T], \mathbb{R}^d)$ or $C([0, T], \mathbb{R}^d)$. For example, the space of square-integrable martingales is a Hilbert space when equipped with the $L^2$-norm at time $T$ whereas the space of paths with finite quadratic variation along a sequence of partitions $\pi$: $Q^\pi([0, T], \mathbb{R}^d)$ is not even a vector space (see remark 1.5). The advantage of these structures is that they allow us to explore much more than a simple formula with semimartingales. For example, a notion of weak derivative can be defined for square-integrable martingales, leading to a general martingale representation formula, as we shall see in section 2.2 of this chapter.

Another key topic in stochastic analysis is the deep link between Markov processes and partial differential equations, which can also be extended beyond Markovian setting, leading to the so-called path-dependent partial differential equations. We review several properties of such equation and its relation with stochastic processes in section 2.3 following [7].

2.1 Functional Itô formula

Let $X$ be a semimartingale defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, equipped with the natural filtration $\mathbb{F} = (\mathcal{F}_t)_{t \geq 0}$ of $X$. First we show briefly why the functional Itô formula can be implied directly by the pathwise change of variable formula (theorem 1.16) with a well-chosen sequence of partitions, as we have mentioned. To fix the idea, we only consider the case $X$ is contin-
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uous. We distinguish the pathwise quadratic variation \([X(\omega, \cdot)]_\pi\) (or simply \([X]_\pi\)) defined for a path \(X(\omega)\) of \(X\) along a sequence of partitions \(\pi\) and \([X]\) the quadratic variation defined for continuous semimartingales. We start with a simple lemma which links these two notions of quadratic variation:

**Lemma 2.1.** There exists a sequence of partitions \(\pi = (\pi_m)_{m \geq 1}\) of \([0, T]\) with \(|\pi_m| \to 0\) such that the paths of \(X\) lie in \(Q^\pi([0, T], \mathbb{R}^d)\) with probability 1, i.e.

\[
P(\{\omega \in \Omega, X(\omega, \cdot) \in Q^\pi([0, T], \mathbb{R}^d)\}) = 1,
\]

and

\[
P(\{\omega \in \Omega, [X(\omega, \cdot)]_\pi = [X](\omega)\}) = 1.
\]

**Proof.** For any sequence of partitions \(\pi = (\pi_m)_{m \geq 1}\) of \([0, T]\) with \(|\pi_m| \to 0\), by definition of the quadratic variation defined for semimartingales, we have, for any \(t \in [0, T]\),

\[
\sum_{t_i^m \in \pi_m, t_i^m+1 \leq t} (X(t_{i+1}^m) - X(t_i^m))^2 \rightarrow_{m \to \infty} [X](t)
\]

in probability uniformly in \(t\). We can thus extract a sub-sequence of \(\pi\) which achieves the result. \(\square\)

This lemma means that with a well-chosen sequence of partitions, we have

\[
\int_0^T \text{tr}(\nabla_\omega^2 F(t, X_t)d[X]_\pi(t)) = \int_0^T \text{tr}(\nabla_\omega^2 F(t, X_t)d[X](t))
\]

\(\mathbb{P}\)-almost surely. What remains to show is that the pathwise integral

\[
\int_0^T \nabla_\omega F(t, X_t) \cdot d^n X(t) := \lim_{m \to \infty} \sum_{i=0}^{k(m)-1} \nabla_\omega F(t_i^m, X_{t_i^m-}) \cdot (X(t_{i+1}^m) - X(t_i^m))
\]

(2.1)

coincides with the stochastic integral \(\int_0^T \nabla_\omega F(t, X_t) \cdot dX(t)\) with probability 1. We recall that \(X^m\) is the piecewise constant approximation of \(X\) defined by:

\[
X^m(t) := \sum_{i=0}^{k(m)-1} X(t_{i+1}^m)1_{[t_i^m, t_{i+1}^m]}(t) + X(T)1_{\{T\}}(t).
\]
Actually the right-hand side of equation (2.1) can also be written as:

\[
\int_0^T f_m(t) \cdot dX(t)
\]

with

\[
f_m(t) := \sum_{i=0}^{k(m)-1} \nabla_{\omega} F(t_i^m, X_{i+1}^m(t)).
\]

Since the sequence of processes \(f_m(t)\) converges \(\mathbb{P}\)-almost surely to the process \(\nabla_{\omega} F(t, X_t)\) and \(\langle f_m \rangle\) can be bounded independently of \(m\) by some \(X\)-integrable process using the boundedness-preserving property of \(\nabla_{\omega} F\), the dominated convergence theorem for stochastic integrals [60] ensures that \(\int_0^T f_m(t) \cdot dX(t)\) converges in probability to \(\int_0^T \nabla_{\omega} F(t, X_t) \cdot dX(t)\). As \(\int_0^T f_m(t) \cdot dX(t)\) converges almost surely to \(\int_0^T \nabla_{\omega} F(t, X_t) \cdot d\pi X(t)\) par definition of the pathwise integral, the two limits have to be the same, which ends the proof.

We obtain thus the functional Itô formula in the case \(X\) is a continuous semimartingale:

**Theorem 2.2** (Functional Itô formula: continuous case [10]). Let \(X\) be a \(\mathbb{R}^d\)-valued continuous semimartingale defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \(F \in C^{1,2}_{\text{loc}}(\mathcal{W}_T^d)\). Then for any \(t \in [0, T]\), we have:

\[
F(t, X_t) = F(0, X_0) + \int_0^t DF(s, X_s)ds + \int_0^t \nabla_{\omega} F(s, X_s) \cdot dX(s) \\
+ \frac{1}{2} \int_0^t \text{tr}(\nabla_{\omega}^2 F(s, X_s)d[X](s))
\]

\(\mathbb{P}\)-almost surely. In particular, \(Y(t) := F(t, X_t)\) is a continuous semimartingale: the class of continuous semimartingales is stable under transformation by \(C^{1,2}_{\text{loc}}(\mathcal{W}_T^d)\) functionals.

Actually the same functional Itô formula still holds for functionals whose vertical derivatives are right-continuous rather than left-continuous. We denote by \(C^{1,2}_{b,r}(\mathcal{W}_T^d)\) the set of non-anticipative functionals \(F\) satisfying:

- \(F\) is horizontally differentiable with \(DF\) continuous at fixed times;
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- $F$ is twice vertically differentiable with $F \in C^0,0(\Lambda^d_T)$ and $\nabla_\omega F, \nabla_\omega^2 F \in C^0,0(\Lambda^d_T)$;
- $\mathcal{D}F, \nabla_\omega F, \nabla_\omega^2 F \in \mathcal{B}(\Lambda^d_T)$;

The localization is more delicate in this case, and we are not able to state a local version of the functional Itô formula by simply replacing $F_n \in C^1,2_b(\Lambda^d_T)$ by $F_n \in C^1,2_{b,r}(\Lambda^d_T)$ in definition 1.14 (see remark 4.2 in [28]). However if the stopping times $\tau_n$ are deterministic, then the functional Itô formula is still valid (proposition 2.4 and remark 4.2 in [28]).

**Definition 2.3.** A non-anticipative functional is said to be locally smooth of class $C^1,2_{loc,r}(\Lambda^d_T)$ if there exists an increasing sequence $(t_n)_{n \geq 0}$ of deterministic times with $t_0 = 0$ and $t_n \to \infty$, and a sequence of functionals $F_n \in C^1,2_{b,r}(\Lambda^d_T)$ such that:

$$F(t, \omega) = \sum_{n \geq 0} F_n(t, \omega) \mathbf{1}_{[t_n, t_{n+1})}(t), \quad \forall (t, \omega) \in \Lambda^d_T.$$  

**Theorem 2.4** (Functional Itô formula: continuous case with right-continuous vertical derivatives [28]). Let $X$ be a $\mathbb{R}^d$-valued continuous semimartingale defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $F \in C^1,2_{loc,r}(\Lambda^d_T)$. Then for any $t \in [0, T]$, we have:

$$F(t, X_t) = F(0, X_0) + \int_0^t \mathcal{D}F(s, X_s)ds + \int_0^t \nabla_\omega F(s, X_s) \cdot dX(s) + \frac{1}{2} \int_0^t \text{tr}(\nabla_\omega^2 F(s, X_s)d[X](s))$$

$\mathbb{P}$-almost surely.

The case when $X$ is a càdlâg semimartingale is similar. By applying the pathwise change of variable formula (theorem 1.16) with a well-chosen sequence of partitions, we obtain the following càdlâg version of the functional Itô formula.
Theorem 2.5 (Functional Itô formula: càdlàg case [8]). Let $X$ be a $\mathbb{R}^d$-valued càdlàg semimartingale defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $F \in C^{1,2}_{loc}(\Lambda_T)$. Then for any $t \in [0, T]$, we have:

$$F(t, X_t) = F(0, X_0) + \int_0^t Df(s, X_{s-}) ds$$
$$+ \int_0^t \nabla \omega F(s, X_{s-}) \cdot dX(s) + \frac{1}{2} \int_0^t \text{tr}(\nabla^2 \omega F(s, X_{s-}) d[X]^c(s))$$
$$+ \sum_{s \in (0, t]} [F(s, X_s) - F(s, X_{s-}) - \nabla \omega F(s, X_{s-}) \cdot \Delta X(s)]$$ (2.3)

$\mathbb{P}$-almost surely where $[X]^c$ denotes the continuous part of the quadratic variation of $X$. In particular, $Y(t) := F(t, X_t)$ is a semimartingale: the class of semimartingales is stable under transformation by $C^{1,2}_{loc}(\Lambda_T)$ functionals.

Although these two formulas are implied by the stronger pathwise formula (theorem 1.16 and theorem 1.18), Cont and Fournié [10] also provided a direct probabilistic proof based on the classical Itô formula.

The main idea of the proof is quite similar to that of the pathwise change of variable formula. We first approximate $X$ by a sequence of piecewise constant processes. We then decompose the increment of $F$ into a horizontal and a vertical part, and to compute the vertical increment, instead of using a second order Taylor expansion, we apply directly the classical Itô formula. Finally to pass from its piecewise constant approximations to the process $X$ itself, we again use the dominated convergence theorem, and its extension to stochastic integrals [60].

In [10], Cont and Fournié also introduced a second argument $A$ in the non-anticipative functional $F$. $A$ is an $\mathcal{S}_d^+$-valued process, which represents the Radon-Nikodym derivative of the quadratic variation of a continuous $\mathbb{R}^d$-valued semimartingale $X$ with respect to the Lebesgue measure:

$$[X](t) = \int_0^t A(s) ds.$$

Although the process $A$ is itself adapted to the natural filtration generated by $X$, thus can be considered as a functional of $X$, many interesting examples
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of functionals involving the quadratic variation of $X$ cannot be represented as a continuous functional with respect to the supremum norm of $X$, and this continuity property is essential to apply the functional Itô formula. Thus introducing $A$ as a second argument allows to control the regularity of the functional with respect to the quadratic variation of $X$ by simply requiring continuity of $F$ with respect to the pair $(X, A)$.

We now review briefly the main results of this approach proposed by Cont and Fournié. More details can be found in their initial paper [10]. Let 

$$\omega = (x, v) \in D([0, T], \mathbb{R}^d) \times D([0, T], \mathcal{S}_d^+),$$

and we define

$$\|\omega\|_\infty := \|x\|_\infty + \|v\|_\infty.$$ 

We define the space $(\mathcal{S}_T^d, d_\infty)$ of stopped paths:

$$\mathcal{S}_T^d := \{(t, \omega(t \wedge \cdot)), (t, \omega) \in [0, T] \times D([0, T], \mathbb{R}^d) \times D([0, T], \mathcal{S}_d^+)\}$$

with

$$d_\infty((t, \omega), (t', \omega')) := \|\omega_t - \omega_{t'}\|_\infty + |t - t'|.$$ 

**Assumption 2.1.** Let $F : (\mathcal{S}_T^d, d_\infty) \to \mathbb{R}$ be a non-anticipative functional. We assume that $F$ has predictable dependence with respect to the second argument:

$$\forall (t, x, v) \in \mathcal{S}_T^d, \quad F(t, x, v) = F(t, x_t, v_{t-}).$$ (2.4)

With condition (2.4), the vertical derivatives of $F$ with respect to the variable $v$ are zero, so the vertical derivative on the product space coincides with the vertical derivative with respect to the variable $x$, and we continue to denote it as $\nabla_\omega$. The horizontal derivative of $F$ can be defined similarly as in definition [1.10]. We can thus define the corresponding class of smooth functionals $C^{1,2}_{loc}(\mathcal{S}_T^d)$ by analogy with definition [1.14]. We now state a change of variable formula for non-anticipative functionals which are allowed to depend on the path $X$ and its quadratic variation.

**Theorem 2.6** (Functional Itô formula with dependence on quadratic variation [10]). Let $X$ be a $\mathbb{R}^d$-valued continuous semimartingale defined on a
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probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and \(F \in C^{1,2}_{\text{loc}}(\mathcal{S}_T)\) a non-anticipative functional satisfying (2.4). Then for any \(t \in [0, T]\), we have:

\[
F(t, X_t, A_t) = F(0, X_0, A_0) + \int_0^t DF(s, X_s, A_s)ds
+ \int_0^t \nabla_\omega F(s, X_s, A_s) \cdot dX(s) + \frac{1}{2} \int_0^t \text{tr}(\nabla^2_\omega F(s, X_s, A_s)d[X](s))
\]

\(\mathbb{P}\)-almost surely. In particular, \(Y(t) := F(t, X_t, A_t)\) is a continuous semi-martingale.

2.2 Weak functional calculus and martingale representation

As we have mentioned earlier, when working with semimartingales or martingales, we have at our disposal many stochastic tools which allows to explore more than when working with paths. One useful result in stochastic calculus is the Itô isometry formula which is particularly interesting in this case as it links a smooth functional with its vertical derivative.

More precisely, let \(X\) be a (continuous) square-integrable martingale, and we assume that \(Y(t) := F(t, X_t)\) is also a square-integrable martingale with initial value zero where \(F\) is a smooth functional (for example \(\in C^{1,2}_{\text{loc}}(\mathcal{W}_T)\)). A simple application of the functional Itô formula \(2.2\) yields:

\[
Y(T) = \int_0^T \nabla_\omega F(t, X_t) \cdot dX(t).
\]

We now apply the Itô isometry formula, and we obtain:

\[
\|Y(T)\|_{L^2} = \|\nabla_\omega F(., X.)\|_{L^2([X])}
\]  \hspace{1cm} (2.5)

where

\[
\|\phi\|^2_{L^2([X])} := \mathbb{E}\left[\int_0^T \text{tr}(\phi(t)^t\phi(t)d[X](t))\right].
\]

Since the space \(L^2([X])\) is a Hilbert space, the isometry relation \(2.5\) allows to extend the notion of vertical derivative to the closure with respect to the
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$L^2$-norm at time $T$ of the space of square-integrable martingales which admit a smooth functional representation, which turns out to be the space of all square-integrable martingales adapted to the filtration generated by $X$, as shown in [10].

In the following, we review in more detail this extension of the notion of vertical derivative developed by Cont and Fournié [10]. In [7], Cont carries this extension further, that is to the space of square-integrable semimartingales adapted to the filtration generated by $X$.

Let $X$ be a continuous, $\mathbb{R}^d$-valued semimartingale defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$. Since all processes we consider are functionals of $X$, without loss of generality, we assume that $\Omega$ is the canonical space $D([0, T], \mathbb{R}^d)$ of càdlàg paths, $X(t, \omega) = \omega(t)$ is the coordinate process, and $\mathbb{P}$ a probability measure on $\Omega$ under which $X$ is a continuous semimartingale. We denote by $\mathbb{F} = (\mathcal{F}_t)_{t \in [0, T]}$ the filtration $(\mathcal{F}_t^X)_{t \in [0, T]}$ after $\mathbb{P}$-augmentation.

Again we assume that

$$[X](t) = \int_0^t A(s) ds, \quad \forall t \in [0, T]$$

for some $S^+_d$-valued càdlàg process $A$.

**Assumption 2.2** (Non-degeneracy of local martingale component). We assume that the process $A$ defined in (2.6) is non-singular almost everywhere, i.e.

$$\det(A(t)) \neq 0 \quad dt \times d\mathbb{P}\text{-a.e.}$$

Consider now an $\mathbb{F}$-adapted process $Y$ which admits the following functional representation of $X$:

$$Y(t) = F(t, X_t), \quad \forall t \in [0, T]$$

with $F : \Lambda^+_d \to \mathbb{R}$ a non-anticipative functional. Clearly the functional representation (2.8) is not unique: if we modify $F$ outside the topological support of $\mathbb{P}^X$, we obtain another non-anticipative functional satisfying (2.8). In particular, let $F^1, F^2 \in C^{1,2}_{\text{loc}}(W^d_T)$ be such that, for any $t \in [0, T)$,

$$F^1(t, X_t) = F^2(t, X_t) \quad \mathbb{P}\text{-a.s.}$$
A priori, we do not know if $\nabla_\omega F^1(t, X_t)$ is equal to $\nabla_\omega F^2(t, X_t)$ up to an evanescent set as the vertical derivative $\nabla_\omega F$ seems to depend on the value of $F$ on discontinuous paths of the form $X_t + e^{-1}_{[t, T]}$.

However, thanks to the non-degeneracy condition (2.7), $\nabla_\omega F(\cdot, X(\cdot))$ is uniquely defined up to an evanescent set, and is independent of the choice of $F \in \mathcal{C}^{1,2}_{\text{loc}}(\mathcal{W}_T^d)$ in the representation (2.8), which leads to the following definition:

**Definition 2.7** (Vertical derivative of a process [10]). We define $\mathcal{C}^{1,2}_{\text{loc}}(X)$ as the set of $\mathcal{F}$-adapted processes $Y$ which admits a functional representation of $X$ in $\mathcal{C}^{1,2}_{\text{loc}}(\mathcal{W}_T^d)$:

$$\mathcal{C}^{1,2}_{\text{loc}}(X) := \{ Y : \exists F \in \mathcal{C}^{1,2}_{\text{loc}}(\mathcal{W}_T^d), \ Y(t) = F(t, X_t) \ dt \times dP - \text{a.e.} \}.$$  (2.9)

Under assumption 2.2, for any $Y \in \mathcal{C}^{1,2}_{\text{loc}}(X)$, the predictable process

$$\nabla_X Y(t) := \nabla_\omega F(t, X_t)$$

is uniquely defined up to an evanescent set, independently of the choice of $F \in \mathcal{C}^{1,2}_{\text{loc}}(\mathcal{W}_T^d)$ in the representation (2.9). We call the process $\nabla_X Y$ the vertical derivative of $Y$ with respect to $X$.

This definition leads to the following representation for smooth local martingales.

**Proposition 2.1** (Representation of smooth local martingales [7]). For any local martingale $Y \in \mathcal{C}^{1,2}_{\text{loc}}(X)$, we have the following representation:

$$Y(T) = Y(0) + \int_0^T \nabla_X Y \cdot dM$$

where $M$ is the local martingale component of $X$.

Now we consider the case where $X$ is a square-integrable Brownian martingale to explore the link between the notion of vertical derivative and the martingale representation theorem.
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Let $W$ be a standard $d$-dimensional Brownian motion with $\mathcal{F} = (\mathcal{F}_t^W)_{t \in [0,T]}$ its ($\mathbb{P}$-completed) natural filtration. Let $X$ be a $\mathbb{R}^d$-valued process defined by:

$$X(t) = X(0) + \int_0^t \sigma(s) dW(s)$$

where $\sigma$ is a $\mathcal{F}$-adapted process satisfying

$$\mathbb{E} \left[ \int_0^T \| \sigma(t) \|^2 dt \right] < \infty \quad \text{and} \quad \det(\sigma(t)) \neq 0 \quad dt \times d\mathbb{P}\text{-a.e.} \quad (2.10)$$

Under these conditions, $X$ is a square-integrable martingale with the predictable representation property [42, 64]: for any square-integrable $\mathcal{F}_T$-measurable random variable $H$, or equivalently, any square-integrable $\mathcal{F}$-martingale $Y$ defined by $Y(t) := \mathbb{E}[H|\mathcal{F}_t^W]$, there exists a unique $\mathcal{F}$-predictable process $\phi$ with $\mathbb{E} \left[ \int_0^T \text{tr}(\phi(t)^t \phi(t) d[X](t)) \right] < \infty$ such that:

$$H = Y(T) = \mathbb{E}[H] + \int_0^T \phi(t) \cdot dX(t).$$

As suggested by proposition 2.1, when the martingale $Y$ admits a smooth functional representation of $X$, $\nabla_X Y$ is a natural candidate of $\phi$ in the martingale representation. We denote by $\mathcal{L}^2(X)$ the Hilbert space of $\mathcal{F}$-predictable processes such that:

$$\| \phi \|^2_{\mathcal{L}^2(X)} := \mathbb{E} \left[ \int_0^T \text{tr}(\phi(t)^t \phi(t) d[X](t)) \right] < \infty.$$

**Proposition 2.2** (Martingale representation formula for smooth martingales [10]). Let $Y \in C^{1,2}_{loc}(X)$ be a square-integrable martingale. Then $\nabla_X Y \in \mathcal{L}^2(X)$ and $Y$ admits the following martingale representation:

$$Y(T) = Y(0) + \int_0^T \nabla_X Y \cdot dX. \quad (2.11)$$

As we have mentioned earlier, since $\mathcal{L}^2(X)$ is a Hilbert space, using the Itô isometry formula, the operator $\nabla_X : C^{1,2}_{loc}(X) \to \mathcal{L}^2(X)$ can be extended to a larger space by a density argument. We now formalize this idea.
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Let $\mathcal{M}^2(X)$ be the space of $\mathbb{R}$-valued square-integrable $\mathbb{F}$-martingales with initial value zero equipped with the norm:

$$
\|Y\|_{\mathcal{M}^2(X)}^2 := \mathbb{E}[Y(T)^2].
$$

By proposition 2.2, the vertical derivative $\nabla_X$ defines a continuous map

$$
\nabla_X : D(X) := C^{1,2,\text{loc}}(X) \cap \mathcal{M}^2(X) \rightarrow \mathcal{L}^2(X)
$$
on the set $D(X)$ of square-integrable martingales with a smooth functional representation of $X$. Moreover, we have the following isometry property:

$$
\|Y\|^2_{\mathcal{M}^2(X)} = \|\nabla_X Y\|^2_{\mathcal{L}^2(X)}, \quad \forall Y \in D(X).
$$

As $\mathcal{L}^2(X)$ is a Hilbert space, the operator $\nabla_X$ can then be extended to the closure $\overline{D(X)}$ of $D(X)$ with respect to the norm $\mathcal{M}^2(X)$, and $\nabla_X$ still defines an isometry on $\overline{D(X)}$. What remains is to determine this space $\overline{D(X)}$.

Lemma 2.8 (Density of $C^{1,2,\text{loc}}(X)$ in $\mathcal{M}^2(X)$ [10]). $\{\nabla_X Y | Y \in D(X)\}$ is dense in $\mathcal{L}^2(X)$ and $D(X)$ is dense in $\mathcal{M}^2(X)$, i.e. $\overline{D(X)} = \mathcal{M}^2(X)$.

We show in fact that the set $\{\nabla_X Y\}$ where $Y(t) = F(t, X_t) \in D(X)$ with $F$ cylindrical functionals of the form:

$$
F(t, \omega) = (\omega(t) - \omega(t_n-))1_{t> t_n}g(\omega(t_1-), \omega(t_2-), \cdots, \omega(t_n-)), \quad g \in C^\infty_b(\mathbb{R}^n, \mathbb{R})
$$
is already dense in $\mathcal{L}^2(X)$. And the density of $\{\nabla_X Y | Y \in D(X)\}$ in $\mathcal{L}^2(X)$ entails the density of $D(X)$ in $\mathcal{M}^2(X)$ since the Itô integral with respect to $X$ is a bijective isometry.

We can now extend the operator $\nabla_X$ to the whole space of square-integrable martingales $\mathcal{M}^2(X)$.

Theorem 2.9 (Extension of $\nabla_X$ to $\mathcal{M}^2(X)$ [10]). The vertical derivative

$$
\nabla_X : D(X) \rightarrow \mathcal{L}^2(X)
$$

admits a unique continuous extension to $\mathcal{M}^2(X)$, namely

$$
\nabla_X : \mathcal{M}^2(X) \rightarrow \mathcal{L}^2(X)
$$
which is a bijective isometry characterized by the following integration by parts formula: for \( Y \in \mathcal{M}^2(X) \), \( \nabla_X Y \) is the unique element of \( \mathcal{L}^2(X) \) such that, for any \( Z \in D(X) \),

\[
\mathbb{E}[Y(T)Z(T)] = \mathbb{E} \left[ \int_0^T \text{tr}(\nabla_X Y(t) \cdot \nabla_X Z(t) d[X](t)) \right].
\]

\( \nabla_X \) is the adjoint of the Itô stochastic integral

\[
I_X : \mathcal{L}^2(X) \to \mathcal{M}^2(X)
\]

\[
\phi \mapsto \int_0^T \phi \cdot dX
\]

in the following sense: \( \forall \phi \in \mathcal{L}^2(X), \forall Y \in \mathcal{M}^2(X), \)

\[
\mathbb{E} \left[ Y(T) \int_0^T \phi \cdot dX \right] = (\nabla_X Y, \phi)_{\mathcal{L}^2(X)}.
\]

In particular, we have, for any \( \phi \in \mathcal{L}^2(X) \),

\[
\nabla_X \left( \int_0^T \phi \cdot dX \right) = \phi.
\]

This result leads to a general version of the martingale representation formula, valid for all square-integrable martingales.

**Theorem 2.10** (Martingale representation formula: general case \[10\]). For any square-integrable \( \mathbb{F} \)-martingale \( Y \), we have, for any \( t \in [0, T] \),

\[
Y(t) = Y(0) + \int_0^t \nabla_X Y \cdot dX \quad \mathbb{P}\text{-a.s.}
\]

Cont \[7\] further extended this weak vertical derivative operator \( \nabla_X \) to the space of all square-integrable \( \mathbb{F} \)-semimartingales. He also iterated this procedure to define a scale of 'Sobolev' spaces. Here we will not enter in detail into this extension.

### 2.3 Functional Kolmogorov equations

In this section, we review briefly the functional extension of main concepts and results which connect stochastic processes and partial differential equations developed in \[7\]. Clearly, under the functional framework, stochastic
processes are no longer Markovian. One important class of non-Markovian processes is semimartingales which can be represented as the solution of a stochastic differential equation whose coefficients are allowed to be path-dependent.

Let $W$ be a standard $d$-dimensional Brownian motion defined on a probability space $(\Omega, \mathcal{F}, P)$ and $\mathbb{F} = (\mathcal{F}_t)_{t \in [0,T]}$ its ($\mathbb{P}$-completed) natural filtration. We consider the following stochastic differential equation with path-dependent coefficients:

$$dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d$$

where $b : \Lambda^d_T \to \mathbb{R}^d$, $\sigma : \Lambda^d_T \to M_d(\mathbb{R})$ are non-anticipative maps.

This class of processes is a natural path-dependent extension of diffusion processes. Various conditions, such as the functional Lipschitz property and boundedness conditions, may be imposed for the existence and uniqueness of the solution (see for example [60]). Here we provide one example of such conditions: $b$ and $\sigma$ are assumed to be Lipschitz continuous with respect to the distance $d_\infty$ defined on $\Lambda^d_T$ by:

$$d_\infty((t, \omega), (t', \omega')) := \|\omega_t - \omega_{t'}\|_\infty + |t - t'|.$$

**Assumption 2.3.** We assume that $b : (\Lambda^d_T, d_\infty) \to \mathbb{R}^d$, $\sigma : (\Lambda^d_T, d_\infty) \to M_d(\mathbb{R})$ are Lipschitz continuous:

$$\exists K_{Lip} > 0, \quad \forall t, t' \in [0, T], \forall \omega, \omega' \in D([0, T], \mathbb{R}^d),$$

$$|b(t, \omega) - b(t', \omega')| + \|\sigma(t, \omega) - \sigma(t', \omega')\| \leq K_{Lip} d_\infty((t, \omega), (t', \omega')).$$

Under assumption 2.3, (2.13) has a unique strong $\mathbb{F}$-adapted solution $X$.

**Proposition 2.3.** Under assumption 2.3, there exists a unique $\mathbb{F}$-adapted process $X$ satisfying (2.13). Moreover for $p \geq 1$, we have:

$$\mathbb{E} [\|X_T\|_{2p}^2] \leq C(1 + |x_0|^{2p})e^{CT}$$

for some constant $C = C(p, T, K_{Lip})$ depending on $p$, $T$ and $K_{Lip}$. 

Remark 2.11. Assumption 2.3 might seem to be quite strong. Indeed, the previous proposition still holds under weaker conditions. For example, the joint Lipschitz condition in \((t, \omega)\) can be replaced by a Lipschitz condition only in \(\omega\) together with a boundedness condition in \(t\):

\[
\exists K_{Lip} > 0, \quad \forall t \in [0, T], \forall \omega, \omega' \in D([0, T], \mathbb{R}^d),
\]

\[
|b(t, \omega) - b(t, \omega')| + \|\sigma(t, \omega) - \sigma(t, \omega')\| \leq K_{Lip} \|\omega - \omega'\|_\infty
\]

and

\[
\sup_{t \in [0, T]} |b(t, \tilde{\omega})| + \|\sigma(t, \tilde{\omega})\| < \infty
\]

where \(\tilde{\omega}\) denotes the path which takes constant value 0.

Proof. Existence and uniqueness of a strong solution follows from [60] (Theorem 7, Chapter 5). Let us just prove (2.14). Using the Burkholder-Davis-Gundy inequality and H"older’s inequality, we have:

\[
\mathbb{E} \left[ \|X_T\|_{\infty}^{2p} \right] \leq C(p) \left( |x_0|^{2p} + \mathbb{E} \left[ \left( \int_0^T |b(t, X_t)|^2 dt \right)^p \right] + \mathbb{E} \left[ \left( \int_0^T \|\sigma(t, X_t)\|^2 dt \right)^p \right] \right)
\]

\[
\leq C(p, T) \left( |x_0|^{2p} + \mathbb{E} \left[ \int_0^T |b(t, X_t)|^{2p} dt \right] + \mathbb{E} \left[ \int_0^T \|\sigma(t, X_t)\|^{2p} dt \right] \right)
\]

\[
\leq C(p, T) \left( |x_0|^{2p} + \mathbb{E} \left[ \int_0^T (|b(0, \tilde{\omega})| + \|\sigma(0, \tilde{\omega})\| + K_{Lip} (t + \|X_t\|_\infty))^{2p} dt \right] \right)
\]

\[
\leq C(p, T, K_{Lip}) \left( |x_0|^{2p} + 1 + \int_0^T \mathbb{E} \left[ \|X_t\|_{\infty}^{2p} \right] dt \right).
\]

We conclude using Gronwall’s inequality. \(\square\)

When considering the link between a diffusion process and the associated Kolmogorov equation, the domain of the partial differential equation is related to the support of the random variable \(X(t)\). Analogously, we shall also take into account the support of the law of \(X\) on the space of paths when considering a functional extension of the Kolmogorov equation.

The topological support of a continuous process \(X\) is the smallest closed set \(\text{supp}(X)\) in \((C([0, T], \mathbb{R}^d), \|\cdot\|_\infty)\) such that \(\mathbb{P}(X \in \text{supp}(X)) = 1\). It can also be characterized by the following property: \(\text{supp}(X)\) is the set of paths.
\( \omega \in C([0, T], \mathbb{R}^d) \) for which every Borel neighborhood has strictly positive measure, i.e.

\[
\text{supp}(X) = \{ \omega \in C([0, T], \mathbb{R}^d) | \forall \text{ neighborhood } V \text{ of } \omega, \mathbb{P}(X \in V) > 0 \}.
\]

We denote by \( \Lambda_T(X) \) the set of stopped paths obtained from paths in \( \text{supp}(X) \):

\[
\Lambda_T(X) := \{(t, \omega) \in \Lambda_T^d, \omega \in \text{supp}(X)\}.
\]

Clearly, for a continuous process \( X \), \( \Lambda_T(X) \subset \mathcal{W}_T^d \).

Similarly to the Markovian case, for a given process \( X \), we are interested in the functionals which have the local martingale property, i.e. the functionals \( F \) such that \( F(t, X_t) \) is a local martingale. We call such functionals \( \mathbb{P}^X \)-harmonic functionals:

**Definition 2.12** (\( \mathbb{P}^X \)-harmonic functionals). A non-anticipative functional \( F \) is called \( \mathbb{P}^X \)-harmonic if \( Y(t) := F(t, X_t) \) is a \( \mathbb{P} \)-local martingale.

Smooth \( \mathbb{P}^X \)-harmonic functionals can be characterized as solutions to the following functional Kolmogorov equation on the domain \( \Lambda_T(X) \).

**Theorem 2.13** (Functional Kolmogorov equation \[7\]). If \( F \in \mathcal{C}^{1,2}_{\text{loc}}(\mathcal{W}_T^d) \) and \( DF \in \mathcal{C}^{0,0}_l(\mathcal{W}_T^d) \), then \( Y(t) := F(t, X_t) \) is a local martingale if and only if \( F \) satisfies

\[
DF(t, \omega_t) + b(t, \omega_t) \cdot \nabla \omega F(t, \omega_t) + \frac{1}{2} \text{tr}(\nabla^2 \omega F(t, \omega_t) \sigma^t \sigma(t, \omega_t)) = 0 \quad (2.15)
\]

for all \( (t, \omega) \in \Lambda_T(X) \).

The proof of this theorem is based on the functional Itô formula and is provided in \[7\]. When \( F(t, \omega) = f(t, \omega(t)) \) and the coefficients \( b \) and \( \sigma \) are not path-dependent, this equation reduces to the well-known backward Kolmogorov equation \[45\].

When \( X = W \) is a standard \( d \)-dimensional Brownian motion, the topological support of \( X \) is all continuous paths starting from 0, i.e. \( \text{supp}(X) = C_0([0, T], \mathbb{R}^d) \) with

\[
C_0([0, T], \mathbb{R}^d) := \{ \omega \in C([0, T], \mathbb{R}^d), \omega(0) = 0 \}.
\]
and the functional Kolmogorov equation reduces to a functional heat equation:

**Corollary 2.1.** If $F \in C^{1,2}_{loc}(W^d_{T})$ and $DF \in C^{0,0}_{l}(W^d_{T})$, then $Y(t) := F(t,W_t)$ is a local martingale if and only if for any $t \in [0,T]$ and $\omega \in C_{0}([0,T],\mathbb{R}^d)$,

$$DF(t,\omega) + \frac{1}{2}\text{tr}(\nabla^2_{\omega}F(t,\omega)) = 0. \quad (2.16)$$

By analogy with the classical finite-dimensional parabolic PDEs, we can also introduce the notions of sub-solution and super-solution of the path-dependent PDEs. A comparison principle is also established in [7] which allows to prove the uniqueness of solution.

**Definition 2.14** (Sub-solutions and super-solutions). $F \in C^{1,2}_{loc}(\Lambda_{T}^d)$ is called a sub-solution (resp. super-solution) of \ref{eq:2.15} on a domain $U \subset \Lambda_{T}^d$ if for all $(t,\omega) \in U$,

$$DF(t,\omega) + b(t,\omega) \cdot \nabla_{\omega}F(t,\omega) + \frac{1}{2}(\nabla^2_{\omega}F(t,\omega)\sigma \sigma^t(t,\omega)) \geq 0 \quad \text{(resp.} \leq 0).$$

We now state a comparison principle for path-dependent PDEs.

**Theorem 2.15** (Comparison principle [7]). Let $F \in C^{1,2}_{loc}(\Lambda_{T}^d)$ be a sub-solution of \ref{eq:2.15} and $\overline{F} \in C^{1,2}_{loc}(\Lambda_{T}^d)$ be a super-solution of \ref{eq:2.15} such that for every $\omega \in \text{supp}(X)$, $F(T,\omega) \leq \overline{F}(T,\omega)$, and

$$E \left[ \sup_{t \in [0,T]} |F(t,X_t) - \overline{F}(t,X_t)| \right] < \infty.$$

Then we have:

$$\forall (t,\omega) \in \Lambda_{T}(X), \quad F(t,\omega) \leq \overline{F}(t,\omega).$$

A straightforward consequence of this comparison principle is the following uniqueness result for $\mathbb{P}$-uniformly integrable solutions of the functional Kolmogorov equation \ref{eq:2.15}.
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**Theorem 2.16** (Uniqueness of solutions [7]). Let $H : (C([0, T], \mathbb{R}^d), \| \cdot \|_\infty) \rightarrow \mathbb{R}$ be a continuous functional, and let $F^1, F^2 \in C^{1,2}_{loc}(\mathcal{W}_T^d)$ be solutions of the functional Kolmogorov equation (2.15) satisfying

$$\forall \omega \in \text{supp}(X), \quad F^1(T, \omega) = F^2(T, \omega) = H(\omega_T)$$

and

$$\mathbb{E} \left[ \sup_{t \in [0, T]} |F^1(t, X_t) - F^2(t, X_t)| \right] < \infty.$$  

Then they coincide on the topological support of $X$, i.e.

$$\forall (t, \omega) \in \Lambda_T(X), \quad F^1(t, \omega) = F^2(t, \omega).$$

Combining this uniqueness result with the characterization of the $\mathbb{P}^X$-harmonic functionals as solutions of a functional Kolmogorov equation leads to an extension of the well-known Feynman-Kac formula to the path-dependent case.

**Theorem 2.17** (Feynman-Kac formula for path-dependent functionals [7]). Let $H : (C([0, T], \mathbb{R}^d), \| \cdot \|_\infty) \rightarrow \mathbb{R}$ be a continuous functional, and let $F \in C^{1,2}_{loc}(\mathcal{W}_T^d)$ be a solution of the functional Kolmogorov equation (2.15) satisfying

$$\forall \omega \in C([0, T], \mathbb{R}^d), \quad F(T, \omega) = H(\omega_T)$$

and

$$\mathbb{E} \left[ \sup_{t \in [0, T]} |F(t, X_t)| \right] < \infty,$$

then $F$ has the following probabilistic representation:

$$\forall \omega \in \text{supp}(X), \quad F(t, \omega) = \mathbb{E} [H(X_T)|X_t = \omega_t] = \mathbb{E}^{P_{(t, \omega)}} [H(X_T)],$$

where $\mathbb{P}_{(t, \omega)}$ is the law of the unique solution of the path-dependent SDE

$$dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t)$$

with initial condition $X_t = \omega_t$. In particular,

$$F(t, X_t) = \mathbb{E} [H(X_T)|\mathcal{F}_t] \quad dt \times d\mathbb{P}$$-a.s.
Clearly the above result assumes the existence of a solution to the functional Kolmogorov equation (2.15) with a given regularity, and then derive a probabilistic representation of this solution. In the case of theorem 2.17, this is equivalent to constructing, given a functional \( H \), a smooth version of the conditional expectation \( \mathbb{E}[H|\mathcal{F}_t] \).

Similarly to the case of finite-dimensional PDEs, such so-called strong or classical solutions, with the required differentiability, may fail to exist in many examples of interest, even for the functional heat equation (2.16). We refer to Peng and Wang [58] and Riga [65] for sufficient conditions under which a path-dependent PDE admits a classical solution.

Various notions of generalized solution have been proposed for such path-dependent equations. Cont [7] proposed a notion of Sobolev-type weak solution using the weak functional Itô calculus presented in section 2.2. Cosso and Russo [13] introduced a notion of strong-viscosity solution as the pathwise limit of classical solutions to semi-linear parabolic path-dependent PDEs. Ekren et al. [21] proposed a notion of viscosity solution for semi-linear parabolic path-dependent PDEs which allows to extend the non-linear Feynman-Kac formula to non-Markovian case. Ekren et al. [22] generalized this notion to deal with fully non-linear parabolic path-dependent PDEs. Different comparison results have also been established under this framework [23, 62, 63] (see also [61] for a review of these concepts). Cosso [12] extended the result of [23] to the case of a possibly degenerate diffusion coefficient in the forward process driving the BSDE.
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Weak approximation of martingale representations

In this chapter, we present a systematic method for computing explicit approximations to martingale representations for a large class of Brownian functionals. The approximations are obtained by computing a directional derivative of the weak Euler scheme (definition 3.6) and yield a consistent estimator for the integrand in the martingale representation formula for any square-integrable functional of the solution of an SDE with path-dependent coefficients. Explicit convergence rates are derived for functionals which are Lipschitz-continuous in the supremum norm (theorem 3.10). Our results require neither the Markov property, nor any differentiability conditions on the functional or the coefficients of the stochastic differential equations. We present, in section 3.7, several numerical applications of our method to the problem of dynamic hedging in finance.

The main results of this chapter were published in [11].

3.1 Introduction

Let $W$ be a standard $d$-dimensional Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $\mathbb{F} = (\mathcal{F}_t)_{t \in [0,T]}$ its (\mathbb{P}\text{-completed}) natural filtration.
Then for any square-integrable $\mathcal{F}_T$-measurable random variable $H$, or equivalently, any square-integrable $\mathbb{F}$-martingale $Y(t) := \mathbb{E}[H|\mathcal{F}_t]$, there exists a unique ($\mathcal{F}_t$)-predictable process $\phi$ with $\mathbb{E} \left[ \int_0^T \text{tr}(\phi(t) \phi(t)) dt \right] < \infty$ such that:

$$H = Y(T) = \mathbb{E}[H] + \int_0^T \phi(t) \cdot dW(t). \quad (3.1)$$

The classical proof of this representation result (see for example [64]) is non-constructive. However in many applications, such as stochastic control or mathematical finance, we are interested in an explicit expression for the process $\phi$, which represents an optimal control or a hedging strategy.

Expressions for the integrand $\phi$ have been derived using a variety of methods and assumptions, for example Markovian techniques [17, 24, 56, 41, 26], integration by parts [5] or Malliavin calculus [6, 36, 2, 54, 43, 29, 53]. Some of these methods are limited to the case where $Y$ is a Markov process; others require differentiability of $H$ in the Fréchet or Malliavin sense [6, 54, 29, 30] or an explicit form for the density [5]. Almost all of these methods invariably involve an approximation step, either through the solution of an auxiliary partial differential equation (PDE) or the simulation of an auxiliary stochastic differential equation.

A systematic approach to obtaining martingale representation formulas has been proposed in [10], using the functional Itô calculus [20, 8, 9, 7] (theorem 2.10), for any square-integrable $\mathbb{F}$-martingale $Y$,

$$\forall t \in [0, T], \quad Y(t) = Y(0) + \int_0^t \nabla_W Y(s) \cdot dW(s) \quad \mathbb{P}-a.s.$$ 

where $\nabla_W Y$ is the weak vertical derivative of $Y$ with respect to $W$, constructed as limit in $L^2([0, T] \times \Omega)$ of pathwise directional derivatives.

More precisely, let $\mathcal{M}^2$ be the space of $\mathbb{R}$-valued square-integrable $\mathbb{F}$-martingales with initial value zero equipped with the norm $\|Y\|^2_{\mathcal{M}^2} := \mathbb{E}[Y(T)^2]$. For any $Y \in \mathcal{M}^2$, as $D(W) := C^{1,2}_{\text{loc}}(W) \cap \mathcal{M}^2$ is dense in $\mathcal{M}^2$ with respect to the norm $\| \cdot \|_{\mathcal{M}^2}$ (lemma 2.8), there exists a sequence $(Y_n)_{n \geq 1}$ of elements in $D(W)$ such that:

$$\|Y_n - Y\|_{\mathcal{M}^2} \to 0 \quad n \to \infty$$
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and

$$\|\nabla W Y_n - \nabla W Y\|_{L^2(W)} \to 0$$

where $L^2(W)$ is the Hilbert space of $\mathbb{P}$-predictable processes such that:

$$\|\phi\|^2_{L^2(W)} := \mathbb{E} \left[ \int_0^T \text{tr}(\phi(t) \, t \phi(t)) \, dt \right] < \infty.$$  

Here contrary to $\phi = \nabla W Y$ which is a weak vertical derivative, $\phi_n := \nabla W Y_n$ is a classical pathwise vertical derivative:

$$\nabla W Y_n(t) = \nabla_\omega F_n(t, W_t) = (\partial_i F_n(t, W_t), i = 1, \ldots, d) \in \mathbb{R}^d$$

with

$$\partial_i F_n(t, W_t) = \lim_{h \to 0} \frac{F_n(t, W_t + he_i 1_{[t,T]}) - F_n(t, W_t)}{h}$$

for any $F_n \in C^{1,2}_{\text{loc}}(\Lambda_T^d)$ such that $Y_n(t) = F_n(t, W_t) \, dt \times d\mathbb{P}$-a.e. (definition 2.7). Hence $\phi_n$ is defined as a pathwise limit of finite-difference approximations, and thus readily computable path-by-path in a simulation setting, which makes it a natural explicit approximation of the integrand $\phi$ in the martingale representation (3.1).

This approach does not rely on any Markov property nor on the Gaussian structure of the Wiener space and is applicable to functionals of a large class of Itô processes. However, lemma 2.8 only ensures the existence of $(Y_n)_{n \geq 1}$ in $D(W)$ (or equivalently $(F_n)_{n \geq 1}$ in $C^{1,2}_{\text{loc}}(\Lambda_T^d)$), it does not provide an explicit construction of $(Y_n)_{n \geq 1}$ (or $(F_n)_{n \geq 1}$) which approximates the initial martingale $Y$ in $\| \cdot \|_{M^2}$.

In this chapter, we propose a systematic method for constructing such a sequence of ‘smooth’ martingales $(Y_n)_{n \geq 1}$ in a general setting in which $H$ is allowed to be a functional of the solution of a stochastic differential equation (SDE) with path-dependent coefficients:

$$dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t) \quad X(0) = x_0 \in \mathbb{R}^d \quad (3.2)$$

where $X_t = X(t \wedge \cdot)$ designates the path stopped at $t$ and

$$b : \Lambda_T^d \to \mathbb{R}^d, \quad \sigma : \Lambda_T^d \to \mathcal{M}_d(\mathbb{R})$$
are continuous non-anticipative functionals.

For any square-integrable \( \mathcal{F}_T \)-measurable variable \( H \) of the form \( H = g(X(t), 0 \leq t \leq T) = g(X_T) \) where \( g : (D([0, T], \mathbb{R}^d), \| \cdot \|_\infty) \to \mathbb{R} \) is a continuous functional, we construct an explicit sequence of approximations \( \phi_n \) for the integrand \( \phi \) in (3.1). These approximations are constructed as vertical derivatives, in the sense of definition 1.10, of the weak Euler approximation \( F_n \) of the martingale \( Y \), obtained by replacing \( X \) by the corresponding Euler scheme \( nX \):

\[
\phi_n(t) = \nabla_\omega F_n(t, W), \quad \text{with} \quad F_n(t, \omega) := \mathbb{E} \left[ g(nX(\omega \oplus t W)) \right] \quad (3.3)
\]

where \( \oplus \) is the concatenation of paths at \( t \).

The main results of this chapter are the following. We first show that the functional \( F_n \) defined by (3.3) is horizontally differentiable and infinitely vertically differentiable (theorem 3.7), and \( F_n \) and its derivatives satisfy the necessary regularity conditions for applying the functional Itô formula (theorem 3.8), namely \( F_n \in C^{1,2}_{loc,r}(\Lambda^d_T) \) (definition 2.3). As \( Y_n(t) := F_n(t, W_t) \) is a \( \mathbb{F} \)-martingale, i.e. \( Y_n \in D(W) \), we establish the convergence of the approximations \( \phi_n \) to the integrand \( \phi \) in (3.1) in proposition 3.3. Under a Lipschitz assumption on \( g \), we provide in theorem 3.10 an \( L^p \) error estimate for the approximation error. The proposed approximations are easy to compute and readily integrated in commonly used numerical schemes for SDEs. Some numerical aspects of this approximation method are discussed in section 3.6. And finally in section 3.7 we apply this method to the hedging problem of exotic options in finance.

Our approach requires neither the Markov property of the underlying processes nor the differentiability of coefficients \( b \) and \( \sigma \) of the path-dependent SDE (3.2), and is thus applicable to functionals of a large class of semimartingales. By contrast to methods based on Malliavin calculus [6, 36, 2, 54, 43, 29], it does not require Malliavin differentiability of the terminal variable \( H \) nor does it involve any choice of ‘Malliavin weights’, a delicate step in these methods.
Ideas based on the functional Itô calculus have also been recently used by Leão and Ohashi [47] for weak approximation of Wiener functionals, using a space-filtration discretization scheme. The approach of [47] essentially reduces to approximating the process using a (random-step) binomial tree and computing the estimators using the underlying tree. Unlike the approach proposed in [47], our approach is based on a Euler approximation on a fixed time grid, rather than a random time grid used in [47], which involves a sequence of first passage times. Our approach is thus much easier to implement and analyze and is readily integrated in commonly used numerical schemes for approximations of SDEs, which are typically based on fixed time grids.

3.2 Euler approximations for path-dependent SDEs

Let $W$ be a standard $d$-dimensional Brownian motion defined on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$ and $\mathbb{F} := (\mathcal{F}_t)_{t \in [0,T]}$ its ($\mathbb{P}$-completed) natural filtration. We consider the following stochastic differential equation with path-dependent coefficients:

$$dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d$$

(3.4)

where $b : \Lambda_T^d \to \mathbb{R}^d$ and $\sigma : \Lambda_T^d \to \mathcal{M}_d(\mathbb{R})$ are non-anticipative maps, assumed to be Lipschitz continuous with respect to the following distance $d$ defined on $\Lambda_T^d$:

$$d((t, \omega), (t', \omega')) = \sup_{s \in [0,T]} |\omega(s) - \omega'(s)| + \sqrt{|t - t'|} = ||\omega_t - \omega_{t'}||_\infty + \sqrt{|t - t'|}.$$

Assumption 3.1. We assume that $b : (\Lambda_T^d, d) \to \mathbb{R}^d$, $\sigma : (\Lambda_T^d, d) \to \mathcal{M}_d(\mathbb{R})$ are Lipschitz continuous:

$$\exists K_{Lip} > 0, \quad \forall t, t' \in [0,T], \forall \omega, \omega' \in D([0,T], \mathbb{R}^d),$$

$$|b(t, \omega) - b(t', \omega')| + ||\sigma(t, \omega) - \sigma(t', \omega')|| \leq K_{Lip} d((t, \omega), (t', \omega')).$$
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Remark 3.1. This Lipschitz condition with respect to the distance \(d\) is weaker than a Lipschitz condition with respect to the distance \(d_{\infty}\) as in assumption 2.3: it allows for a Hölder smoothness of degree \(1/2\) in the \(t\) variable.

Under assumption 3.1, (3.4) has a unique strong \(\mathbb{F}\)-adapted solution \(X\).

Proposition 3.1. Under assumption 3.1, there exists a unique \(\mathbb{F}\)-adapted process \(X\) satisfying (3.4). Moreover for \(p \geq 1\), we have:

\[
\mathbb{E} \left[ \|X_T\|_{\infty}^{2p} \right] \leq C(1 + |x_0|^{2p})e^{CT}
\]

for some constant \(C = C(p, T, K_{Lip})\) depending on \(p, T\) and \(K_{Lip}\).

The proof of this proposition is exactly the same as that of proposition 2.3.

Again the assumption 3.1 might seem to be strong, and it can be replaced by the weaker condition given in remark 2.11. However assumption 3.1 is necessary for the convergence of the Euler approximation described later in this section, especially the results concerning its rate of convergence.

In the following, we always assume that assumption 3.1 holds. The strong solution \(X\) of equation (3.4) is then a semimartingale and defines a non-anticipative functional \(X : \mathcal{W}_T^d \to \mathbb{R}^d\) given by the Itô map associated to (3.4).

3.2.1 Euler approximations as non-anticipative functionals

We now consider an Euler approximation for the SDE (3.4) and study its properties as a non-anticipative functional. Let \(n \in \mathbb{N}\) and \(\delta = \frac{T}{n}\). The Euler approximation \(nX\) of \(X\) on the grid \((t_j = j\delta, j = 0, \cdots, n)\) is defined as follows:

Definition 3.2 (Euler scheme). For \(\omega \in D([0,T], \mathbb{R}^d)\), denote by \(nX(\omega) \in D([0,T], \mathbb{R}^d)\) the piecewise constant Euler approximation for (3.4) computed along the path \(\omega\), defined as follows: \(nX(\omega)\) is constant in each interval...
follows, we denote by $p$ coefficients

Clearly the map $p$ by:

\[
X(t_{j+1}, \omega) = X(t_j, \omega) + b(t_j, nX(t_j)(\omega))\delta + \sigma(t_j, nX(t_j)(\omega))(\omega(t_{j+1}) - \omega(t_j)),
\]

where $X(t(\omega) = X(t \wedge \cdot, \omega)$ the path of $X$ stopped at time $t$ computed along $\omega$, and by convention $\omega(0) = \omega(0)$.

When computed along the path of the Brownian motion $W$, $X(W)$ is simply the piecewise constant Euler-Maruyama scheme \[57\] for the stochastic differential equation (3.4).

By definition, the path $X(\omega)$ depends only on a finite number of increments of $\omega$: $\omega(t_1) - \omega(0), \cdots, \omega(t_n) - \omega(t_{n-1})$. We can thus define a map:

\[
p_n : \mathcal{M}_{d,n}(\mathbb{R}) \to D([0, T], \mathbb{R}^d)
\]
such that for $\omega \in D([0, T]), \mathbb{R}^d)$,

\[
x(\omega) = p_n(\omega(t_1) - \omega(0), \omega(t_2) - \omega(t_1), \cdots, \omega(t_n) - \omega(t_{n-1})).
\]

Clearly the map $p_n$ only depends on the initial condition $x_0$ and the coefficients $b$ and $\sigma$ of the SDE \[3.4\]. By a slight abuse of notation, in what follows, we denote by $p_t(y)$ the path $p_n(y)$ stopped at time $t$ for $y \in \mathcal{M}_{d,n}(\mathbb{R})$.

The map $p_n : \mathcal{M}_{d,n}(\mathbb{R}) \to (D([0, T], \mathbb{R}^d), \| \cdot \|_\infty)$ is then locally Lipschitz continuous, as shown by the following lemma.

**Lemma 3.3.** For every $\eta > 0$, there exists a constant $C(\eta, KLip, T)$ such that for any $y = (y_1, \cdots, y_n)$, $y' = (y'_1, \cdots, y'_n) \in \mathcal{M}_{d,n}(\mathbb{R})$,

\[
\max_{1 \leq k \leq n} |y_k| \leq \eta \implies \|p_n(y) - p_n(y')\|_\infty \leq C(\eta, KLip, T) \max_{1 \leq k \leq n} |y_k - y'_k|.
\]

**Proof.** As the two paths $p_n(y)$ and $p_n(y')$ are both piecewise constant by construction, it suffices to prove the inequality at times $(t_j)_{0 \leq j \leq n}$. We prove by induction that, for any $0 \leq j \leq n$,

\[
\|p_{t_j}(y) - p_{t_j}(y')\|_\infty \leq C(\eta, KLip, T) \max_{1 \leq k \leq n} |y_k - y'_k|
\] (3.7)
with some constant $C$ which only depends on $\eta$, $K_{Lip}$, $T$ (and $n$).

For $j = 0$, this is clearly the case as $p(y)(0) = p(y')(0) = x_0$. Assume that \((3.7)\) is verified for some $0 \leq j \leq n - 1$, consider now $\|p_{t_{j+1}}(y) - p_{t_{j+1}}(y')\|_{\infty}$, by definition of the map $p_n$, we have:

$$p_n(y)(t_{j+1}) = p_n(y)(t_j) + b(t_j, p_{t_j}(y))\delta + \sigma(t_j, p_{t_j}(y))y_{j+1}$$

and

$$p_n(y')(t_{j+1}) = p_n(y')(t_j) + b(t_j, p_{t_j}(y'))\delta + \sigma(t_j, p_{t_j}(y'))y'_{j+1},$$

Thus

$$|p_n(y)(t_{j+1}) - p_n(y')(t_{j+1})|$$

$$\leq |p_n(y)(t_j) - p_n(y')(t_j)| + |b(t_j, p_{t_j}(y)) - b(t_j, p_{t_j}(y'))|\delta$$

$$+ \|\sigma(t_j, p_{t_j}(y))\| \cdot |y_{j+1} - y'_{j+1}| + \|\sigma(t_j, p_{t_j}(y)) - \sigma(t_j, p_{t_j}(y'))\| \cdot |y'_{j+1}|$$

$$\leq C(\eta, K_{Lip}, T) \max_{1 \leq k \leq j} |y_k - y'_k| + K_{Lip}C(\eta, K_{Lip}, T) \max_{1 \leq k \leq j} |y_k - y'_k|\delta$$

$$+ (\|\sigma(0, \bar{0})\| + K_{Lip}(\sqrt{t_j} + \|p_{t_j}(y)\|_{\infty})) |y_{j+1} - y'_{j+1}|$$

$$\leq C(\eta, K_{Lip}, T) \max_{1 \leq k \leq j+1} |y_k - y'_k|$$

(The constant $C$ may differ from one line to another).

And consequently we have:

$$\|p_{t_{j+1}}(y) - p_{t_{j+1}}(y')\|_{\infty} \leq C(\eta, K_{Lip}, T) \max_{1 \leq k \leq j+1} |y_k - y'_k|$$

for some different constant $C$ depending only on $\eta$, $K_{Lip}$ and $T$ (and $n$). And we conclude by induction.

\[\Box\]

### 3.2.2 Strong convergence

To simplify the notations, $_nX_T(W_T)$ will be simply noted as $_nX_T$ in the following. The following result, which gives a uniform estimate of the discretization error, $_X_T - _nX_T$ extends similar results known in the Markovian case \([57, 25, 37]\) to the path-dependent SDEs \((3.4)\) (see also \([34]\):
Proposition 3.2. Under assumption 3.1, we have the following estimate in $L^{2p}$-norm for the strong error of the piecewise constant Euler-Maruyama scheme:

$$
\mathbb{E} \left( \sup_{s \in [0,T]} \| X(s) - \hat{n}X(s) \|^{2p} \right) \leq C(x_0, p, T, K_{Lip}) \left( \frac{1 + \log n}{n} \right)^p, \quad \forall p \geq 1
$$

with $C$ a constant depending only on $x_0$, $p$, $T$ and $K_{Lip}$.

Proof. The idea is to construct a 'Brownian interpolation' $\hat{n}X_T$ of $nX_T$:

$$
\hat{n}X(s) = x_0 + \int_0^s b \left( u, nX_u \right) du + \int_0^s \sigma \left( u, nX_u \right) dW(u)
$$

where $u = \left\lfloor \frac{u}{\delta} \right\rfloor \cdot \delta$ is the largest subdivision point which is smaller or equal to $u$.

Clearly $\hat{n}X$ is a continuous semimartingale and $\sup_{s \in [0,T]} |X(s) - \hat{n}X(s)|_{2p}$ can be controlled by the sum of the two following terms:

$$
\sup_{s \in [0,T]} |X(s) - \hat{n}X(s)|_{2p} \leq \sup_{s \in [0,T]} |X(s) - n\hat{X}(s)|_{2p} + \sup_{s \in [0,T]} |n\hat{X}(s) - nX(s)|_{2p}
$$

(3.8)

We start with the first term of (3.8) $\sup_{s \in [0,T]} |X(s) - \hat{n}\hat{X}(s)|_{2p}$. Using
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the Burkholder-Davis-Gundy inequality and Hölder’s inequality, we have:

\[ \mathbb{E}\|X_T - \hat{n}X_T\|_{∞}^{2p} = \mathbb{E}\left( \left\| \int_0^T (b(s, X_s) - b(\bar{s}, nX_s)) \, ds + \int_0^T (\sigma(s, X_s) - \sigma(\bar{s}, nX_s)) \, dW(s) \right\|_{∞}^{2p} \right) \]

\[ \leq C(p) \left( \mathbb{E}\left( \left\| \int_0^T (b(s, X_s) - b(\bar{s}, nX_s)) \, ds \right\|_{∞}^{2p} \right) \right) \]

\[ \leq C(p) \left( \mathbb{E}\left( \left\| \sigma(s, X_s) - \sigma(\bar{s}, nX_s) \right\| \, ds \right\|_{∞}^{2p} \right) \right) \]

\[ \leq C(p, T) \left( \mathbb{E}\left( \left\| \sigma(s, X_s) - \sigma(\bar{s}, nX_s) \right\| \, ds \right\|_{∞}^{2p} \right) \right) \]

\[ \leq C(p, T, K_{\text{Lip}}) \left( \mathbb{E}\left( \left\| \sigma(s, X_s) - \sigma(\bar{s}, nX_s) \right\| \, ds \right\|_{∞}^{2p} \right) \right) \]

We have used the fact that \( nX_s = nX_s \) since \( nX \) is piecewise constant by definition.

Consider now the second term of (3.8) \( \| \sup_{s\in[0,T]} |n\hat{X}(s) - nX(s)| \|_{2p} \). First we observe that:

\[ n\hat{X}(s) - nX(s) = n\hat{X}(s) - n\hat{X}(\bar{s}) = b(\bar{s}, nX_s) (s-\bar{s}) + \sigma(\bar{s}, nX_s) (W(s) - W(\bar{s})) \]

thus we have:

\[ \|n\hat{X}_T - nX_T\|_{∞} \leq \sup_{0\leq s \leq T} \left( |b(\bar{s}, nX_s)| + |\sigma(\bar{s}, nX_s)| \right) \left( \frac{1}{n} + \sup_{s\in[0,T]} |W(s) - W(\bar{s})| \right) \]

\[ \leq C(K_{\text{Lip}}, T) \left( 1 + \|nX_T\|_{∞} \right) \left( \frac{1}{n} + \sup_{s\in[0,T]} |W(s) - W(\bar{s})| \right) \]
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and

\[ E\|n\hat{X}_T - nX_T\|_{\infty}^{2p} \leq C(p, K_{Lip}, T) \frac{1}{n^{2p}} E \left[ (1 + \|nX_T\|_{\infty})^{2p} \right] \]

\[ + C(p, K_{Lip}, T) E \left[ (1 + \|nX_T\|_{\infty})^{2p} \sup_{s \in [0, T]} |W(s) - W(\bar{s})|^{2p} \right] \]

\[ \leq C(p, K_{Lip}, T) \frac{1}{n^{2p}} \left( 1 + E\|nX_T\|_{\infty}^{2p} \right) \]

\[ + C(p, K_{Lip}, T) E \sup_{s \in [0, T]} |W(s) - W(\bar{s})|^{2p} \]

\[ + C(p, K_{Lip}, T) E \left[ \|nX_T\|_{\infty}^{2p} \sup_{s \in [0, T]} |W(s) - W(\bar{s})|^{2p} \right] \]

The Cauchy-Schwarz inequality yields:

\[ E\|n\hat{X}_T - nX_T\|_{\infty}^{2p} \leq C(p, K_{Lip}, T) \frac{1}{n^{2p}} \left( 1 + \sqrt{E\|nX_T\|_{\infty}^{4p}} \right) \]

\[ + C(p, K_{Lip}, T) \sqrt{E\sup_{s \in [0, T]} |W(s) - W(\bar{s})|^{4p}} \]

\[ + C(p, K_{Lip}, T) \sqrt{E\|nX_T\|_{\infty}^{2p}} \cdot \sqrt{E\sup_{s \in [0, T]} |W(s) - W(\bar{s})|^{4p}} \]

\[ \leq C(p, K_{Lip}, T) \left( 1 + \sqrt{E\|nX_T\|_{\infty}^{3p}} \right) \]

\[ \cdot \left( \frac{1}{n^{2p}} + \sqrt{E\sup_{s \in [0, T]} |W(s) - W(\bar{s})|^{4p}} \right) \]

(3.9)

We now show that \( E\|nX_T\|_{\infty}^{4p} \) can be bounded independently of \( n \). Using again the Burkholder-Davis-Gundy inequality and Hölder’s inequality, we obtain:

\[ E\|nX_T\|_{\infty}^{4p} \leq E\|n\hat{X}_T\|_{\infty}^{4p} \]

\[ \leq C(p) \left( x_0^{4p} + E \left( \int_0^T |b(\bar{s}, nX_\bar{s})| ds \right)^{4p} + E \left( \int_0^T \|\sigma(\bar{s}, nX_\bar{s})\|^2 ds \right)^{2p} \right) \]

\[ \leq C(x_0, p, T) \left( 1 + \int_0^T (E|b(\bar{s}, nX_\bar{s})|^{4p} + E\|\sigma(\bar{s}, nX_\bar{s})\|^{4p}) \right. \]

\[ \left. ds \right) \]

\[ \leq C(x_0, p, T, K_{Lip}) \left( 1 + \int_0^T E\|nX_\bar{s}\|_{\infty}^{4p} ds \right) \]
And we deduce from Gronwall’s inequality that $\mathbb{E}\|nX_T\|_{2p}^p$ is bounded by a constant which depends only on $x_0$, $p$, $T$ and $K_{\text{Lip}}$.

What remains is to control the term $\sqrt{\mathbb{E}\sup_{s \in [0,T]} |W(s) - W(\bar{s})|^{4p}}$ in (3.9). For this, we make use of the following result [55, p.209]:

$$\forall p > 0, \quad \|\sup_{0 \leq s \leq T} |W(s) - W(\bar{s})|\|_p \leq C(W, p) \frac{T}{n} (1 + \log n)$$

where $C(W, p)$ is a constant which only depends on $p$ and $W$. This result is a consequence of the following lemma [55, Lemma 7.1]:

**Lemma 3.4.** Let $Y_1, \cdots, Y_n$ be non-negative random variables with the same distribution satisfying $\mathbb{E} \left(e^{\lambda Y_1}\right) < \infty$ for some $\lambda > 0$. Then we have:

$$\forall p > 0, \quad \|\max(Y_1, \cdots, Y_n)\|_p \leq \frac{1}{\lambda} (\log n + C(p, Y_1, \lambda))$$

for some constant $C(p, Y_1, \lambda)$ which only depends on $p$, $Y_1$ and $\lambda$.

We have thus:

$$\sqrt{\mathbb{E}\sup_{s \in [0,T]} |W(s) - W(\bar{s})|^{4p}} \leq C(p, T) \left(\frac{1 + \log n}{n}\right)^p.$$ 

And inequality (3.9) can now be written as:

$$\mathbb{E}\|n\hat{X}_T - nX_T\|_{2p}^p \leq C(x_0, p, T, K_{\text{Lip}}) \left(\frac{1 + \log n}{n}\right)^p.$$ 

Finally (3.8) becomes:

$$\mathbb{E}\|X_T - nX_T\|_{2p}^p \leq C(p) \left(\mathbb{E}\|X_T - n\hat{X}_T\|_{2p}^p + \mathbb{E}\|n\hat{X}_T - nX_T\|_{2p}^p\right)$$

$$\leq C(x_0, p, T, K_{\text{Lip}}) \left(\left(\frac{1 + \log n}{n}\right)^p + \int_0^T \mathbb{E}\|X_s - nX_s\|_{2p}^p ds\right).$$

And we conclude by Gronwall’s inequality. 

We may also deduce from proposition 3.2 an almost-sure rate of convergence.
Corollary 3.1. Under assumption 3.1 we have the following almost-sure rate of convergence of the piecewise constant Euler-Maruyama scheme:

$$\forall \alpha \in [0, \frac{1}{2}), \ n^\alpha \|X_T - nX_T\|_\infty \to 0, \ \mathbb{P}-a.s.$$ 

Proof. Let $\alpha \in [0, \frac{1}{2})$. For $p$ large enough, by proposition 3.2 we have:

$$\mathbb{E} \left[ \sum_{n \geq 1} n^{2p\alpha} \|X_T - nX_T\|_\infty^{2p} \right] < \infty.$$ 

Thus

$$\sum_{n \geq 1} n^{2p\alpha} \|X_T - nX_T\|_\infty^{2p} < \infty, \ \mathbb{P}-a.s.$$ 

and

$$n^\alpha \|X_T - nX_T\|_\infty \to 0, \ \mathbb{P}-a.s.$$ 

\[\square\]

3.3 Smooth functional approximations for martingales

Now return to the initial setting of our problem. We have a continuous semimartingale $X$ which is the (strong) solution of the following path-dependent PDE:

$$dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d.$$ 

We have a functional $g : D([0,T], \mathbb{R}^d) \to \mathbb{R}$, and we would like to find an approximation of the martingale representation of the $\mathbb{F}_T$-measurable variable $g(X_T)$ or equivalently the martingale $Y(t) := \mathbb{E}[g(X_T)|\mathcal{F}_t]$.

First we impose a condition on the functional $g$ to ensure the integrability of $g(X_T)$.

Assumption 3.2. We assume that the functional $g : (D([0,T], \mathbb{R}^d), \|\cdot\|_\infty) \to \mathbb{R}$ is continuous with polynomial growth:

$$\exists q \in \mathbb{N}, \exists C > 0, \forall \omega \in D([0,T], \mathbb{R}^d), \quad |g(\omega)| \leq C (1 + \|\omega\|_\infty^q).$$
Under this assumption, \( g(X_T) \) (or the martingale \( Y \)) is square-integrable by proposition 3.1. This is still true if we replace \( X_T \) with its piecewise constant Euler-Maruyama scheme \( nX_T \) as we have shown in the proof of proposition 3.2 that \( \mathbb{E}\|nX_T\|_\infty^{2p} \) is bounded independently of \( n \).

The (square-integrable) martingale \( Y \) may be represented as a non-anticipative functional of \( W \):

\[
Y(t) = F(t, W_t)
\]

where the functional \( F \) is square-integrable but fails to be smooth a priori (see [65] for conditions under which \( Y \) admits a smooth functional representation of \( W \)). By theorem 2.10 we have:

\[
g(X_T) = Y(T) = Y(0) + \int_0^T \nabla_W Y(s) \cdot dW(s) \quad \mathbb{P}-a.s.
\]

where \( \nabla_W Y \) is the weak vertical derivative of \( Y \) with respect to \( W \) (theorem 2.9), which cannot be computed directly as a pathwise directional derivative unless \( F \) is a smooth functional (for example \( \in C^{1,2}_{loc,r}(\Lambda_T^d) \)).

The main idea is to approximate the martingale \( Y \) by a sequence of smooth martingales \( Y_n \) which, contrary to \( Y \), admit a smooth functional representation \( Y_n(s) = F_n(s, W_s) \) with \( F_n \in C^{1,2}_{loc,r}(\Lambda_T^d) \). Then by the functional Itô formula, we have:

\[
\int_0^T \nabla_\omega F_n(s, W_s) \cdot dW(s) = Y_n(T) - Y_n(0)
\]

\[
\xrightarrow{n \to \infty} Y(T) - Y(0) = \int_0^T \nabla_W Y(s) \cdot dW(s).
\]

We recall that the existence of such sequence \( (Y_n)_{n \geq 1} \) is ensured by lemma 2.8. Here we focus on an explicit construction of \( (Y_n)_{n \geq 1} \) (or \( (F_n)_{n \geq 1} \)). Once \( (F_n)_{n \geq 1} \) is given, we then obtain the following estimator for \( \nabla_W Y \):

\[
Z_n(s) = \nabla_\omega F_n(s, W_s),
\]

where the vertical derivative \( \nabla_\omega F_n(s, W_s) = (\partial_i F_n(s, W_s), 1 \leq i \leq d) \) may be computed as a pathwise directional derivative

\[
\partial_i F_n(s, W_s) = \lim_{h \to 0} \frac{F_n(s, W_s + he_i 1_{[s,T]}) - F_n(s, W_s)}{h},
\]
yielding a concrete procedure for computing the estimator.

We will show in the following that the weak Euler approximation \( \text{(definition 3.2)} \) provides a systematic way of constructing such smooth functional approximations in the sense of definition \( \text{2.3} \).

**Remark 3.5.** If we assume that the local martingale component of the process \( X \) is non-degenerate, i.e. \( \det(\sigma(t,X_t)) \neq 0 \), \( dt \times d\mathbb{P}-\text{a.e.} \) then \( X \) also admits the predictable representation property \( \text{[42, 64]} \): \( g(X_T) = Y(T) \) can also be represented as an integral with respect to the local martingale component \( M \) of \( X \), which is an easy extension of theorem \( \text{2.10} \) to the case where \( X \) is a semimartingale:

\[
g(X_T) = Y(T) = Y(0) + \int_0^T \nabla_X Y(s) \cdot dM(s) \quad \mathbb{P}-\text{a.s.}
\]

We can also attempt to construct a sequence of smooth martingales \( Y_n \) which admit a smooth functional representation with respect to \( X \): \( Y_n(s) = F_n(s,X_s) \). In some applications, this approach might seem to be more natural. For example, in mathematical finance, if \( X \) represents the price of an underlying asset and \( g \) is the payoff of some path-dependent option, then \( \nabla_X Y \) represents the sensitivity of the option price with respect to the underlying, commonly called the delta of the option.

However in this case, it is more difficult to construct such smooth functionals \( F_n \), which often requires some differentiability condition on the coefficients \( b \) and \( \sigma \) of the SDE \( \text{(3.4)} \) satisfied by \( X \). Indeed, as we shall see in the proof of theorem \( \text{3.7} \), in our approach, the smoothness of the functionals \( F_n \) relies on the smoothness of the density of increments of \( W \). If we now work with functionals of \( X \), as the density of increments of \( X \) is not necessarily smooth, (unless with some additional differentiability condition on \( b \) and \( \sigma \)), the smoothness of \( F_n \) might be problematic in this case.

Now we define explicitly the functional \( F_n \). Define first the concatenation of two càdlàg paths \( \omega, \omega' \in D([0,T],\mathbb{R}^d) \) at time \( s \in [0,T] \), which we note
\(\omega \oplus \omega',\) as the following càdlàg path on \([0, T]:\)

\[
\omega \oplus \omega' = \omega_s \oplus \omega' = \begin{cases} 
\omega(u) & u \in [0, s) \\
\omega(s) + \omega'(u) - \omega'(s) & u \in [s, T]
\end{cases}
\]

Observe that if \(\omega, \omega' \in C([0, T], \mathbb{R}^d),\) then \(\omega \oplus \omega'\) is also continuous. And for any \(z \in \mathbb{R}^d,\) we have:

\[
\omega^z_s \oplus \omega' = (\omega \oplus \omega') + z1_{[s, T]}
\]

**Definition 3.6** (Weak Euler approximation). We define the (level-\(n\)) weak Euler approximation of \(F\) as the functional \(F_n\) by, for any \(\omega \in D([0, T], \mathbb{R}^d),\)

\[
F_n(s, \omega_s) := E \left[ g \left( nX(\omega_s \oplus B_T) \right) \right] \quad (3.10)
\]

where \(B\) is a Wiener process independent of \(W.\)

Applying this functional to the path of the Wiener process \(W,\) we obtain a \(\mathbb{F}\)-adapted process:

\[
Y_n(s) := F_n(s, W_s).
\]

Using independence of increments of \(W,\) we have:

\[
Y_n(s) = \mathbb{E} \left[ g(nX(\omega_s \oplus B_T)) \right] \big|_{\omega_s = W_s} = \mathbb{E} \left[ g(nX(W_s \oplus B_T)) | \mathcal{F}_s \right]
\]

In particular \(Y_n\) is a square-integrable martingale, so is weakly differentiable in the sense of theorem 2.9. We will now show that \(F_n\) is in fact a smooth functional in the sense of definition 2.3, i.e. \(F_n \in C^{1,2}_{\text{loc},t}(\Lambda_T^d).\)

**Theorem 3.7.** Under Assumptions 3.1 and 3.2, the functional \(F_n\) defined in (3.10) is horizontally differentiable and infinitely vertically differentiable.

**Proof.** First, note that under assumption 3.1 \(nX(\omega)\) is bounded by a polynomial in the variables \(\omega(t_1 -) - \omega(0), \omega(t_2 -) - \omega(t_1 -), \ldots, \omega(t_n -) - \omega(t_{n-1} -)).\)
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Combined with assumption 3.2, this implies that all expectations in the proof of this theorem are well defined.

Let \((s, \omega) \in \Lambda^d_T\) with \(t_k \leq s < t_{k+1}\) for some \(0 \leq k \leq n - 1\). We start with the vertical differentiability of \(F_n\) at \((s, \omega)\), which is equivalent to the differentiability at 0 of the map \(v : \mathbb{R}^d \to \mathbb{R}\) defined by:

\[
v(z) := F_n(s, \omega^z_s) = \mathbb{E}\left[g(nX(\omega^z_s \oplus B_T))\right], \quad z \in \mathbb{R}^d.
\]

The main idea of the proof is to absorb the dependence of the map \(v\) on \(z\) in the Gaussian density function when taking the expectation, which then implies smoothness in \(z\) since the Gaussian density function is infinitely differentiable.

As we have already shown, \(nX(\omega^z_s \oplus B_T)\) depends only on \((\omega^z_s \oplus B_T)(t_1 -) - (\omega^z_s \oplus B_T)(0), \cdots, (\omega^z_s \oplus B_T)(t_n -) - (\omega^z_s \oplus B_T)(t_{n-1} -)\), which are all explicit using the definition of the concatenation. For \(j < k\), we have:

\[
(\omega^z_s \oplus B_T)(t_{j+1} -) - (\omega^z_s \oplus B_T)(t_j -) = \omega(t_{j+1} -) - \omega(t_j -).
\]

In the case where \(j = k\), we have:

\[
(\omega^z_s \oplus B_T)(t_{k+1} -) - (\omega^z_s \oplus B_T)(t_k -) = B(t_{k+1}) - B(s) + \omega(s) + z - \omega(t_k -) \\
= B(t_{k+1}) - B(s) + z + \omega(s) - \omega(t_k -).
\]

And for \(j > k\), we have:

\[
(\omega^z_s \oplus B_T)(t_{j+1} -) - (\omega^z_s \oplus B_T)(t_j -) = B(t_{j+1}) - B(s) + \omega(s) + z - (B(t_j) - B(s) + \omega(s) + z) \\
= B(t_{j+1}) - B(t_j).
\]

Thus we have:

\[
nX(\omega^z_s \oplus B_T) = p_n \left( \omega(t_1 -) - \omega(0), \cdots, \omega(t_k -) - \omega(t_{k-1} -), \right. \\
B(t_{k+1}) - B(s) + z + \omega(s) - \omega(t_k -), \\
B(t_{k+2}) - B(t_{k+1}), \cdots, B(t_n) - B(t_{n-1}) \left. \right) \\
= B(t_{k+1}) - B(s) + z + \omega(s) - \omega(t_k -).
\]
where \( p_n : \mathbb{M}_{d,n}(\mathbb{R}) \to D([0,T],\mathbb{R}^d) \) is the map defined in (3.6).

Observe from the previous expression of \( nX(\omega^z_s \oplus B_T) \) that, for a fixed \( z \) and \( s \), the randomness of the piecewise constant stochastic process \( nX(\omega^z_s \oplus B_T) \) only comes from a finite number of Gaussian variables: \( B(t_{k+1}) - B(s), B(t_{k+2}) - B(t_{k+1}), \ldots, B(t_n) - B(t_{n-1}) \). Since the joint distribution of these Gaussian variables is explicit, \( v(z) = \mathbb{E}\left[g(nX_T(\omega^z_s \oplus B_T))\right] \) can be computed explicitly as an integral in finite dimension.

Let \( y = (y_1, \ldots, y_{n-k}) \in \mathbb{M}_{d,n-k}(\mathbb{R}) \).

\[
v(z) = \mathbb{E}\left[g(nX_T(\omega^z_s \oplus B_T))\right] = \mathbb{E}\left[g\left(p_n(\omega(t_1) - \omega(0), \ldots, \omega(t_k) - \omega(t_{k-1})), B(t_{k+1}) - B(s) + z + \omega(s) - \omega(t_{k-1}), B(t_{k+2}) - B(t_{k+1}), \ldots, B(t_n) - B(t_{n-1})\right)\right] = \int_{\mathbb{R}^{d\times(n-k)}} g\left(p_n(\omega(t_1) - \omega(0), \ldots, \omega(t_k) - \omega(t_{k-1}), y_1 + z + \omega(s) - \omega(t_{k-1}), y_2, \ldots, y_{n-k})\right) \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy_1 dy_2 \cdots dy_{n-k} = \int_{\mathbb{R}^{d\times(n-k)}} g\left(p_n(\omega(t_1) - \omega(0), \ldots, \omega(t_k) - \omega(t_{k-1}), y_1 + \omega(s) - \omega(t_{k-1}), y_2, \ldots, y_{n-k})\right) \Phi(y_1 - z, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy_1 dy_2 \cdots dy_{n-k}
\]

with \( \delta = \frac{T}{n} \) and

\[
\Phi(x, t) = (2\pi t)^{-\frac{d}{2}} \exp\left(-\frac{|x|^2}{2t}\right), \quad x \in \mathbb{R}^d
\]

the density function of a \( d \)-dimensional \( N(0, tI_d) \) random variable.

Since the only term which depends on \( z \) in the integrand of (3.11) is \( \Phi(y_1 - z, t_{k+1} - s) \), which is a smooth function of \( z \), thus \( v \) is differentiable at all \( z \in \mathbb{R}^d \), in particular at 0. Hence \( F_n \) is vertically differentiable at
(s, ω) ∈ Λ^d_k with: for 1 ≤ i ≤ d,
\[ \partial_i F_n(s, \omega) = \int_{\mathbb{R}^d \times (n-k)} \frac{y_1 \cdot e_i}{t_{k+1} - s} \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, s, \omega) dy_1 dy_2 \cdots dy_{n-k} \]
\[ = \mathbb{E} \left[ g_n(X(s, \omega \oplus B_T)) \frac{(B(t_{k+1}) - B(s)) \cdot e_i}{t_{k+1} - s} \right]. \quad (3.12) \]

Remark that when s tends towards \( t_{k+1} \), \( \nabla_\omega F_n(s, \omega) \) may tend to infinity because of the term \( t_{k+1} - s \) in the denominator. However in the interval \([t_k, t_{k+1})\), \( \nabla_\omega F_n(s, \omega) \) behaves well and is locally bounded.

Iterating this procedure, one can show that \( F_n \) is vertically differentiable for any order. For example, we have:
\[ \partial^2_i F_n(s, \omega) = \int_{\mathbb{R}^d \times (n-k)} \frac{(y_1 \cdot e_i)^2}{(t_{k+1} - s)^2} - \frac{1}{t_{k+1} - s} \]
\[ \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, s, \omega) dy_1 dy_2 \cdots dy_{n-k}. \]

And for \( i \neq j \):
\[ \partial_{ij} F_n(s, \omega) = \int_{\mathbb{R}^d \times (n-k)} \frac{(y_1 \cdot e_i)(y_j \cdot e_j)}{(t_{k+1} - s)^2} \]
\[ \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, s, \omega) dy_1 dy_2 \cdots dy_{n-k}. \]

The horizontal differentiability of \( F_n \) can be proved similarly. Consider the following map:
\[ w(h) := F_n(s + h, \omega_s) = \mathbb{E} \left[ g_n(X(s, \omega \oplus B_T)) \right], \quad h > 0. \]

The objective is to show that \( w \) is right-differentiable at 0.
We assume again that $t_k \leq s < t_{k+1}$ for some $0 \leq k \leq n - 1$, and we can always choose an $h > 0$ small enough such that $s + h < t_{k+1}$. Using the same argument as in the proof of the vertical differentiability of $F_n$ and the fact that $\omega_s(s + h) = \omega(s)$, we have:

\[
\begin{align*}
    nX(\omega_s \oplus B_T) &= p_n(\omega(t_1^+ - \omega(0), \cdots, \omega(t_k^+ - \omega(t_{k-1}^+), \\
                        B(t_{k+1}) - B(s + h) + \omega(s) - \omega(t_k^-), \\
                        B(t_{k+2}) - B(t_{k+1}), \cdots, B(t_n) - B(t_{n-1}))).
\end{align*}
\]

Let $y = (y_1, \cdots, y_{n-k}) \in \mathbb{M}_{d,n-k}(\mathbb{R})$. We compute explicitly $w(h)$:

\[
\begin{align*}
w(h) &= \mathbb{E}\left[ g(nX_T(\omega_s \oplus B_T)) \right] \\
    &= \mathbb{E}\left[ g\left( p_n(\omega(t_1^+ - \omega(0), \cdots, \omega(t_k^+ - \omega(t_{k-1}^+), \\
                        B(t_{k+1}) - B(s + h) + \omega(s) - \omega(t_k^-), \\
                        B(t_{k+2}) - B(t_{k+1}), \cdots, B(t_n) - B(t_{n-1})) \right) \right] \\
    &= \int_{\mathbb{R}^{d \times (n-k)}} g\left( p_n(\omega(t_1^+ - \omega(0), \cdots, \omega(t_k^+ - \omega(t_{k-1}^+), y_1 + \omega(s) - \omega(t_k^-), \\
                        y_2, \cdots, y_{n-k}) \right) \Phi(y_1, t_{k+1} - s - h) \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy_1 dy_2 \cdots dy_{n-k}.
\end{align*}
\]

Again the only term which depends on $h$ in the integrand of (3.13) is $\Phi(y_1, t_{k+1} - s - h)$, which is a smooth function of $h$. Therefore $F_n$ is horizontally differentiable with:

\[
\mathcal{D}F_n(s, \omega) = \int_{\mathbb{R}^{d \times (n-k)}} g\left( p_n(\omega(t_1^+ - \omega(0), \cdots, \omega(t_k^+ - \omega(t_{k-1}^+), \\
                        y_1 + \omega(s) - \omega(t_k^-), y_2, \cdots, y_{n-k}) \right) \left( \frac{d}{2(t_{k+1} - s)} - \frac{|y_1|^2}{2(t_{k+1} - s)^2} \right) \\
                        \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy_1 \cdots dy_{n-k}.
\]

The following result shows that the functional $F_n$ and its derivatives satisfy the necessary regularity conditions for applying the functional Itô formula (theorem 2.4):
Theorem 3.8. Under assumption \textbf{3.1} and assumption \textbf{3.2} $F_n \in C^{1,2}_{loc,r}(\Lambda^d_T)$.

Proof. We have already shown in Theorem \textbf{3.7} that $F_n$ is horizontally differentiable and twice vertically differentiable. Using the expressions of $DF_n$, $\nabla_\omega F_n$ and $\nabla^2_\omega F_n$ obtained in the proof of \textbf{3.7}, and the assumption that $g$ has at most polynomial growth with respect to $\|\cdot\|_\infty$ (assumption \textbf{3.2}), we observe that in each interval $[t_k, t_{k+1})$ with $0 \leq k \leq n-1$, $DF_n$, $\nabla_\omega F_n$ and $\nabla^2_\omega F_n$ satisfy the boundedness-preserving property. It remains to show that $F_n$ is left-continuous, $\nabla_\omega F_n$ and $\nabla^2_\omega F_n$ are right-continuous, and $DF_n$ is continuous at fixed times.

Let $s \in [t_k, t_{k+1})$ for some $0 \leq k \leq n-1$ and $\omega \in D([0, T], \mathbb{R}^d)$. We first prove that $F_n$ is right-continuous at $(s, \omega)$, and is jointly continuous at $(s, \omega)$ for $s \in (t_k, t_{k+1})$. By definition of joint-continuity (or right-continuous) (definition \textbf{1.7}), we want to show that: $\forall \epsilon > 0, \exists \eta > 0, \forall (s', \omega') \in \Lambda^d_T$ (for the right-continuity, we assume in addition that $s' > s$),

$$d_\infty((s, \omega), (s', \omega')) < \eta \Rightarrow |F_n(s, \omega) - F_n(s', \omega')| < \epsilon.$$

Let $(s', \omega') \in \Lambda^d_T$ (with $s' > s$ for the right-continuity). We assume that $d_\infty((s, \omega), (s', \omega')) \leq \eta$ with an $\eta$ small enough such that $s' \in [t_k, t_{k+1})$ (this is always possible as for $s = t_k$, we are only interested in the right-continuity of $F_n$ on $(s, \omega)$). It suffices to prove that $|F_n(s, \omega) - F_n(s', \omega')| \leq C(s, \omega_s, \eta)$ with $C(s, \omega_s, \eta)$ a quantity depending only on $s, \omega_s$ and $\eta$ (thus independent of $(s', \omega')$), and $C(s, \omega_s, \eta) \to 0$.

Now we use the expression of $F_n$ obtained in the proof of theorem \textbf{3.7}.

Let $y = (y_1, \cdots, y_{n-k}) \in \mathbb{M}_{d,n-k}(\mathbb{R})$. We have:

$$F_n(s, \omega) = \int_{\mathbb{R}^{d \times (n-k)}} g(p_n(\omega(t_1) - \omega(0), \cdots, \omega(t_{k-1}) - \omega(t_{k-1} -), y_1 + \omega(s) - \omega(t_k -),$$

$$y_2, \cdots, y_n) \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, \delta)dy_1dy_2\cdots dy_{n-k}$$
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and

\[ F_n(s', \omega') = \int_{\mathbb{R}^{d \times (n-k)}} g\left(p_n(\omega'(t_1) - \omega'(0), \cdots, \omega'(t_k) - \omega'(t_{k-1}), y_1, \omega'(s') - \omega'(t_k), y_2, \cdots, y_n)\right) \Phi(y_1, t_{k+1} - s') \prod_{i=2}^{n-k} \Phi(y_1, \delta) dy_1 dy_2 \cdots dy_{n-k}. \]

To simplify the notations, we set:

\[ \tilde{p}(\omega, s, y) = p_n(\omega(t_1) - \omega(0), \cdots, \omega(t_k) - \omega(t_{k-1}), y_1 + \omega(s) - \omega(t_k), y_2, \cdots, y_n) \]

and

\[ \tilde{p}(\omega', s', y) = p_n(\omega'(t_1) - \omega'(0), \cdots, \omega'(t_k) - \omega'(t_{k-1}), y_1 + \omega'(s) - \omega'(t_k), y_2, \cdots, y_n). \]

We denote by \( \tilde{p} \) the path of \( \tilde{p}(\cdot) \) stopped at time \( t \). Since \( \|\omega_s - \omega'_s\|_\infty \leq \eta \), for any \( 0 \leq j \leq k-1 \),

\[ |(\omega(t_{j+1}) - \omega(t_j)) - (\omega'(t_{j+1}) - \omega'(t_j))| \leq 2\eta \]

and \( |(y_1 + \omega(s) - \omega(t_k)) - (y_1 + \omega'(s') - \omega'(t_k))| \leq 2\eta \), using lemma 3.3. we have:

\[ \|\tilde{p}(\omega, s, y) - \tilde{p}(\omega', s', y)\|_\infty \leq C(s, \omega_s, y, K_{\text{Lip}}, T)\eta. \]

We can now control the difference between \( F_n(s, \omega) \) and \( F_n(s', \omega') \).

\[
|F_n(s, \omega) - F_n(s', \omega')| \\
\leq \int_{\mathbb{R}^{d \times (n-k)}} |g(\tilde{p}(\omega, s, y))\Phi(y_1, t_{k+1} - s) - g(\tilde{p}(\omega', s', y))\Phi(y_1, t_{k+1} - s')| \\
\times \prod_{i=2}^{n-k} \Phi(y_1, \delta) dy_1 dy_2 \cdots dy_{n-k} \\
\leq \int_{\mathbb{R}^{d \times (n-k)}} \left(|g(\tilde{p}(\omega, s, y)) - g(\tilde{p}(\omega', s', y))|\Phi(y_1, t_{k+1} - s) \\
+ |g(\tilde{p}(\omega, s, y)) \cdot |\Phi(y_1, t_{k+1} - s) - \Phi(y_1, t_{k+1} - s')|\right) \\
\times \prod_{i=2}^{n-k} \Phi(y_1, \delta) dy_1 dy_2 \cdots dy_{n-k}. \tag{3.15}
\]

Observe that \( |\Phi(y_1, t_{k+1} - s) - \Phi(y_1, t_{k+1} - s')| \leq |s - s'| \cdot \rho(y_1, \eta) \leq \rho(y_1, \eta) \cdot \eta \) with

\[ \rho(y_1, \eta) := \sup_{t \in [t_{k+1} - s - \eta, \delta]} |\partial_s \Phi(y_1, t)|, \]
and we have:

\[ \rho(y_1, \eta) \to \sup_{\eta \to 0} \sup_{t \in [t_{k+1} - s, \delta]} |\partial_t \Phi(y_1, t)| = \sup_{t \in [t_{k+1} - s, \delta]} |\Phi(y_1, t) \left( \frac{|y_1|^2}{2t^2} - \frac{d}{2t} \right)| < \infty. \]

So the second part of (3.15) can be controlled by:

\[
\int_{\mathbb{R}^d \times (n-k)} |g(\tilde{p}(\omega, s, y))| \cdot |\Phi(y_1, t_{k+1} - s) - \Phi(y_1, t_{k+1} - s')| \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy \\
\leq C(s, \omega_s, \eta)
\]

with

\[ C(s, \omega_s, \eta) \to 0. \]

For the first part of (3.15), we use the continuity of the functional \( g \). As \( g \) is continuous at \( \tilde{p}(\omega, s, y) \), we have:

\[ |g(\tilde{p}(\omega, s, y)) - g(\tilde{p}(\omega', s', y))| \leq C(s, \omega_s, y, \eta). \]

with

\[ C(s, \omega_s, y, \eta) \to 0, \quad y \in \mathbb{M}_{d,n-k}(\mathbb{R}). \]

And \( \Phi(y_1, t_{k+1} - s') \) can be bounded independently of \( s' \):

\[ \Phi(y_1, t_{k+1} - s') \leq \sup_{t \in [t_{k+1} - s - \eta, \delta]} \Phi(y_1, t) < \infty. \]

An application of the dominated convergence theorem yields:

\[
\int_{\mathbb{R}^d \times (n-k)} |g(\tilde{p}(\omega, s, y)) - g(\tilde{p}(\omega', s', y))| \Phi(y_1, t_{k+1} - s') \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy \\
\leq C(s, \omega_s, \eta)
\]

with

\[ C(s, \omega_s, \eta) \to 0. \]

We conclude that \( |F_n(s, \omega_s) - F_n(s', \omega'_s)| \leq C(s, \omega_s, \eta) \) with \( C(s, \omega_s, \eta) \) depending only on \( s, \omega_s \) and \( \eta \), and \( C(s, \omega_s, \eta) \to 0 \), which proves the right-continuity of \( F_n \) and the joint-continuity of \( F_n \) at all \((s, \omega) \in \Lambda_T^d \) for \( s \neq t_k \), \( 0 \leq k \leq n - 1 \).
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The right-continuity of $\nabla_{\omega}F_n$, $\nabla^2_{\omega}F_n$ and the continuity at fixed times of $\mathcal{D}F_n$ can be deduced similarly from the expressions of $\nabla_{\omega}F_n$, $\nabla^2_{\omega}F_n$ and $\mathcal{D}F_n$ obtained in the proof of theorem 3.7. Now it remains to show that for $1 \leq k \leq n$ and $\omega \in D([0,T],\mathbb{R}^d)$, $F_n$ is left-continuous at $(t_k, \omega)$. Let $(s', \omega') \in \Lambda^1_k$ with $s' < t_k$ such that $d_\infty((t_k, \omega), (s', \omega')) \leq \eta$. We can always choose an $\eta < \delta$ in order that $s' \in [t_{k-1}, t_k)$. The objective is to show that $|F_n(t_k, \omega) - F_n(s', \omega')| \leq C(t_k, \omega_{t_k}, \eta)$ for some $C(t_k, \omega_{t_k}, \eta)$ depending only on $t_k$, $\omega_{t_k}$ and $\eta$ with $C(t_k, \omega_{t_k}, \eta) \to 0$.

We first decompose $|F_n(t_k, \omega) - F_n(s', \omega')|$ into two terms:

$$|F_n(t_k, \omega) - F_n(s', \omega')| \leq |F_n(t_k, \omega) - F_n(s', \omega_s)| + |F_n(s', \omega_s) - F_n(s', \omega')|.$$

For the second part, since $F_n$ is continuous at fixed time $s'$ by the first part of the proof, and $\|\omega_s - \omega_s\|_\infty \leq \eta$, we have $|F_n(s', \omega_s) - F_n(s', \omega')| \leq C(t_k, \omega_{t_k}, \eta)$ with $C(t_k, \omega_{t_k}, \eta) \to 0$.

For the first part $|F_n(t_k, \omega) - F_n(s', \omega_s)|$, the difficulty is that $s'$ and $t_k$ no longer lie in the same interval of the level $n$ Euler approximation, thus one more integration appears in the expression of $F_n(s', \omega_s)$ compared to that of $F_n(t_k, \omega)$. Let $y = (y_1, \ldots, y_{n-k}) \in \mathbb{M}_{d,n-k}(\mathbb{R})$ and $y' \in \mathbb{R}^d$. Using again the expression of $F_n$ obtained in the proof of theorem 3.7 we have:

$$F_n(t_k, \omega) = \int_{\mathbb{R}^d \times (n-k)} g\left(p_n(\omega(t_1) - \omega(0), \ldots, \omega(t_k) - \omega(t_{k-1}), y_1 + \omega(t_k) - \omega(t_{k-1}), y_2, \ldots, y_{n-k}) \prod_{l=1}^{n-k} \Phi(y_l, \delta) dy \right)$$

and

$$F_n(s', \omega_s) = \int_{\mathbb{R}^d \times (n-k+1)} g\left(p_n(\omega(t_1) - \omega(0), \ldots, \omega(t_{k-1}) - \omega(t_{k-2}), y' + \omega(s') - \omega(t_{k-1}), y_1, \ldots, y_n) \Phi(y', t_k - s') dy' \prod_{l=1}^{n-k} \Phi(y_l, \delta) dy \right)$$

$$= \int_{\mathbb{R}^d} \left( \int_{\mathbb{R}^d \times (n-k)} g(p(\omega(t_1) - \omega(0), \ldots, \omega(t_{k-1}) - \omega(t_{k-2}), y' + \omega(s') - \omega(t_{k-1}), y_1, \ldots, y_n)) \prod_{l=1}^{n-k} \Phi(y_l, \delta) dy \right) \Phi(y', t_k - s') dy'.$$
3.3. Smooth functional approximations for martingales

We now define $\zeta : \mathbb{R}^d \to \mathbb{R}$ by: for $y' \in \mathbb{R}^d$,

$$\zeta(y') := \int_{\mathbb{R}^d \times (n-k)} g(p_n(\omega(t_1) - \omega(0), \cdots, \omega(t_{k-1}) - \omega(t_{k-2})),$$

$$y' + \omega(s') - \omega(t_{k-1}), y_1, \cdots, y_n) \prod_{l=1}^{n-k} \Phi(y_l, \delta) dy.$$

By lemma 3.3 and the continuity of $g$ with respect to $\| \cdot \|_{\infty}$, the map $y' \mapsto g(p_n(\omega(t_1) - \omega(0), \cdots, \omega(t_{k-1}) - \omega(t_{k-2})$, $y' + \omega(s') - \omega(t_{k-1}), y_1, \cdots, y_n)$ is continuous. Since $g$ has at most polynomial growth with respect to $\| \cdot \|_{\infty}$ (assumption 3.2), by the dominated convergence theorem, $\zeta$ is also continuous, and has at most polynomial growth in $y'$. And as $t_k - s' \leq \eta$, we have:

$$F_n(s', \omega') = \int_{\mathbb{R}^d} \zeta(y') \Phi(y', t_k - s') dy'$$

$$= \int_{\mathbb{R}^d} (\zeta(y') - \zeta(0)) \Phi(y', t_k - s') dy' + \zeta(0).$$

with

$$\left| \int_{\mathbb{R}^d} (\zeta(y') - \zeta(0)) \Phi(y', t_k - s') dy' \right| \leq C(t_k, \omega_t, \eta),$$

and $C(t_k, \omega_t, \eta) \to 0$.

It remains to control the difference between $F_n(t_k, \omega)$ and $\zeta(0)$. Remark that:

$$\zeta(0) = \int_{\mathbb{R}^d \times (n-k)} g(p_n(\omega(t_1) - \omega(0), \cdots, \omega(t_{k-1}) - \omega(t_{k-2})),$$

$$\omega(s') - \omega(t_{k-1}), y_1, \cdots, y_n) \prod_{l=1}^{n-k} \Phi(y_l, \delta) dy$$

$$= \mathbb{E} \left[ g \left( nX_T(\omega' \oplus B_T) \right) \right] = F_n(t_k, \omega').$$

As $\|\omega' - \omega_k\|_{\infty} \leq \|\omega' - \omega'\|_{\infty} + \|\omega' - \omega_k\|_{\infty} \leq 2\eta$, using again the continuity of $F_n$ at fixed time $t_k$ established in the first part of the proof, we obtain:

$$|F_n(t_k, \omega) - \zeta(0)| \leq C(t_k, \omega_t, \eta).$$
with \( C(t_k, \omega_{t_k}, \eta) \to 0 \).

We conclude that

\[
|F_n(t_k, \omega) - F_n(s', \omega')| \leq C(t_k, \omega_{t_k}, \eta)
\]

with \( C(t_k, \omega_{t_k}, \eta) \to 0 \), which proves the left-continuity of \( F_n \) at \((t_k, \omega)\) for \( 1 \leq k \leq n \).

\[ \square \]

**Corollary 3.2.** Under assumption 3.1 and assumption 3.2, we have:

\[
F_n(T, W_T) - F_n(0, W_0) = \int_0^T \nabla_\omega F_n(s, W_s) \cdot dW(s), \quad \mathbb{P} \text{-a.s.} \tag{3.16}
\]

**Proof.** As \( F_n \in \mathcal{C}_{loc,r}^1(A_T^d) \), we can apply the functional Itô formula (theorem 2.4), and we observe that the finite variation term is zero since \( Y_n(s) = F_n(s, W_s) = E[g(nX(W_T))|\mathcal{F}_s] \) is a martingale. \[ \square \]

**Remark 3.9.** Using the expressions of \( \mathcal{D}F_n \) and \( \nabla_\omega^2 F_n \) obtained in the proof of theorem 3.3, we can also verify by direct computation that the finite variation terms in (3.16) cancel each other. By the functional Itô formula (theorem 2.4), the finite variation term in (3.16) equals to \( \mathcal{D}F_n(s, W_s) + \frac{1}{2} \text{tr}(\nabla_\omega^2 F_n(s, W_s)) \). And for \((s, \omega) \in A_T^d\) with \( s \in [t_k, t_{k+1})\), \( 0 \leq k \leq n - 1 \), we have:

\[
\text{tr} (\nabla_\omega^2 F_n(s, \omega)) = \sum_{i=1}^d \partial_i^2 F_n(s, \omega)
\]

\[
= \int_{\mathbb{R}^{d \times (n-k)}} g(p_n(\omega(t_1-)-\omega(0), \ldots, \omega(t_{k-1}-) - \omega(t_{k-1}-), y_1 + \omega(s) - \omega(t_{k-1}), y_2, \ldots, y_n))
\]

\[
\sum_{i=1}^d \left( \frac{(y_i \cdot e_i)^2}{(t_{k+1} - s)^2} - \frac{1}{t_{k+1} - s} \right) \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy_1 \cdots dy_{n-k}
\]

\[
= \int_{\mathbb{R}^{d \times (n-k)}} g(p_n(\omega(t_1-)-\omega(0), \ldots, \omega(t_{k-1}-) - \omega(t_{k-1}-), y_1 + \omega(s) - \omega(t_{k-1}), y_2, \ldots, y_n))
\]

\[
\left( \frac{|y_1|^2}{(t_{k+1} - s)^2} - \frac{d}{t_{k+1} - s} \right) \Phi(y_1, t_{k+1} - s) \prod_{l=2}^{n-k} \Phi(y_l, \delta) dy_1 \cdots dy_{n-k}
\]

\[
= -2 \mathcal{D}F_n(s, \omega_s)
\]

which confirms that \( F_n \) is indeed a solution of the path-dependent heat equation (2.16):

\[
\mathcal{D}F_n(s, \omega_s) + \frac{1}{2} \text{tr}(\nabla_\omega^2 F_n(s, \omega_s)) = 0, \quad \omega \in D([0, T], \mathbb{R}^d).
\]
3.4 Convergence and error analysis

In this section, we analyze the convergence and the rate of convergence of our approximation method. After having constructed a sequence of smooth functionals $F_n$ defined by (3.10) (theorem 3.7 and theorem 3.8), we can now approximate $\nabla W Y$ by:

$$Z_n(s) := \nabla \omega F_n(s, W_s)$$

which, in contrast to the weak derivative $\nabla W Y$, is computable as a pathwise directional derivative. In practice, $\nabla \omega F_n(s, W_s)$ can be computed numerically via a finite difference method or a Monte-Carlo method using the expression (3.12) of $\nabla \omega F_n$.

We can measure the error of our approximation method by the integral of $\nabla W Y - Z_n$ with respect to $W$, i.e.

$$\int_0^T (\nabla W Y - Z_n) \cdot dW = \int_0^T \nabla W Y(s) \cdot dW(s) - \int_0^T \nabla \omega F_n(s, W_s) \cdot dW(s).$$

By the martingale representation formula theorem 2.10 and corollary 3.2, we have $\mathbb{P}$-a.s.

$$\int_0^T (\nabla W Y - Z_n) \cdot dW = Y(T) - Y(0) - (Y_n(T) - Y_n(0))$$

$$= g(X_T) - g(nX(W_T)) - \mathbb{E}[g(X_T) - g(nX(W_T))]$$

where $nX$ is the path of the piecewise constant Euler-Maruyama scheme defined in definition 3.2. We first establish the almost sure convergence and the convergence in $L^p$ for $p \geq 1$ of our approximation.

**Proposition 3.3.** Under assumption 3.1 and assumption 3.2, we have:

$$\int_0^T (\nabla W Y - Z_n) \cdot dW \xrightarrow{n \to \infty} 0, \quad \mathbb{P}-\text{a.s.}$$

**Proof.** Since $g$ is assumed to be continuous with respect to $\| \cdot \|_\infty$ by assumption 3.2 and $\|X_T - nX(W_T)\|_\infty \xrightarrow{n \to \infty} 0$ $\mathbb{P}$-a.s. by corollary 3.1, we have:

$$g(X_T) - g(nX(W_T)) \xrightarrow{n \to \infty} 0, \quad \mathbb{P}-\text{a.s.}$$
Moreover, under assumption 3.2 \((g_nX(W_T))_{n \geq 1}, g(X_T))\) is bounded in \(L^2\) thus uniformly integrable, therefore we also have:

\[
\mathbb{E}[g(X_T) - g_nX(W_T))] \to 0.
\]

\(\square\)

**Corollary 3.3.** Under assumption 3.1 and assumption 3.2, we have:

\[
\left\| \int_0^T (\nabla W Y - Z_n) \cdot dW \right\|_{2p} \to 0, \quad \forall p \geq 1.
\]

**Proof.** \(g\) has at most polynomial growth with respect to \(\|\cdot\|_\infty\) by assumption 3.2, which ensures the uniform integrability of \(|g_nX(W_T)|^{2p}\) for any \(p \geq 1\). We conclude by applying the dominated convergence theorem. \(\square\)

To obtain a rate of convergence of our approximation, we need some stronger Lipschitz-type assumption on \(g\).

**Theorem 3.10** (Rate of convergence of approximation). We assume \(g : (D([0,T], \mathbb{R}^d), \| \cdot \|_\infty) \to \mathbb{R}\) is Lipschitz continuous:

\[
\exists g_{\text{Lip}} > 0, \quad \forall \omega, \omega' \in D([0,T], \mathbb{R}^d), \quad |g(\omega) - g(\omega')| \leq g_{\text{Lip}} \|\omega - \omega'\|_\infty.
\]

Under assumption 3.1, the \(L^p\)-error of the approximation \(Z_n\) of \(\nabla W Y\) along the path of \(W\) is bounded by:

\[
\mathbb{E} \left\| \int_0^T (\nabla W Y - Z_n) \cdot dW \right\|_{2p} \leq C(x_0, p, T, K_{\text{Lip}}, g_{\text{Lip}}) \left(1 + \log n \right)^p, \quad \forall p \geq 1
\]

where the constant \(C\) depends only on \(x_0, p, T, K_{\text{Lip}}\) and \(g_{\text{Lip}}\). In particular, we have:

\[
\forall \alpha \in [0, \frac{1}{2}), \quad n^\alpha \left( \int_0^T (\nabla W Y - Z_n) \cdot dW \right) \to 0, \quad \mathbb{P}\text{-a.s.}
\]

**Proof.** This result is a consequence of proposition 3.2 since

\[
\left\| \int_0^T (\nabla W Y - Z_n) \cdot dW \right\|_{2p} \leq \|g(X_T) - g_nX(W_T))\|_{2p} + \|\mathbb{E}[g(X_T) - g_nX(W_T))\|_{2p}
\leq 2\|g(X_T) - g_nX(W_T))\|_{2p}
\leq 2g_{\text{Lip}} \left( \sup_{0 \leq s \leq T} |X(s) - nX(s)| \right)_{2p}.
\]

\(\square\)
3.5. Comparison with approaches based on the Malliavin calculus

We now provide an example to show how our result may be used to construct explicit approximations with controlled convergence rates for conditional expectation of non-smooth functionals:

**Example 3.11.** Let $X$ be the strong solution of the SDE (3.4) with $b$ and $\sigma$ satisfying assumption 3.1, and let

$$g(\omega_T) := \phi \left( \omega(T), \sup_{0 \leq t \leq T} \|\omega(t)\| \right)$$

where $\phi : \mathbb{R}^d \times \mathbb{R}_+ \to \mathbb{R}$ is a continuous function with polynomial growth. Set $Y(t) := \mathbb{E}[g(X_T)|\mathcal{F}_t]$. Then $g$ satisfies assumption 3.2, and our approximation method applies. Moreover, if $\phi$ is Lipschitz continuous, then theorem 3.10 provides an explicit control of the approximation error with a convergence rate of order $\sqrt{\log n / n}$.

3.5 Comparison with approaches based on the Malliavin calculus

The vertical derivative $\nabla_W Y$ which appears in the martingale representation formula may be viewed as the ‘sensitivity’ of the martingale $Y$ to the Brownian motion $W$. Thus, our method can be compared to other methods proposed in the literature for ‘sensitivity analysis’ of Wiener functionals, in particular the Malliavin calculus.

Such methods can be roughly classified into two categories [5]: methods that differentiate paths and methods that differentiate densities. When the density of the functional is known, the sensitivity of an expectation with respect to some parameter is to differentiate directly the density function with respect to the parameter. However, as this is almost never the case in a general diffusion model, let alone a non-Markovian model, alternative methods are used. Usually the idea is to differentiate either the functional $g$, or the process with respect to the parameter under the expectation sign, then estimate the expectation with the Monte-Carlo method. To differentiate
process, one requires the existence of the so-called first variation process, which requires the regularity of the coefficients of the SDE satisfied by $X$.

Sensitivity estimators for non-smooth functionals can be obtained using Malliavin calculus: this approach, proposed by Fournié et al. [29], and developed by Cvitanić, Ma and Zhang [16], Fournié et al. [30], Gobet and Kohatsu-Higa [33], Kohatsu-Higa and Montero [44], Davis and Johansson [18] and others, uses the Malliavin integration by parts formula on Wiener space in the case when $g$ is not smooth. These methods require quite demanding regularity assumptions (differentiability and ellipticity condition on $\sigma$ for example) on the coefficients of the initial SDE satisfied by $X$.

By contrast, the approximation method presented in this chapter allows for any continuous functional $g$ with polynomial growth and requires only a Lipschitz continuity assumption on the functional $\sigma$, which also allows for degenerate coefficients. It is thus applicable to a wider range of examples than the Malliavin approach, while being arguably simpler from a computational viewpoint. Contrary to the Malliavin approach, which involves differentiating in the Malliavin sense, then discretizing the tangent process, our method involves discretizing then differentiating (the Euler-Maruyama scheme) which, as argued in [5], may have computational advantages.

In this chapter, we have shown that $F_n \in C^{1,2}_{loc,r}(\Lambda^d_T)$ (theorem 3.8), which is sufficient for obtaining an approximation of martingale representation via the functional Itô formula. A natural question is whether the same type of result can be obtained using the Malliavin calculus, for example via a Clark-Haussmann-Ocone type formula. While under our quite general setting, the initial $\mathcal{F}_T$-measurable random variable $H := g(X_T)$ has no reason to be Malliavin differentiable, one may ask if the Malliavin calculus is applicable to the piecewise constant Euler approximation $nX$ (definition 3.2). And in this case, whether the pathwise vertical derivative $\nabla_\omega F_n(t,W_t)$ leads to the same representation as in the Clark-Haussmann-Ocone formula.

Let $n \in \mathbb{N}$, and we define $H_n := g(nX(W_T))$ with $nX$ the weak piecewise constant Euler-Maruyama scheme defined by (3.5). By the definition of $nX$,
the $F_T$-measurable random variable $H_n$ actually depends only on a finite number of Gaussian variables: $W(t_1), W(t_2) - W(t_1), \ldots, W(t_n) - W(t_{n-1})$, thus it can be written as:

$$H_n = h_n(W(t_1), W(t_2) - W(t_1), \ldots, W(t_n) - W(t_{n-1}))$$

with $h_n : \mathbb{M}_{d,n}(\mathbb{R}) \to \mathbb{R}$ ($h_n$ is actually the composition of $g$ and $p_n$: $h = g \circ p_n$ with $p_n$ defined by (3.6)).

Clearly if $h_n$ is a smooth function with polynomial growth, then $H_n$ is Malliavin differentiable ($H_n \in \mathbb{D}^{1,2}$) with Malliavin derivative $[54, 53]$

$$\mathbb{D}_t H_n = (\mathbb{D}_t^k H_n, 1 \leq k \leq d) \in \mathbb{R}^d, \quad t \in [0, T)$$

where

$$\mathbb{D}_t^k H_n = \sum_{j=0}^{n-1} \partial_{k_j} h_n(W(t_1), W(t_2) - W(t_1), \ldots, W(t_n) - W(t_{n-1})) \mathbb{I}_{(t,t_{j+1})}(t).$$

Using the Clark-Haussmann-Ocone formula $[54, 53]$, we have thus:

$$H_n = \mathbb{E}[H_n] + \int_0^T \mathbb{E}[\mathbb{D}_t H_n | \mathcal{F}_t] \cdot dW(t).$$

The integrand $\mathbb{E}[\mathbb{D}_t H_n | \mathcal{F}_t]$ can be computed explicitly in this case. Assume that $t \in [t_j, t_{j+1})$ for some $0 \leq j \leq n - 1$, we have, for $1 \leq k \leq d$,

$$\mathbb{E}[\mathbb{D}_t^k H_n | \mathcal{F}_t]$$

$$= \mathbb{E}[\partial_{k_j} h_n(W(t_1), W(t_2) - W(t_1), \ldots, W(t_n) - W(t_{n-1})) | \mathcal{F}_t]$$

$$= \mathbb{E}[\partial_{k_j} h_n(\omega(t_1), \omega(t_2) - \omega(t_1), \ldots, \omega(t_{j-1}) - \omega(t_j), \omega(t) - \omega(t_j) + W(t_{j+1}) - W(t),$$

$$W(t_{j+2}) - W(t_{j+1}), \ldots, W(t_n) - W(t_{n-1}))) | \omega = W_t]$$

$$= \mathbb{E}\left[\frac{\partial}{\partial h} h_n(\omega(t_1), \omega(t_2) - \omega(t_1), \ldots, \omega(t_{j-1}) - \omega(t_j), \omega(t) - \omega(t_j) + W(t_{j+1}) - W(t) + he_k,$$

$$W(t_{j+2}) - W(t_{j+1}), \ldots, W(t_n) - W(t_{n-1})) | h = 0 \right] | \omega = W_t$$

$$= \frac{\partial}{\partial h} \left(\mathbb{E}[h_n(\omega(t_1), \omega(t_2) - \omega(t_1), \ldots, \omega(t_{j-1}) - \omega(t_j), \omega(t) - \omega(t_j) + W(t_{j+1}) - W(t) + he_k,$$

$$W(t_{j+2}) - W(t_{j+1}), \ldots, W(t_n) - W(t_{n-1}))) | h = 0 \right] | h = 0$$
which is none other than
\[ \partial_n F_n(t, W_t) = \lim_{h \to 0} \frac{F_n(t, W_t + h e_k 1_{[t,T]}) - F_n(t, W_t)}{h} \]

where \( F_n \) is the non-anticipative functional defined by (3.10). So in the case when \( h_n \) is smooth, our method provides the same representation as given by the Clark-Haussmann-Ocone formula. However, in our framework, as the functional \( g \) is only assumed to be continuous with polynomial growth, the function \( h_n \) may fail to be differentiable. So even in this simple case with the weak piecewise constant Euler-Maruyama scheme \( nX \), it is not clear whether the random variable \( H_n \) is differentiable in the Malliavin sense, and even if it is the case, it is difficult to obtain an explicit form for the conditional expectation \( \mathbb{E}[\mathcal{D}_t H_n | \mathcal{F}_t] \) using the Malliavin calculus.

However our approximation method applies even in the cases when \( H_n \) is not differentiable in the Malliavin sense: indeed, as shown in section 3.3, as soon as \( H \) is square-integrable, the martingale \( Y_n := \mathbb{E}[H_n | \mathcal{F}_t] \) has a smooth functional representation which is differentiable in the pathwise sense, even though \( H_n \) is not differentiable, neither in a pathwise nor in the Malliavin sense. This reveals one important difference between the Malliavin approach and our method. While the Malliavin approach requires in general conditions on the final \( \mathcal{F}_T \)-measurable random variable \( H \) or \( H_n \) (for example \( H_n \in \mathbb{D}^{1,2} \)), as the construction of Malliavin derivative involves perturbations which apply to the whole path of the process, our method, based on a non-anticipative calculus, focuses instead on the process \( Y_n(t) := \mathbb{E}[H_n | \mathcal{F}_t] \) (or equivalently the functional \( F_n \)). Since the condition expectation of a random variable possesses in general better regularity than the variable itself (as shown in the proof of theorem 3.7), our method applies under quite general setting even when \( H_n \) might not be Malliavin differentiable.

Another interesting observation comes from the expression of \( \nabla_\omega F_n(t, W_t) \) obtained in the proof of theorem 3.7. By (3.12), we have, for \( t \in [t_k, t_{k+1}) \),
\[ \partial_i F_n(t, \omega) = \mathbb{E} \left[ g(nX(\omega_t \oplus B_T))(B(t_{k+1}) - B(t)) \cdot e_i \left/ \frac{t_{k+1} - t}{t_{k+1} - t} \right. \right] \].
3.6 Some numerical aspects of the approximation method

Taking $\omega = W_t$ and using independence of Brownian increments, $\nabla_\omega F_n(t, W_t)$ can be written as:

$$\nabla_\omega F_n(t, W_t) = \mathbb{E} \left[ g_nX(W_T) \frac{W(t_{k+1}) - W(t)}{t_{k+1} - t} | F_t \right]. \quad (3.17)$$

The factor $\pi(t) := \frac{W(t_{k+1}) - W(t)}{t_{k+1} - t}$ in (3.17) can be viewed as a weight function frequently used in Malliavin methods, which is similar to the weight proposed for Brownian models, i.e. $dX(t) = bdt + \sigma dW(t)$ with $b$ and $\sigma$ two constants (see for example [29, 30]). Indeed, in our method, we first approximate $X$ by its piecewise constant Euler-Maruyama scheme, which consists of 'freezing' the coefficients of the SDE satisfied by $X$ between two time grids. Even the initial coefficients $b$ and $\sigma$ of the SDE are general path-dependent functionals, by considering a piecewise constant approximation of $X$, $b$ and $\sigma$ become locally constant, which allows us to obtain a simple 'local' weight function as shown in (3.17).

3.6 Some numerical aspects of the approximation method

Unlike some applications, for example sensitivity analysis in finance, where the focus is to compute the sensitivity of an option price with respect to some parameter at a given time (usually the current time), our approximation method approximates $\nabla_W Y$ as a process along the whole interval $[0, T]$. Thus the approximation error we consider, as shown in section 3.4, is

$$\int_0^T (\nabla_W Y(t) - \nabla_\omega F_n(t, W_t)) \cdot dW(t),$$

not the pointwise error in $\nabla_\omega F_n(t, W_t)$, such as $|\nabla_W Y(t) - \nabla_\omega F_n(t, W_t)|$ for a given $t$ or $\|\nabla_W Y - \nabla_\omega F_n(\cdot, W)\|_{\infty}$.

However in practice, it is only possible to simulate the process $\nabla_\omega F_n(\cdot, W)$ at a finite number of points in $[0, T]$, which consists of approximating $\nabla_\omega F_n(\cdot, W)$ by a piecewise constant process which coincides with $\nabla_\omega F_n(\cdot, W)$ at, for example, the time grid $(t_i)_{0 \leq i \leq n}$. Here we are interested in this discretization.
error of $\nabla \omega F_n(\cdot, W)$, i.e.

\[
\int_0^T \nabla \omega F_n(t, W_t) \cdot dW(t) - \sum_{i=0}^{n-1} \nabla \omega F_n(t_i, W_{t_i}) \cdot (W(t_{i+1}) - W(t_i)). \tag{3.18}
\]

Let $Z_n(t) := \nabla \omega F_n(t, W_t)$ and $Y_n(t) := \mathbb{E}[g(n(X(T)))|\mathcal{F}_t]$ for $t \in [0, T]$. Recall that by (3.17), we have, for $t \in [t_k, t_{k+1})$ for some $0 \leq k \leq n - 1$,

\[
Z_n(t) = \mathbb{E} \left[ Y_n(T) \frac{W(t_{k+1}) - W(t)}{t_{k+1} - t} | \mathcal{F}_t \right] = \mathbb{E} \left[ \mathbb{E} \left[ Y_n(T) \frac{W(t_{k+1}) - W(t)}{t_{k+1} - t} | \mathcal{F}_{t_{k+1}} \right] | \mathcal{F}_t \right] \tag{3.19}
\]

The expression (3.19) seems to be similar, for those who are familiar with the theory of backward stochastic differential equations (BSDE), to the commonly used numerical scheme of BSDEs [73, 4]. Indeed, a SDE can be viewed as a special case of BSDE. Let us consider the following decoupled path-dependent forward-backward stochastic differential equation (FBSDE):

\[
\begin{aligned}
&dX(t) = b(t, X_t) dt + \sigma(t, X_t) dW(t), \quad X(0) = x_0 \in \mathbb{R}^d \\
&-dY(t) = f(t, X_t, Y(t), Z(t)) dt - Z(t) \cdot dW(t), \quad Y(T) = g(X_T)
\end{aligned}
\]

with $b$ and $\sigma$ non-anticipative functionals satisfying assumption 3.1 and $f : \Lambda_T^d \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}$ the driver of the BSDE. In the peculiar case where $f \equiv 0$, the solution $(Y, Z)$ of the BSDE is explicit: $Y(t) = \mathbb{E}[g(X_T)|\mathcal{F}_t]$ et $Z$ is the integrand in the martingale representation of $Y$.

With our method, we approximate $X$ by the piecewise constant Euler scheme $nX(W_T)$, $Y$ by $Y_n = \mathbb{E}[g(nX(W_T))|\mathcal{F}_t]$, and $Z$ by $Z_n = \nabla_W Y_n$ which admits also the representation (3.19). Since the above expression of $(Y_n, Z_n)$ coincides with the numerical scheme of BSDEs [73, 4] at $(t_i)_{0 \leq i \leq n}$, the results concerning $(Y_n, Z_n)$ in the BSDE literature also apply here. We start with a simple result proven in [4]. Here we provide an elementary proof which does not make use of Malliavin calculus as in [4]. Recall that in our setting, $t_k = k \cdot \delta$ with $\delta = \frac{T}{n}$. 


Lemma 3.12. For all $0 \leq k \leq n - 1$, we have:

$$Z_n(t_k) = \frac{1}{\delta} \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} Z_n(t) dt | \mathcal{F}_{t_k} \right]. \quad (3.20)$$

Proof. Let $0 \leq k \leq n - 1$. Since $Z_n$ is the integrand in the martingale representation of $Y_n$, we have:

$$Y_n(t_{k+1}) = Y_n(t_k) + \int_{t_k}^{t_{k+1}} Z_n(t) \cdot dW(t).$$

Now using the expression (3.19) of $Z_n$, we have:

$$Z_n(t_k) = \frac{1}{\delta} \mathbb{E} \left[ Y_n(t_{k+1})(W(t_{k+1}) - W(t_k)) | \mathcal{F}_{t_k} \right] = \frac{1}{\delta} \mathbb{E} \left[ \left( \int_{t_k}^{t_{k+1}} Z_n(t) \cdot dW(t) \right) \left( \int_{t_k}^{t_{k+1}} dW(t) \right) | \mathcal{F}_{t_k} \right] = \frac{1}{\delta} \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} Z_n(t) dt | \mathcal{F}_{t_k} \right]$$

where we have used the (conditional) Itô isometry in the last equality. \qed

This lemma still holds if we consider now the value of $Z_n$ at any $t \in [t_k, t_{k+1})$, i.e. for all $t \in [t_k, t_{k+1})$, we have:

$$Z_n(t) = \frac{1}{t_{k+1} - t} \mathbb{E} \left[ \int_{t}^{t_{k+1}} Z_n(s) ds | \mathcal{F}_t \right].$$

The property (3.20) of $Z_n$ has an important numerical implication: $Z_n(t_k)$ is actually the best $\mathcal{F}_{t_k}$-measurable approximation of $Z_n$ in $[t_k, t_{k+1})$ with respect to the $L^2$-norm:

Corollary 3.4. For any $0 \leq k \leq n - 1$, $Z_n(t_k)$ solves the following minimization problem:

$$\min_{U: \mathcal{F}_{t_k}\text{-measurable}} \mathbb{E} \left[ \left( \int_{t_k}^{t_{k+1}} (Z_n(t) - U) \cdot dW(t) \right)^2 | \mathcal{F}_{t_k} \right]. \quad (3.21)$$
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Proof.

\[
\mathbb{E} \left[ \left( \int_{t_k}^{t_{k+1}} (Z_n(t) - U) \cdot dW(t) \right)^2 \bigg| \mathcal{F}_{t_k} \right] \\
= \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} \text{tr}((Z_n(t) - U)'(Z_n(t) - U))dt \bigg| \mathcal{F}_{t_k} \right] \\
= \delta \cdot |U|^2 - 2\mathbb{E} \left[ \int_{t_k}^{t_{k+1}} Z_n(t)dt \bigg| \mathcal{F}_{t_k} \right] \cdot U + \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} |Z_n(t)|^2dt \bigg| \mathcal{F}_{t_k} \right].
\]

Clearly the \( \mathcal{F}_{t_k} \)-measurable random variable which minimizes (3.21) is given by:

\[
U_{\text{min}} := \frac{1}{\delta} \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} Z_n(t)dt \bigg| \mathcal{F}_{t_k} \right] = Z_n(t_k).
\]

What remains is to control explicitly the discretization error (3.18). We now state a result from [73, 4] adapted to our case.

**Proposition 3.4.** We assume that the coefficients \( b \) and \( \sigma \) of the SDE satisfy assumption 3.1, and \( g : (D([0,T], \mathbb{R}^d), \| \cdot \|_\infty) \to \mathbb{R} \) is Lipschitz continuous:

\[
\exists g_{\text{Lip}} > 0, \forall \omega, \omega' \in D([0,T], \mathbb{R}^d), \quad |g(\omega) - g(\omega')| \leq g_{\text{Lip}} \| \omega - \omega' \|_\infty.
\]

Under these assumptions, the \( L^2 \)-discretization error of \( Z_n \) is bounded by:

\[
\sum_{k=0}^{n-1} \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} |Z_n(t) - Z_n(t_k)|^2dt \right] \leq C \left( \frac{1 + \log n}{n} \right), \tag{3.22}
\]

where \( C \) is a constant which only depends on \( x_0, T, K_{\text{Lip}} \) and \( g_{\text{Lip}} \).

Combining (3.22) with theorem 3.10, we obtain the \( L^2 \)-approximation error of the martingale representation of \( g(X_T) \) by the piecewise constant process \( \sum_{k=0}^{n-1} Z_n(t_k) \mathbf{1}_{[t_k, t_{k+1})} \).

**Corollary 3.5.** Under the assumptions of proposition 3.4, we have:

\[
\sum_{k=0}^{n-1} \mathbb{E} \left[ \int_{t_k}^{t_{k+1}} |Z(t) - Z_n(t_k)|^2dt \right] \leq C \left( \frac{1 + \log n}{n} \right),
\]
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where \( C \) is a constant which only depends on \( x_0, T, K_{Lip} \) and \( g_{Lip} \), and \( Z \) the integrand in the martingale representation of \( g(X_T) \), i.e. \( Z \) satisfies:

\[
g(X_T) = \mathbb{E}[g(X_T)] + \int_0^T Z(t) \cdot dW(t).
\]

The numerical computation of \( Z_n(t_k) \), as we have shown earlier, can be performed via either a finite difference method: \( Z_n(t_k) = (Z^i_n(t_k), 1 \leq i \leq d) \) with:

\[
Z^i_n(t_k) = \lim_{h \to 0} \frac{F_n(t_k, W_{t_k} + he_i 1_{[t_k,T]}) - F_n(t_k, W_{t_k})}{h},
\]

or a Monte-Carlo method using directly the expression (3.17) of \( Z_n \).

**Remark 3.13.** In some applications, such as sensitivity analysis in finance, we are more interested in the sensitivity of the martingale \( Y \) with respect to \( X \), i.e. \( \nabla_X Y \), the weak vertical derivative of \( Y \) with respect to \( X \). As we have mentioned in remark 3.5, a direct construction of a sequence of smooth functionals of \( X \) which approximates \( Y \) is difficult since we have little information about the density of the law of \( X \).

However we can still obtain an approximation of \( \nabla_X Y \) using our method since a jump of \( W \) and that of \( X \) are closely related if \( \sigma \) is non-degenerate.

Let \( M(t) := \int_0^t \sigma(s, X_s) dW(s) \) be the local martingale component of \( X \). We have:

\[
\begin{align*}
\int_0^T \nabla_{x} F_n(t, W_t) \cdot dW(t) &= \int_0^T \nabla_{x} F_n(t, W_t) \cdot \sigma^{-1}(t, X_t) dM(t) \\
&= \int_0^T (\sigma^{-1}(t, X_t) \nabla_{x} F_n(t, W_t)) \cdot dM(t).
\end{align*}
\]

So \( \nabla_X Y(t) \) can be approximated by:

\[
\sigma^{-1}(t, X_t) \nabla_{x} F_n(t, W_t),
\]

and the term \( \sigma^{-1}(t, X_t) \) can again be approximated, for example, by \( \sigma^{-1}(t, nX_t) \) with \( nX \) the piecewise constant Euler approximation of \( X \).
Remark 3.14. Our method can also be applied to a general decoupled path-dependent forward-backward SDE:

\[
\begin{align*}
&dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d \\
&-dY(t) = f(t, X_t, Y(t), Z(t))dt - Z(t) \cdot dW(t), \quad Y(T) = g(X_T)
\end{align*}
\]

with \(f : \mathbb{R}^d_+ \times \mathbb{R} \times \mathbb{R}^d \to \mathbb{R}\) a functional which at time \(t\) may depend on the path of \(X\) up to \(t\).

We still approximate \(X\) by its piecewise constant Euler scheme \(nX\), and we pose \(Y_n(T) := g(nX_T)\). For \(1 \leq k \leq n\), we can show recursively:

- \(Y_n(t_k)\) depends only on \(W(t_1), W(t_2) - W(t_1), \ldots, W(t_k) - W(t_{k-1})\).
- For \(t \in [t_{k-1}, t_k)\), there exists \(F^k_n \in C_{b,r}^{1,2}(\mathbb{R}^d)\) such that \(\mathbb{E}[Y_n(t_k)|\mathcal{F}_t] = F^k_n(t, W_t)\). Thus \(Z_n(t) := \nabla F^k_n(t, W_t)\) is well defined.
- \(Y_n(t_{k-1})\) can be defined through the equation:
  \[Y_n(t_{k-1}) = \mathbb{E}[Y_n(t_k)|\mathcal{F}_{t_{k-1}}] + f(t_{k-1}, nX_{t_{k-1}}, Y_n(t_{k-1}), Z_n(t_{k-1}))(t_{k-1} - t), \quad t \in (t_{k-1}, t_k).\]

By the construction of \(Y_n\) and \(Z_n\), \((Y_n, Z_n)\) is actually the (exact) solution of the following equation:

\[
\begin{align*}
&-dY_n(t) = f(t, nX_t, Y_n(t), Z_n(t))dt - Z_n(t)dW(t) \\
&Y_n(T) = g(nX_T)
\end{align*}
\]

with \(t := \lfloor \frac{t}{\delta} \rfloor \delta\), i.e. \(t\) is the largest subdivision point which is smaller or equal to \(t\).

The advantage of this method is that it not only proposes a continuous numerical scheme of the BSDE, but also leads to a new way of simulating \(Z_n\) as the pathwise vertical derivative of \(Y_n\) with respect to \(W\). Indeed, if we are able to simulate numerically \(Y_n(t_k)\), using for example a regression-based method (see [35]), \(Z_n(t_k)\) can be obtained via a finite difference method, or simply the derivative of \(Y_n(t_k)\) with respect to \(W(t_k) - W(t_{k-1})\) if \(Y_n(t_k)\) is already approximated by an explicit smooth function of increments of \(W\).
3.7 Applications to dynamic hedging of path-dependent options

As we have mentioned in the previous section, the weak martingale approximation method we proposed in section 3.3 allows to provide a systematic manner of hedging path-dependent options where the underlying security prices may follow non-Markovian dynamics. Observe also that our method does not require strong assumptions (for example differentiability assumptions) on neither the coefficients of the SDE satisfied by the underlying nor the payoff functional.

We assume in the following that the financial market considered is complete, and there exists a risk-neutral measure (equivalent martingale measure) $\mathbb{P}$. Let $T > 0$, and $S = (S^i, 1 \leq i \leq d)$ be a $d$-dimensional process which represents the prices of $d$ underlying assets. Let $r : [0, T] \to \mathbb{R}_+$ be a deterministic instantaneous interest rate function satisfying
\[ \int_0^T r(t) dt < \infty. \]

We assume that $S$ satisfies the following dynamics:
\[
dS(t) = r(t)S(t)dt + \sigma(t, S_t)dW(t), \quad S(0) = s_0 \in \mathbb{R}^d,
\]
where $W$ is a $d$-dimensional $\mathbb{P}$-Brownian motion, and $\sigma : \Lambda_T^d \to \mathcal{M}_d(\mathbb{R})$ a non-anticipative functional which satisfies assumption 3.1. We assume in addition that $\sigma$ is non-degenerate, i.e. $\det(\sigma(t, S_t)) \neq 0$, $dt \times d\mathbb{P}$-a.e. Let $g : D([0, T], \mathbb{R}^d) \to \mathbb{R}$ be the payoff functional of the option. In order to have an explicit control of the hedging error (theorem 3.10), we assume that $g$ is Lipschitz continuous with respect to the supremum norm $\| \cdot \|$.

Denote by $\mathbb{F} := (\mathcal{F}_t)_{t \in [0, T]}$ the ($\mathbb{P}$-completed) natural filtration generated by $W$. Since the market is complete, the option can be perfectly hedged by a self-financing portfolio: the value of this portfolio $V$ is equal to the price of the option at any time $t \in [0, T]$,
\[
V(t) = \exp \left( - \int_t^T r(s) ds \right) \mathbb{E}[g(S_T) | \mathcal{F}_t].
\]
Denote by $\tilde{S}(t) := \exp(-\int_0^t r(s)ds)S(t)$ the discounted asset price, $\tilde{V}(t) := \exp(-\int_0^t r(s)ds)V(t)$ the discounted portfolio value, and $\tilde{g}(\tilde{S}_T) := \exp(-\int_0^T r(s)ds)g(S_T)$. We have $\tilde{V}(t) = \mathbb{E}[\tilde{g}(\tilde{S}_T)|\mathcal{F}_t]$. So by working with $(\tilde{S}, \tilde{V}, \tilde{g})$ instead of $(S, V, g)$, we may assume $r \equiv 0$ in the following without any loss of generality. Under this assumption, $S$ and $V$ are $\mathbb{P}$-martingales, and there exists a $\mathbb{F}$-adapted process $\phi$ such that:

$$g(S_T) = V(T) = V(0) + \int_0^T \phi(t) \cdot dS(t).$$

Let $n \in \mathbb{N}$, and $\delta = \frac{T}{n}$. We denote by $nS$ the piecewise constant Euler approximation of $S$ on the grid $(t_j = j\delta, j = 0, \cdots, n)$ defined in definition 3.2 for $\omega \in D([0, T], \mathbb{R}^d)$, $nS(\omega)$ is constant in $[t_j, t_{j+1})$ for any $0 \leq j \leq n-1$ with $nS(0, \omega) = s_0$, and

$$nS(t_{j+1}, \omega) = nS(t_j, \omega) + \sigma(t_j, nS_{t_j}(\omega))(\omega(t_{j+1}) - \omega(t_j)).$$

And similarly to definition 3.6 we define: for $\omega \in D([0, T], \mathbb{R}^d)$,

$$F_n(t, \omega_t) := \mathbb{E}\left[ g\left(nS(\omega_t \oplus_t B_T)\right) \right], \quad t \in [0, T]$$

where $B$ is a Wiener process independent of $W$. We have, for $t \in [0, T]$, $F_n(t, W_t) = \mathbb{E}[g(nS(W_T))|\mathcal{F}_t]$ $\mathbb{P}$-almost surely, and $F_n \in C^{1,2}_{loc,\mathcal{F}}(\Lambda_T)$ (theorem 3.8). In the following, we note simply $nS$ for $nS(W_T)$, so $nS$ is the classical piecewise constant Euler-Maruyama scheme of $S$.

Here we are interested in the problem of dynamic hedging in discrete time, so the objective is to approximate $\phi$ by a piecewise constant process $\phi_n$. As suggested by remark 3.13, a natural candidate of $\phi_n$ is: for $0 \leq j \leq n-1$,

$$\phi_n(t_j) := t^\sigma^{-1}(t_j, nS_{t_j})\nabla_\omega F_n(t_j, W_{t_j}).$$

Here we assume in addition that $\det(\sigma(t, nS_t)) \neq 0$, $dt \times d\mathbb{P}$-a.e.

To compute numerically $\nabla_\omega F_n(t_j, W_{t_j})$, we can either use directly the explicit expression of $\nabla_\omega F_n(t_j, W_{t_j})$ obtained in (3.17):

$$\nabla_\omega F_n(t_j, W_{t_j}) = \mathbb{E}\left[ g(nS_{t_j})\frac{W(t_{j+1}) - W(t_j)}{\delta}|\mathcal{F}_{t_j} \right].$$
and then compute the expectation using the Monte-Carlo method. We can also use the definition of vertical derivative as sensitivity of a functional with respect to a jump of the path, and thus approximate it via a finite difference method: \( \nabla \omega F_n(t_j, W_{t_j}) = (\partial_i F_n(t_j, W_{t_j}), 1 \leq i \leq d) \) with

\[
\partial_i F_n(t_j, W_{t_j}) \simeq \frac{F_n(t_j, W_{t_j} + he_i 1_{[t_j, T]}) - F_n(t_j, W_{t_j})}{h}
\]

for \( h \) small. The advantage of the first method is that it provides an unbiased estimator of \( \nabla \omega F_n(t_j, W_{t_j}) \) contrary to the finite difference method. However since \( \delta = \frac{T}{n} \) is in general quite small for a reasonable number of discretization steps, the term in the expectation can be quite considerable, leading to immense variance which makes the Monte-Carlo method less efficient. So in the following we adopt the second approach.

Let \( h > 0 \). Since \( F_n \) is infinitely vertically differentiable, we can use a centered difference scheme in order to have a more accurate approximation:

\[
\hat{\partial}_i F_n(t_j, W_{t_j}) := \frac{F_n(t_j, W_{t_j} + he_i 1_{[t_j, T]}) - F_n(t_j, W_{t_j} - he_i 1_{[t_j, T]})}{2h}.
\]

Each of these two terms can be computed numerically via the Monte-Carlo method. For example:

\[
F_n(t_j, W_{t_j} + he_i 1_{[t_j, T]}) = \mathbb{E} \left[ g \left( nS((W_{t_j} + he_i 1_{[t_j, T]}) \oplus B_T) \right) \right] = \mathbb{E} \left[ g \left( nS((W_{t_j} \oplus B_T) + he_i 1_{[t_j, T]}) \right) \right]
\]

\[
= \mathbb{E} \left[ g \left( nS(W_T + he_i 1_{[t_j, T]}) \right) \right] | \mathcal{F}_{t_j}.
\]

In addition, for \( \omega \in D([0, T], \mathbb{R}^d) \), a jump of size \( \epsilon \in \mathbb{R}^d \) at time \( t_j \) of \( \omega \) corresponds to a jump of size \( \sigma(t_j, nS_{t_j}(\omega)) \epsilon \in \mathbb{R}^d \) at time \( t_{j+1} \) of \( nS(\omega) \) by definition of the Euler scheme \( nS \) (a jump at \( t_j \) of \( \omega \) does not affect the value of \( nS(\omega) \) at \( t_j \); \( nS \) has 'predictable' dependence with respect to \( \omega \)). So a natural estimator of \( \phi_n = (\phi_i^n(t_j), 1 \leq i \leq d) \) at time \( t_j \) is given by:

\[
\hat{\phi}_n^i(t_j) := \frac{\mathbb{E} \left[ g \left( nS(t_{j+1}, -he_i) \right) \right] | \mathcal{F}_{t_j}}{2h} - \mathbb{E} \left[ g \left( nS(t_{j+1}, he_i) \right) \right] | \mathcal{F}_{t_j},
\] (3.23)
where \( nS^{(t_{j+1}, h\varepsilon_i)} \) (resp. \( nS^{(t_{j+1}, -h\varepsilon_i)} \)) is the piecewise constant Euler-Maruyama scheme of \( S \) with a jump of size \( h\varepsilon_i \) (resp. \( -h\varepsilon_i \)) at time \( t_{j+1} \), i.e. \( nS^{(t_{j+1}, \pm h\varepsilon_i)} \) is constant in each interval \([t_k, t_{k+1})\) for \( 0 \leq k \leq n-1 \) with \( nS^{(t_{j+1}, \pm h\varepsilon_i)}(0) = s_0 \). For \( k \neq j \),

\[
n_S^{(t_{j+1}, \pm h\varepsilon_i)}(t_{k+1}) = nS^{(t_{j+1}, \pm h\varepsilon_i)}(t_k) + \sigma \left(t_k, nS^{(t_{j+1}, \pm h\varepsilon_i)}_k\right)(W(t_{k+1}) - W(t_k)),
\]

and

\[
n_S^{(t_{j+1}, \pm h\varepsilon_i)}(t_{j+1}) = nS^{(t_{j+1}, \pm h\varepsilon_i)}(t_j) + \sigma \left(t_j, nS^{(t_{j+1}, \pm h\varepsilon_i)}_j\right)(W(t_{j+1}) - W(t_j)) \pm h\varepsilon_i.
\]

This might seem quite similar to the classical computation of the delta at time \( t \) of an option in Markovian case where we compute the sensitivity of the option price with respect to a small jump of \( S \) at \( t \). Here we show that it can be extended to more general non-Markovian models, but with a slight difference: to compute the delta at time \( t_j \), we perturb the path of \( S \) at a later time \( t_{j+1} \). This point is actually crucial to prove that the ‘delta’ is well defined in our case, i.e. \( F_n \) is vertically differentiable (theorem 3.7).

As shown in the previous section, the error of approximation of \( \phi \) by \( \phi_n \) in discrete time is of order \( n^{-\frac{1}{2}} \) (we neglect the term \( \log n \) in the error). Let \( M \) be the number of simulations in the Monte-Carlo method. It is well known that the error due to the Monte-Carlo method combined with the centered difference scheme is of order \( M^{-\frac{1}{2}} \) if we take the same sequence of random numbers to simulate \( \mathbb{E}[g(nS^{(t_{j+1}, \pm h\varepsilon_i)})|\mathcal{F}_t] \) and \( \mathbb{E}[g(nS^{(t_{j+1}, -h\varepsilon_i)})|\mathcal{F}_t] \) and \( h \) is chosen to be of order \( M^{-\frac{1}{2}} \) (see for example [31, 32, 49]). In summary if we take \( M \simeq n \simeq h^{-\frac{1}{4}} \), then the replication error of the option should be of order \( M^{-\frac{1}{2}} \simeq n^{-\frac{1}{4}} \).

### 3.7.1 Numerical examples

We end this section with several numerical examples. We start with a simple case where \( S \) is a \( \mathbb{R} \)-valued process which follows the Black-Scholes model. We always assume that the interest rate is zero, so \( S \) satisfies: for
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\( t \in [0, T], \)

\[
\frac{dS(t)}{S(t)} = \sigma dW(t), \quad S_0 = s_0 \in \mathbb{R}
\]

with \( \sigma > 0 \) and \( W \) a one-dimensional standard Brownian motion. We consider a lookback option of maturity \( T \) with payoff \( g(S_T) = S(T) - \min_{t \in [0,T]} S(t) \). Clearly \( g \) is Lipschitz continuous with respect to the supremum norm \( \| \cdot \| \).

Since the computational complexity for such dynamic hedging problems is of order \( M \cdot n^2 \), we will take \( n \) much smaller than \( M \) in our numerical implementations although from a theoretical point of view, \( n \) and \( M \) should be of the same order.

In our example, we assume that the underlying process \( S \) starts from \( s_0 = 100 \), and the maturity \( T \) of the option is equal to 1. First we take the number of time discretization \( n = 100 \), the number of Monte-Carlo simulation \( M = 10^4 \), and \( h = 0.1 \). We show in figure 3.1 the hedging error, for a given scenario, of the lookback option during its entire life with volatility \( \sigma \) equal to 0.2. We compute, at each time discretization, the Monte-Carlo price based on all past information, and the value of the portfolio which replicates the option, i.e. with initial value equal to the option price, and with variation between two time steps equal to the increments of \( S \) multiplied by the delta given by expression (3.23) (we assume \( r = 0 \)).
We observe from figure 3.1 that in this case, the two curves coincide well with each other, which means that the delta hedging strategy replicates well the option in this specific scenario. The following table provides the tracking error in this case:

<table>
<thead>
<tr>
<th>$n = 100$</th>
<th>Tracking error at $T = 1$</th>
<th>Price of option</th>
<th>Relative error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>-0.5483</td>
<td>14.0994</td>
<td>3.89%</td>
</tr>
</tbody>
</table>

We can also increase the number of time discretization $n$ to $n = 500$, and we obtain a similar result (figure 3.2). In this case, the terminal hedging error is equal to $-0.3226$, corresponding to a relative error of 2.22% with respect to the option price.
Clearly one specific path of scenario does not provide much information on the efficiency of our hedging strategy. We present in the following histogram (figure 3.3) the tracking error at time $T = 1$ of 100 paths of scenario. In these simulations, we take $n = 100$ and $\sigma = 0.2$. We also compute the mean and the variance of these tracking errors, which are given in the following table:

<table>
<thead>
<tr>
<th></th>
<th>Tracking errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>0.0495</td>
</tr>
<tr>
<td>variance</td>
<td>1.1108</td>
</tr>
</tbody>
</table>

Table 3.1: Mean and variance of tracking error of 100 scenarios for hedging strategy computed using Euler and functional approximation
We observe that even the variance of the tracking errors might seem quite important, our method works generally well in this simple case provided that the number of time discretization and the number of simulations in the Monte-Carlo method are not very significant.

We now move to a more sophisticated example in which the volatility at time $t$ of the underlying $S$ might depend on the whole path of $S$ up to time $t$. Inspired by the path-dependent volatility model proposed by Hobson and Rogers [38], but for the reason of numerical simplicity, we assume that the underlying $S$ follows the following dynamics (we always assume that $r = 0$):

$$dS(t) = \sigma_0 S(t)(1 + k\sigma(t, S_t, \lambda))dW(t), \quad S_0 = s_0 \in \mathbb{R}$$

with $\sigma_0$, $k$ and $\lambda$ positive constants, and the functional $\sigma$ defined by:

$$\sigma(t, S_t, \lambda) := \frac{\int_0^t e^{\lambda s}(S(t) - S(s))ds}{S(t) \int_0^t e^{\lambda s}ds}, \quad \text{and} \quad \sigma(0, S_0, \lambda) := 0. \quad (3.24)$$
3.7. Applications to dynamic hedging of path-dependent options

So $\sigma(t, S_t, \lambda)$ is the weighted average of increments of $S$ over $[0, t]$. Our model differs from the Hobson-Rogers model in several aspects, mainly for the purpose of simplification. First instead of considering an infinite window $(-\infty, t]$ in which the weighted average is taken as in the Hobson-Rogers model, we assume that only the path of $S$ in the interval $[0, t]$ can affect the volatility at time $t$. Secondly, we consider directly the increments of $S$ instead of those of log $S$ in the functional $\sigma$.

We consider a rainbow option with two underlying assets $S^1$ and $S^2$. We assume further that there might be cross-dependency between the volatility of $S^1$ and that of $S^2$, i.e. the volatility of $S^1$ may depend on the path of $S^2$ and vice versa. Our model is the following:

\[
\begin{align*}
    dS^1(t) &= \sigma_0 S^1(t)(1 + k_1 \sigma(t, S^1_t, \lambda) + k_2 \sigma(t, S^2_t, \lambda))dW(t), \quad S^1_0 = s^1_0 \in \mathbb{R} \\
    dS^2(t) &= \sigma_0 S^2(t)(1 + k_1 \sigma(t, S^2_t, \lambda) + k_2 \sigma(t, S^1_t, \lambda))dB(t), \quad S^2_0 = s^2_0 \in \mathbb{R}
\end{align*}
\]

where $\sigma_0$, $k_1$, $k_2$ and $\lambda$ are all positive constants, $W$ and $B$ two standard Brownian motions with a constant correlation $\rho$, i.e. $d\langle W, B \rangle(t) = \rho dt$, and $\sigma$ the functional defined in (3.24). Clearly we can take a different $\sigma_0$, $k_1$, $k_2$ or $\lambda$ for $S^1$ and $S^2$, but here for simplicity, we assume that the two underlyings share the same model parameters.

We decompose the Brownian motion $B$ into two independent Brownian motions $W$ and $W^\perp$: $B = \rho W + \sqrt{1 - \rho^2}W^\perp$. Let $S := (S^1, S^2) \in \mathbb{R}^2$ and $\tilde{W} := (W, W^\perp) \in \mathbb{R}^2$. Our initial model can be rewritten as:

\[
dS(t) = \tilde{\sigma}(t, S_t)d\tilde{W}(t), \quad S_0 = s_0 = (s^1_0, s^2_0) \in \mathbb{R}^2
\]

with $\tilde{\sigma}(t, S_t) = \sigma_0 \times$

\[
\begin{pmatrix}
    S^1(t)(1 + k_1 \sigma(t, S^1_t) + k_2 \sigma(t, S^2_t)) \\
    \rho S^2(t)(1 + k_1 \sigma(t, S^2_t) + k_2 \sigma(t, S^1_t)) \sqrt{1 - \rho^2}S^2(t)(1 + k_1 \sigma(t, S^2_t) + k_2 \sigma(t, S^1_t))
\end{pmatrix}
\]

(we omit the parameter $\lambda$ in the functional $\sigma$).

Consider now a rainbow option on $S = (S^1, S^2)$ whose payoff $g$ at maturity $T$ is given by:

\[
g(S_T) := \max_{t \in [0, T]} (S^1(t) - S^2(t) - K)
\]
where $K > 0$ is the strike of the option.

In our simulation, we take $s_0^1 = s_0^2 = 100$, $T = 1$, $\sigma_0 = 0.2$, $\lambda = 10$, $k_1 = 1$, $k_2 = 0.4$, $K = 10$ and $\rho = 0.6$. We always take the number of time discretization $n = 100$, the number of simulations in the Monte-Carlo method $M = 10^4$, and $h = 0.1$. We show in figure 3.4 the tracking error of this option for one specific path of $S$. Again the two curves represent the option price obtained by the Monte-Carlo method and the value of the portfolio which replicates the option using the delta proposed in (3.23) at each time step.

![Tracking error (n=100)](image)

Figure 3.4: Hedging error of rainbow option with $n = 100$

From this figure, we observe that the gap between two curves is more considerable than in our first example with the Black-Scholes model, especially when close to the maturity. For this scenario, the tracking error at $T = 1$ is equal to 0.4999, corresponding to a relative error of 7.26% (the price of the option at $t = 0$ is equal to 6.8827).
3.7. Applications to dynamic hedging of path-dependent options

We show in figure 3.5 another example of scenario with \( n = 200 \) now. The final tracking error in this case is 0.4132, corresponding to a relative error of 6.09%.

![Tracking error (n=200)](image)

Figure 3.5: Hedging error of rainbow option with \( n = 200 \)

We show finally, as we have done with the Black-Scholes model, the tracking error of 100 paths of scenario, presented in figure 3.6, as well as the mean and the variance of these tracking errors.

<table>
<thead>
<tr>
<th></th>
<th>Tracking errors</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>-0.0377</td>
</tr>
<tr>
<td>variance</td>
<td>1.2287</td>
</tr>
</tbody>
</table>

Table 3.2: Mean and variance of tracking error of 100 scenarios for hedging strategy computed using Euler and functional approximation
We observe from these data that in this example, the variance of tracking errors is much more important (relative to the option price) compared to our first example with the Black-Scholes model. But in most of the cases, our method is still able to replicate the option with a reasonably small tracking error even the number of simulations in the Monte-Carlo method and the number of time discretization in our simulation are relatively small due to numerical complexity.

Figure 3.6: Histogram of tracking error for 100 simulations
Chapter 4

Weak derivatives for
non-anticipative functionals

In his seminal paper ‘Calcul d’Itô sans probabilités’ [27], Hans Föllmer proposed a pathwise derivation of the Itô formula, which was then extended to path-dependent functionals by Cont and Fournié [8], using a notion of pathwise directional derivative introduced by Dupire [20]. The associated functional calculus applies to functionals which possess certain directional derivatives in the strong sense i.e. at all paths in a certain set.

In this chapter, we introduce a notion of weak derivative for functionals which are not necessarily smooth in the sense of [8, 20]. To achieve this, we use the concept of pathwise quadratic variation along a sequence of partitions to define a bilinear form on the space of paths, and define a notion of weak derivative for functionals by duality with respect to this bilinear form. The whole approach involves only pathwise arguments and does not rely on any probabilistic notion. Nevertheless, we show that when applied to an Itô process, this notion of weak derivative coincides with the probabilistic weak derivative proposed by Cont and Fournié [10]. Our approach also provides a characterization of non-anticipative functionals which conserve the martingale property under a given probability measure, i.e. when applied to a given martingale, yield a martingale under the same probability measure.
4.1 Introduction

As discussed in section 2.2, Cont and Fournié introduced in [10] a notion of weak vertical derivative $\nabla_X$ (Theorem 2.9) with respect to a square-integrable martingale, in a probabilistic framework. This operator is shown to be the adjoint of the Itô stochastic integral with respect to $X$, and yields martingale representation formula (Theorem 2.10) [10].

The main ingredients of this construction can be thought of as a Sobolev-type construction on path space with respect to the reference measure $d[X] = \times dP_X$. First, the classical vertical derivative operator $\nabla_X$ defines an isometry (2.12) between two normed vector spaces (or more generally metric spaces) $(D(X), \|\cdot\|_{M^2(X)})$ and $(L^2(X), \|\cdot\|_{L^2(X)})$:

$$\|Y\|_{M^2(X)} = \|\nabla_X Y\|_{L^2(X)}, \quad \forall Y \in D(X). \quad (4.1)$$

Now let $Y \in \overline{D(X)}$, the closure of $D(X)$ with respect to $\|\cdot\|_{M^2(X)}$. By definition of $\overline{D(X)}$, there exists a sequence of $Y_n \in D(X)$ such that $\|Y_n - Y\|_{M^2(X)} \to 0$. In particular, $(Y_n)_{n \geq 1}$ is a Cauchy sequence, and so is $(\nabla_X Y_n)_{n \geq 1}$ using the isometry (4.1). As the space $L^2(X)$ is complete, the sequence $(\nabla_X Y_n)_{n \geq 1}$ converges to some element of $L^2(X)$, which is defined as the weak vertical derivative $\nabla_X Y$ of $Y$ with respect to $X$. What remains is to determine the space $\overline{D(X)}$, which proves in this case to be the whole space $M^2(X)$ (lemma 2.8).

The main objective of this chapter is to propose a notion of weak vertical derivative for non-anticipative functionals without intervention of any probability notions. More precisely, for a given path $x \in D([0, T], \mathbb{R}^d)$, we would like to extend the vertical derivative operator along $x$, $\nabla_x F(., x)$ defined initially for vertically differentiable functionals $F$ to more general functionals. The reason we consider vertical derivatives along a fixed path $x$ is that it is more convenient to manipulate a path $\nabla_x F(., x)$ of $[0, T]$ than a whole functional $\nabla_x F$ which requires much more information. This is in the same spirit of the construction in [10] in which the derivative operator $\nabla_X$ is extended for a given process $X$. We shall also consider, later in this chapter,
functionals which are weakly vertically differentiable along a set of paths.

The probabilistic construction in [10] relies on the Itô isometry formula. Similarly, our construction relies on an isometry formula which makes use of the notion of pathwise quadratic variation (Definition 1.4) proposed by Föllmer [27]. However, contrary to the Itô isometry in probability, this pathwise isometry formula does not always hold for all (vertically differentiable) functionals. So we will need to limit ourselves to a subspace of smooth functionals. More importantly, the space $Q^\pi([0,T],\mathbb{R}^d)$ of paths with finite pathwise quadratic variation along a given sequence of partitions $\pi$ is not a vector space (see Remark 1.5), which makes this pathwise construction of weak vertical derivatives technically more involved than its probabilistic counterpart. The concept of pathwise isometry for integrals of smooth functionals has been also studied by Ananova and Cont [1] in parallel with this work, but using a different approach and under stronger regularity assumptions.

The rest of this chapter is organized as follows. In section 4.2, using the notion of pathwise quadratic variation (definition 1.4), we extend the pathwise isometry formula initially proposed for functions (see for example [71]) to cylindrical functionals (definition 1.15), and show why it might not hold for general smooth functionals. We introduce, in section 4.3, a notion of generalized (pathwise) quadratic variation. The advantage of this notion is that, contrary to the space $Q^\pi([0,T],\mathbb{R}^d)$, the space $\hat{Q}^\pi([0,T],\mathbb{R}^d)$ of paths of finite generalized quadratic variation along $\pi$ is a vector space, on which a semi-norm can be defined. We then construct, in section 4.4, weak pathwise vertical derivatives along a given path $x$ for functionals which are not vertically differentiable but can be approximated by smooth functionals in some sense. In section 4.5 we prove that if $X$ is square-integrable martingale, any square-integrable $F^X$-martingale can be represented as a functional of $X$ which is weakly vertically differentiable along almost all paths of $X$, and the weak vertical derivative of this functional along $X$ coincides with the probabilistic weak derivative $\nabla_X$ of Cont and Fournié [10]. Finally, in Section 4.6, we obtain a characterization of functionals which conserve the
4.2 Pathwise isometry formula

As we have shown in section 2.2, one of the main ingredients for extending the operator \( \nabla X \) to the space \( \mathcal{M}^2(X) \) is the Ito isometry formula (4.1), which involves a probability measure \( P \). In a pathwise setting, we can no longer use the same norms as in (4.1) since the probability measure \( P \) is involved in both norms. However, the notion of pathwise quadratic variation defined in definition 1.4 seems relevant to our pathwise setting.

Throughout this section, we fix a sequence of partitions \( \pi = (\pi_m)_{m \geq 1} \) with \( \pi_m = (0 = t^m_0 < t^m_1 < \cdots < t^m_{k(m)} = T) \) and a continuous path \( x \in C([0,T], \mathbb{R}^d) \cap Q^x([0,T], \mathbb{R}^d) \). Recall first a simple result of pathwise quadratic variation given in [66]:

**Lemma 4.1.** Let \( z \in C([0,T], \mathbb{R}) \) such that \( [z]_{\pi}(T) = 0 \). Then for \( x \in C([0,T], \mathbb{R}) \) and \( t \in [0,T] \), the quadratic variation \( [x]_{\pi}(t) \) exists if and only if \( [x+z]_{\pi}(t) \) exists. And in this case, we have \( [x]_{\pi}(t) = [x+z]_{\pi}(t) \) for all \( t \in [0,T] \).

Consider now a function \( f : \mathbb{R}^d \to \mathbb{R} \). The following result shows that if \( f \) is smooth, then the path \( t \mapsto f(x(t)) \) also has finite pathwise quadratic variation along the same sequence of partitions \( \pi \).

**Proposition 4.1** (Pathwise isometry formula for functions). Let \( f : \mathbb{R}^d \to \mathbb{R} \) be a twice continuously differentiable function, and \( x \in C([0,T], \mathbb{R}^d) \cap Q^x([0,T], \mathbb{R}^d) \). Then the path \( f(x(\cdot)) \) has finite quadratic variation which is given by: for \( t \in [0,T] \),

\[
[f(x(\cdot))]_{\pi}(t) = \left[ \int_0^t \nabla f(x(s)) \cdot d^n x(s) \right]_{\pi}(t)
= \int_0^t \operatorname{tr} \left( \nabla (f(x(s))^\top \nabla f(x(s)) d[x]_{\pi}(s) \right).
\] (4.2)
4.2. Pathwise isometry formula

This result may be found in [71] for example; we provide a succinct proof below for the sake of completeness. In fact, the proposition holds even if \( f \) is only once continuously differentiable. However, we will still assume \( f \) to be at least twice continuously differentiable (and in the functional case \( F \in C^{1,2}_b(\Lambda_T^d) \)) in order to apply the Itô formula for later applications.

**Proof.** Recall first the pathwise Itô formula for functions (proposition [1.1]) in continuous case: for \( t \in [0,T] \), we have:

\[
 f(x(t)) = f(x(0)) + \int_0^t \nabla f(x(s)) \cdot dx(s) + \frac{1}{2} \int_0^t \text{tr} \left( \nabla^2 f(x(s)) d[x]_\pi(s) \right).
\]  

(4.3)

Remark that the integral with respect to \( d[x]_\pi \) in (4.3) has zero quadratic variation as it has finite variation. By lemma [4.1], the quadratic variation (if exists) of the path \( f(x(\cdot)) \) and that of \( \int_0^\cdot \nabla f(x(s)) \cdot dx(s) \) shall be the same.

Let \( m \in \mathbb{N} \). We note \( \delta x^m_i := x(t^m_{i+1}) - x(t^m_i) \). By a Taylor expansion of second order, we have:

\[
f(x(t^m_{i+1})) - f(x(t^m_i)) = \nabla f(x(t^m_i)) \cdot \delta x^m_i + \frac{1}{2} \text{tr} \left( \nabla^2 f(x(t^m_i)) \delta x^m_i \delta x^m_i \right) + \epsilon^m_i \delta x^m_i \]

with \( \epsilon^m_i \to 0 \).

Now taking the square of both sides in (4.4), summing up for all \( t^m_i \in \pi_m \) and taking the limit when \( m \) tends to infinity, we can readily check that the only term which does not tend to zero in the right-hand side of (4.4) is the square of \( \nabla f(x(t^m_i)) \cdot \delta x^m_i \). So the quadratic variation of \( f(x(\cdot)) \) (if exists) is:

\[
[f(x(\cdot))]_\pi(t) = \lim_{m \to \infty} \sum_{t^m_i \leq t} \text{tr} \left( \nabla f(x(t^m_i)) \nabla f(x(t^m_i)) \delta x^m_i \delta x^m_i \right). \tag{4.5}
\]

The limit on the right-hand side of (4.5) exists indeed, and is equal to \( \int_0^t \text{tr}(\nabla f(x(s)) \nabla f(x(s)) d[x]_\pi(s)) \) using lemma [1.17] and the definition of \( [x]_\pi \).

The extension of the pathwise isometry formula (4.2) to the case of non-anticipative functionals is subtle. A key ingredient in the proof of proposition
is a Taylor expansion. For a (twice) vertically differentiable functional $F \in C^1_b(\Delta^d_T)$, we dispose of a Taylor expansion along piecewise-constant paths. Replacing $x$ by a piecewise-constant approximation $x^m$ along the partition $\pi_m$ defined by

$$x^m(t) := \sum_{i=0}^{k(m)-1} x(t_{i+1}^m) \mathbb{1}_{[t_i^m, t_{i+1}^m]}(t) + x(T) \mathbb{1}_{[T]}(t)$$

we obtain a convergent approximation:

**Proposition 4.2.** Let $F \in C^1_b(\Delta^d_T)$ be a $\mathbb{R}^r$-valued non-anticipative functional. We have, for $t \in [0, T]$,

$$\sum_{t_{i+1}^m \leq t} \left( (F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m) )^2 \right) \rightarrow m \rightarrow \infty \int_0^T \text{tr} \left( (\nabla_{x} F(s, x_s))^t \nabla_{x} F(s, x_s) d[x]_\pi(s) \right).$$

**Proof.** First we proceed as in the proof of the pathwise change of variable formula (theorem 1.16) by decomposing $F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m)$ into two terms representing respectively the horizontal and vertical perturbations of a path:

$$F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m) = (F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m)) + (F(t_i^m, x_i^m) - F(t_{i+1}^m, x_{i+1}^m)).$$

The first term in (4.8) can be written as an integral of the horizontal derivative:

$$F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m) = \int_{t_i^m}^{t_{i+1}^m} D F(u, x^m) du.$$

Let $\delta x_i^m = x(t_{i+1}^m) - x(t_i^m)$. Next, using a second order Taylor expansion of $e \mapsto F(t_i^m, x_i^m + e 1_{[t_i^m, \infty)})$, the second part of (4.8) can be written as:

$$F(t_i^m, x_i^m) - F(t_{i+1}^m, x_{i+1}^m) = \nabla_{x} F(t_i^m, x_i^m) \cdot \delta x_i^m + \frac{1}{2} \text{tr} \left( \nabla^2_{x} F(t_i^m, x_i^m)(\delta x_i^m)^t(\delta x_i^m) \right) + \epsilon_i^m |\delta x_i^m|^2$$

with $\epsilon_i^m \rightarrow m \rightarrow \infty 0$. 
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4.2. Pathwise isometry formula

By the same argument as in the proof of proposition 4.1, the left-hand side term in (4.7) tends to (if the following limit exists):

\[ \lim_{m \to \infty} \sum_{t^m_i \leq t} \text{tr} \left( \nabla \omega F(t^m_i, x^m_{t^m_i})^t \nabla \omega F(t^m_i, x^m_{t^m_i})(\delta x^m_i)^t (\delta \omega^m_i) \right). \]

Since \( \nabla \omega F(t, x^m_t) \to_{m \to \infty} \nabla \omega F(t, x_t) \) for all \( t \in [0, T] \) as \( \nabla \omega F \) is left-continuous (definition 1.11), we obtain (4.7) using again lemma 1.17.

Observe that the left-hand side term in (4.7) differs in general from the pathwise quadratic variation of the path \( t \mapsto F(t, x_t) \). Indeed, the approximation of \( x \) by the piecewise constant path \( x^m \) works well to derive the functional Ito formula as in this case, we only require the sequence \( (F(t, x^m_t))_{m \geq 1} \) converges to \( F(t, x_t) \) for a given \( t \), i.e. the sequence of paths \( F(\cdot, x^m_t) \) converges pointwise to \( F(\cdot, x) \). This pointwise convergence does not imply, for example,

\[ \sum_{t^m_i \in \pi_m} \left( F(t^m_i, x^m_{t^m_i}) - F(t^m_i, x^m_{t^m_i -}) \right)^2 \to_{m \to \infty} 0. \] (4.9)

So proposition 4.2 does not tell anything about the pathwise quadratic variation \( [F(\cdot, x)]_\pi \), and we do not even know if it exists for any \( F \in \mathbb{C}^{1,2}_b(\Lambda^d_T) \). However, if we assume in addition that the functional \( F \) satisfies (4.9), then the pathwise quadratic variation of \( F(\cdot, x) \) exists and is equal to the right-hand side term of (4.7).

**Corollary 4.1.** Let \( F \in \mathbb{C}^{1,2}_b(\Lambda^d_T) \) be a \( \mathbb{R} \)-valued non-anticipative functional satisfying (4.9). Then the path \( F(\cdot, x) \) has finite pathwise quadratic variation along \( \pi \), given by: for \( t \in [0, T] \),

\[ [F(\cdot, x)]_\pi(t) = \left[ \int_0^t \nabla \omega F(s, x_s) \cdot d\pi x(s) \right]_\pi \)

\[ = \int_0^t \text{tr} \left( \nabla \omega F(s, x_s)^t \nabla \omega F(s, x_s) d[\pi](s) \right). \] (4.10)

**Proof.** We observe first that:

\[ F(t^m_{i+1}, x^m_{t^m_{i+1}}) - F(t^m_i, x^m_{t^m_i}) = (F(t^m_{i+1}, x^m_{t^m_{i+1}}) - F(t^m_{i+1}, x^m_{t^m_{i+1} -})) + (F(t^m_i, x^m_{t^m_i -}) - F(t^m_i, x^m_{t^m_i})). \] (4.11)
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The only term which contributes to \([F(\cdot, x)]_{\pi}(t)\) (if it exists) in (4.11) is the sum of \((F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m))^2\) along \(\pi_m\): the terms with \((F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m))^2\) and \((F(t_i^m, x_i^m) - F(t_i^m, x_i^m))^2\) tend to zero by assumption (4.9), and the cross-product terms also tend to zero due to the Cauchy-Schwarz inequality. We conclude using proposition 4.2.

To the best of our knowledge, contrary to the case of smooth functions, we do not know if the path \(F(\cdot, x)\) has finite pathwise quadratic variation of the form (4.10) for any non-anticipative functional \(F \in C^{1,2}_{b}(\mathcal{L}_d^d)\) (see also [1] for other conditions on \(F\) under which (4.10) holds). To tackle this problem, one possible solution, as suggested by proposition 4.2, is to define, for a non-anticipative functional \(F\), a ’pseudo’ quadratic variation along \(x\) defined as a ’diagonal’ limit of squared increments along \(\pi_n\) computed at piecewise constant approximations along \(\pi_n\):

**Definition 4.2.** A non-anticipative functional \(F: \Lambda_T \to \mathbb{R}\) is said to have finite pseudo quadratic variation along \(x\) if for any \(t \in [0, T]\), the limit

\[
[F(\cdot, x)]_{\pi}(t) := \lim_{m \to \infty} \sum_{t_{i+1}^m \leq t} (F(t_{i+1}^m, x_{i+1}^m) - F(t_i^m, x_i^m))^2 < \infty
\]

exists, where \(x^m\) is the piecewise constant approximation of \(x\) defined by (4.6).

Using this notion of pseudo quadratic variation, proposition 4.2 can be reformulated as: for any \(F \in C^{1,2}_{b}(\mathcal{L}_d^d)\), for \(t \in [0, T]\),

\[
[F(\cdot, x)]_{\pi}(t) = \int_0^t \text{tr} \left( \nabla_\omega F(s, x_s)^t \nabla_\omega F(s, x_s) d[x]_{\pi}(s) \right). \tag{4.12}
\]

The isometry formula (4.12) holds for all smooth functionals in \(C^{1,2}_{b}(\mathcal{L}_d^d)\) without any further conditions. However, one major drawback of this notion of pseudo quadratic variation is that its definition requires the knowledge of \(F\) evaluated not only at \(x\) but also at \(x^m\). So this notion is not a property of the path \(F(\cdot, x)\), but a property of the functional \(F\). In other words, this notion depends on the values taken by the functional \(F\) not just along the path \(x\) in the ‘neighborhood’ of \(x\). For example, consider a stochastic process \(X\)
which admits a functional representation with respect to a Brownian motion $W$: $X(t) = F(t, W_t)$ for some non-anticipative functional $F$. In general the only thing we know about $F$ is its value along $W$, while $\widetilde{F}(\cdot, W_\cdot)$ seems to depend on the values of $F$ along discrete approximations of $W$.

In the following, we still use the notion of pathwise quadratic variation, but we limit ourselves to a subset of $C^{1,2}_b(\Lambda_T^d)$ such that the pathwise isometry formula (4.10) holds for all functionals in this subset. Corollary 4.1 provides one such subset: smooth functionals satisfying (4.9). We now define another subset of $C^{1,2}_b(\Lambda_T^d)$ which is simpler to characterize than condition (4.9): the space of cylindrical functionals, and we show that the pathwise isometry formula (4.10) holds for such functionals. Recall first the definition of cylindrical functionals:

**Definition 4.3.** A non-anticipative functional $F$ is said to be cylindrical if there exists $0 \leq t_1 < t_2 < \cdots < t_n \leq T$ such that for all $x \in D([0, T], \mathbb{R}^d)$,

$$F(t, x) = h(x(t) - x(t_n-)) \mathbb{1}_{t > t_n} g(x(t_1-), x(t_2-), \ldots, x(t_n-)) \quad (4.13)$$

for some continuous function $g \in C(\mathbb{R}^{n \times d}, \mathbb{R})$ and some twice differentiable function $h \in C^2(\mathbb{R}^d, \mathbb{R})$ with $h(0) = 0$.

The condition $h(0) = 0$ ensures that if $x$ is a continuous path, then the path $F(\cdot, x)$ is also continuous. It is clear that all cylindrical functionals are smooth (i.e. $\in C^{1,2}_b(\Lambda_T^d)$) [7].

**Lemma 4.4.** Let $F$ be a non-anticipative cylindrical functional of the form (4.13). Then $F \in C^{1,2}_b(\Lambda_T^d)$ with $DF \equiv 0$, and for $j = 1, 2$,

$$\nabla^j_y F(t, x) = \nabla^j h(x(t) - x(t_n-)) \mathbb{1}_{t > t_n} g(x(t_1-), x(t_2-), \ldots, x(t_n-)) \quad (4.13)$$

$$\nabla^j_y F(t, x) = \nabla^j h(x(t) - x(t_n-)) \mathbb{1}_{t > t_n} g(x(t_1-), x(t_2-), \ldots, x(t_n-)) \quad (4.13)$$

We denote by $S(\Lambda_T^d)$ the linear span of all cylindrical functionals of the form (4.13). Clearly we have $S(\Lambda_T^d) \subset C^{1,2}_b(\Lambda_T^d)$. And for any $F \in S(\Lambda_T^d)$, $F$ can be written as:

$$F(t, x) = \sum_{j=1}^k h_j(x(t) - x(s_j-)) \mathbb{1}_{t > s_j} g_j(x(s_1-), x(s_2-), \ldots, x(s_j-)) \quad (4.14)$$
with \( g_j \in C(\mathbb{R}^{j \times d}, \mathbb{R}) \), \( h_j \in C^2(\mathbb{R}^d, \mathbb{R}) \), \( h_j(0) = 0 \) and \( 0 \leq s_1 < s_2 < \cdots < s_k \leq T \). We now show that any functional \( F \) in \( \mathcal{S}(\Lambda_T^d) \) satisfies the pathwise isometry formula (4.10).

**Proposition 4.3** (Pathwise isometry formula for cylindrical functionals). Let \( x \) be a continuous path in \( C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d) \). For \( F \in \mathcal{S}(\Lambda_T^d) \), the path \( F(\cdot, x) \) has finite quadratic variation along \( \pi \), and we have: for \( t \in [0, T] \),

\[
[F(\cdot, x)]_\pi(t) = \int_0^t \text{tr} \left( \nabla_\omega F(s, x_s) \cdot \nabla_\omega F(s, x_s) d[x]_\pi(s) \right). \tag{4.15}
\]

**Proof.** Assume that \( F \) takes the form (4.14). We calculate the increments of the path \( F(\cdot, x) \) between two consecutive time grids \( t_i^m \) and \( t_{i+1}^m \) of the partition \( \pi_m \). We distinguish two cases:

- If \( t_i^m \) and \( t_{i+1}^m \) are in the same interval \([s_j, s_{j+1})\) for some \( 1 \leq j \leq k \) (we assume \( s_k + 1 = T \), then for \( t \in [t_i^m, t_{i+1}^m] \subset [s_j, s_{j+1}) \), \( F(t, \omega) \) can be viewed as a smooth function of \( x(t) \) as other terms are constant in this interval. So we can apply a second order Taylor expansion between \( t_i^m \) and \( t_{i+1}^m \), and we obtain using the same argument as in proposition 4.1:

\[
\left( F(t_{i+1}^m, x_{t_{i+1}^m}) - F(t_i^m, x_{t_i^m}) \right)^2 \simeq \int_{t_i^m}^{t_{i+1}^m} \text{tr} \left( \nabla_\omega F(s, x_s) \cdot \nabla_\omega F(s, x_s) d[x]_\pi(s) \right).
\]

If we sum all \( i \) in this category, and as \( |\pi_m| \) decreases to zero, we have:

\[
\sum_{t_i^m \leq t, [t_i^m, t_{i+1}^m] \cap [s_j, s_{j+1})} \left( F(t_{i+1}^m, x_{t_{i+1}^m}) - F(t_i^m, x_{t_i^m}) \right)^2 \rightarrow _{m \to \infty} \int_0^t \text{tr} \left( \nabla_\omega F(s, x_s) \cdot \nabla_\omega F(s, x_s) d[x]_\pi(s) \right).
\]

- There exists \( 1 \leq j \leq k \) such that \( t_i^m < s_j \leq t_{i+1}^m \). Since the path \( F(\cdot, x) \) is continuous, and there exists only a finite number of such \( i \) (at most \( k \)), we have:

\[
\sum_{t_i^m \leq t, t_i^m < s_j \leq t_{i+1}^m} \left( F(t_{i+1}^m, x_{t_{i+1}^m}) - F(t_i^m, x_{t_i^m}) \right)^2 \rightarrow _{m \to \infty} 0.
\]
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We conclude combining these two cases.

As the space $S(\Lambda_T^d)$ is a vector space, we can always define, for $F, G \in S(\Lambda_T^d)$, the quadratic covariation of the paths $F(\cdot, x)$ and $G(\cdot, x)$ by: for $t \in [0, T],$

$$[F(\cdot, x), G(\cdot, x)]_{\pi}(t) := \frac{[(F + G)(\cdot, x)]_{\pi}(t) - [F(\cdot, x)]_{\pi}(t) - [G(\cdot, x)]_{\pi}(t)}{2}.$$  

Using the expression of quadratic variation for cylindrical functionals (4.15), we obtain immediately:

$$[F(\cdot, x), G(\cdot, x)]_{\pi}(t) = \int_0^t \operatorname{tr} \left( \nabla \omega F(s, x_s) \cdot \nabla \omega G(s, x_s) d[x]_{\pi}(s) \right). \quad (4.16)$$

The aim of this chapter is to define, using the isometry formula (4.15), a notion of weak pathwise vertical derivatives for non-anticipative functionals which are not necessarily smooth. One natural approach is to consider the closure of $S(\Lambda_T^d)$ with respect to the pathwise quadratic variation along $x$, i.e. we consider the space $\tilde{H}^\pi(\Lambda_T^d, x)$ of non-anticipative functionals:

$$\tilde{H}^\pi(\Lambda_T^d, x) := \left\{ G, \exists (F_n) \in S(\Lambda_T^d)^N, [(G - F_n)(\cdot, x)]_{\pi}(T) \to 0 \right\}.$$  

By the isometry formula (4.15), the vertical derivatives of $F_n$ along $x$: $\nabla \omega F_n(\cdot, x)$ will converge to some path $\phi$ in the sense that:

$$\int_0^T \operatorname{tr} \left( (\nabla \omega F_n(s, x_s) - \phi(s)) \cdot (\nabla \omega F_n(s, x_s) - \phi(s)) d[x]_{\pi}(s) \right) \to 0.$$  

$\phi$ may thus be defined as the weak vertical derivative of $G$ along $x$. However, one of the problems of this approach is that since $Q^\pi([0, T], \mathbb{R})$ is not a vector space (see remark 1.5), in the definition of the space $\tilde{H}^\pi(\Lambda_T^d, x)$, even if we assume $G$ has finite quadratic variation along $x$, it might not be the case for $G - F_n$. So it might seem difficult to characterize precisely the space of functionals $\tilde{H}^\pi(\Lambda_T^d, x)$. To tackle this problem, we introduce the notion of 'generalized' pathwise quadratic variation in the following section, whose domain of definition is a vector space.
4.3 Generalized quadratic variation

As we have mentioned in the previous section, one drawback of the notion of pathwise quadratic variation along a fixed sequence of partitions $\pi$ is that the set of càdlàg paths with finite quadratic variation along $\pi$: $Q^\pi([0, T], \mathbb{R})$ is not a vector space \cite{67}. Let $x, y \in Q^\pi([0, T], \mathbb{R})$. The reason $x + y$ may not have finite quadratic variation, as explained in remark 1.3, stems from the fact that the cross-product terms may have an oscillating sign which prevents the convergence of the sequence $(q_m)_{m \geq 1}$ defined by:

$$q_m := \sum_{t^m_i \in \pi_m} (\delta x^m_i + \delta y^m_i)^2$$

with $\delta x^m_i := x(t^m_{i+1}) - x(t^m_i)$ and similarly for $\delta y^m_i$.

However, a simple application of the Cauchy-Schwarz inequality shows that the cross-product term $\sum_i \delta x^m_i \delta y^m_i$ is bounded by:

$$\left( \sum_i \delta x^m_i \delta y^m_i \right)^2 \leq \left( \sum_i |\delta x^m_i|^2 \right) \left( \sum_i |\delta y^m_i|^2 \right)$$

which converges when $m$ tends to infinity since $x, y \in Q^\pi([0, T], \mathbb{R})$. This means that if $x, y \in Q^\pi([0, T], \mathbb{R})$, the sequence $(q_m)_{m \geq 1}$ is bounded even if it does not converge. This observation inspires us to define:

**Definition 4.5** (Generalized quadratic variation of paths along a sequence of partitions). Let $\pi_m = (0 = t^m_0 < t^m_1 < \cdots < t^m_k(m) = T)$ be a sequence of partitions of $[0, T]$ with $|\pi_m| \to 0$. The generalized quadratic variation of a càdlàg path $x \in D([0, T], \mathbb{R})$ along $\pi$ is defined by: for $t \in [0, T]$,

$$\widehat{x}_\pi(t) := \limsup_{m \to \infty} \sum_{t^m_{i+1} \leq t} (x(t^m_{i+1}) - x(t^m_i))^2 \in \mathbb{R}_+ \cup \{+\infty\}. \quad (4.17)$$

We may drop the subscript in $\widehat{x}_\pi$ when the context is clear. We denote by

$$\widehat{Q}^\pi([0, T], \mathbb{R}) = \{x \in D([0, T], \mathbb{R}), \ \forall t \in [0, T], \ \widehat{x}_\pi(t) < \infty\}$$

the set of $\mathbb{R}$—valued càdlàg paths with finite generalized quadratic variation along $\pi$. 
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Observe that the set \( \hat{Q}^\pi([0,T],\mathbb{R}) \) is much larger than \( Q^\pi([0,T],\mathbb{R}) \). Indeed, for a càdlàg path \( x \) to have finite generalized quadratic variation, we only require the sequence \( \sum (x(t_{m+1}) - x(t_m))^2 \) to be bounded, which is much weaker than requiring it to be convergent. Moreover we no longer need that \( [x]_\pi \) admits a Lebesgue decomposition of the form (1.1) as in the definition of the pathwise quadratic variation.

The main advantage of this notion of generalized quadratic variation is that, contrary to the set \( Q^\pi([0,T],\mathbb{R}) \), the set of paths with finite generalized quadratic variation along a given sequence of partitions \( \hat{Q}^\pi([0,T],\mathbb{R}) \) is a vector space.

**Proposition 4.4.** \( \hat{Q}^\pi([0,T],\mathbb{R}) \) is a vector space, and \( \|\cdot\|_{QV} : x \mapsto \sqrt{[x]_\pi(T)} \) defines a semi-norm on \( \hat{Q}^\pi([0,T],\mathbb{R}) \).

**Proof.** Observe first that for \( x,y \in \hat{Q}^\pi([0,T],\mathbb{R}) \), we have:

\[
[x+y]_\pi(t) \leq 2 \left( [x]_\pi(t) + [y]_\pi(t) \right) < \infty, \quad \forall t \in [0,T].
\]

This follows immediately from the inequalities \((a+b)^2 \leq 2(a^2 + b^2)\) and \(\lim \sup_m (a_m + b_m) \leq \lim \sup_m a_m + \lim \sup_m b_m\). So \( x + y \in \hat{Q}^\pi([0,T],\mathbb{R}) \), and \( \hat{Q}^\pi([0,T],\mathbb{R}) \) is a vector space.

Now we prove that \( \|\cdot\|_{QV} \) defines a semi-norm. For \( x,y \in \hat{Q}^\pi([0,T],\mathbb{R}) \), we shall show that:

\[
\|x + y\|_{QV} \leq \|x\|_{QV} + \|y\|_{QV}.
\]

Note again \( \delta x_i^m = x(t_{i+1}^m) - x(t_i^m) \) and similarly for \( y \). For \( m \in \mathbb{N} \), using the Cauchy-Schwarz inequality, we have:

\[
\sum_i (\delta x_i^m + \delta y_i^m)^2 \\
= \sum_i (\delta x_i^m)^2 + \sum_i (\delta y_i^m)^2 + 2 \sum_i \delta x_i^m \delta y_i^m \\
\leq \sum_i (\delta x_i^m)^2 + \sum_i (\delta y_i^m)^2 + 2 \sqrt{\left( \sum_i (\delta x_i^m)^2 \right) \left( \sum_i (\delta y_i^m)^2 \right)}.
\]
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So

\[ \|x + y\|^2_{QV} = \limsup_m \sum_i (\delta x^m_i + \delta y^m_i)^2 \]

\[ \leq \limsup_m \sum_i (\delta x^m_i)^2 + \limsup_m \sum_i (\delta y^m_i)^2 + 2 \limsup_m \sqrt{\left( \sum_i (\delta x^m_i)^2 \right) \left( \sum_i (\delta y^m_i)^2 \right)} \]

\[ = \|x\|^2_{QV} + \|y\|^2_{QV} + 2 \sqrt{\limsup_m \left( \sum_i (\delta x^m_i)^2 \right) \left( \sum_i (\delta y^m_i)^2 \right)} \]

\[ \leq \|x\|^2_{QV} + \|y\|^2_{QV} + 2\|x\|_{QV}\|y\|_{QV} = (\|x\|_{QV} + \|y\|_{QV})^2 \]

where we have used in the last inequality: \( \limsup_m (a_m b_m) \leq \limsup_m a_m \limsup_m b_m \) for \( a_m, b_m \) two non-negative sequences.

Corollary 4.2. Let \((x_n)_{n \geq 1}\) be a sequence of paths in \( \hat{Q}^\pi([0, T], \mathbb{R}) \) and \( x \in \hat{Q}^\pi([0, T], \mathbb{R}). \) If \( \hat{x}_n - x\|_{\pi}(T) \to_{n \to \infty} 0 \), then the sequence \( \hat{x}_n\|_{\pi}(T) \) converges and its limit is \( \hat{x}\|_\pi(T). \)

Proof. \( \hat{x}_n - x\|_{\pi}(T) \to_{n \to \infty} 0 \) implies \( \|x_n - x\|_{QV} \to_{n \to \infty} 0. \) Thus we have:

\[ \left| \hat{x}_n(T) - \hat{x}(T) \right| = \left| \|x_n\|_{QV}^2 - \|x\|_{QV}^2 \right| \leq \|x_n - x\|_{QV}(\|x_n\|_{QV} + \|x\|_{QV}) \to_{n \to \infty} 0 \]

as \( \|\cdot\|_{QV} \) is a semi-norm and \( \|x_n\|_{QV} + \|x\|_{QV} \) can be bounded independently of \( n. \)

The notion of generalized quadratic variation can be easily extended to paths of dimension \( d > 1. \)

Definition 4.6. A \( d \)-dimensional path \( x = (x^1, \ldots, x^d) \in D([0, T], \mathbb{R}^d) \) is said to have finite generalized quadratic variation along \( \pi \) if \( x^i \in \hat{Q}^\pi([0, T], \mathbb{R}) \) for all \( i = 1, \ldots, d. \) The matrix-valued function \( \hat{x} : [0, T] \to \mathbb{M}_d \) whose elements are given by:

\[ \hat{x}_{ij}(t) := \frac{[\hat{x}^i + \hat{x}^j](t) - [\hat{x}^i](t) - [\hat{x}^j](t)}{2} \]

is called the generalized quadratic variation of the path \( x. \)
4.4 Weak pathwise vertical derivatives

We denote by \( \hat{\mathcal{Q}}^\pi([0, T], \mathbb{R}^d) \) the set of \( \mathbb{R}^d \)-valued càdlàg paths with finite generalized quadratic variation along \( \pi \).

**Remark 4.7.** There are several differences between this definition and definition 1.4 of \( \mathbb{R}^d \)-valued paths with finite quadratic variation. First of all, as \( \hat{\mathcal{Q}}^\pi([0, T], \mathbb{R}) \) is a vector space, we no longer need to require \( x^i + x^j \in \hat{\mathcal{Q}}^\pi([0, T], \mathbb{R}) \) which is now automatically implied by \( x^i, x^j \in \hat{\mathcal{Q}}^\pi([0, T], \mathbb{R}) \). Secondly, in definition 4.6, the matrix-valued function \( \hat{[x]} : [0, T] \to \mathbb{M}_d \) does not necessarily take values in \( \mathbb{S}_d^+ \) as \( \text{lim sup} \) is not a linear operator. And \( \hat{[x]}_{ij}(t) \) does not necessarily equal to:

\[
\lim_{m} \sup \sum_{t_{i+1} \leq t} (x^i(t_{i+1}^m) - x^i(t_i^m))(x^j(t_{i+1}^m) - x^j(t_i^m)).
\]

So the notion of generalized quadratic covariation is not well defined. Nevertheless if \( x \in \mathcal{Q}^\pi([0, T], \mathbb{R}^d) \), then the two definitions coincide, and we have \([x] = \hat{[x]} \).

**4.4 Weak pathwise vertical derivatives**

The generalized pathwise quadratic variation defines a bilinear form and a semi-norm on its domain, which is a vector space. We now use the duality structure associated with this bilinear form to define the notion of weak pathwise vertical derivatives for non-anticipative functionals which are not necessarily smooth. We always fix a sequence of partition \( \pi = (\pi_m)_{m \geq 1} \), and a continuous path \( x \in \mathcal{Q}^\pi([0, T], \mathbb{R}^d) \).

We denote by \( L^2([0, T], [x]_\pi) \) the space of \( \mathbb{R}^d \)-valued paths \( \phi \) such that:

\[
\int_0^T \text{tr} (\phi(t)\phi(t)d[x]_\pi(t)) < \infty.
\]

For two elements \( \phi, \psi \) in \( L^2([0, T], [x]_\pi) \), we define the following equivalence relation:

\[
\phi \sim \psi \iff \int_0^T \text{tr} ((\phi(t) - \psi(t))(\phi(t) - \psi(t))d[x]_\pi(t)) = 0. \quad (4.18)
\]
Let $L^2([0, T], [x])$ be the quotient of the space $L^2([0, T], [x])$ by the equivalence relation (4.18):

$$L^2([0, T], [x]) := L^2([0, T], [x]) / \sim.$$ 

Endowed with the inner product: for $\phi, \psi \in L^2([0, T], [x])$,

$$\langle \phi, \psi \rangle_{L^2} := \int_0^T \text{tr} \left( \phi(t)^t \psi(t) d[x]_\pi(t) \right),$$

$L^2([0, T], [x])$ is a Hilbert space.

Let $F$ be a $\mathbb{R}$-valued non-anticipative functional. We define:

$$\|F\|_{x, QV} := \|F(\cdot, x)\|_{QV} \in \mathbb{R}_+ \cup \{+\infty\}. \quad (4.19)$$

Denote by $\hat{Q}(\Lambda^d_T, x)$ the space of non-anticipative functionals $F$ such that $\|F\|_{x, QV} < \infty$. By proposition 4.4, $\hat{Q}(\Lambda^d_T, \omega)$ is also a vector space, and $\|\cdot\|_{x, QV}$ defines a semi-norm on $\hat{Q}(\Lambda^d_T, x)$.

Consider now a non-anticipative functional $F \in S(\Lambda^d_T)$, by proposition 4.3, $F \in \hat{Q}(\Lambda^d_T, x)$ (the limit superior in the definition of the generalized quadratic variation becomes simply a limit), which implies that $S(\Lambda^d_T) \subset \hat{Q}(\Lambda^d_T, x)$. Moreover, we have $\nabla_\omega F(\cdot, x) \in L^2([0, T], [x])$, and

$$\|F\|_{x, QV} = \|\nabla_\omega F(\cdot, x)\|_{L^2},$$

which shows that the vertical derivative of a functional along $x$ defined on the space of cylindrical functionals, $\nabla_\omega(\cdot, x) : (S(\Lambda^d_T), \|\cdot\|_{x, QV}) \to (L^2([0, T], [x]), \|\cdot\|_{L^2})$ with:

$$\nabla_\omega(\cdot, x)(F) := \nabla_\omega F(\cdot, x)$$

is an isometry.

Since $L^2([0, T], [x])$ is a Hilbert space, this implies that the map $\nabla_\omega(\cdot, x)$ admits a unique extension defined on the closure $H^\pi(\Lambda^d_T, x)$ of $S(\Lambda^d_T)$ with respect to the semi-norm $\|\cdot\|_{x, QV}$:

$$H^\pi(\Lambda^d_T, x) := \left\{ G \in \hat{Q}(\Lambda^d_T, x), \exists (F_n) \in S(\Lambda^d_T)^N, \|G - F_n\|_{x, QV} \to 0 \right\}. \quad (4.20)$$

$H^\pi(\Lambda^d_T, x)$ is also a vector space, and $\nabla_\omega(\cdot, x) : (H^\pi(\Lambda^d_T, x), \|\cdot\|_{x, QV}) \to (L^2([0, T], [x]), \|\cdot\|_{L^2})$ still defines an isometry.
4.4. Weak pathwise vertical derivatives

**Proposition 4.5.** Let \( G \) be a functional in \( H^\pi(\Lambda^d_T, x) \). There exists a unique \( \phi \in \mathbb{L}^2([0, T], [x]_\pi) \) satisfying the following property: for any sequence \( F_n \in \mathcal{S}(\Lambda^d_T) \) such that \( \| G - F_n \|_{x,QV} \to 0 \), \( \nabla_x F_n(\cdot, x) \) converges to \( \phi \) in \( \mathbb{L}^2([0, T], [x]_\pi) \). And we have:

\[
\| G \|_{x,QV} = \| \phi \|_{L^2_{x,QV}}. \tag{4.21}
\]

We define \( \phi = \nabla^x G(\cdot, x) \) as the weak vertical derivative of \( G \) along \( x \).

**Remark 4.8.** The weak vertical derivative along a path \( x \) can be viewed as the 'inverse' of the pathwise integral with respect to \( x \) defined in \([1.12]\). Indeed, consider a non-anticipative functional \( F \in \mathcal{S}(\Lambda^d_T) \), we define another non-anticipative functional \( G \) such that for any \( \omega \in Q^\pi([0, T], \mathbb{R}^d) \),

\[
G(t, \omega) := \int_0^1 \nabla_x F(s, \omega_s) \cdot d^x \omega(s) \quad \text{(the integral is well defined as } F \in \mathcal{S}(\Lambda^d_T) \subset C_b^{1,2}(\Lambda^d_T)) \]

Then \( G \in H^\pi(\Lambda^d_T, x) \), and \( \nabla^x G(\cdot, x) = \nabla_x F(\cdot, x) \) in \( \mathbb{L}^2([0, T], [x]_\pi) \) (we may take \( F_n \equiv F \) in the definition of the space \( H^\pi(\Lambda^d_T, x) \)). And for \( F \in \mathcal{S}(\Lambda^d_T) \), its weak vertical derivative along \( x \) coincides with its (strong) vertical derivative in the sense of Dupire, evaluated at \( x \), i.e. \( \nabla_x F(\cdot, x) = \nabla_x F(\cdot, x) \) in \( \mathbb{L}^2([0, T], [x]_\pi) \).

As we shall see in the following section, in most of the cases, the \( \lim \sup \) in the definition of the generalized quadratic variation reduces to a limit, and \( \| \cdot \|^2_{x,QV} \) is nothing but the quadratic variation of a functional along \( x \).

Since \( \lim \sup \) is not a linear operator, the notion of generalized quadratic covariation is not well defined for all pairs of paths in \( \hat{Q}^\pi([0, T], \mathbb{R}) \). However, as shown in \([4.16]\), the generalized quadratic covariation along \( x \) is well defined for cylindrical functionals as all limits superior in this case are simply limits. And since \( H^\pi(\Lambda^d_T, x) \) is the closure of \( \mathcal{S}(\Lambda^d_T) \) with respect to the semi-norm \( \| \cdot \|_{x,QV} \), we may also equip \( H^\pi(\Lambda^d_T, x) \) with a degenerate inner product \( \langle \cdot, \cdot \rangle_{x,QV} \) defined by: for \( G_1, G_2 \in H^\pi(\Lambda^d_T, x) \) with two sequences \( F_n^{(1)} \) and \( F_n^{(2)} \) in \( \mathcal{S}(\Lambda^d_T) \) such that \( \| G_1 - F_n^{(1)} \|_{x,QV} \to 0 \) and \( \| G_2 - F_n^{(2)} \|_{x,QV} \to 0 \),

\[
\langle G_1, G_2 \rangle_{x,QV} := \lim_{n \to \infty} \left[ F_n^{(1)}(\cdot, x), F_n^{(2)}(\cdot, x) \right]_\pi(T). \tag{4.22}
\]
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(4.22) is well defined as
\[ \left[ F_n^{(1)}(\cdot, x), F_n^{(2)}(\cdot, x) \right]_\pi(T) = \frac{\| F_n^{(1)} + F_n^{(2)} \|^2_{x,QV} - \| F_n^{(1)} \|^2_{x,QV} - \| F_n^{(2)} \|^2_{x,QV}}{2}, \]
and by corollary 4.2, when taking the limit when \( n \) tends to infinity, we obtain:
\[ \langle G_1, G_2 \rangle_{x,QV} = \frac{\| G_1 + G_2 \|^2_{x,QV} - \| G_1 \|^2_{x,QV} - \| G_2 \|^2_{x,QV}}{2}. \]
This shows that the limit on the right-hand side of (4.22) exists and is independent of the sequences \( (F_n^{(1)}) \) and \( (F_n^{(2)}) \) chosen. Moreover, \( \langle \cdot, \cdot \rangle_{x,QV} \) is a semi-definite bilinear form on \( H^\pi(\Lambda^d_T, x) \), which leads to the following characterization of weak vertical derivatives:

**Proposition 4.6.** Let \( G \in H^\pi(\Lambda^d_T, x) \). The weak vertical derivative of \( G \) along \( x \):
\[ \nabla^\pi G(\cdot, x) \]
is the unique element of \( L^2([0, T], [x]_\pi) \) which satisfies:
\[ \forall F \in S(\Lambda^d_T), \quad \langle F, G \rangle_{x,QV} = \langle \nabla^\omega F(\cdot, x), \nabla^\pi G(\cdot, x) \rangle_{L^2}. \] (4.23)

**Proof.** Clearly using the definition (4.22) of \( \langle \cdot, \cdot \rangle_{x,QV} \) and proposition 4.5, \( \nabla^\pi G(\cdot, x) \) satisfies (4.23). To prove the uniqueness, it suffices to show that \( \{ \nabla^\omega F(\cdot, x), F \in S(\Lambda^d_T) \} \) is dense in \( L^2([0, T], [x]_\pi) \). Let \( C \in \mathbb{R}^d \) and \( t_0 \in [0, T] \). We consider functionals of the form: \( F(t, \omega_t) := C \cdot (\omega(t) - \omega(t_0))1_{t > t_0} \), for \( \omega \in D([0, T], \mathbb{R}^d) \). Clearly such functionals are cylindrical, and \( \nabla^\omega F(\cdot, x) = C1_{t > t_0} \). Since the set of simple functions is dense in \( L^2([0, T], [x]_\pi) \), \( \{ \nabla^\omega F(\cdot, x), F \in S(\Lambda^d_T) \} \) is also dense in \( L^2([0, T], [x]_\pi) \), which proves the uniqueness of \( \nabla^\pi G(\cdot, x) \). \( \square \)

So far we have defined a weak vertical derivative of a functional \( G \) along a given path \( x \). Actually the construction of this weak derivative only involves the value of \( G \) along \( x \), i.e. the path \( t \mapsto G(t, x_t) \). So this weak derivative is a local property, i.e.
\[ F, G \in H^\pi(\Lambda^d_T, x), \quad G(\cdot, x) = F(\cdot, x) \Rightarrow \nabla^\pi G(\cdot, x) = \nabla^\pi F(\cdot, x). \]
This echoes an analogous property of the (strong) vertical derivative [7, Sec. 5.4].
4.5 Application to functionals of stochastic processes

4.5.1 Weak differentiability along a set of paths

To apply the concepts above to path-dependent functionals of a stochastic process, we need to require the property of weak differentiability along any typical sample path of the process. For this purpose, we consider functionals which are weakly vertically differentiable along a set of paths \( A \), which will then be chosen to be a set with full measure with respect to the law of some process.

Let \( \pi = (\pi_m)_{m \geq 1} \) be a sequence of partitions of \([0, T]\). We still limit the paths along which the weak derivative is defined to continuous paths with finite quadratic variation along \( \pi \), i.e. \( A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d) \).

**Definition 4.9.** Let \( \pi = (\pi_m)_{m \geq 1} \) be a sequence of partitions and \( A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d) \). We define \( H^\pi(\Lambda^d_T, A) \) as the space of non-anticipative functionals which can be approximated by cylindrical functionals in quadratic variation along all paths in \( A \):

\[
H^\pi(\Lambda^d_T, A) := \left\{ G \in \hat{\mathbb{Q}}^\pi(\Lambda^d_T, A), \exists (F_n) \in \mathbb{S}(\Lambda^d_T)^N, \forall x \in A, \|G - F_n\|_{x, QV} \xrightarrow{n \to \infty} 0 \right\}
\]

where

\[
\hat{\mathbb{Q}}^\pi(\Lambda^d_T, A) := \cap_{x \in A} \hat{\mathbb{Q}}^\pi(\Lambda^d_T, x).
\]

Remark that \( H^\pi(\Lambda^d_T, A) \) is a vector space, and the condition \( G \in H^\pi(\Lambda^d_T, A) \) is stronger than \( G \) being weakly vertically differentiable along any \( x \in A \) as in (4.24) we require the approximating \((F_n)_{n \geq 1}\) to be independent of \( x \in A \).
4.5.2 Weak derivatives and martingale representation

As discussed in section 2.2, Cont and Fournié [10] developed a notion of weak vertical derivatives in a probabilistic framework, and derived a constructive martingale representation formula (Theorem 2.10). In this section, we show that the weak pathwise derivative we have constructed in Section 4.4, when applied to a martingale \(X\), coincides with Cont and Fournié’s concept of weak derivative with respect to \(X\). However in our construction we do not require the martingale property or square-integrability of the canonical process, which are used in an essential way in [10].

We will work under the same framework as in section 2.2. Let \(W\) be a standard \(d\)-dimensional Brownian motion defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) and \(\mathcal{F} := (\mathcal{F}_t^W)_{t \geq 0}\) its (\(\mathbb{P}\)-completed) natural filtration. Let \(X\) be a \(\mathbb{R}^d\)-valued Brownian martingale defined by:

\[
X(t) = X(0) + \int_0^t \sigma(s) \cdot dW(s),
\]

where \(\sigma : [0, T] \to \mathbb{R}^d\) is a \(\mathcal{F}\)-adapted process satisfying (2.10), i.e.

\[
\mathbb{E} \left[ \int_0^T \|\sigma(t)\|^2 dt \right] < \infty \quad \text{and} \quad \det(\sigma(t)) \neq 0 \quad dt \times d\mathbb{P}\text{-a.e.}
\]

Similarly to definition 2.7, we define \(\mathcal{S}(X)\) the set of \(\mathcal{F}\)-adapted processes \(Y\) which admits a functional representation \(Y(t) = F(t, X_t)\) with respect to \(X\) with \(F \in \mathcal{S}(\Lambda^d_T)\):

\[
\mathcal{S}(X) := \{ Y : \exists F \in \mathcal{S}(\Lambda^d_T), \ Y(t) = F(t, X_t) \ \ dt \times d\mathbb{P}\text{-a.e.} \}
\]

Since \(\mathcal{S}(X) \subset C^{1,2}_{loc}(X)\), in Assumption (4.26), for \(Y \in \mathcal{S}(X)\), \(\nabla_X Y\) is uniquely defined up to an evanescent set, independently of the choice of \(F \in \mathcal{S}(\Lambda^d_T)\) in (4.27).

Recall that we denote by \(\langle X \rangle\) the quadratic variation of the martingale \(X\) (to distinguish from the pathwise quadratic variation \([x]\) of a path \(x\)). Let \(\mathcal{L}^2(X)\) be the space of \(\mathcal{F}\)-predictable process \(\phi\) such that:

\[
\|\phi\|^2_{\mathcal{L}^2(X)} := \mathbb{E} \left[ \int_0^T \text{tr} (\phi(t)^t \phi(t) d\langle X \rangle(t)) \right] < \infty,
\]
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and \( \mathcal{M}^2(X) \) the space of \( \mathbb{R} \)-valued square-integrable \( \mathcal{F} \)-martingales \( Y \) with initial value zero equipped with the norm:

\[
\| Y \|_{\mathcal{M}^2(X)}^2 := \mathbb{E}[Y(T)^2].
\]

\( \mathcal{L}^2(X) \) and \( \mathcal{M}^2(X) \) are both Hilbert spaces. Let \( D(X) := \mathcal{S}(X) \cap \mathcal{M}^2(X) \).

Using the same arguments as in the proof of lemma 2.8, we still have the density of \( D(X) \) in \( \mathcal{M}^2(X) \).

Let \( M \in \mathcal{M}^2(X) \). We will show that there exists a sequence of partitions \( \pi \), a set \( A \in C([0,T], \mathbb{R}^d) \cap Q^\pi([0,T], \mathbb{R}^d) \), and a non-anticipative functional \( F \in H^\pi(\Lambda_T, A) \) such that \( \mathbb{P}(X \in A) = 1 \) and \( M(t) = F(t, X_t) \) up to an evanescent set. We start with some preliminary results.

**Lemma 4.10.** There exists a sequence \( (M_n)_{n \geq 1} \) of elements in \( D(X) \) such that:

\[
\langle M - M_n \rangle(T) \to 0 \quad \mathbb{P}\text{-a.s.} \tag{4.28}
\]

**Proof.** As \( D(X) \) is dense in \( \mathcal{M}^2(X) \), there exists a sequence \( (M_n)_{n \geq 1} \) in \( D(X) \) such that \( \|M - M_n\|_{\mathcal{M}^2(X)} \to 0 \), which implies that \( \mathbb{E}[\langle M - M_n \rangle(T)] \to_{n \to \infty} 0 \).

Thus there exists a sub-sequence \( (M_{l(n)})_{n \geq 1} \) such that \( \langle M - M_{l(n)} \rangle(T) \) converges to zero \( \mathbb{P} \)-almost surely. \qed

Consider now a sequence \( (M_n)_{n \geq 1} \) of elements in \( D(X) \) satisfying (4.28). By definition of the space \( D(X) \), there exists a sequence of non-anticipative functional \( (F_n)_{n \geq 1} \) in \( \mathcal{S}(\Lambda_T^d) \) such that \( M_n(t) = F_n(t, X_t) \) up to an evanescent set. Let \( M(t) = F(t, X_t) \) for some non-anticipative functional \( F \) (clearly such functional \( F \) is not unique). We shall now construct a sequence of partitions \( \pi \) and a set \( A \in C([0,T], \mathbb{R}^d) \cap Q^\pi([0,T], \mathbb{R}^d) \) such that \( \mathbb{P}(X \in A) = 1 \), and for any \( x \in A \), \( F \in \hat{Q}^\pi(\Lambda_T^d, x) \) and \( \|F_n - F\|_{x,QV} \to 0 \) using simply the definition (4.24) of the space \( H^\pi(\Lambda_T^d, A) \). This is equivalent to finding a sequence of partitions \( \pi \) which satisfies:

C.1 \( \mathbb{P}(X \in Q^\pi([0,T], \mathbb{R}^d)) = 1 \).

C.2 \( \mathbb{P}(M \in \hat{Q}^\pi([0,T], \mathbb{R})) = 1 \).
The idea is thus to construct a sequence of partitions \( \pi \) such that \( \mathbb{P} \)-almost surely, \( X \in Q^\pi([0, T], \mathbb{R}^d) \) and \( M, M_n - M \in Q^\pi([0, T], \mathbb{R}) \) for any \( n \geq 1 \). If this is the case, then we have immediately, for any \( n \geq 1 \), \([M]_\pi = \langle M \rangle\) and \([M_n - M]_\pi = \langle M_n - M \rangle\) \( \mathbb{P} \)-almost surely. Since the generalized quadratic variation coincides with the standard quadratic variation in this case and \((M_n)_{n \geq 1}\) verifies \([1.28], \text{C.1} \text{C.2} \text{ and } \text{C.3}\) are satisfied.

Let \( \phi_m = (0 = t_0^m < t_1^m < \cdots < t_k(m) = T) \) be a sequence of partitions of \([0, T]\) with \( |\phi_m| \to 0 \). For \( Z \in \mathcal{M}^2(X) \), we define:

\[
\langle Z \rangle^\phi_m(t) := \sum_{t_i^m \leq t} (Z(t_{i+1}^m) - Z(t_i^m))^2.
\]

By the definition of quadratic variation for a square-integrable martingale, we have: \( \langle Z \rangle^\phi_m(t) \to \langle Z \rangle(t) \) in probability uniformly in \( t \in [0, T] \). We can thus extract a sub-sequence of partitions \((\phi_{l(m)})_{m \geq 1}\) from \((\phi_m)_{m \geq 1}\) such that \( \langle Z \rangle^\phi_{l(m)}(t) \) converges to \( \langle Z \rangle(t) \) almost surely uniformly in \( t \in [0, T] \).

Here as we are working with a sequence of martingales \((M_n)_{n \geq 1}\), a natural question is whether we can still find a sub-sequence \((\phi_{l(m)})_{m \geq 1}\) of \((\phi_m)_{m \geq 1}\) such that for a sequence \((Z_n)_{n \geq 1}\) of elements in \( \mathcal{M}^2(X) \), \( \langle Z_n \rangle^\phi_{l(m)}(t) \) converges to \( \langle Z_n \rangle(t) \) \( \mathbb{P} \)-almost surely uniformly in \( t \in [0, T] \) along this same sub-sequence for all \( n \geq 1 \). This is ensured by the following lemma.

**Lemma 4.11.** Let \((R_{m,n})_{m,n \geq 1}\) and \((R_n)_{n \geq 1}\) be random variables defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\) such that \( R_{m,n} \to_{m \to \infty} R_n \) in probability for all \( n \in \mathbb{N} \). Then there exists a sub-sequence \( l(m) \) such that \( R_{l(m),n} \to_{m \to \infty} R_n \) almost surely for all \( n \in \mathbb{N} \).

**Proof.** We use a ‘diagonal’ argument. We first construct a sequence of sub-sequences \( l_i(m) \) by induction: for \( i = 1 \), there exists a sub-sequence \( l_1(m) \) such that \( R_{l_1(m),1} \) converges almost surely to \( R_1 \). Having constructed \( l_i(m) \), we extract from \( l_i(m) \) a sub-sequence \( l_{i+1}(m) \) (i.e. \( \{l_{i+1}(m), m \in \mathbb{N}^*\} \subset \{l_i(m), m \in \mathbb{N}^*\} \)) such that \( R_{l_{i+1}(m),i+1} \) converges almost surely to \( R_{i+1} \). By
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the construction of \( l_i(m) \), for all \( j \leq i \), \( R_{l_i(m),j} \) converges almost surely to \( R_j \).

Now we define \( l(m) := l_m(m) \). For any \( n \in \mathbb{N}^* \), for \( m \geq n \), \( R_{l(m),n} = R_{l_m(m),n} \) converge almost surely to \( R_n \) since \( \{l_m(m), m \geq n\} \subset \{l_n(m), m \geq 1\} \).

Applying lemma 4.11, we can extract from \((\phi_m)_{m \geq 1}\) a sub-sequence of partitions \( \pi_m := \phi_{l(m)} \) such that \( \mathbb{P}\)-almost surely, for any \( t \in [0, T] \) and for any \( n \geq 1 \),

\[
\langle X \rangle_{m}^{\pi}(t) \xrightarrow{m \to \infty} \langle X \rangle(t), \quad \langle M \rangle_{m}^{\pi}(t) \xrightarrow{m \to \infty} \langle M \rangle(t)
\]

and

\[
\langle M_n - M \rangle_{m}^{\pi}(t) \xrightarrow{m \to \infty} \langle M_n - M \rangle(t),
\]

which is equivalent to \( \mathbb{P}\)-almost surely, for any \( n \geq 1 \),

\[
[X]_{\pi} = \langle X \rangle, [M]_{\pi} = \langle M \rangle \quad \text{and} \quad [M_n - M]_{\pi} = \langle M - M_n \rangle .
\]

Such sequence of partitions \( \pi \) clearly satisfies \( \text{C.1} \), \( \text{C.2} \) and \( \text{C.3} \).

**Proposition 4.7.** Let \( M \in \mathcal{M}^2(X) \). There exists a sequence of partitions \( \pi \), a set of paths \( A \subset C([0,T], \mathbb{R}^d) \cap Q^\pi([0,T], \mathbb{R}^d) \) satisfying \( \mathbb{P}(X \in A) = 1 \), and a non-anticipative functional \( F \in H^\pi(\Lambda_X, A) \) such that \( M(t) = F(t, X_t) \) up to an evanescent set.

**Remark 4.12.** We can actually be more precise about the set of paths \( A \).
If \( \sigma \) in Definition \( (4.25) \) is a non-anticipative functional of \( X \), i.e. \( \sigma(t) := \sigma(t, X_t) \) for any \( t \in [0, T] \), then \( A \) is in fact a subset of

\[
C_\sigma := \left\{ x \in C([0,T], \mathbb{R}^d), [x]_\sigma(t) = \int_0^t (\sigma(s, x_s) \sigma(s, x_s))^t ds, \quad \forall t \in [0, T] \right\}.
\]

We refer to Mishura and Schied \[52\] for a pathwise construction of \( C_\sigma \).

By proposition 4.7, the weak vertical derivative of the functional \( F \) along \( X \): \( \nabla^\pi F(\cdot, X) \) is well defined \( \mathbb{P}\)-almost surely. We now show that the process \( \nabla^\pi F(\cdot, X) \) has an intrinsic character, independent of the functional \( F \) and the sequence of partitions \( \pi \) chosen in proposition 4.7. More precisely, it coincides with the weak derivative \( \nabla_X M \) defined in theorem 2.9.
Proposition 4.8. Let $M \in \mathcal{M}^2(X)$. Let $\pi$ be a sequence of partitions of $[0, T]$, $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A) = 1$ and $F \in H^\pi(\Lambda^d_T, A)$ such that $M(t) = F(t, X)$. Then the weak pathwise vertical derivative of $F$ along $X(\cdot, \omega)$ is a version of the the (probabilistic) weak derivative $\nabla_X M$ of $M$ with respect to $X$ as defined in [10], i.e.

$$\nabla^\pi F(t, X_t) = \nabla_X M(t) \ dt \times d\mathbb{P} \text{-a.e.}$$

Proof. Since $F \in H^\pi(\Lambda^d_T, A)$, there exists a sequence of functionals $(F_n)_{n \geq 1}$ in $S(\Lambda^d_T)$ such that for any $x \in A$, $\|F - F_n\|_{x,QV} \to 0$. Let $S_n(t) := F_n(t, X_t)$ for $t \in [0, T]$. By the functional Itô formula (theorem 2.2), $S_n$ is a continuous semimartingale, and its (local) martingale part is $M_n(t) := \int_0^t \nabla^\omega F_n(s, X_s) \cdot dX(s)$.

Without any loss of generality, we may assume that $[X]_\pi = \langle X \rangle$, and for any $n \geq 1$, $[M - M_n]_\pi = \langle M - M_n \rangle \mathbb{P}$-almost surely (otherwise we can always extract from $\pi$ a sub-sequence of partitions $\phi$ such that these conditions hold, and we have $\nabla^\phi F(t, X_t) = \nabla^\pi F(t, X_t) \ dt \times d\mathbb{P}$-a.e.). Now using the extension of the isometry formula to $H^\pi(\Lambda^d_T, x)$, we have:

$$\begin{align*}
[M - M_n]_\pi(T) &= \int_0^T \text{tr} \left( \left( \nabla^\pi F(t, X_t) - \nabla^\omega F_n(t, X_t) \right)^t \left( \nabla^\pi F(t, X_t) - \nabla^\omega F_n(t, X_t) \right) \right) d[X]_\pi(t) \\
&\to 0 \quad \mathbb{P} \text{-a.s.} \quad (4.29)
\end{align*}$$

On the other hand, since $M \in \mathcal{M}^2(X)$, by the martingale representation formula (theorem 2.10), we have, for any $t \in [0, T]$, $M(t) = \int_0^t \nabla_X M(s) \cdot dX(s) \mathbb{P}$-almost surely, which implies:

$$\begin{align*}
\langle M - M_n \rangle(T) &= \int_0^T \text{tr} \left( \left( \nabla_X M(t) - \nabla^\omega F_n(t, X_t) \right)^t \left( \nabla_X M(t) - \nabla^\omega F_n(t, X_t) \right) \right) d\langle X \rangle(t) \\
&= \int_0^T \text{tr} \left( \left( \nabla_X M(t) - \nabla^\omega F_n(t, X_t) \right)^t \left( \nabla_X M(t) - \nabla^\omega F_n(t, X_t) \right) \right) d[X]_\pi(t) \\
&\to 0 \quad \mathbb{P} \text{-a.s.} \quad (4.30)
\end{align*}$$
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Combining (4.29) with (4.30), and using the assumption (4.26) on \( \sigma \), we obtain:

\[
\nabla^\pi F(t, X_t) = \nabla X M(t) \ dt \times d\mathbb{P}-\text{a.e.}
\]

\[\square\]

**Corollary 4.3** (Martingale representation formula with weak pathwise derivatives). Let \( M \in \mathcal{M}^2(X) \). \( \pi \) be a sequence of partitions of \([0, T]\), \( A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d) \) satisfying \( \mathbb{P}(X \in A) = 1 \), and \( F \in H^\pi(\Lambda^d_T, A) \) such that \( M(t) = F(t, X) \). Then

\[
\forall t \in [0, T], \quad M(t) = \int_0^t \nabla^\pi F(s, X_s) \cdot dX(s) \quad \mathbb{P}\text{-a.s.}
\]

4.6 Pathwise characterization of martingale functionals

Let \( X \) be the canonical process on \( \Omega = C^0([0, T] \times \mathbb{R}^d) \) and \( \mathbb{P} \) be a probability measure on \( \Omega \) such that \( X \) is a square-integrable \( \mathbb{P} \)-martingale satisfying (4.25) with integrand \( \sigma \) satisfying (4.26) and \( \mathcal{F} := (\mathcal{F}_t^X)_{t \geq 0} \) the (\( \mathbb{P} \)-completed) natural filtration of \( X \).

We have shown, in Proposition 4.7, that every square-integrable martingale \( M \in \mathcal{M}^2(X) \) admits a functional representation in \( H^\pi(\Lambda^d_T, A) \) with respect to \( X \) with \( A \) a set of paths satisfying \( \mathbb{P}(X \in A) = 1 \) for some sequence of partitions \( \pi \).

Now we would like to study the converse of this problem. Given a non-anticipative functional \( F \), can we give conditions on \( F \) such that the process \( F(\cdot, X) \) is a \( \mathbb{P} \)-(local) martingale? We call such a functional \( F \) an \( (\mathbb{P}-) \) harmonic functional (or simply harmonic functional in the case where \( \mathbb{P} \) is the Wiener measure). Smooth \( \mathbb{P}-(\) harmonic functionals i.e. satisfying \( F \in C^{1,2}(\Lambda_T) \) may be characterized as solutions of the path-dependent PDE [7]:

\[
\mathcal{D}F(t, x_i) + \frac{1}{2} \text{tr}(\nabla^2 F(t, x_i) \sigma(t, x)^t \sigma(t, x)) = 0
\]
on the space of continuous functions. However, examples abound of functionals which have the martingale property but which fail to have the required directional derivatives [28]. In this section we present a different approach to the characterization of harmonic functionals which bypasses the smoothness requirement.

4.6.1 Martingale-preserving functionals

Let $\pi$ be a sequence of partitions, and $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ such that $\mathbb{P}(X \in A) = 1$. Consider first functionals in $H^\pi(\Lambda^d_T, X)$. Clearly the process $F(\cdot, X)$ is not necessarily a (local) martingale for an arbitrary choice of $F \in H^\pi(\Lambda^d_T, A)$. Indeed, since $\| \cdot \|_{x,QV}$ defined by (4.19) is only a semi-norm, if for some functional $F \in H^\pi(\Lambda^d_T, A)$, $F(\cdot, X)$ is a (local) martingale, we can always add to $F$ a non-anticipative functional $G$ such that $\|G\|_{x,QV} = 0$ for any $x \in A$. By definition of the space $H^\pi(\Lambda^d_T, A)$, $F + G$ is still in $H^\pi(\Lambda^d_T, A)$. However, the process $(F + G)(\cdot, X)$ is no longer a (local) martingale as it may possess a zero quadratic variation component given by $G$. This means for any sequence of partitions $\pi$, and for any set of paths $A$ satisfying $\mathbb{P}(X \in A) = 1$, the space $H^\pi(\Lambda^d_T, A)$ is too large for $F(\cdot, X)$ to be a (local) martingale for any $F \in H^\pi(\Lambda^d_T, A)$.

The idea is to find a subspace of $H^\pi(\Lambda^d_T, A)$ such that for functionals $F$ in this subspace, when applied to the square-integrable martingale $X$, the process $F(\cdot, X)$ is no longer allowed to have a zero quadratic variation part. Clearly a condition which only controls the (generalized) quadratic variation of $F$ by a sequence of cylindrical functionals, as in the definition of the space $H^\pi(\Lambda^d_T, A)$ or $H^\pi(\Lambda^d_T, x)$, is not sufficient to eliminate the zero quadratic variation part of $F(\cdot, X)$. We need another condition on $F$ which allows to control the supremum norm of $F$ in $[0, T]$, which motivates the following definition.

**Definition 4.13 (Martingale-preserving functionals).** Let $\pi$ be a sequence of partitions of $[0, T]$. For a continuous path $x \in Q^\pi([0, T], \mathbb{R}^d)$, we define
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$I^\pi(\Lambda^d_T, x)$ as the space of non-anticipative functionals which can be approximated in (generalized) quadratic variation and in supremum norm along $x$ by a sequence of cylindrical functionals:

$$I^\pi(\Lambda^d_T, x) := \left\{ G \in \widehat{Q}(\Lambda^d_T, x), \exists (F_n) \in \mathbb{S}(\Lambda^d_T)^N, \|G - F_n\|_{x,QV} \to 0, \right.$$ 

and

$$\int_0^t \nabla_\omega F_n(t, x_t) \cdot d^x x(t) \to G(\cdot, x) \quad \text{in} \quad \|\cdot\|_{\infty}.$$ 

(4.31)

We can easily check that $I^\pi(\Lambda^d_T, x)$ is a vector space, and $I^\pi(\Lambda^d_T, x) \subset H^\pi(\Lambda^d_T, x)$. We also observe that the space $I^\pi(\Lambda^d_T, x)$ is not empty. For example, assume that $d[x]_\pi$ is absolutely continuous with $d[x]_\pi dt = a(t) \in S^+_d(\mathbb{R})$. Consider now a functional $F \in \mathbb{S}(\Lambda^d_T)$ which satisfies $\mathcal{D}F(t, x_t) + \frac{1}{2} tr(\nabla^2 \omega F(t, x_t)a(t)) = 0$ for all $t \in [0, T]$ (this equation only needs to be satisfied along $x$). Then $F \in I^\pi(\Lambda^d_T, x)$ (we may take $F_n \equiv F$).

**Remark 4.14.** The idea behind Definition 4.13 of the space $I^\pi(\Lambda^d_T, x)$ is that, intuitively, for $G \in I^\pi(\Lambda^d_T, x)$, $G(\cdot, x)$ can be viewed as the pathwise integral of its weak pathwise derivative $\nabla^\pi(\cdot, x)$ with respect to $x$, i.e.

$$"G(t, x_t) = \int_0^t \nabla^\pi G(s, x_s) \cdot d^x x(s)"$$

even though the latter pathwise integral is not defined as a limit of Riemann sums. Nevertheless, we will see that when applied to the martingale $X$, the functional in such space is indeed equal to the stochastic integral of its weak derivative with respect to $X$.

Now let $A \in C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ be a set of paths. Similarly to the definition 4.9 of the space $H^\pi(\Lambda^d_T, A)$, we define $I^\pi(\Lambda^d_T, A)$ as the space of non-anticipative functionals $G$ such that we can find a sequence of functionals $(F_n)_{n \geq 1}$ in $\mathbb{S}(\Lambda^d_T)$ which satisfies (4.31) for any path $x \in A$:

$$I^\pi(\Lambda^d_T, A) := \left\{ G \in \widehat{Q}(\Lambda^d_T, A), \exists (F_n) \in \mathbb{S}(\Lambda^d_T)^N, \forall x \in A, \|G - F_n\|_{x,QV} \to 0, \right.$$ 

and

$$\left\| \int_0^t \nabla_\omega F_n(t, x_t) \cdot d^x x(t) - G(\cdot, x) \right\|_{\infty} \to 0.$$ 

(4.31)
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Clearly $I^\pi(\Lambda^d_T, A) \subset H^\pi(\Lambda^d_T, A)$. We have shown in proposition 4.7 that every martingale in $\mathcal{M}^2(X)$ admits a functional representation in $H^\pi(\Lambda^d_T, A)$ for some sequence of partitions $\pi$ and some set of paths $A$ satisfying $\mathbb{P}(X \in A) = 1$. We now prove that the same result still holds if we replace the space $H^\pi(\Lambda^d_T, A)$ by $I^\pi(\Lambda^d_T, A)$. First we establish a useful result for smooth functionals.

**Lemma 4.15.** Let $G \in C_0^{1,2}(\Lambda^d_T)$ and $\pi$ a sequence of partitions satisfying:

$$\mathbb{P}(\{ \omega \in \Omega, \forall t \in [0,T], [X(.,\omega)]_\omega(t) = \langle X(t,\omega) \rangle \} = 1.$$  \hspace{1cm} (4.32)

Then:

$$\mathbb{P}\text{-a.s. } \forall t \in [0,T], \int_0^t \nabla_\omega G(s, X_s) \cdot d\pi X(s) = \int_0^t \nabla_\omega G(s, X_s) \cdot dX(s).$$

Remark first that such a sequence of partitions $\pi$ satisfying (4.32) exists. We observe also the difference between the two integrals. The first integral is a pathwise integral defined as limit of the non-anticipative Riemann sums along $\pi$ evaluated on $X$, which is well defined $\mathbb{P}$-almost surely as $\mathbb{P}(X \in Q^\pi([0,T], \mathbb{R}^d)) = 1$ by assumption (4.32). And the second integral is the classical stochastic integral with respect to the martingale $X$. This lemma shows that these two integrals coincide $\mathbb{P}$-almost surely.

**Proof.** Using the pathwise Itô formula for functionals (theorem 1.18) and functional Itô formula (theorem 2.2), we have:

$$G(t, X_t) = G(0, X_0) + \int_0^t DG(s, X_s)ds + \int_0^t \nabla_\omega G(s, X_s) \cdot d\pi X(s)
+ \frac{1}{2} \int_0^t \text{tr} \left( \nabla^2_\omega G(s, X_s) d[X]_{\pi}(s) \right) \mathbb{P}\text{-a.s.}$$

$$= G(0, X_0) + \int_0^t DG(s, X_s)ds + \int_0^t \nabla_\omega G(s, X_s) \cdot dX(s)
+ \frac{1}{2} \int_0^t \text{tr} \left( \nabla^2_\omega G(s, X_s) d\langle X \rangle(s) \right) \mathbb{P}\text{-a.s.}$$

And we conclude using assumption (4.32).
We can now state a refined version of Proposition 4.7.

**Proposition 4.9.** Let \( M \in \mathcal{M}^2(X) \). There exists a sequence of partitions \( \pi \), a set of paths \( A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d) \) satisfying \( \mathbb{P}(X \in A) = 1 \), and a non-anticipative functional \( F \in I^\pi(A^d_T, A) \) such that \( M(t) = F(t, X_t) \) up to an evanescent set.

**Proof.** The proof is quite similar to that of proposition 4.7. The only thing we shall prove in addition is that \( F(\cdot, x) \) is the limit in the supremum norm of a sequence of pathwise integrals of cylindrical functionals \((F_n)_{n \geq 1}\) along \( x \) for all \( x \in A \), i.e. the process \( F(\cdot, X) \) is the almost sure limit in the supremum norm of \( \int_0^t \nabla_\omega F_n(t, X_t) \cdot dX(t) \) which is well defined for \( \pi \) satisfying (4.32).

Let \((M_n)_{n \geq 1}\) be a sequence of elements in \( D(X) := S(X) \cap \mathcal{M}^2(X) \) which converges to \( M \) in \( \| \cdot \|_{\mathcal{M}^2(X)} \), and \((F_n)_{n \geq 1}\) a sequence of non-anticipative functionals in \( S(\Lambda^d_T) \) such that \( M_n(t) = F_n(t, X_t) \) up to an evanescent set. Consider a sequence of partitions \( \pi \) which satisfies (4.32). Since \( F_n(\cdot, X) \) is a martingale, by lemma 4.15, we have: for any \( t \in [0, T] \),

\[
F_n(t, X_t) = \int_0^t \nabla_\omega F_n(s, X_s) \cdot dX(s) = \int_0^t \nabla_\omega F_n(s, X_s) \cdot d^\pi X(s) \quad \mathbb{P}\text{-a.s.}
\]

Thus the additional condition on \( F \) of convergence in supremum norm is equivalent to, in terms of probability, the almost sure convergence of \( \sup_{0 \leq t \leq T} |M_n(t) - M(t)| \) to 0. Such sequence \((M_n)_{n \geq 1}\) (or equivalently \((F_n)_{n \geq 1}\)) exists since \( \sup_{0 \leq t \leq T} |M_n(t) - M(t)| \) converges to 0 in \( L^2 \) by Doob’s martingale inequality. 

We can also state a ‘local’ version of proposition 4.9 by introducing a sequence of stopping times in the definition of the space \( I^\pi(A^d_T, A) \). Let \( \pi \) be a sequence of partitions, and \( A \subset C([0, T], \mathbb{R}^d) \cap Q(\Lambda^d_T) \) a set of paths, we define \( I^\pi_{\text{loc}}(A^d_T, A) \) as the space of non-anticipative functionals \( G \) such that there exists an increasing sequence \((\tau_k)_{k \geq 1}\) of stopping times (with respect to the filtration generated by the canonical process on \( C([0, T], \mathbb{R}^d) \)) with \( \tau_k \to \infty \) such that the functional \( G \) stopped at \( \tau_k \): \( G^\tau_k \) belongs to \( I^\pi(A^d_T, A) \) for any \( k \geq 1 \). We denote by \( \mathcal{M}_{\text{loc}}(X) \) the space of continuous
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$\mathbb{F}$-local martingales with initial value zero. Then every local martingale in $\mathcal{M}_{loc}(X)$ admits a functional representation in $I^\pi_{loc}(\Lambda^d_T, A)$ with respect to $X$ for some sequence of partitions $\pi$ and some set of paths $A$ satisfying $\mathbb{P}(X \in A) = 1$.

**Corollary 4.4.** Let $M \in \mathcal{M}_{loc}(X)$. There exists a sequence of partitions $\pi$, a set of paths $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A) = 1$, and a non-anticipative functional $F \in I^\pi_{loc}(\Lambda^d_T, A)$ such that $M(t) = F(t, X_t)$ up to an evanescent set.

**Proof.** Denote by $\mathbb{F}^\pi := (\mathcal{F}^\pi_t)_{t \geq 0}$ the filtration generated by the canonical process on $C([0, T], \mathbb{R}^d)$. Recall that $\mathbb{F} = (\mathcal{F}^W_t)_{t \geq 0} = (\mathcal{F}^Y_t)_{t \geq 0}$ is the $\mathbb{P}$-completed natural filtration of $X$ (or $W$). Since $M$ is a continuous $\mathbb{F}$-local martingale, there exists a sequence of $\mathbb{F}$-stopping times $(\mu_k)_{k \geq 1}$ and $\mu_k \to \infty$ such that $M^{\mu_k} \in \mathcal{M}^2(X)$ for all $k \geq 1$. By proposition 4.9, there exists a sequence of partitions $\pi^k$, a set of paths $A^k \in C([0, T], \mathbb{R}^d) \cap Q^\pi^k([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A^k) = 1$, and a non-anticipative functional $F^k \in I^{\pi^k}(\Lambda^d_T, A^k)$ such that $M^{\mu_k}(t) = F^k(t, X_t)$ up to an evanescent set. Moreover, since $\mu_k$ are $\mathbb{F}$-stopping times, there exists a sequence of $\mathbb{F}^\pi$-stopping times $(\tau_k)_{k \geq 1}$ such that $\mu_k = \tau_k$ $\mathbb{P}$-almost surely for all $k \geq 1$.

Without loss of generality, we may assume that for any $k \geq 1$, $\pi^{k+1}$ is a sub-sequence of $\pi^k$, i.e. $\{\pi^{k+1}_m, m \in \mathbb{N}^* \} \subset \{\pi^k_m, m \in \mathbb{N}^* \}$. Now define $\pi := (\pi^k_m)_{m \geq 1} = (\pi^m_m)_{m \geq 1}$, and $B = \cap_{k \geq 1} A^k$. Clearly we have $\mathbb{P}(X \in B) = 1$, and we can readily check that $B \in C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ and $F^k \in I^\pi(\Lambda^d_T, B)$ for any $k \geq 1$. For $x \in A$, set $F(t, x) := \lim_{k \to \infty} F^k(t, x)$ if the limit exists, and $F(t, x) = 0$ otherwise. By definition of the functionals $F^k$, $F(t, X_t) = \lim_{k \to \infty} F^k(t, X_t) = \lim_{k \to \infty} M^{\mu_k}(t) = M(t)$ $\mathbb{P}$-almost surely, we have $F(t, X_t) = M(t)$ up to an evanescent set. Moreover, since $\mu_k = \tau_k$ $\mathbb{P}$-almost surely, $F^{\tau_k}(t, X_t) = M^{\mu_k}(t) = F^k(t, X_t)$ up to an evanescent set. Let $A \subset B$ be the set of $x$ such that $\lim_{k \to \infty} F^k(t, x)$ exists and $F^{\tau_k}(t, x) = F^k(t, x)$ for any $t \in [0, T]$. We have $\mathbb{P}(X \in A) = 1$ and $F \in I^\pi_{loc}(\Lambda^d_T, A)$. 

Now we prove a converse result to Proposition 4.7 (more precisely, a
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 Proposition 4.10. If there exists a sequence of partitions $\pi$ such that $F \in I^\pi_{loc}(\Lambda^d_T, A)$ for some $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A) = 1$ then the process $F(\cdot, X)$ is a local martingale.

 Proof. Let $\pi$ be a sequence of partitions, $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ a set of paths satisfying $\mathbb{P}(X \in A) = 1$, and $F$ a non-anticipative functional in $I^\pi_{loc}(\Lambda^d_T, A)$. By definition of the space $I^\pi_{loc}(\Lambda^d_T, A)$, there exists a sequence of $\mathbb{F}^\pi$-stopping times $(\tau_k)_{k \geq 1}$ with $\tau_k \to \infty$ (which are also $\mathbb{F}$-stopping times) such that $F_{\tau_k} \in I^\pi(\Lambda^d_T, A)$ for any $k \geq 1$. And if $F_{\tau_k}(\cdot, X)$ is a local martingale for any $k \geq 1$, then it is a classical result of stochastic calculus that $F(\cdot, X)$ is itself a local martingale. So in the following we may assume without loss of generality that $F \in I^\pi(\Lambda^d_T, A)$.

 First observe that, up to extraction of a sub-sequence of $\pi$, we may always assume that the sequence of partitions $\pi$ satisfies condition (4.32). The main idea of the proof is to show that: for any $t \in [0, T],$

$$F(t, X_t) = \int_0^t \nabla^\pi F(s, X_s) \cdot dX(s) \quad \mathbb{P}\text{-a.s.}$$

Remark that the previous stochastic integral is well defined since by definition, the weak vertical derivative of $F$ along the paths of $X$: $\nabla^\pi F(\cdot, X)$ belongs to the space $L^2([0, T], [X]_\pi) = L^2([0, T], \langle X \rangle) \mathbb{P}\text{-a.s.}$

By definition of the space $I^\pi(\Lambda^d_T, A)$ and the fact that $\mathbb{P}(X \in A) = 1$, there exists a sequence of functionals $(F_n)_{n \geq 1}$ in $\mathcal{S}(\Lambda^d_T)$ such that:

$$\| F - F_n \|_{X, Q^\pi} \to 0 \quad \mathbb{P}\text{-a.s.} \quad (4.33)$$

and

$$\int_0^t \nabla F_n(t, X_t) \cdot d^\pi X(t) \to F(\cdot, X) \quad \text{in} \quad \| \cdot \| \quad \mathbb{P}\text{-a.s.} \quad (4.34)$$

(4.33) implies, by the extension of the isometry formula to the space $H^\pi(\Lambda^d_T, x)$
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(4.21) for \( x \in A \), that:

\[
\int_0^T \text{tr} \left( (\nabla^n F - \nabla \omega F_n)(t, X_t)^t (\nabla^n F - \nabla \omega F_n)(t, X_t) d[X]_\pi(t) \right)
\]

\[
= \int_0^T \text{tr} \left( (\nabla^n F - \nabla \omega F_n)(t, X_t)^t (\nabla^n F - \nabla \omega F_n)(t, X_t) d(X)(t) \right) \xrightarrow{n \to \infty} 0 \quad \mathbb{P} \text{-a.s.}
\]

(4.35)

Let \( M_n(t) := \int_0^t (\nabla^n F - \nabla \omega F_n)(t, X_t) \cdot dX(t) \) be a sequence of local martingales. By (4.35), we have \( \langle M_n \rangle(T) \xrightarrow{n \to \infty} 0 \) \( \mathbb{P} \)-almost surely. On the other hand, combining (4.34) with lemma 4.15, we have:

\[
\int_0^T \nabla \omega F_n(t, X_t) \cdot dX(t) \xrightarrow{n \to \infty} F(\cdot, X) \quad \text{in} \quad \| \cdot \|_\infty \quad \mathbb{P} \text{-a.s.}
\]

So if we are able to show that the sequence of martingales \((M_n)_{n \geq 1}\) converges uniformly in \([0, T]\) to 0 in some sense, by identification of the limit, the process \( F(\cdot, X) \) is necessarily equal to \( \int_0^T \nabla^n F(t, X_t) \cdot dX(t) \) \( \mathbb{P} \)-almost surely, thus is a local martingale. This is ensured by the following result:

**Lemma 4.16.** Let \((M_n)_{n \geq 1}\) be a sequence of continuous local martingales starting at zero. If \( \langle M_n \rangle(T) \) converges to 0 in probability, then \( \sup_{t \in [0, T]} |M_n(t)| \) converges to 0 in probability.

This is a classical exercise of stochastic calculus, which can be found in, for example \([64]\), or \([48]\) for more details. In our case, \( \langle M_n \rangle(T) \) converges to 0 \( \mathbb{P} \)-almost surely (thus in probability). By lemma 4.16 \( \sup_{t \in [0, T]} |M_n(t)| \) converges to 0 in probability. Since \( M_n(t) = \int_0^t \nabla^n F(s, X_s) \cdot dX(s) - \int_0^t \nabla \omega F_n(s, X_s) \cdot dX(s) \) converges to \( \int_0^t \nabla^n F(s, X_s) \cdot dX(s) - F(t, X_t) \) in \( \| \cdot \|_\infty \) \( \mathbb{P} \)-almost surely, we have, \( \mathbb{P} \)-almost surely, \( F(t, X_t) = \int_0^t \nabla^n F(s, X_s) \cdot dX(s) \) for any \( t \in [0, T] \).
4.6. Pathwise characterization of martingale functionals

Combining corollary 4.4 with proposition 4.10, we arrive at our main result:

**Theorem 4.17** (Characterization of martingale-preserving functionals). Let $X$ be a square-integrable martingale of the form (4.25) with $\sigma$ satisfying condition (4.26), and let $F$ be a non-anticipative functional. The process $F(\cdot, X)$ is a $(\mathbb{P}, \mathbb{F})$-local martingale starting at 0 if and only if there exists a sequence of partitions $\pi$ such that $F \in I^{\pi}_{loc}(\Lambda_T^d, A)$ for some $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A) = 1$.

This result can be viewed as a functional characterization of local martingales with respect to the filtration $\mathbb{F}$ of a square-integrable martingale $X$. This characterization is not entirely pathwise but depends on the probability measure $\mathbb{P}$ only through its null sets.

### 4.6.2 Extension to the case of Itô processes

This result can also be extended to the case $X$ is a square-integrable Itô process. Let $(X, \mathbb{P})$ be the weak solution to the following path-dependent SDE:

$$dX(t) = b(t, X_t)dt + \sigma(t, X_t)dW(t), \quad X(0) = x_0 \in \mathbb{R}^d \quad (4.36)$$

Let $b$ and $\sigma$ two non-anticipative functionals assumed to satisfy conditions for (4.36) to admit a unique weak solution $\mathbb{P}$ on the canonical space. We assume in addition that $\sigma$ satisfies (4.26).

The objective is to characterize non-anticipative functionals $F$ such that $F(\cdot, X)$ is a $\mathbb{F}$-local martingale. If we still take $F \in I^{\pi}_{loc}(\Lambda_T^d, A)$ for some sequence of partitions $\pi$ and some set of paths $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A) = 1$, using the same argument as in the case $X$ is a square-integrable martingale, for $t \in [0, T]$, $F(t, X_t) = \int_0^t \nabla^\pi F(s, X_s) \cdot dX(s)$ $\mathbb{P}$-almost surely which is clearly not a local martingale.

The idea is to eliminate the finite variation part of $X$ in the definition of $I^{\pi}_{loc}(\Lambda_T^d, A)$. Let $\pi$ be a sequence of partitions, and $A \subset C([0, T], \mathbb{R}^d) \cap$
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Let \( Q^\pi([0, T], \mathbb{R}^d) \) a set of paths. We define the space of non-anticipative functionals \( I^\pi_b(\Lambda^d_T, A) \) as follows:

\[
I^\pi_b(\Lambda^d_T, A) = \left\{ G \in \hat{Q}(\Lambda^d_T, A), \exists (F_n) \in \mathcal{S}(\Lambda^d_T)^N, \forall x \in A, \| G - F_n \|_{x,QV} \to 0, \right. \\
\left. \int_0^T \nabla_x F_n(t, x_t) \cdot d^x x(t) - \int_0^T \nabla_x F_n(t, X_t) \cdot b(t, x_t) dt \to_n \infty G(\cdot, x) \right \}.
\]

Let \( M(t) := \int_0^t \sigma(s, X_t) dW(s) \) be the martingale part of \( X \). Using the same argument as in the proof of proposition 4.10, for \( F \in I^\pi_b(\Lambda^d_T, A) \) with \( P(X \in A) = 1 \), we have, \( \mathbb{P} \)-almost surely, \( F(t, X_t) = \int_0^t \nabla x F(s, X_t) \cdot dM(s) \) for any \( t \in [0, T] \). We define similarly a local version \( I^\pi_{loc,b}(\Lambda^d_T, A) \) of the space \( I^\pi_b(\Lambda^d_T, A) \), and we obtain the following functional characterization of local martingales with respect to \( X \).

**Proposition 4.11.** Let \((X, \mathcal{P})\) be a semimartingale defined by (4.36) with \( \sigma \) satisfying the integrability and non-singularity condition (4.26), and \( F \) be a non-anticipative functional. The process \( F(\cdot, X) \) is a \( \mathbb{P} \)-local martingale starting at 0 if and only if there exists a sequence of partitions \( \pi \) and a set of paths \( A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d) \) satisfying \( P(X \in A) = 1 \) such that \( F \in I^\pi_{loc,b}(\Lambda^d_T, A) \).

### 4.6.3 A weak solution concept for path-dependent PDEs

The above characterization of local martingales gives rise to a notion of weak solution for linear path-dependent PDEs. Consider the following path-dependent PDE:

\[
\mathcal{D} F(t, x_t) + b(t, x_t) \cdot \nabla_x F(t, x_t) + \frac{1}{2} \text{tr} (\sigma(t, x_t) \sigma(t, x_t) \nabla_x^2 F(t, x_t)) = 0, \\
t \in [0, T], x \in C([0, T], \mathbb{R}^d),
\]

where \( b \) and \( \sigma \) are two non-anticipative functionals which satisfy assumption 3.1 and \( \det(\sigma(t, x_t)) \neq 0 \) for any \( t \in [0, T] \) and \( x \in C([0, T], \mathbb{R}^d) \). Let \( W \) be a standard \( d \)-dimensional Brownian motion defined on a probability space \((\Omega, \mathcal{F}, \mathbb{P})\), and \((X, \mathcal{P})\) a semimartingale defined by (4.36). Under assumption
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3.1 $X$ is square-integrable (proposition 3.1) and we have:
\[ \mathbb{E}^P \left[ \int_0^T \| \sigma(t, X_t) \|^2 dt \right] < \infty. \]

**Definition 4.18** (Weak solution of path-dependent PDEs). A non-anticipative functional $F$ is a weak solution of the path-dependent PDE (4.37) if there exists a sequence of partitions $\pi$, and a set of paths $A \subset C([0, T], \mathbb{R}^d) \cap Q^\pi([0, T], \mathbb{R}^d)$ satisfying $\mathbb{P}(X \in A) = 1$ such that $F \in I_{\text{loc},b}(\Lambda^d_T, A)$.

Under technical assumptions on $\sigma$ and $b$, the choice of the set $A$ depends only on $\sigma$, not on $b$.

The following result shows that the above Definition extends the notion of $C_{\text{loc}}^{1,2}(W^d_T)$ (strong) solution of the path-dependent PDE (4.37): any $C_b^{1,2}$ solution is also a weak solution in the sense of definition 4.18.

**Proposition 4.12.** If $F \in C_{\text{loc}}^{1,2}(W^d_T)$ is a strong solution of the path-dependent PDE (4.37) with $DF \in C_0^{0,0}(W^d_T)$, then $F$ is also a weak solution of (4.37) in the sense of Definition 4.18.

**Proof.** This is an immediate consequence of theorem 2.13 and proposition 4.11 since the topological support of the semimartingale $X$ is the set of all continuous paths starting from $x_0$ as we have assumed $\det(\sigma(t, x_t)) \neq 0$ for any $t \in [0, T]$ and $x \in C([0, T], \mathbb{R}^d)$. \qed

Our notion of weak solution is actually at least as weak as most of the other notions of solution for linear path-dependent PDEs such as the viscosity solution proposed in [21] or the Sobolev-type weak solution proposed in [7]. Indeed, in our definition, for $F$ to be a weak solution of (4.37), we only require $F(\cdot, X.)$ is a local martingale by proposition 4.11.
One of the obstacles to the use of strong solutions is that the conditional expectation of a functional $H : C^0([0, T], \mathbb{R}^d) \mapsto \mathbb{R}$ does not necessarily have the (continuous) directional derivatives, even when $H$ is smooth [65, 58]. Our concept of weak solution bypasses this difficulty. The versatility of Definition 4.18 is illustrated by the following existence result, which is a reformulation of 4.11.

**Proposition 4.13** (Existence of weak solutions). Let $b$ and $\sigma$ two non-anticipative functionals such that (4.36) admits a unique weak solution $(X, P)$ on the canonical space, and $\sigma$ further satisfies (4.26). Then for any functional $H : C^0([0, T], \mathbb{R}^d) \mapsto \mathbb{R}$ such that $H(X_T) \in L^1(\Omega, \mathcal{F}_T^X, P)$, the path-dependent PDE

$$DF(t, x_t) + b(t, x_t) \cdot \nabla_\omega F(t, x_t) + \frac{1}{2} \text{tr} \left( \sigma(t, x_t)^t \sigma(t, x_t) \nabla^2_\omega F(t, x_t) \right) = 0,$$

$$F(T, x) = H(x), \quad t \in [0, T], x \in C([0, T], \mathbb{R}^d).$$

admits a weak solution. Furthermore, if $F_1, F_2$ are two such weak solutions then

$$F_1(t, X) = F_2(t, X) \quad dt \times dP - a.e.$$
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