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1 Antarctic Polar Region

The challenging Antarctic Polar Region is the most isolated, the most extreme

region on Earth and the last to be touched by human beings. It has attracted the

attention of navigators in the XV IIIth century, explorer expeditions in the XIXth

century, and scientists since the earlyXXth century to nowadays. The last continent

to be sighted by the explorers, like James Cook, John Davis or Bellingshausen; the

playground of the last big expedition race between Amundsen and Scott; and today,

one of the last places on Earth to find some of the missing pieces of the most complex

of puzzles: the climate.
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Figure 1.1: Map of the Antarctic Polar Region from the Australian Antarctic Divi-

sion.

1.1 Definition

The Antarctic Polar Region (APR) covers, by definition the surroundings of the

South Pole. Its northern boundary is the Antarctic Polar Frontal, which separates

the subtropical and sub-antarctic waters. It is composed basically of the Antarctic

Ice Sheet (AIS) and the subpolar Southern Ocean (SO), two crucial components

of the global climate system, as they strongly participate in setting the global

atmospheric and oceanic circulations and in the heat and carbon cycles, among

many other processes.

1.1.1 The Southern Ocean

Topographical definitions.

The SO is the youngest ocean in the world, formed 30 millions years ago with
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the opening of the Drake passage between Antarctica and South America. It is

commonly defined, as proposed by the International Hydrographic Organization, as

the sea south of 60◦S. However, in physical oceanography, the Antarctic Polar Front

is widely used as as the northern bound of the SO (see in Figure 1.1). The northern

bound of the SO has the particularity of not crossing any land, and therefore the

SO connects the Indian, Pacific and Atlantic oceans. The strong wersterly winds

drive the Antarctic Circumpolar Current (ACC) across the three oceanic basins.

The ACC is the largest (100 times the flow of all the world rivers) and the longest

(21 × 103 km) current in the world, and contributes to the particular isolation of

the APR from the rest of the planet.

South of the ACC, recirculation gyres in the Ross and Weddell Seas are strongly

constrained by the bathymetry in the Antarctic Continental Shelf. The Antarctic

Continental Shelf is in average 80 km away from the AIS coastline, peaking in

distance in Ross and Weddell Seas, and presents an average depth of about 200 m

and 500 m at its edge. However, the bathymetry of the continental shelf is very

complex, with deep glacial channels and canyons reaching 2000 m deep. Sloping

northwards, the steep Antarctic Continental Slope, connects the continental shelf

with the Atlantic, Pacific and Indian basins of the SO with depths ranging between

4000 and 5000 m. The geometry of the Antarctic Continental Shelf and Slope

participate in the formation of dense water masses, important drivers of the global

oceanic circulation.

Antarctic sea ice.

In winter, the SO surface freezes due to the extremely cold, dry and windy

conditions, forming the Antarctic sea ice. The Antarctic sea ice has some partic-

ularities as compared to the other main sea ice platform on Earth, the Arctic sea

ice. For instance, the Antarctic sea ice shows a strong sea ice extent seasonality,

a larger maximum extent, and is much thinner. In winter, sea ice extents about

18 × 106 km2, however, in summer, strong sea ice melting occurs and only 3 × 106

km2 remain. Antarctic sea ice is between 1 m and 2 m thick, which is about half of

the thickness of the Arctic sea ice, mostly because the expansion of the Antarctic

sea ice is not constrained by any continental boundary. The latter contributes, in

addition, to the fact that in the APR almost all the sea ice is removed from one

season to the other.

In winter, the ice pack is very concentrated, homogeneous and relatively sym-

metric around AIS. However, under the action of continental winds flowing sea-

wards, Antarctic sea ice opens and forms coastal polynyas, vast ocean surfaces rel-

atively free of sea ice, which affect the ocean stratification and the ocean exchanges

with the atmosphere. Coastal polynyas appear regularly at the same location with

about 50 frequent locations around AIS (see Figure 1.2) where coastal polynyas

form every year (Nihashi and Ohshima, 2015).

In summer, sea ice cover is less homogeneous and the SO only remains covered or
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Figure 1.2: Representation of the most recurrent coastal polynyas around the

Antarctic Ice Sheet (red squares). Rainbow colorbar represents the percentage

of ice free days and grey colorbar the surface elevation of the Antarctic Ice Sheet.

This figure is reproduced from Li et al. (2016b) .

partially covered (more than 50% of sea ice concentration) at particular locations.

These are the Weddell Sea adjacent to the Antarctic Peninsula, the coast from

Bellingshausen to the East Ross ice shelf and some parts in Adelie Lands in the

West Pacific sector. Other locations are almost free of sea ice in summer (Figure

1.3).

1.1.2 The Antarctic Ice Sheet

The AIS is the coldest, highest continent and has the driest climate on Earth.

Ninety-eight percent of its surface is covered by ice, which reflects about 80% of all

the radiation received from the sun. The AIS is the largest ice sheet on Earth with

an extension of about 14 × 106 km2, and contains about 30 × 106 km3, able to raise

sea level by 58 m (Fretwell et al., 2013). Mean annual temperature scales from -57
◦C in the interior to -26 ◦C in coastal areas like in McMurdo station, much colder

than the other ice sheet on Earth, Greenland. This is why in most of AIS, contrary

to Greenland, the melting of ice in the surface is negligible year-round.

The average elevation of AIS is above 2000 m high, with about 4000 m of altitude
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Figure 1.3: Climatology of winter (left) and summer (right) sea ice concentration

over the period 1979-2010 extracted from the NSDIC database. Summer climatol-

ogy includes months from January to March both included, and winter climatology

includes months from July to September both included.

in the center of the continent where elevation is more regular and much higher than

in coastal areas. This configuration makes the penetration of weather fronts far

into the continent difficult, and this is why precipitation rates are low far inland.

The AIS is technically considered to be the largest desert on Earth with an average

of 166 mm of precipitation per year (Vaughan et al., 1999), ranging from averages

of 300 mm per year in coastal regions to just averages of 50 mm per year at the

interior.

Subdivisions of the Antarctic Ice Sheet

Geographically, AIS is usually divided into the East Antarctica Ice Sheet (EAIS)

and West Antarctica Ice Sheet (WAIS) separated by the Transantarctic Mountains,

a very high mountain range which divides the flow of ice eastwards or westwards

and contributes to isolating one region from the other.

EAIS is commonly defined to lie between 45◦ W and 168◦ E longitude. It is the

largest ice sheet and contains most of ice of the continent, even thicker than 4 km

in some parts. In general, the EAIS is colder and dryer than the rest of AIS, its

mass content is more stable and its climate experiences less inter-annual variability.

In addition, most of its extension rests on a bedrock above the sea level.

WAIS differs substantially from EAIS. It is smaller, lower in altitude and flows

faster than its counterpart. It is classified as a marine-ice sheet since most of its ice

is grounded below sea level, sometimes even 2500 m below sea level. This is why

WAIS mass content is considered much less stable than in EAIS (Weertman, 1974).

The WAIS contains about a 10% of the total ice volume of AIS, able to raise sea

level by 3.3 m in an hypothetical collapse (Bamber et al., 2008). It contains some of

the fastest glaciers on Earth, specifically in the Amundsen sector, where Thwaites
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Glacier and Pine Island Glacier flow at speeds up to 4000 m per year and drain

about 5% of the total AIS mass output.

Finally, the Antarctic Peninsula Ice Sheet (APIS), even if it technically belongs

to WAIS, is commonly considered to be a third Antarctic region due to its special

climate conditions and particularities, being the northernmost part of AIS and the

warmest. APIS shows positive average temperatures in summer, indeed, It is the

only Antarctic region, so far, presenting significant surface melting of ice in summer

and significant ice free regions at the coastal margins.

Antarctic ice shelves

About a 75% of the Antarctic coastline is formed by ice shelves. Ice shelves are

vast floating extensions of outlet glaciers confined into an embayment. In the case

of Antarctica, various ice streams and glaciers may flow into the same ice shelf.

This is, for instance, the case of the largest ice shelves of AIS, the Ross and the

Filchner-Ronne Ices Shelves, covering a surface of more than 4 × 105 km2. Ice

shelves form in many locations in AIS when the ice reaches the ocean and continue

floating away because the very cold ocean and air conditions. The space beneath

the ice shelf, which is filled up with ocean water, is called an ice shelf cavity. It has a

very particular oceanic circulation inside, which contributes to ice shelf melting and

impacts the upstream glacier flow. At the front of the ice shelves, commonly called

the calving front, ice fractures and forms icebergs. Both processes (the calving of

icebergs and the melting under the ice shelves) are the two main Antarctic mass

loss processes, since surface melting of ice has a significantly smaller contribution

(Stocker et al., 2013). However, the ice shelf volume loss does not contribute directly

to sea level rise (though it does contribute indirectly as we will see in section 1.3)

since most of the ice shelf is in hydrostatic balance with the ocean.

1.2 Role in the climate system

The APR, even if isolated from the rest of the world by the ACC and the strong

westerlies, is a very important component of the climate system. In this section

we will detail some of the particularities shared by the SO and AIS that make the

APR an important point of interest for climate scientists.

The SO participates actively in the climate system with various mechanisms

impacting the heat and carbon cycle and the global oceanic circulation. The ACC,

the only current connecting the Pacific, Atlantic and Indian oceans, redistributes

heat, freshwater and nutrients between all the oceanic basins, influencing weather

patterns (temperature and storms) and water masses formation. The regulation of

the carbon and heat content of the atmosphere, driven by the SO, mitigates the

effect of global warming. About a 40% of the anthropogenic Carbon Dioxide (CO2)

(Caldeira and Duffy, 2000) and a 75% of the all the heat absorbed by the oceans

from the atmosphere is captured by the surface of the SO, where dense waters form

and sink into the deep ocean. Those dense waters are the precursors of the Antarctic
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Bottom Waters (AABW), which also participate in the global oceanic circulation.

AABW form at three main areas in the APR, the Weddell Sea, the Ross Sea and the

seas adjacent to Adelie Land, interacting with the Antarctic Continental Slope and

feeding the deep waters of the Atlantic, Pacific and Indian oceans respectively. The

AABW is an important contributor to the global oceanic overturning circulation

(Broecker et al., 1991; Iudicone et al., 2008) (see Figure 1.5) and controls the global

stratification and distribution of heat and carbon sequestered from the atmosphere

between the world oceans. The production of AABW and the heat and carbon

absorption by the SO is affected by the freezing of the SO surface. When the

Antarctic sea ice forms, it becomes an efficient insulator between atmosphere and

ocean water. The sea ice cover affects the atmospheric heat content due to the effect

of sea ice albedo, and impacts the sea ice volume via the ice-albedo feedback (Curry

et al., 1995; Nihashi and Cavalieri, 2006). Sea ice also impacts the capacity of the

ocean surface to absorb CO2 (Le Quéré et al., 2007; Takahashi et al., 2009) and

regulates the mechanical exchanges between the atmospheric winds and the ocean

surface, therefore affecting ocean mixing and heat advection of the ocean surface.

Indeed, the opening of large sea ice free regionscalled polynyas in the middle of

the ice pack, are actively investigated because of their potential impact on global

climate through air-sea fluxes (Gordon, 1978; Bersch et al., 1992; Holland, 2001;

Beckmann et al., 2001).

The AIS contributes to about 10% of the total Sea Level Rise (SLR) observed

today (about 3 mm per year (about 3 mm per year, Stocker et al., 2013)). The role

of AIS in SLR is commonly the most important concern to the global public opinion,

mostly because it is the largest potential contributor in the future, since it contains

about 58 m of ice in sea level equivalent (Fretwell et al., 2013). However, interest

in the AIS is not only motivated by SLR: its location surrounding the South Pole

and its high mean altitude confer to Antarctica an essential role in the atmospheric

circulation, it is the largest sink of atmospheric heat on Earth, and contributes

actively to various oceanic processes. This is why the impact of AIS and SO are

interconnected and our understanding of the climate system would augmented by

improving the coupling between this two components.

The AIS lies under the center of the atmospheric polar cell, and contributes to

the warming of the air flowing poleward in the tropopause from norther latitudes.

In the high inland surface of Antarctica the air experiences a strong cooling and

becomes much denser than the air located in the coastal regions. This results in

strong katabatic winds descending seaward, pushing the sea ice, and forming large

coastal polynias (see Figure 1.2). Coastal polynias make a significant contribution

to two processes very important in climate:

• First, they are very efficient ”factories” of sea ice. The cold atmosphere and

the katabatic winds contribute to freeze the ocean surface. The newly formed

sea ice is pushed by the winds away from the coast towards the ice pack,

therefore maintaining the polynya opened and allowing yet more sea ice to

form.



8 Chapter 1. Introduction

• Second, due to the strong sea ice production in coastal polynyas, extremely

cold and salty waters are formed resulting in High Salinity Shelf Water (HSSW),

which sinks to the sea bottom and forms the AABW (see Figure 1.2).

Figure 1.4: Schematic representation of the water masses formation in the Southern

Ocean and the interactions with the Antarctic Ice Sheet and ice shelves. This figure

is extracted from Lynne Talley lectures material (http://www-pord.ucsd.edu/ ltal-

ley/sio210/Southern/index.html) as an adaptation from Williams et al. (2015) and

based on Olbers et al. (2004).

The formation of AABW is an example of the role of AIS in climate through

interactions with the SO. This thesis is interested in other possible interactions

between AIS and the SO (or vice versa) that may be affecting global climate, or

will potentially affect it in the near future. The impact of surface freshwater fluxes

on the SO properties, such as the sea ice cover or the density stratification of the

ocean surface have been investigated (Marsland and Wolff, 2001) but the role of the

glacial freshwater in these mechanisms needs further analysis. (Bintanja et al., 2013;

Swart and Fyfe, 2013; Pauling et al., 2016). In addition, the impact of the SO on

the mass balance of the AIS due to outlet glacier acceleration driven by the melting

of ice shelves (Rignot et al., 2011) is another example of the interaction between the

APR components that may affect future climate. Those interactions still require

further investigations to be adequately accounted for in climate projections. This

is one of the main motivations behind this thesis.

1.3 Observed changes in the Antarctic Polar Region

The APR is affected by ongoing global changes. As seen in the previous section, the

APR is also an important component of the climate system and its changes may
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Figure 1.5: Schematic representation of the global overturning circulation showing

the prominent role played by the circulation and water mass formation in the SO

(figure extracted from Wikipedia).

therefore have a large impact on atmospheric and oceanic properties over the globe.

This is why monitoring and understanding changes in the APR are so important in

order to improve our knowledge of the climate system.

Changes in the APR have been observed not only in the SO and the AIS, but

also in the polar atmosphere, the main driver of the variability in the APR. In this

section we will see the main changes that the APR and its atmospheric conditions

are experiencing in recent years.

1.3.1 Atmospheric changes, the main variability of the Antarctic Polar

Region

The principal mode of variability in the Southern Hemisphere, and consequently

in the APR, is known as the Southern Annular Mode (SAM). It is mainly a zonal

symmetric structure with a zonal mode three wave pattern superimposed on it. Ba-

sically, the SAM is the normalized difference in the zonal mean sea surface pressure

between 40◦S and 65◦S. It is directly associated with a southward (northward) dis-

placement of the main belt of subpolar westerly winds when SAM presents positive

(negative) phases.

Since 1960s, there is a statistically significant positive trend in the SAM phase

(Marshall, 2003; Bindoff et al., 2013) which is consistent with the intensification of

the circumpolar westerlies. This trend is likely the result of the human-made halon
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Figure 1.6: Mean seasonal observational-based SAM index. The black curve shows

decadal variations. This figure, an updated version from Figure 3.32 in Trenberth

et al. (2007), has been updated by Marshall, Gareth & National Center for Atmo-

spheric Research Staff. Retrieved from https://climatedataguide.ucar.edu/climate-

data/marshall-southern-annular-mode-sam-index-station-based.

gases, particularly chlorofluorocarbons (CFCs), which weaken the ozone layer in the

stratosphere and reduces the absorption of the solar ultra-violet radiation (Arblaster

and Meehl, 2006). During the late winter, the marked depletion of stratospheric

ozone produces the cooling of the Antarctic stratosphere and a consequent warming

of the troposphere, which is also associated to the increasing greenhouse effect

due to the increassing greenhouse gas (GHG) emissions (Shindell and Schmidt,

2004; Simpkins and Karpechko, 2012). As a consequence, there are changes in the

tropospheric circulation affecting the sea level pressure above the polar SO, resulting

in the positive trend in the SAM, in annual average and in particular during the

summer and autumn seasons.

Positive phases of the SAM index lead to a poleward shift of the westerlies

and a subsequent strengthening of the zonal winds and the ACC. This produces

an increase in the insulation of the APR, leading to lower heat exchanges of the

APR with the tropics (Turner et al., 2005). Wind changes are associated with

an increase in the precipitations (Kang et al., 2013), and regional sea ice trends

(Fan et al., 2014; Holland and Kwok, 2012a). In addition, SAM trends have been

also discussed to play a role in the CO2 uptake capacity of the Southern Ocean

(Le Quéré et al., 2007; Lovenduski et al., 2013; Lenton et al., 2013). In combination

with the El Ni’no Southern Oscillation (ENSO), positive phases of the SAM have

a strong impact in another atmospheric feature. It contributes to the deepening

of the Amundsen Low (AL) (Baines and Fraedrich, 1989; Bertler et al., 2004), a
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Figure 1.7: Example of the average sea level pressure around Antarctica. The +

symbol marks the estimated mean location of the Amundsen Sea Low. This figure

was produced by Hosking, Scott & National Center for Atmospheric Research Staff

and retrieved from https://climatedataguide.ucar.edu/climate-data/amundsen-sea-

low-indices.

low pressure anomaly situated in the Amundsen Sea sector with many implications

in the regional climate variability of West Antarctic Region (Hosking et al., 2013;

Raphael et al., 2016; Turner et al., 2016). For instance, it is associated with the

observed warming of the APIS and the Amundsen and Bellinghausen Seas sectors

as well as the wind variability observed in the Ross Sea (as it will discussed in

Section 2).

1.3.2 Changes in the Southern Ocean

From the second half of the past century, the SO has experienced rapid changes.

Warming, freshening, acidification of the surface, changes in the AABW produc-

tion, and regional changes in the sea ice cover have been observed during the last

decades. Those changes may impact the role of the SO in controlling the heat and

anthropogenic CO2 content of the atmosphere, ocean ventilation, and the biodiver-

sity of the Southern Hemisphere. Relatively isolated from the rest of the oceans

by the ACC, changes in the SO are mostly controlled by atmospheric trends and

internal feedbacks, as will be deeply analyzed in Section 2. For instance, this iso-

lation contributes to a delay in the SO warming with respect to the other regions

on the Earth, although, observations suggest a mean warming of the ocean surface
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of about 0.02◦C per decade (Armour et al., 2016). A significant warming of the

continental shelf waters with a very distinctive regional pattern has also been ob-

served, mostly located in the Amundsen sector (Jacobs et al., 2011). This is one

of the factors impacting the formation of the AABW, which are experiencing a

warming and freshening (Purkey and Johnson, 2013), leading to a volume contrac-

tion of about 50% between the periods 1969-1971 and 2008-2012 (Wijk and Rintoul,

2014). Changes in AABW are also impacted by the observed trends in Antarctic sea

ice. Sea ice extent in Antarctica experienced a global positive increase of 1.2% per

decade from the combination of positive and negative regional trends in the Ross

and the Amundsen-Bellingshausen sectors respectively (Zwally et al., 2002; Cav-

alieri and Parkinson, 2008; Parkinson and Cavalieri, 2012a; Comiso et al., 2011).

The drivers of the sea ice trends in a global warming context and the changes and

consequences of the AABW production remain unclear and a subject of ongoing

study due to the potential impact in the future climate. This, and other changing

ocean properties in the SO are more thoroughly analyzed in Section 2 and partially

motivate this thesis.

1.3.3 Mass changes of AIS

As commented in Section 1.2, AIS is the largest potential contributor to SLR (it

contains about 58 meters of sea level equivalent) and contributes up to 10% to

the ongoing rate of sea level rise. However, AIS is strongly isolated by the strong

westerlies winds and the SO (specifically by the ACC) and until recent years it

has been thought to remain unaffected by global climate changes, contrary to its

counterpart in the Northern Hemisphere, Greenland. First suggestions concerning

the mass imbalance of AIS and the concern about future SLR projections started in

the 1970s with the works of Mercer, Hugues and Weertman (Mercer, 1968; Hughes,

1973; Weertman, 1974). Today, changes in AIS are widely observed and accepted,

supported by satellite observations since the early 1990s. In general, Antarctica is

thinning, losing volume and its ice flow is accelerating, but changes depends strongly

on the region and the estimates present large uncertainties.

The most widely accepted estimate proposes an average AIS mass loss of 71

Gt/yr for the two most recent decades (Shepherd et al., 2012) with an acceleration

of 14.5 Gt/yr2 (Rignot et al., 2011). More recent estimates propose a mean global

mass loss for the period 2003-2014 of 92 Gt/yr (Harig and Simons, 2015). This result

is the combination of strong mass imbalance in WAIS and a mass gain in EAIS. In

particular, the most significant changes are observed: in APIS, with a mass change

of -27 Gt/yr, the rest of WAIS with -121 Gt/yr, Wilkes Land Region in EAIS with

-17 Gt/yr, and a mass gain of 62 Gt/yr in Dronning Maud Land Region (Sasgen

et al., 2013; Harig and Simons, 2015). Mass losses in WAIS are associated with

dynamical changes in the ice flow producing ice discharge acceleration of the outlet

glaciers. The largest acceleration has been observed in the Amundsen sector where

Pine Island Glacier and Thwaites Glacier have exhibited strong acceleration and

thinning over recent decades (Mouginot et al., 2014). In APIS, an acceleration
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of the tributary glaciers of Larsen B ice shelf has been observed after the ice shelf

collapses in the sector (Scambos et al., 2004; Wouters et al., 2015). In the EAIS, the

most significant acceleration is registered in Totten Glacier sector (Li et al., 2016a).

The mass gain observed for some regions in EAIS is mostly related to changes in

snow accumulation near coastal areas (Boening et al., 2012; Gorodetskaya et al.,

2014; Frieler et al., 2015). Indeed, changes in surface elevation by precipitation

have been proposed recently to balance the dynamical mass losses in Antarctica

(Zwally et al., 2015), however, this result has been strongly questioned (Scambos

and Shuman, 2015; Richter et al., 2015).

1.4 The Antarctic Polar region in the context of this work

As mentioned previously, the APR, even if isolated from the rest of the world, hosts

several processes playing a key role in setting the current global climate. Sea level,

the heat and anthropogenic carbon content of the oceans, and the global oceanic and

atmospheric circulation are significantly affected by the components of the APR.

Therefore, the future climate will depend strongly of the evolution of the APR in

the context of a changing climate. Significant changes in the SO and the AIS have

been observed from the 1960s, but their drivers are not completely understood yet.

Atmospheric changes are suggested to play an important role in the variability of the

APR but other mechanisms are recently being more and more regarded in the study

of causes and effects of the observed changes in the region. In the following sections

we will see the main mechanisms controlling those changes, as suggested in scientific

literature, but with a special regard for other yet unknown potential contributors

like the role of the internal interaction between the SO and the AIS in the observed

and future changes in the region. Indeed, the interaction of AIS with the SO has

been omitted most of time in climate studies and is typically misrepresented in

climate models. This thesis aims at understanding the role of those interactions in

setting the observed changes in the APR, and improving their representation in the

standalone ocean and standalone ice sheet models with an eye toward a potential

future coupling of the models in order to improve climate projections.
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2 A changing Southern Ocean on a changing planet

Because of the strong link of the SO with the climate system, the evolution of

the SO on a changing planet is tightly followed and studied by climate scientists.

A significant warming of the global oceans, dramatic changes in the general ocean

circulation controlled by changes in bottom waters formation, significant changes in

the uptake of heat and anthropogenic CO2 due to regional sea ice changes, changes

in ocean surface properties, and a large impact on the biodiversity of the Southern

Hemisphere are just a few examples of the potential impact of the SO on the current

and future climatic conditions. But the drivers of those changes, and its impact on

the future climate, are not fully understood.

Most of the observed changes in the SO has been linked to atmospheric trends,

in particular to the trends in the Southern Annular Mode index (see Section 1.3.1).

Indeed, atmospheric forcing is a crucial driver of most of the changes, but an im-

portant part of the variability can not be entirely explained simply by interaction of

the SO with the atmosphere. This section aims to explain, the triggers and drivers

of the observed changes in the SO, not only in the context of current climate, but

also regarding the role of the different mechanisms in the future variability of the

SO.

2.1 A cascade of changes in the ocean water column

2.1.1 Sea surface properties.

From 1950s, the ocean surface in the APR has experienced a mean warming rate

of 0.02◦C per decade, much smaller than the global warming rate of about 0.08◦C

per decade (Armour et al., 2016). Global oceans warming is associated to the global

atmospheric warming as a consequence of the increase in greenhouse gas emissions.

However, whether the delayed warming of the SO (others observational studies even

proposed a slight insignificant cooling Maheshwari et al., 2013)) is taking place or

not, has been controversial and seems to be the combination of many factors:

• The enhancement of the Ekman advection of cold surface waters northwards

driven by the strengthen of the ACC linked to the positive trend in SAM (Oke

and England, 2004; Fyfe et al., 2007).

• The consequence of deep-ocean warming, affecting surface properties through

convective and isopycnal mixing (Li et al., 2013).

• The SO meridional overturning circulation, which may bring old, cold pre-

industrial waters (ocean waters that have not been exposed to the atmosphere

since pre-industrial times) to the surface (Armour et al., 2016).

• A consequence of the increasing freshwater released by AIS, as the freshening

of the ocean surface may reduce the convective heat flux from the subsur-
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face waters by reinforcing the ocean stratification (Marsland and Wolff, 2001;

Bintanja et al., 2013).

Projections of the Sea Surface Temperature (SST) during the coming century are

very uncertain due to the numerous processes involved and their poor representation

in GCMs. Most of General Circulation Models (GCMs) differ in their projections

for the impact of the SAM trends on the SST of the SO (Kostov et al., 2016), and

the freshening of the ocean surface is not well reproduced in model due to the a

misrepresentation of the glacial freshwater fluxes in climate models up to date.

2.1.2 Deep shelf waters.

Antarctic Continental Shelf Waters in the SO present a strong dipolar structure

around Antarctica (see Figure 1.8). The Weddell and Ross shelf seas contain cold

waters at around the surface freezing temperature (-1.9 ◦C) (Jacobs et al., 1970;

Gill, 1973; Orsi and Wiederwohl, 2009; Petty et al., 2013), while the Amundsen

and Bellingshausen shelf seas are strongly influenced by Circumpolar Deep Waters

(CDW), which is relatively warm ( +1 ◦C) (Talbot, 1988; Hellmer et al., 1998;

Jenkins and Jacobs, 2008; Jacobs et al., 2011). The Weddell and Ross shelf waters

are cooled by persistent coastal polynyas, opened by the cold katabatic winds, which

form HSSW that sinks to the bottom of the oceanic shelf. In the Amundsen and

Bellingshausen Seas, the warm shelf waters are related to the proximity with the

ACC.

Intrusions of modified CDW into the ice shelf cavities have been observed in con-

nection with steep gradients in bathymetry at the continental shelf (Klinck et al.,

2004; Moffat et al., 2009; Wåhlin et al., 2010; Castagno et al., 2016). This mecha-

nism is strongly influenced by winds (Thoma et al., 2008; Dinniman et al., 2011),

but the exact contributors are not yet well understood. The volume of CDW on the

continental shelf is increasing (Jacobs et al., 2011), likely driven by the strengthen of

the westerlies due to the positive trend in SAM (Thoma et al., 2008; Wåhlin et al.,

2010; Dinniman et al., 2015). This is happening in the Bellingshausen (Dinniman

et al., 2011), the Amundsen Sea (Thoma et al., 2008; Nakayama et al., 2015) and

the western Antarctic Peninsula (Dinniman et al., 2012), but also cold locations

like the Ross shelf (Kohut et al., 2013; Castagno et al., 2016).

The increasing presence of CDW on the continental shelf is suggested to be the

driver of the increasing basal melting of the Amundsen sector ice shelves (Jacobs

et al., 1996; Hellmer et al., 1998; Dutrieux et al., 2014), with many implications in

the observed acceleration of the outlet glaciers in the sector (Rignot et al., 2011;

Pritchard et al., 2012a; Cook et al., 2016) and future SLR (DeConto and Pollard,

2016). However, evolution of the continental shelf waters and the presence of CDW

remains unclear, and the mechanisms involved are not well understood yet.
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Figure 1.8: Southern Ocean bottom potential temperature. White line represents

the 1000-m bathymetry contour. This figure is extracted from Petty et al. (2013).

2.1.3 Acidification

The observed acidification of the SO has been associated to the increasing ab-

sorption of CO2 from the atmosphere at the SO surface. Indeed, the SO is particu-

larly sensitive to the increasing anthropogenic CO2 emissions, since it absorbs about

a 40% of all the CO2 taken up by the all the oceans on Earth. Today, atmospheric

CO2 has reached levels of 391 ppm, the highest level of at least the last 25 million

years (Dolman et al., 2010), and it might reach the 1000 ppm in 2100 (Raupach

et al., 2007). Ocean pH has changed from 8.2 to 8.1 since the pre-industrial era

(Howard et al., 2009), due to the increase in anthropogenic CO2 emissions. Changes

in acidity of the SO surface have two significant implications:

• The acidification of the SO affects its capacity to continue taking up CO2

from the atmosphere. This may dramatically increase the CO2 content of the

atmosphere and therefore accelerate the climate warming.

• The acidification of the SO notably affects the biological production of the

entire Southern Hemisphere (Doney et al., 2009; Shi et al., 2010; Yang et al.,

2016). In general, the CO2 absorption negatively impacts the calcium ex-

traction of some species, and consumes carbonate ions, very important in the

shell-forming marine organisms production.

The melting of Antarctic glacial ice (ice shelves and icebergs) is suggested to affect
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the ocean surface acidification and its impact on biodiversity. This is due to the

dilution effect of the freshwater in some regions (Fransson et al., 2014) and the iron

content of the glacial ice, which may impact acidity by different processes. For

instance, the iron from glacial ice has been estimated to contribute to up to a fifth

of the total downwards carbon sink to the the deep ocean, due to an increase in

the pytoplankton fertilization (Duprat et al., 2016). Additionally, iron is suggested

to have a role in modulating the impact of changes in carbonate ions on primary

production (Hoppe et al., 2013). Accordingly, projections of acidification and bio-

logical production in the SO can be affected by future increase in freshwater fluxes

from AIS. This means that projections for carbon and biological cycles may require

a realistic representation of the iron flux from the melting of glacial ice.

2.2 Changes in Antarctic Bottom Waters

Concerning future climate, the most relevant observed change in the Southern Ocean

might be the freshening, the warming and the loss in volume of the AABW. The

estimated warming below 4000 m for the Amundsen-Bellingshausen, Australian-

Antarctic and Weddel-Enderby basins corresponds to heat fluxes of 0.14, 0.11 and

0.23 Wm−2 respectively for the period from 1990-2000 (Purkey and Johnson, 2013).

Warming of deep waters is accelerating, since lower rates of warming were estimated

for the preceding period from the 1970s to the 1990s. Regionally, the warming is

stronger in the Weddel Sea sector, where Weddel Deep Water feeds the AABW.

Hydrographic sections across the eastern Weddell gyre suggest a warming of about

0.1◦C of the AABW of the Indian basin in the SO for the period mid 1990s-late

2000s (Couldrey et al., 2013). This may be associated with the entrainment at

mid-depth of CDW in the sector due to a southwards shift of the ACC (Fahrbach

et al., 2011), which suggests a relation between the SAM trend and the Weddel

Deep Water (Meredith et al., 2011; Jullion et al., 2010).

The freshening of the AABW presents a distinctive spatial pattern (see Figure

1.9). In the Ross Sea, the shelf water, the precursor of the bottom water, have

freshened at a rate of 0.03 PSU (Practical Salinity Units) per decade since the

1960s (Jacobs and Giulivi, 2010). Between the 1990s and mid 2000s, freshening of

about 0.03 PSU per decade of the bottom waters formed in Adelie Land has been

reported (Rintoul, 2007). However, there is no significant evidence of freshening

in the Weddel Sea-formed AABW (Fahrbach et al., 2011). The driving mechanism

of the freshening of the AABW in Ross and Adelie Land is suggested to be the

enhanced glacial freshwater fluxes into the shelf waters (Jacobs and Giulivi, 2010),

due to an increase in glacier melting in West Antarctica (Purkey and Johnson,

2013). This mechanism is likely to continue freshening the AABW in the future as

projections predict more basal melting of glaciers in the region over the next century

(Stocker et al., 2013). This might also occur in the Weddell sector, where ocean

circulation changes caused by the receding of sea ice in response to atmospheric

perturbations may enhance basal melting of glaciers in the southern Weddell Sea

(Hellmer et al., 2012). This may have an impact in a future freshening of the Weddell
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Figure 1.9: Vertical freshwater fluxes below (a) 0◦C, (b) 4000 m deep (b) and (c)

2000 m deep (c) from observed water mass salinity changes. This Figure is extracted

from Purkey and Johnson (2013).

Bottom Water as has been suggested in Jullion et al. (2013). However, estimates

of regional freshening of AABW do not match observations exactly (Heuzé, 2015).

This might be due to the misrepresentation in models of the freshwater transported

by icebergs around the Antarctic continent and the evolution of ice shelf melting in

recent decades.

All these changes may have a dramatic impact in the world oceans, and small

changes have started to be reported far away from the Antarctic region. Indeed,

a warming of the AABW in the North Atlantic (Johnson, 2008), and also in the

North Pacific (Fukasawa et al., 2004) have been observed. The observed reduction

in density due to the freshening and warming of AABW affects the global ocean

overturning circulation with potentially dramatic consequences for the future cli-

mate. In the most pessimistic scenario, freshening and warming of AABW could

stop the thermohaline circulation (Broecker et al., 1991). More realistic projections,

but based on low resolution models, estimated a weakening by 20-50% (Rahmstorf

and Ganopolski, 1999). Recent works estimates a volume reduction of the AABW

of about 50 % between 1969-1971 and 2008-2012 and a thinning of 100 m per decade

(Wijk and Rintoul, 2014). In addition, the volume of water with potential temper-

ature below θ = 0◦C has decreased at a rate of 8.2 ×106m3s−1 over the last two

decades (Purkey and Johnson, 2012) .

Climate models do not always reproduces correctly the formation of AABW nor

its trends in the present context. A good representation of AABW formation would

need a good representation of the shelf-deep ocean processes, shelf waters response

to SAM trends, and future projections of the freshwater fluxes in Antarctica.
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2.3 Changes in sea ice

The response of the Antarctic sea ice to global climate change is counter-intuitive

and unexpected. While the Artic sea ice is decreasing in response to atmospheric

warming, the Antarctic sea ice extent is showing a weak but statistically significant

global increase of 1.2% per decade (Comiso et al., 2011; Parkinson and Cavalieri,

2012a), with its maximum extent being registered in recent years (Reid et al., 2015).

The response of the Antarctic sea ice extent in the present warming context is

being an area of a large amount of active research due to its strong connection with

bottom waters formation and heat and carbon uptake processes. Understanding

the changes in Antarctic sea ice and their impact on climate is a significant and

important scientific challenge (Kennicutt II et al., 2015).

The significance of the increase recorded in Antarctic sea ice has been questioned

(Polvani and Smith, 2013a; Screen, 2011), though there is broad consensus in the

community that the regional trends are occurring (Comiso et al., 2011). In Ross Sea,

annual mean Sea Ice Extent (SIE) shows an increase of 5% per decade, while in the

Amundsen-Bellingshausen Seas sector, a decrease in SIE up to 7% per decade has

been recorded since the late 1970s (Turner et al., 2009a). In summer and autumn

the largest positive trend in Sea Ice concentration (SIC) is observed in Weddel

and western Ross Sea (Meier et al., 2013), and a negative trends is observed in

Bellingshausen and Amundsen Sea (Holland et al., 2014), particularly strong along

the western coast of the Antarctic Penninsula. In winter, the SIC trend is weaker

in magnitude and significance, and a significant positive trend can be founded only

near the ice edge in Ross Sea.

Most of the observed changes in sea ice area have been associated to atmospheric

changes (Lefebvre and Goosse, 2008; Holland and Kwok, 2012a; Raphael and Hobbs,

2014; Matear et al., 2015). For instance, positive phases of SAM contribute to the at-

mospheric warming in the Antarctic Peninsula and in the Amundsen Bellingshausen

Seas sector, contributing actively to the observed reduction in sea ice concentration

in the region. Paradoxically, intensification of westerly winds related to positive

SAM, should contribute to sea ice expansion due to the northwards export of the

sea ice, and a subsequent increase in sea ice production (Hall and Visbeck, 2002;

Sen Gupta and England, 2006). However, over longer timescales the intensification

of westerlies may also leads to Ekman pumping of CDW and impacts regional sea

ice cover, and thus reducing SIC (Sigmond and Fyfe, 2010; Ferreira et al., 2015).

The regional dipole observed in the sea ice trends between Ross and the Amundsen-

Bellingshausen sector is suggested to be mainly controlled by the deepen of the AL,

which is closely related to the SAM trends. The cyclonic flow associated with the

AL increases the warm flow polewards to the Amundsen-Bellingshausen sector and

the northwards cold continental air to the Ross Sea sector (Lefebvre et al., 2004;

Holland and Kwok, 2012a; Hosking et al., 2013; Turner et al., 2015b). The contri-

bution of wind-driven sea ice motion to the observed trends in autumn-winter has

also been suggested (Holland and Kwok, 2012a; Haumann et al., 2014). In addition,

there is a complex regional response in eastern Ross and Amundsen-Bellingshausen
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Figure 1.10: observed trends in Antarctic sea ice concentration for the period 1980-

2008 derived from the monthly anomalies with respect to the 1980-2008 mean sea-

sonal cycle. Black lines enclose the trends that have a statistically significant differ-

ence from zero (p < 0.05). This figures is extracted from Massonnet et al. (2013).

to tropical SST annomalies due to ENSO (Gloersen, 1995; Simmonds and Jacka,

1995; Turner, 2004; Meehl et al., 2016). Pacific atmospheric anomalies propagate

into the region by atmospheric Rosby waves, peaking in the late winter and spring

(Mo and Higgins, 1998; Simpkins et al., 2012), and decreasing sea ice cover.

Therefore sea ice trends in the Amundsen-Bellingshausen and eastern Ross sec-

tors seems largely to be explained by atmospheric trends. However, the strong trend

observed in the western Ross seems not to be fully explained by atmospheric forc-

ing. An eastward shift of the Amundsen Low has been recently observed, leading

to a decrease in the meridional winds, which were believed to be the responsible

of the sea ice trend of the region (Coggins et al., 2015). The shift in Amundsen

Low should therefore produce a weakening of the observed sea ice trend, but this

is not what it is observed. Because of this unexpected trend of the sea ice in the

western Ross region, this particular sector has been suggested to be particularly af-

fected by a positive ice-ocean feedback associated with changes in the ocean surface

stratification induced by the sea ice production or melting (Stammerjohn et al.,

2012a; Holland et al., 2014). The ice-ocean feedback has been attributed to two

mechanisms:

• Zhang (2007) proposed that a reduction in the sea ice production in autumn
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decreases the brine rejection, consequently increasing the stratification. This

may negatively affect the heat supply from the subsurface into the winter

mixed layer during the next spring, and therefore reduce the sea ice melting.

• By contrast, when the ice pack is established, the sea surface tends to be

fresher with a greater sea ice coverage, and this may lead to an increased

stratification and a reduction of the heat upwelling from the subsurface and

the consequent sea ice melting (Goosse and Zunz, 2014a).

The role of these two competing mechanisms in setting the local sea ice trends de-

pends strongly on the ocean and mixed layer conditions. In addition, more recently,

other external factors have been proposed to affect the mixed layer stratification

and contribute to the ice-ocean feedback. The impact of precipitation and the

freshening of the surface in the sea ice production were firstly proposed in Marsland

and Wolff (2001). Several works have recently investigated this mechanism and its

impact on sea ice production due to the increasing glacial freshwater flux to the

SO from AIS (Bintanja et al., 2013; Swart and Fyfe, 2013; Pauling et al., 2016).

However their results and conclusions differ. Bintanja et al. (2013) find that trends

in glacial freshwater may have a significant impact on regional sea ice, but their

regional distribution of the sea ice cover changes does not correspond to observa-

tions. Swart and Fyfe (2013) and more recently Pauling et al. (2016), obtain a

much smaller response of the regional sea ice to an even larger glacial freshwater

perturbations compared to Bintanja’s study. This might be related to problems in

capturing the coastal circulation due to a relatively coarse ocean model resolution.

Anyway, all these works are based on a simplified representation of the freshwater

fluxes and the spatial distribution of the freshwater perturbation introduced.

As seen so far in this section, projections of future sea ice trends are suggested

to be mostly controlled by atmospheric trends. However ocean modeling is needed

to correctly capture correctly the ice-ocean feedbacks and the impact of glacial

freshwater sources. Even if the role of glacial freshwater remains limited according

to recent works, AIS is expected to further contribute to the freshening of the ocean

surface in the next century. This makes AIS a potentially significant contributor

to sea ice trends in the future. Quantifying the impact of AIS mass changes on

observed sea ice changes is therefore much needed. This may require more efforts

in the representation of the glacial freshwater sources and the understanding of the

associated mechanism.

2.4 Summary and open questions

Numerous properties in the SO are changing in response to a number of different

physical processes. A quick overview of these processes indicates that the atmo-

spheric trends control the changes of the SO, but not entirely. Internally, the strat-

ification of the ocean might be crucial in setting the response of the system to the

external atmospheric forcing. Glacial ice discharge from AIS has been suggested

to contribute significantly to set the water column properties in the SO, and the
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observed recent acceleration of the AIS volume loss may be having a non negligible

role in the ongoing observed changes of the SO.

Historically, climate scientists have been interested in understanding the link

between the atmospheric and oceanic trends. More recently, new studies reveal

that the variability of the region cannot be entirely explained by atmospheric fea-

tures, but that internal interactions between SO and AIS should be considered.

Neglecting these interactions might not be so dramatic nowadays, but the observed

acceleration of the ice discharge from AIS and projections of an increasing volume

loss rate suggest that the contribution of the AIS to future variability of the SO

may significantly increase in the future. Understanding the potential role of the

ice/ocean interactions on current and future ocean properties seems very important

in order to project future global climate. However, the representation of the glacial

freshwater sources have not been a priority in the development of ocean models, and

the seasonal and regional distribution of the glacial freshwater fluxes need further

investigation in order to perform model studies and predictions.
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3 Mass changes of the Antarctic Ice Sheet: a sea level

concern

Despite the fact that AIS mass discharge has an influence on properties of the SO, as

seen in the previous section, monitoring of the AIS volume is mostly focused in sea

level rise predictions. Historically, AIS has been believed to be more or less stable

and concerns related to sea-level rise were mostly focused to other components like

the Greenland Ice Sheet (GrIS) and continental glaciers. Today, its potential con-

tribution to future sea level rise and its rapid acceleration have increased the focus

of scientists on the AIS. This section explores the role of AIS on the current rate of

sea level rise, and analyzes the associated uncertainities related to the projections

of its future contribution, in particular due to the ice/ocean interactions.

3.1 Sea-level rise and the contribution of the Antarctic Ice Sheet

The potentially rapid rate of SLR within the next century in among the largest

global concerns about the consequences of climate change (Stocker et al., 2013). In

the First Intergovernmental Panel in Climate Change (IPCC) Assesment Report

in 1990 (Houghton et al., 1990), a projected SLR during the 21th century was

accepted with high degree of confidence. Indeed, sea level has found an inflection

point in the last century after being very stable during the last three or two millenia.

After a peak of sea level of about 120 m higher that today at the end of the last

ice age (approximately 21000 years ago), the oceans level stabilized between 3000

and 2000 years ago. From then until the late 19th century, no evidence of any

significant change in sea level has been observed. However, the estimations for the

20th century show a robust mean rate of SLR of about 1.7 mm/yr (Stocker et al.,

2013). More recently, satellite measurements since the early 1990s have provided

estimates of about 3 mm/yr for the period 1993-2010, which has also been confirmed

by coastal measurements (Stocker et al., 2013). The projections for the next century

indicate (with high confidence according to the Fifth IPCC report) that sea level

will continue to rise at increasing rates for all the Representative Concentration

Pathway explored (Stocker et al., 2013). However the quantification of the future

rates of sea-level rise remains unclear due to the large uncertainities associated with

projection of some SLR contributors.

Sea level is mainly affected by the thermal expansion of the oceans and the melt-

ing of the land-based ice: the continental glaciers, the GrIS and the AIS. Thermal

expansion due to ocean warming is estimated to contribute to SLR to about 1.1

mm/yr for the period 1993-2010. The cumulative contribution of the cryosphere

has been estimated in about 1.7 mm/yr for the same period. More than half of this

estimate corresponds to the melting of glaciers other than AIS and GrIS Ice Sheet.

GrIS contributes with about 0.45 mm/yr, and AIS with 0.27 mm/yr (Stocker et al.,

2014; Broeke et al., 2016). Although, polar ice sheets (AIS and GrIS) contribute

relatively smaller rates compared to the other contributors, the concern about their

potentially larger contribution in the future is increasing for several reasons. Firstly,
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Figure 1.11: Estimated cumulative mass loss of Greenland, Antarctica and the

combination of both Ice sheets, expressed as cumulative sea level contribution on

the right-end vertical axis, and cumulated mass change in gigatones on the left-end

vertical axis. This figure is extracted from Shepherd et al. (2012).

they are the largest potential contributors accounting together for 70 m of ice in

Sea Level Equivalent (SLE) (continental glaciers only accumulate 35 cm of ice in

SLE Grinsted, 2013). Secondly, a significant acceleration of their ice mass discharge

has been observed (Velicogna et al., 2014) which suggests that the polar ice sheets

may be the driving contributors to SLR in the near future (see Figure 1.11).

Projections of GrIS estimate a cumulative contribution of 27 cm to sea level

at the end of the 21th century (Yan et al., 2014). In the case of Antarctica, some

estimations project a contribution ranging from 28 cm to 98 cm at the end of 2100

(Church et al., 2013) while others project SLR of more than a meter (DeConto and

Pollard, 2016). The large uncertainty in this estimate has been particularly noted

by the last IPCC assessment. This is due to problems in modelling ”the dynamical

response of marine-terminating glaciers and marine-based sectors of the Antarctic

ice sheet” and the low confidence in ”projecting the onset of large-scale grounding

line instability in the marine-based sectors of the Antarctic ice sheet” (Stocker et al.,

2013). The combination of these AIS-related uncertainties and the strong potential

contribution of more than 15 m to the sea level by 2500 (DeConto and Pollard,

2016), have increased the interest of the ice-sheet modelers in estimating the role

of AIS in future sea level change.

3.2 Projecting the Antarctic contribution to Sea Level Rise

Projecting the mass balance of AIS and its contribution to SLR differs substantially

from the study of the mass balance of the continental glaciers or GrIS. The mass

balance of most of continental glaciers (out of the polar regions) is mainly dependent

on snow accumulation in the high parts of the glacier and ablation at their terminus
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due to the warmer atmospheric or oceanic conditions. Mass balance of those glaciers

is almost entirely driven by precipitations and surface atmospheric temperature,

and the ice dynamics has a limited impact on the mass budget of most of those

glaciers. In constrast, in the case of GrIS and some other tidewater glaciers in

polar regions, there is a non-negligible component of the mass loss associated to

the ice dynamics (up to the 50% of total mass loss in GrIS van den Broeke et al.,

2009). The acceleration of those glaciers increases the ice discharge into the ocean,

enhances the iceberg production and the ice melted by the ocean, and therefore their

contribution to SLR. In the case of AIS, the impact of ice dynamics on the mass

balance has a much larger importance than in GrIS and continental glaciers. On

average, the surface melting of ice in AIS represent only 1% of the total mass gain

by snowfall (Stocker et al., 2013). This low rate of surface melting in AIS is likely

to continue in the future since there are not projections of any significant change

in surface melting during the next century, as meltwater and rain are projected to

continue to freeze in the snowpack (Ligtenberg et al., 2013). As a consequence, AIS

mass balance, and therefore its contribution to SLR, is basically estimated as the

balance between the snow accumulation gains and the ice outflow losses through

the outlet glaciers.

In AIS, the small ablation rate in the coastal areas results in the formation of

large ice shelves floating on the ocean surface. The impact of the volume changes

in the ice shelves on SLR can be neglected (Jenkins and Holland, 2007) since they

already displace ocean water. As a consequence, for a SLR purpose, Antarctic mass

outflow may be assumed to be the flux of ice traversing the boundary between the

bedrock-grounded ice and the ice-shelf floating ice, i.e. the Grounding Line (GL).

The ice outflow in AIS is mainly affected by two processes:

• First, changes in the snow accumulation may induce driving stress changes in

the outlet glaciers, therefore affecting to the ice velocity and the ice flux.

• Second, a change in the ice shelf volume may trigger an acceleration of the

upstream part of the glacier due to the buttressing effect (Gagliardini et al.,

2010; Gudmundsson et al., 2012a; Fürst et al., 2016). This is the impact on

the upstream ice dynamics exerted by laterally confined ice shelves, to which

the grounded parts of the glacier (generally due to pinning points or ice rises in

the middle of the ice shelf) transfer lateral shear slowing down the ice stream

or the outlet glacier

Observations have shown a decrease of the ice shelf volume during recent decades

(Pritchard et al., 2012a; Paolo et al., 2015). There are two main processes reducing

the volume of an ice shelf: the calving of icebergs at the ice shelf front, and the

basal melt of ice by the ocean at the upper surface of the ice shelf cavity. According

to recent studies, both processes represent an almost similar contributions to the

ice shelf volume loss (Rignot et al., 2013; Depoorter et al., 2013), but their indirect

impact on SLR is difficult to quantify and project.

Calving events of unbuttressed parts of ice shelves have no significant impact on
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upstream grounded glacier dynamics (Fürst et al., 2016). However, the relatively

less frequent calving of big tabular icebergs or ice shelves collapses may produce

a significant loss of buttressing and induce strong acceleration of the upstream

tributary glaciers, therefore increasing the ice outflow. The latter has been the

case for Larsen B ice shelf (Scambos et al., 2004), the collapse of which was likely

produced by a substantial warming of the Antarctic Peninsula (Cook and Vaughan,

2010). However, the warming needed for similar collapses of the main Antarctic ice

shelves (the Ross and Flitchner-Ronne ice shelves) is not expected to be approached

in the next century (Stocker et al., 2014). Anyway, ice shelves collapses around AIS

remains unpredictable and their impact in the ice outflow of the glacier is one of

the big challenges of the SLR projections.

Basal melting below the ice shelves has been increasing in the last decades. The

associated thinning of the ice shelves (Paolo et al., 2015) is suggested to have trig-

gered the observed glacier acceleration and GL retreats observed in many locations

around Antarctica (Rignot et al., 2002, 2014; Li et al., 2016a; Joughin et al., 2016;

Scheuchl et al., 2016). This may be a direct consequence of the observed warming

in shelf waters of the SO as seen in Section 2 and the intrusion of warm waters into

the ice shelves cavities (Jacobs et al., 1992; Hellmer et al., 2012; Kusahara, 2016).

However, there are still large uncertainties in the ocean temperature projections in

the interior of ice shelf cavities and what will be the impact of this in the upstream

glacier dynamics. Main reason for the latter is a possible feedback in the melt rates

produced by a changing ice shelf draft. Strong melting-induced GL retreats lead to

significant changes ice shelf draft, affecting the ocean circulation in the cavity, and

therefore to the melt rates at the ocean/ice interface (De Rydt et al., 2014). This

feedback suggests the need for the coupling between ocean and ice sheet models in

order to better account for the melting processes, and a new generation of coupled

model are currently under development. In particular, those new models are mostly

focused in the Amundsen Sea sector of WAIS, where this feedback seems currently

to be the most important (De Rydt and Gudmundsson, 2016). As we will see in

next section, the rapid ocean warming, the strong observed ice shelf thinning, and

the observed GL retreat of the sector, indicate the necessity of improving the repre-

sentation of the ocean-ice shelf interactions in ice-sheet models in order to improve

SLR projections.

3.3 The uncertain future of the Amundsen sector and the Marine
Ice Sheet Instability

Projections of the AIS contribution to SLR are mostly focused on the evolution

of WAIS and the Amundsen Sea sector in particular. This is mainly due to an

observed regional ocean warming associated with the presence of relatively warm

Circumpolar Deep Water on the continental shelf of Amundsen Sea (see Section

2). In addition, the specific topography below WAIS makes the ice dynamics of the

region particularly sensitive to perturbations, giving the sector its strong potential

role in future SLR. This is related to the fact that WAIS is mostly resting over a



3. Mass changes of the Antarctic Ice Sheet: a sea level concern 27

bedrock below sea level (it is a marine ice sheet) with GL commonly resting on

an upward-sloping bed, and therefore sensitives to the so-called Marine Ice Sheet

Instability (MISI).

MISI is the name given to a theoretical instability applying to marine ice sheets

with GL resting on upward-sloping beds. There is a long history of discussions

about MISI since it was mathematically formulated byWeertman (1974) and further

explored by Thomas and Bentley (1978). Today, many refinements have been made

to the initial theory, and satellite observations from 1990s, partially confirming the

theoretical projections for the Amundsen sector, have relaunched the needs for a

better understanding of this instability. MISI states that, theoretically, in a two-

dimensional ice-sheet neglecting lateral stresses (only considering vertical and ice

flow horizontal direction dimensions), GL positions resting on upward-sloping beds

are unstable. It is based on the hypothesis proposed byWeertman (1974) suggesting

a positive feedback between the retreat of the GL and a subsequent increase in the

Grounding Line Flux (GLF), which depends strongly on the local ice thickness.

Basically, an initial retreat of the grounding line on a seaward bed slope, leads to

an increase in the ice thickness and therefore an increase in the ice flux in the vicinity

of the GL. Weertamn demonstrated, for a two dimensional problem and based on

some simplifications, that an increase in the outflow ice flux should produce further

GL retreat. Accordingly, such an ice-sheet configuration (grounding line position

resting on an upward-sloping bed) will inexorably lead to the retreat of the GL until

a downward-sloping bed were found by the GL (see Figure 1.12). In downwards-

sloping bed, the positive GL-retreat/ GLF-increase feedback is no longer applied

and the solution becomes stable.

In the initial MISI theory, the relationship established between the GLF and the

GL position has been controversial (Hindmarsh, 1993, 1996) due to the simplistic

description of the mass fluxes in the transition zone between the grounded and float-

ing ice assumed in Weertman (1974). The findings of Hindmarsh (2006) suggested

that some steady states might be stable in seaward bed slopes, but any numerical

studies could not find any stable solutions (Pattyn et al., 2006; Schoof, 2007a). The

works of Schoof (2007a), based on a boundary layer theory for the transition be-

tween the grounded and floating ice, confirmed the conclusions of Weertman (1974)

and Thomas and Bentley (1978). Today MISI is widely accepted by the commu-

nity and it has been linked to the observed GL retreat of glaciers in the Amundsen

Sector (Favier et al., 2014; Joughin et al., 2014).

MISI theory is only valid in two dimensional case, this is without considering

the lateral stresses exerted by the sidewalls of an ice shelf in confined glaciers. In

such configuration, a laterally confined ice shelf may play an important role in the

stabilisation of GL in marine ice sheets due to the buttressing effect (Dupont and

Alley, 2005; Goldberg et al., 2009; Gudmundsson et al., 2012b). This means that

the stability of a marine ice sheet has a strong dependency on the glacier topography

and its ice shelf configuration. Despite the theoretical work made in the study of

MISI, realistic projections of SLR requires the use of numerical models in order

to account for the interactions of the ice dynamics with the topography. How the
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Figure 1.12: Schematic representation of the Marine Ice Sheet Instability (MISI)

retrieved from Stocker et al. (2013) showing (a) the geometry and ice mass fluxes of

a marine ice sheet, (b) the steady state of a grounding line, (c) climate perturbation

triggering the start of a grounding line retreat, and (d) the self-sustained retreat

according to MISI.
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outlet glaciers of marine ice sheets will evolve in response to processes leading in ice

shelf volume loss (the calving and the melting) is one of the largest uncertainties of

the SLR projections. The dynamical response of glaciers to ice shelf collapses (i.e.

Larsen B) or ice shelf basal melting (i.e. Pine Island and Thwaites Glaciers) have

been observed and simulated with numerical models. For instance, some recent

works have studied the evolution of the GL in response to melting applied under

ice shelves arriving at different projections of the contribution of the sector to SLR,

particularly of Pine Island and Thwaites Glaciers (Payne et al., 2004; Joughin et al.,

2010; Favier et al., 2014; Seroussi et al., 2014; Joughin et al., 2014; NIAS et al.,

2016). Indeed, the modeling of GL retreat in the Amundsen Sector is one of the

largest challenges associated with the SLR projections. This is because the number

of different parametrizations within the ice sheet models which are currently active

topics of research: the grid resolution (Durand et al., 2009; Pattyn et al., 2013;

Cornford et al., 2013), the basal friction laws (Gagliardini et al., 2007; Schoof, 2010;

Tsai et al., 2015), the impact of englacial stresses aproximations (Favier et al., 2014),

the impact of calving (Krug et al., 2015; Cassotto et al., 2015; Morlighem et al.,

2016) and the need for a coupling with the oceanic circulation at the interior ice

shelf-ocean interface (Martin et al., 2015; Timmermann and Goeller, 2016; De Rydt

and Gudmundsson, 2016). The need for improvements in ice sheet models has

motivated the creation of model inter-comparison exercises like MISMIP (Pattyn

et al., 2012), MISMIP3D (Pattyn et al., 2013) and the more recent MISOMIP

(Asay-Davis et al., 2016). Those exercises aim to test the ability of the existing ice

sheet models to numerically reproduce the response of the marine ice sheet glaciers

to different external perturbations, and identify the largest sources of uncertainties

associated with the modeling of grounding line retreats in marine ice sheets.

3.4 Summary and open questions

The role of AIS in present-day sea level rise remains limited compared to other

contributors. However, AIS is the largest potential contributor in the future and

it is experiencing the fastest acceleration in SLR contribution during the last two

decades. Projecting the volume changes of AIS has large uncertainties related to the

limited capabilities of the ice sheet models in accurately reproducing the grounding

line retreats of marine ice sheets in response to oceanic perturbations, particularly

in the Amundsen sector in WAIS. Indeed, the main factor controlling the grounding

line retreat in this region has been attributed to the interaction of the outlet glaciers

with the ocean and the role of buttressing in the stability of the grounding line. This

has suggested the necessity of ocean/ice sheet coupled models in order to accurately

represent these interactions. However, numerous physical processes related to the

standalone ice sheet models remain unclear, and their impact on the ice dynamics

and grounding line retreat may be as important as the coupling of ice sheet models

with ocean models. For instance the impact of model resolution, the englacial stress

approximation and the basal friction applied are still not well constrained and their

impact on the solution is very glacier-dependent. Projections based on future ice-
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sheet/ocean coupled models would need to be based on further understanding of the

response of standalone ice sheet models to oceanic perturbations.

4 Objectives of this work

Throughout this introduction we have shown the important role of the Antarctic

Polar Region in the present and future climate. The two main components, the

AIS and the SO, are strongly affected by climate change and are potential drivers

of several climate processes that may have a large global impact in the near future.

However, many of those processes are arguably not well represented in climate

models, and the projections for the next century are uncertain due to the misrep-

resentation of several processes, interactions and feedbacks.

The largest driver of the observed changes in the APR is the trends in SAM as

a consequence of ozone depletion in the troposphere and the increasing GHG emis-

sions. The impact of SAM in the climate variability of the region is widely studied

and relatively well understood. However, other mechanisms due to the interaction

between the SO and the AIS have recently been suggested to also participate in the

variability of the region, and therefore in the global climate of the near future.

On the ocean side, the freshening due to an increase in ice discharged by AIS is

suggested to affect many properties of the SO, with particular implications for the

AABW and the sea ice cover. Due to the complexity of the mechanisms participat-

ing in the production of AABW and Antarctic sea ice, projections are estimated

by modeling. Unfortunately, present climate models do not account correctly for

the glacial freshwater sources from melting icebergs and ice shelves, leading to a

misrepresentation of many of the processes expected to impact the SO.

On the ice sheet side, melting of the ice shelves by the ocean is suggested to

drive glaciers retreat and increasing ice discharge, mainly in the Amundsen sector,

with important consequences in future sea level rise. The mechanism driving those

changes in the ice dynamics of the Antarctic outlet glaciers are not fully understood

and contribute to the large uncertainity associated with the sea level rise projections.

Improvements in ice sheet modeling are needed in particular in the interactions with

the oceans and the melting-induced grounding line retreats.

New ice-sheet/ocean coupled models have recently appeared in order to better

reproduce the ice sheet-ocean interactions. On the ocean modeling side, coupling

with an ice sheet model is expected to improve the representation of temporal and

spatial evolution of the glacial freshwater fluxes coming from the ice discharged into

the ocean. This may help to better reproduce regional patterns in the Antarctic sea

ice through a better representation of the ice-ocean feedback (Zhang, 2007; Goosse

and Zunz, 2014a) and the bottom waters formation (Heuzé, 2015). On the ice sheet

side, coupling with an ocean model is expected to better capture the changes in

oceanic circulation, salinity and temperature in the interior of ice shelf cavities.

This is expected to lead to a better estimate of the melt rates affecting the ice

dynamics and therefore the ice discharge into the ocean.
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In the context of future coupled models, this thesis is focused on investigating

some particularities of the standalone ocean and ice sheet models that will become

components of a future coupled system. Before tackling the ambitious challenge of

coupling the two models, improvements in the standalone models (either ocean or

ice-sheet models) and to determine the situations for which coupling is required,

need to be further investigated. This try to better address the efforts of the climate

community and identify the lines of action in the development of the standalone

components of the future coupled systems. On a more personal level, instead of just

focusing my research in either the ocean or the ice sheet modeling, my personal ob-

jective during this thesis was to contribute to both modeling communities in order to

acquire a wider view of the physical processes affected by the ice-ocean interaction,

and the model particularities of both components of the coupled systems.

The pertinence of the coupled models has not been confirmed yet regarding the

ocean processes of sea ice an AABW formation. Indeed, the response of the modeled

Antarctic sea ice and bottom waters to perturbations in the ice discharge from AIS

are still open to debate as we have seen in previous sections (Bintanja et al., 2013;

Swart and Fyfe, 2013; Pauling et al., 2016; Heuzé, 2015). The first objective of

this thesis is to study the impact of recent changes in glacial ice discharge on the

Antarctic sea ice. In contrast to other studies, in this work special attention will

be given to capturing the spatial pattern of ice discharge changes in Antarctica, as

will be the case in future coupled models. However, to date, ocean models have

a very poor representation of the glacial freshwater fluxes, and therefore, before

studying our first objective, improvements in the inclusion of those fluxes in models

are needed in particular from the melting of icebergs. This is the aim of Chapters

2 and 3.

The need for a coupled model when modeling the ice sheet dynamics (mostly in

the Amundsen sector) seems widely accepted, and international projects like MIS-

OMIP have been created in order to investigated the particularities of future models.

However, without coupling, standalone ice sheet modeling of glaciers experiencing

MISI and confined ice shelves, like in Pine Island Glacier, needs still further work in

including required physical parametrizations or processes. The interaction with the

ocean via the loss of buttressing produced by the melting of the ice shelf cavity may

produce glacier acceleration in the upstream part of the glacier. In such situation

and in some glacier configurations, the model choices like the friction law and the

stress approximation applied may have a large impact on the ice dynamics, even

larger than the coupling with an ocean model. The second objective of this thesis is

to produce an estimate of the uncertainities associated with the choice of different

friction laws or stress approximations when projecting the SLR contribution of a

Pine-Island-like glacier. This is the aim of Chapter 4.
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1 Introduction

The development of numerical tools for the study of the oceans has historically been

focused on better representing the general circulation patterns of the world oceans.

As discussed in Chapter 1, the poles have an important role on setting this large

scale global circulation through mechanisms driven by the sea ice and associated

with bottom waters formation. Those processes are represented in most of ocean

models, but commonly from a large scale point of view. Today, the observed regional

changes in the Southern Ocean (SO) and in the Antarctic Ice Sheet (AIS), have in-

creased the interest of ocean modelers in better accounting for the polar processes

of sea ice and bottom waters formation. This is also motivated by the potential im-

pacts of these mechanisms on a global scale. However, the regional response of the

SO to the ongoing changes is not always reproduced satisfactorily by climate models

(Heuzé, 2015; Shu et al., 2015). Among the reasons for this misrepresentation of

SO changes in current models, is the role that the AIS may have in influencing SO

properties (Bintanja et al., 2013; Marsland and Wolff, 2001). Indeed, the regional

and seasonal distributions of the glacial freshwater fluxes have not been among the

priorities of the ocean modelers so far, and the majority of climate models consider

the glacial freshwater fluxes from a very large scale perspective. For instance, Fig-

ure 2.1 shows the glacial freshwater fluxes as they are commonly applied into the

NEMO/ORCA025 simulations (Dufour et al., 2012). This flux is evenly distributed

around Antarctica and is kept almost constant in time with the exception of the first
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Figure 2.1: Representation of the Antarctic glacial freshwater fluxes as in Dufour

et al. (2012).

three grid points adjacent to the coast, which include a slight arbitrary seasonality.

In other cases (for instance in Tréguier et al. (2014)), the offshore fluxes coming from

icebergs are redistributed based on satellite observations of large tabular icebergs

from Silva et al. (2006). Recent observational findings from glaciological studies

can be used to better constrain glacial freshwater fluxes in ocean circulation mod-

els. These observational estimates distinguish between freshwater associated with

melt and calving (Rignot et al., 2013; Depoorter et al., 2013). Those estimates have

confirmed the very distinctive spatial pattern associated to the basal melting of the

ice shelves, which is not taken into account by global ocean models. In addition,

recent radar altimetry estimates have shown the strong seasonality and the distinc-

tive spatial pattern of the freshwater released by icebergs (Tournadre et al., 2016).

According to the findings of Tournadre et al. (2015) most of iceberg meltwater is

produced by the melting of small icebergs (< 6km in lenght), which drift differently

than big tabular icebergs.

Motivated by the weakly constrained representation of the glacial freshwater

fluxes in ocean models, and the availability of new glaciological estimates, this

section shows my contribution to improving the representation of glacial freshwater

fluxes in ocean models. More precisely we will discuss here:

• The improvement of the spatial distribution of the ice shelf basal melting in

the global ORCA025 grid of NEMO constrained by the state-of-the-art of

glaciological observations.

• The Improvement of the representation of the iceberg meltwater fluxes in

ocean models. To this end, I have proposed an set of improvements to the

NEMO/ICB module (see Appendix A) collaborating in the publication Marsh

et al. (2015a). This physical improvements have been implemented for the first
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Figure 2.2: Representation of the oceanic grid points adjacent to an ice shelf in

an extracted subset of the ORCA025 grid Colors code correspond to the follow-

ing ice selves: Astrid-Ragnhild (AR), North-East (NE), Amery (AIS), West (W),

Shackleton (SHA), Vanderford (VAN), Totten (TOT), Moscow University (MU),

Porpoise (POR), Adelie (ADE), Mertz (MER), Ninnis (NIN), Cook (COO), Ren-

nick (REN), Drygalski (DRY), Ross (RIS), Sulzberger (SUL), Land (LAN), Getz

(GET), Crosson and Dotson (CD), Thwaites (THW), Pine Island (PI), Cosgrove

(COS), Abbot (ABB), Venable (VEN), George VI (GEO), Wordie (WOR), Larsen

B-C (LBC), Filchner-Ronne (FRIS), Brunt and Riiser-Larsen (BRL), and Jelbart

and Fimbul (JF).

time in the simulations performed for this study, and set up accordingly to

recent calving fluxes estimates. The main objective is to produce a model-

based estimate of a monthly climatology of iceberg meltwater fluxes, that

could be used for forcing ocean models at reduced numerical cost, and study

the impact of the icebergs on the Antarctic sea ice.

2 Improving melt water

At the time of this study, the most recent estimates of Antarctic ice shelves mass

loss are described in Rignot et al. (2013) and Depoorter et al. (2013). Both studies

are based on similar data and methods, and therefore present very similar results.

For our purpose we decided to use the results from Depoorter et al. (2013) instead

of those of ? based on the fact that the former used a more advanced ice-firn density
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Figure 2.3: Representation of the oceanic ORCA025 grid point adjacent to the ice

shelves in polar stereographic projection. Colors code are similar than in Figure

2.2.

model, the main differences between both studies..

My main contribution has been the identification in the ORCA025 grid of NEMO

of all the ice shelves and sectors defined in Depoorter et al. (2013). Figure 2.2

shows the location of the first ocean grid point adjacent to each ice shelf included

in Depoorters’s study. Figure 2.3 presents the geo-location of those points around

the Antarctic coast line. This shows that the most significant differences can be

found in the front location of Ross and Ronne-Filchner Ice Shelves. This is due

to the southern limit of the ORCA025 grid in order to avoid numerical problems

associated with a reduce grid size in NEMO. This issue has been recently solved

with the extended version of ORCA025 (eORCA025) which includes all the polar

regions adjacent to ice-shelf fronts

Once the location of the main ice shelves have been identified in the model grid,

the estimate of basal melt freshwater fluxes from Depoorter et al. (2013) is evenly

distributed between the grid points belonging to the same ice shelf. In addition,

based on BEDMAP2 (Fretwell et al., 2013), we have chosen a constant grounding

line depth value per ice shelf and the ice shelf draft depth per point for applying

the ice shelf parametrization of NEMO (see Appendix A).
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3 Freshwater fluxes due to icebergs

This estimation of the freshwater fluxes due to the Antarctic icebergs is described in

the study named Antarctic icebergs melt over the Southern Ocean : climatology and

impact on sea ice accepted for publication in the journal Ocean Modelling (Merino

et al., 2016).

3.1 Antarctic icebergs melt over the Southern Ocean : climatology
and impact on sea ice (Publication)
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1 Introduction

In contrast with the rapid sea ice loss observed in the Arctic, satellite observations

show a slight overall increase in SIE around Antarctica in recent decades (Comiso

and Nishio, 2008; Parkinson and Cavalieri, 2012b). The overall increase in SIE re-

sults from the integration of large regional increases and decreases in SIC around

Antarctica (Turner et al., 2009b). While the amplitude of overall trend is open to

debate, the geographical pattern of regional changes in SIC has been clearly de-

tected in satellite observations (Eisenman et al., 2014). The mechanisms driving

overall change in Antarctic sea ice and its regional pattern are also not fully under-

stood as climate models generally fail to simulate these trends in a rigorous manner

(Polvani and Smith, 2013b; Gagne et al., 2015; Turner et al., 2015a). Whether this

is indicative of a poor representation of physical processes in climate models, for

instance the modelled ice drift (Uotila et al., 2014), or reflects the fact that the

observed trend in SIE results from natural variability is still unclear.

Several model and observational studies have investigated the causes of the in-

crease in Antarctic SIE observed over recent decades. Proposed external drivers

for such change include winds, air-temperature, precipitation and freshwater forc-

ing (FWF) from Antarctica. Model experiments show that the changes in surface

winds and air temperature associated with a positive trend in the Southern Annular

Mode contribute to regional changes in Antarctic SIC with a spatial pattern similar

to the observed trends (Lefebvre et al., 2004). The role of changing winds appears

to be dominant in the regional response to changing atmospheric conditions around

Antarctica, through a combination of changes in wind-driven advection of sea ice

and wind-driven thermodynamic changes (Holland and Kwok, 2012b; Fan et al.,

2014; Holland et al., 2014). However, changes in winds do not appear to quantita-

tively account for all the changes observed in SIE (Liu et al., 2004; Fan et al., 2014).

Changes in Antarctic SIE may also involve ice-ocean feedback (Zhang, 2007; Goosse
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and Zunz, 2014b) and ice-atmosphere feedback (Stammerjohn et al., 2008b).

It has also been suggested that the increase in Antarctic SIE may be due in

part to changes in freshwater release from the Antarctic Ice sheet (AIS) (Bintanja

et al., 2013; Swart and Fyfe, 2013). This hypothesis is consistent with the observed

acceleration of the mass loss from the AIS (Shepherd et al., 2012; Rignot et al.,

2008). The oceanic response mechanism involves freshwater-induced changes in

ocean surface stratification and convection regimes (Marsland and Wolff, 2001).

However, to date, there is no quantitative agreement among existing model studies

regarding the impact of the accelerated mass loss from the AIS on Antarctic sea

ice. This discrepancy is arguably due to the different and crude representations of

freshwater forcing from AIS in ocean models.

The oceanic freshwater forcing from AIS combines the contributions of basal

melt in ice-shelf cavities around Antarctica and freshwater fluxes due to melting

icebergs over the Southern Ocean. While the input of freshwater due to basal melt

occurs at the base of each ice-shelf, icebergs are calved at ice-shelf fronts and melt

progressively as they are transported northwards over the Southern Ocean. Reliable

estimates of present-day sub ice-shelf melt and calving rates are now available for

each ice-shelf (Depoorter et al., 2013; Rignot et al., 2013). However, the redistri-

bution of iceberg mass over the Southern Ocean remains imperfectly constrained,

so that ocean model studies differ in their representation of iceberg melt over the

Southern Ocean (Bintanja et al., 2013; Swart and Fyfe, 2013; van den Berk and

Drijfhout, 2014).

Over the last decade, observations of iceberg distribution and melt rate have

mostly been limited to the tracking of large tabular icebergs (i.e. longer than 18

km Silva et al., 2006). Recent methods based on radar altimetry make it possible

to estimate the distribution of the annual mean volume of icebergs and the annual

mean melt rates associated with smaller icebergs (up to about 3 km in length Tour-

nadre J., 2015). However, accurate estimates of the seasonal and spatial distribution

of iceberg melt rates are still not possible because it would require tracking individ-

ual icebergs to determine where freshwater release actually occurs. In addition, the

altimeter detection of icebergs is limited to sea ice free water and by constraints due

to satellite orbits over the southernmost latitudes. Alternatively, explicit iceberg

models based on a Lagrangian representation of collections of icebergs have also

been proposed as an alternative for estimating freshwater releases from icebergs

over the Southern Ocean (Bigg et al., 1997; Gladstone et al., 2001). A widely used

climatology of Antarctic iceberg freshwater fluxes, proposed by Silva et al. (2006),

combines observations of large tabular icebergs and modelling of small icebergs.

Several Lagrangian iceberg models have recently been coupled with ocean cir-

culation models at various grid resolutions (Martin and Adcroft, 2010; Jongma

et al., 2009; Marsh et al., 2015b). These models, however, do not yet use the most

up-to-date estimates of calving rates (Depoorter et al., 2013; Rignot et al., 2013).

Moreover, modelled iceberg distributions have not yet been systematically com-

pared with observations from radar altimetry. Tournadre et al. (2012) also suggest

that existing models might not be able to adequately represent iceberg trajectories
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across Southern Ocean subpolar gyres (especially in the Weddell Gyre). This may

be due to biases in current Lagrangian iceberg models, which are driven by ocean

surface fields, or to the coarse resolution of most ocean circulation models coupled

with iceberg models.

In this paper, we propose a model-based estimate of iceberg melt over the South-

ern Ocean and study the impact of iceberg melt on ocean surface properties and

sea ice. The estimate is obtained with an improved version of a Lagrangian iceberg

model coupled with an eddy-permitting ocean-sea ice model, using the most recent

input calving rates based on glaciological studies. The modelled iceberg distribution

is shown to compare favourably with observations in most of the Southern Ocean

sectors. We show the strong seasonality of iceberg freshwater releases over the

Southern Ocean and discuss its impact on Antarctic sea ice. We further show that

the impact of icebergs on Antarctic sea ice can be reproduced, to a large extent, by

forcing the ocean-sea ice model with a climatological iceberg freshwater flux (pro-

vided as Supplementary Material). The methods are described in section 2. The

modelled distribution of icebergs is presented and compared with observations in

section 3. The impact of iceberg freshwater release on sea ice is discussed in section

4. Finally, section 5 draws conclusions and discusses the proposed climatology of

iceberg freshwater fluxes.

2 Material and methods

The distribution of freshwater fluxes due to icebergs is estimated here with an

interactive ocean/sea ice/iceberg model forced with recent estimates of Antarctic

freshwater forcing. In this section we describe the details of the model set up and

the different datasets used to perform this work.

2.1 Ocean/sea ice model configuration

The ocean simulation is based on NEMO v 3.5 (Madec, 2014). The model configura-

tion uses a 0.25-degree resolution grid (ORCA025) with 75 vertical levels developed

and maintained by the DRAKKAR group. Ice-shelf cavities are not explicitly repre-

sented in the model, but ice-shelf meltwater is prescribed (see section 3). The ocean

component is coupled with the LIM2 sea ice model (Fichefet and Morales Maqueda,

1997) and the NEMO iceberg module (see section 3 Marsh et al., 2015b). The ocean

model is forced by using core bulk formulae with a climatological repeated-year at-

mospheric forcing based on ERA-Interim (Dee et al., 2011b). The climatological

repeated-year forcing is constructed following the same approach as Grégorio et al.

(2015) itself based on Penduff et al. (2011). This forcing is built by computing 365

ERA-Interim daily averages for the period 1979-2011. The resulting atmospherical

forcing is composed of the daily averages of precipitations, runoff, cloud cover, long

and short wave radiation, 10 meters winds, temperature and air humidity. In addi-

tion quadratic contributions are added to air-sea fluxes in order to account for the

contribution of non-linear high frequency correlations in bulk formulae. A sea sur-
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face salinity restoring towards NODC WOA94 data, with a piston velocity (Griffies

et al., 2009) of 50 m/300 days, is applied, except at the first coastal grid points.

This is commonly practised in stand-alone ocean/sea ice DRAKKAR simulations

in order to not affect the total coastal runoff in the simulations.

2.2 Standard NEMO-ICB and new features in NEMO-ICB

The ocean component is coupled with the NEMO-ICB iceberg module (Marsh et al.,

2015b). It describes the evolution of an ensemble of Lagrangian particles. Each La-

grangian particle is meant to represent a collection of one or several icebergs. Each

collection of icebergs belongs to one of the ten different size categories of the statis-

tical distribution based on ship observations proposed by Gladstone et al. (2001).

By simplicity, a constant upper bound of 250 m is considered for all the ice shelves

in this study, consistently with Martin and Adcroft (2010) and Marsh et al. (2015b).

This upper bound corresponds to the typical thickness of ice-shelves at their calv-

ing front. NEMO-ICB considers a fixed number of source points with constant in

time iceberg production rate for each individual source location. The dynamics

and thermodynamics of each collection of icebergs are prescribed according to the

procedure used by Marsh et al. (2015b), which mostly follows Martin and Adcroft

(2010). Freshwater fluxes to the ocean model are calculated at each time-step from

the iceberg melt rate and injected at the ocean surface. However, in the present

version of NEMO-ICB, heat fluxes from icebergs are not applied to the ocean model:

neither sensible heat fluxes due to iceberg-ocean temperature difference, nor latent

heat of fusion when melting are taken into account.

As is common in iceberg models, the model only describes the evolution of

small icebergs (up to 2.2km in length). This choice is supported by the findings of

Tournadre et al. (2015) indicating that the melting of large icebergs provides only

a marginal contribution to total iceberg freshwater fluxes.

2.2.1 NEMO-ICB module modifications

Unlike previous versions of Lagrangian iceberg models (Bigg et al., 1997; Gladstone

et al., 2001; Martin and Adcroft, 2010), the model used here (NEMO-ICB module,

including the modifications described in section 4 of Marsh et al., 2015b) takes into

account the influence of the vertical profiles of ocean currents and temperatures

instead of only considering the SST and surface ocean velocities, and considers a

parametrised interaction with shallow bathymetry. Those modifications (firstly im-

plemented for this work) are described in this section and are found to significantly

improve the representation of iceberg trajectories across Southern Ocean subpolar

gyres (see section 3).

The first modification introduced in NEMO-ICB is the vertical integration of

ocean currents that takes into account the drag exerted by the entire ocean column

in contact with the iceberg, instead of the drag exerted by the ocean surface. This

modification allows in particular to take into account the change in the orientation
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Figure 2.4: Modelled ocean temperatures of the last year of a 20-years ORCA025

simulation coupled with the NEMO-ICB module. (a) Sea Surface Temperature. (b)

Averaged temperature over the first 150 m from the surface.

of wind driven currents with depth in the Ekman layer, which is approximately 100

m deep in the Southern Ocean (Lenn and Chereskin, 2009).

The second modification is the computation of melt rates using ocean temper-

atures at varying depths, thus taking into account the strong vertical temperature

gradients in summer in the upper Southern Ocean. Modelled icebergs, according

to observations, can be up to 250 m thick (Gladstone et al., 2001) and the ocean

temperature profiles across the pycnocline in summer can be remarkably abrupt in

shallow mixed layers. As shown in Figure 2.4, surface temperatures and first depth

averaged temperatures over 0-150m can differ significantly in some regions.

The last modification introduced in this work is the parametrization of iceberg

interaction with bathymetry. With the inclusion of the vertical integration of the

ocean currents, the interaction of thick icebergs with shallow bathymetry needs to

be explicitly taken into account. This is because, accounting for the ocean drag is

needed when a thick iceberg crosses a shallow bathymetry grid cell. We choose not

to stop icebergs in shallow regions because the subgrid scale bathymetry probably

matters more than the model bathymetry. Nonetheless, we calculate the vertically-

averaged velocity over the entire iceberg thickness, with zero velocities at depth

where the iceberg is deeper than the model bathymetry, so icebergs are slowed

in shallow regions (see equation 1 in Appendix). By including this interaction in

the model, thick icebergs tend to stay longer in specific coastal regions instead

of escaping northwards as it happened in previous versions of the iceberg model.

This overall behaviour is in better agreement with observations which indicate the

existence of regions with high iceberg presence due to the grounding of thick ones

(Jacka and Giles, 2007).
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Figure 2.5: Examples of trajectories of modelled icebergs. (a) Trajectories of 73m-

thick icebergs of class number 2 with their corresponding sources points (see Sup-

plementary Material); (b) Trajectories of 133m-thick icebergs of class number 3

and the name of relevant sectors. Red dots correspond to trajectories only consid-

ering the drag exerted by the ocean surface, and blue dots correspond to icebergs

considering the vertical integrated ocean drag.

2.2.2 Impact of vertical shear on simulated iceberg trajectories

As described in section 3 the iceberg model used in this study considers ocean

currents averaged over the thickness of each iceberg in the drag formulation, instead

of the ocean surface currents as commonly applied in previous iceberg modelling

studies.

Figure 2.5 shows the sensitivity to this modification for individual iceberg tra-

jectories departing from different locations and for two different size classes. Ice-

bergs of category #1 and #2 (40m and 67m thickness respectively, Gladstone et al.

(2001)) are thinner than the typical thickness of the Ekman layer and are therefore

not significantly affected by the modification in NEMO-ICB (Figure 2.5-a). By

contrast, larger and thicker icebergs can only cross the Weddell, Ross, and Amery

Seas if the vertical integration of ocean velocities is included in NEMO-ICB (Figure

2.5-b). Icebergs following the Antarctic Coastal Current are more likely to escape

before reaching the Antarctic Peninsula and to the north of the Weddell Sea. Con-

sequently, our modification leads to a reduced presence of modelled icebergs in

the Atlantic sector, and contributes to better distribute the iceberg mass between

Atlantic, Indian and Pacific sectors.

2.3 Observation-based calving and meltwater input fluxes

The recent estimate of Antarctic freshwater forcing from Depoorter et al. (2013)

is used in our simulations. Depoorter et al. (2013) provide calving rates and basal

melt fluxes for 31 ice-shelves around Antarctica. The total observed mass loss from

Antarctica is completed with an additional residual flux for each Southern Ocean
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sector. Both the calving rates and the basal melt rates are in good agreement with

another recent observational study (Rignot et al., 2013).

These recent estimates provide a major improvement over the Antarctic fresh-

water forcings used in previous studies (eg. van den Berk and Drijfhout, 2014).

Indeed, the most recent estimates (Depoorter et al., 2013; Rignot et al., 2013) ac-

count for the observed changes in ice-shelf thickness and surface mass balance, in

contrast with earlier studies (eg. Rignot and Jacobs, 2002). In addition, improved

techniques for grounding line detection, thickness measurements and firn model cor-

rections have been applied to the treatment of the most recent data (between 1994

and 2009) (Depoorter et al., 2013).

Basal melt underneath ice-shelves is prescribed as coastal run-off in our simu-

lation set-up. Following Depoorter et al. (2013), it accounts for 1454 Gt/yr and

is distributed at the ice-shelf fronts. The corresponding freshwater flux is applied

at ocean grid points lying at the front of each ice-shelf and spread vertically be-

tween the base of the calving front and the minimum between the grounding line

depth and the bathymetry at the calving front. The 1350 Gt/yr of calving fluxes

estimated in Depoorter et al. (2013) are used as input for the NEMO-ICB module.

The iceberg model then generates icebergs, which eventually distribute freshwater

at the ocean surface when they melt. Calving rates are kept constant over time and

their spatial distribution follows Depoorter et al. (2013). The distribution of source

points for iceberg calving is provided in Supplementary Material.

2.4 Model experiments

Three experiments based on the described model set up have been run in this work.

The iceberg test run (hereafter referred to as ICBT) uses the ocean/sea ice model

configuration coupled with the iceberg model described above in section 3 in a 20-

year simulation. The ICBT simulation initial state is free of icebergs. The first 9

years of ICBT simulation correspond to the spin-up required for the iceberg model.

In steady state after the spin-up, the calving mass input matches the melted ice-

berg mass. In contrast, in the control run (hereafter CTR), the iceberg model

is switched off, and consequently, the ocean/sea ice model does not include any

flux from icebergs. CTR is computed for 14 years, that correspond to 9 years of

spin-up and 5 years for results comparison with ICBT results. Considering the con-

stant climatological atmospheric forcing applied, the reduced ocean/sea ice model

variability allows 5-years means comparisons between both simulations. An extra

simulation of 14 years (hereafter CLIM) was performed without the iceberg model

but including, as an external forcing, a monthly climatology of iceberg freshwater

flux. This climatology (available in Supplementary Material) has been computed

from the monthly means of the ICBT simulation (see section 3)
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Figure 2.6: Sea ice concentration means for: (a) Summer in model results, (b)

summer from observations, (c) winter in model results, and (d) winter from obser-

vations. Summer means include months from October to March. Winter means

includes months from April to September. Model results correspond to ICBT (sim-

ulation with explicit icebergs) monthly means of the first 5 years after the 9-year

spin up. Observations correspond to the National Snow and Ice Data Center (NS-

DIC) (Peng et al., 2013) sea ice concentration climatology of the period 1979-2010.

Concentrations lower than 10% are not show.

3 Model evaluation

3.1 Ocean/sea ice model

Figure 2.6 shows the comparison of the modelled sea ice with observations. Mod-

elled SIC is computed from monthly means of ICBT simulation after spin-up. Ob-

servations of sea ice concentration come from NSDIC monthly means for the period

1979-2010. Summer means includes the months from October to March, and winter

means include months from April to September. ICBT simulation presents more

sea ice concentration than observations in the Bellingshausen Sea in both summer

and winter seasons. In summer, sea ice concentration gradients are overall stronger

in the model. Besides, simulated summer sea ice is more concentrated in coastal

regions of the Atlantic and East Indian sectors and less concentrated in Ross Sea.

The choice of comparing 5-years sea ice means between the different simulations
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Figure 2.7: Standard deviation of the yearly mean

sea ice concentration for the first 5 years after the 9-year spin up of ICBT

(simulation with explicit icebergs).

(see section 3) is supported by the Figure 2.7. It shows the standard deviation of

the sea ice concentration for the 5-year period after the 9-years spin-up of the ICBT

simulation. As shown in Figure 2.7, the inter annual variability of the sea ice for

ICBT simulation is mostly negligible. Large standard deviations are obtained near

sea ice margins where year to year variability in SIC is expected to be large.

3.2 Iceberg model

3.2.1 On the model-observations comparison of iceberg presence

Iceberg model results are compared to ALTIBERG database (Tournadre J., 2015).

This database uses the method described in Tournadre et al. (2012) applied to

Jason-I and 9 other satellites covering various time periods from 1992 to 2014. The

database provides a single estimate of iceberg volume per grid cell for icebergs of

0.1 to 3 km in length. It is based on the assumption of a constant iceberg thickness

of 247 m. Our study divides this volume by the thickness (247 m) to obtain the

area covered by icebergs in each grid cell. Taking into account grid cell area, we can

compute the ratio between the surface covered by icebergs and the ocean surface.

This can also be understood as the probability of detecting an iceberg of 0.1 to 3

km in length in a grid cell. A similar estimation can be made from model results.

The total area covered by modelled icebergs is integrated over the same grid as the

observations and averaged over a year.

Satellite detection of icebergs with radar altimetry is limited by the presence

of sea ice. Icebergs can only be detected in sea ice free water and the comparison

in regions with high annual sea ice concentration needs to be carefully considered.

In order to highlight those sectors, we decided to mask in Figure 2.8 the regions
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Figure 2.8: Probability of iceberg detection in a 100 km x 100 km grid cell during a

year. (a) Observations from ALTIBERG database (Tournadre J., 2015), (b) Model

results. Points where annual mean sea ice cover is larger than 40% are shaded.

with sea ice concentration greater than 40%, consistently with the ALTIBERG

data treatment. We use observations of mean sea ice cover provided by the NSIDC

(Peng et al., 2013) instead of our modelled sea ice concentrations, so as to be more

consistent with ALTIBERG detections.

The quantitative comparison of modelled and observed icebergs should be con-

sidered with caution because of the specificities of iceberg detections and model

settings. On the observation side, the method of Tournadre et al. (2012) only de-

tects small icebergs of up to 3 km in length. Therefore a significant fraction of the

total volume of icebergs, corresponding to icebergs longer than 3 km, is not directly

observed with radar altimetry. On the model side, the distribution of iceberg class

sizes, which follows Gladstone et al. (2001), assumes that the total annual volume

of icebergs is distributed in iceberg classes of up to 2.2km in length. Given that the

thickness of icebergs depends on the category, the model probably overestimates

the area covered by small icebergs.

3.2.2 Qualitative model-observations comparison

Figure 2.8 compares the iceberg distribution in the model with observations from

the ALTIBERG database (Tournadre J., 2015). It shows the probability of detect-

ing an iceberg in a grid cell of 100 km x 100 km over a year following the method

described in section 3. To our knowledge, this is the first qualitative comparison be-

tween an iceberg model and the distribution of small icebergs estimated from radar

altimetry observations. Patterns of the probability of iceberg presence is overall well

reproduced by the model. Indeed, the model correctly computes highly probability

of finding icebergs in offshore branches of Antarctic subpolar gyres. The model also

reproduces the observed pattern of iceberg presence in the eastward flowing branch

of the Weddell Gyre. This pattern is consistent with the observations of Tournadre

et al. (2012) (see their Figure 16), whereas most existing iceberg models show major

discrepancies in this region (Tournadre et al., 2012). As shown in Figure 2.9, the

presence of icebergs in this region significantly increases the freshwater flux in the
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Figure 2.9: Climatology of iceberg freshwater flux over the Southern Ocean in

mm/day for (a) summer, (b) autumn, (c) winter and (d) spring seasons. The flux

is computed from 11 years of ICBT (simulation with explicit icebergs) after 9 years

of spin-up.

Atlantic sector of the Southern Ocean. The improved distribution of icebergs in

this region compared with previous studies is likely due to the depth integration of

ocean currents as discussed in section 3

Several differences between the model and observations can also be identified.

First, the model suggests a higher probability of iceberg presence in coastal re-

gions compared with observations. It should be noted that most of the iceberg

detections in those coastal sectors have been dismissed from ALTIBERG database

based on their sea ice criteria (Tournadre J., 2015). However, synthetic aperture

radar images (Wesche and Dierking, 2015) confirm the high presence of small and

medium size icebergs trapped in the Antarctic Coastal Current in the Indian and

Atlantic sectors. Second, in the model, the Weddell Sea sector presents a relatively

larger iceberg-covered area than that found in the Amery or Ross sectors, whereas

observations indicate roughly similar probabilities of iceberg presence in all three

Antarctic subpolar gyres. This might indicate that the modelled icebergs are too of-

ten trapped within the Antarctic Coastal Current. Indeed, the Antarctic Peninsula
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is the last escape route for icebergs transiting along the Antarctic Coastal Current.

Model misrepresentation of the ability of icebergs to escape coastal regions would

therefore result in an increase in iceberg presence north of Weddell Sea. This hap-

pens even if, as shown in section 3, modifications of the iceberg model used in this

study tend to decrease the number of icebergs that eventually reach the Antarctic

Peninsula. A further misrepresentation of escape routes from coastal regions in

the model could also be associated with the representation of iceberg interaction

with sea ice, firstly suggested by Lichey and Hellmer (2001), proposed by Hunke

and Comeau (2011) and observed by Schodlok et al. (2006). In addition, mesoscale

variability in the Antarctic Coastal Current is significant (Stewart and Thompson,

2015), but probably too weak in the model, which may contribute to limit the escape

of modelled icebergs from coastal regions. The model also shows a lack of icebergs

in open ocean waters of the South-East Pacific sector. This could be related to

the fact that the model only considers coastal sources of icebergs, whereas obser-

vations suggest that large icebergs, which are not represented in the model, break

into small icebergs in open ocean waters (Tournadre et al., 2015). These resulting

smaller icebergs are then transported by the ACC and reach the west Antarctic

Peninsula and the South Atlantic sectors before melting. Neglecting the formation

of small icebergs associated with the breaking of large ones is therefore likely to

contribute to discrepancies in the South-East Pacific and in the South Atlantic.

4 Results

4.1 Iceberg freshwater flux climatology

Starting from an initial state free of icebergs, the iceberg model takes about 9 years

to reach equilibrium, when iceberg melt water balances the calving flux. At model

equilibrium in ICBT run, the Southern Ocean presents a yearly mean iceberg mass

close to 3000 Gt, more than twice the iceberg mass input and the melted mass re-

leased over one year. This indicates that, on average, model icebergs are transported

for more than one year before melting. We find in particular that icebergs usually

follow the Antarctic Coastal Current for more than one year before reaching the

open ocean. This is also consistent with recent estimates of the volume of icebergs

near the coast of Antarctica (Wesche and Dierking, 2015). Icebergs eventually leave

coastal regions carried by offshore flows associated with the three Antarctic subpo-

lar gyres in the Weddell, Ross and Amery sectors (see Figure 2.8). Such iceberg

behaviour in the model is consistent with satellite observations (Tournadre et al.,

2012) and was previously reported in the eastern Weddell Sea by Schodlok et al.

(2006).

The 11-years climatological estimate of iceberg freshwater release over the South-

ern Ocean are shown in Figures 6 and 7. This estimate confirms that iceberg melt

over the Southern Ocean is very heterogeneous. For instance, since most of the

iceberg mass is concentrated in the Weddell Sea sector, this is where most of the

freshwater release occurs. In contrast, iceberg freshwater release appears to be rel-
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Figure 2.10: Spatial and monthly Integration of the iceberg freshwater fluxes per

Southern Ocean sector. Dashed lines correspond to annual means. Red, green, blue

and black lines correspond to Atlantic, Indian, Pacific and global sectors respec-

tively.

atively limited in the Bellingshausen Sea, west of the Antarctic Peninsula, most

probably because this region is not fed by icebergs flowing from upstream sources

along the Antarctic Coastal Current. Our estimate also confirms that iceberg melt

exhibits strong seasonality over the Southern Ocean, as suggested by Tournadre

et al. (2012) and shown in Figure 2.10. The freshwater flux is indeed usually below

the annual mean value for more than two thirds of the year, with about 43% of

annual fresh-water release occurring from December to February. The strongest

seasonality is observed in the Ross Sea and Amundsen Sea sectors in the Pacific,

where January and February account for almost half of the net annual freshwa-

ter flux. Surprisingly, the seasonality of the freshwater flux in the Indian sector is

slightly delayed as compared to other regions, with a maximum flux occurring in

February and relatively weak fluxes in December and January.

4.2 Sensitivity of sea ice to icebergs

Figure 2.11 shows the differences in annual mean sea ice concentration and thickness

for ICBT and CTR simulations. It considers the first 5 years after the 9 years of

spin up. It reveals that the freshwater release due to icebergs increases sea ice

concentration and thickness over most of the Southern Ocean with the exception

of the Bellingshausen Sea. Those results are discussed in section 3. The sea ice

volume seasonal cycles of both ICBT and CTR simulations are compared in Figure

2.12. As shown in Figure 2.12, both simulations present a very similar minimum

of sea ice volume with remarkable differences in their maximum in most of the

Southern Ocean sectors. In addition, there is no shift between the sea ice cycle of

both simulations, so the maximum and the minimum happen at the same time of

the year for all the analysed sectors. Overall, iceberg freshwater release therefore

increases the amplitude of the seasonal cycle of sea ice with larger net production

and sea ice melting. These changes lead to an increase of 10% in the annual mean

sea ice volume. However, in terms of relative quantities, the largest relative global
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Figure 2.11: (a) Anomalous sea ice concentration in ICBT (simulation with explicit

icebergs) versus CTR (simulation without icebergs fluxes).. (b) Anomalous sea ice

thickness in ICBT versus CTR.. Results are computed from sea ice monthly means

obtained for the first 5 years of simulations after the 9-years spin-up.

difference between ICBT and CTR occurs in mid-April, at the beginning of the sea

ice production period, with a 14.3% larger sea ice volume with icebergs (ICBT). In

summer, when sea ice volume is at a minimum, it is 10% larger with icebergs (sea

ice extent is 13.5% larger). In winter, when sea ice volume reaches a maximum, it

is 8.3% larger with icebergs (sea ice extent is only 2.5% larger). Overall, iceberg

freshwater release therefore increases the amplitude of the seasonal cycle of sea ice

volume with larger net production and the melting of sea ice.

The CLIM experiment (see section 3) was performed to study the ability of the

ocean model to account for the iceberg freshwater fluxes with a reduced CPU cost

as compared to ICBT simulation. For instance, the first year after spin-up takes

47% less CPU time for CLIM than for ICBT. Figure 2.13 shows the difference in

annual mean sea ice concentration and thickness for ICBT and CLIM simulations.

It considers the first 5 years after 9 years of spin up. This result reveals strong

similarities in the solution obtained when an external forcing is applied at the ocean

surface instead of explicitly solving the icebergs dynamics and thermodynamics.

This result shows that most of the impact on the sea ice can be captured with

the inexpensive approach applied for the CLIM simulation. Differences obtained

in most of the Southern Ocean are indeed negligible compared to the differences

between ICBT and CTR simulations (see Figure 2.11).

5 Discussion of the impact of icebergs on sea ice and ocean surface

Freshwater fluxes at the ocean surface directly affect surface salinity, ocean strat-

ification and mixed layer depth through changes in bouyancy fluxes at the ocean

surface. These changes in surface properties can also indirectly affect sea surface

temperature (SST) and sea ice cover (as it is shown in section 3). Two impor-

tant mechanisms can be expected to play a role in the response of Antarctic sea

ice to iceberg freshwater release. Firstly, during fall and winter months, when the
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Figure 2.12: Climatological seasonal cycles of sea ice volume in ICBT (simulation

with explicit icebergs) (solid line) and CTR (simulation without icebergs fluxes)

(dashed line), for all the Southern Ocean, Atlantic, Pacific, Indian and Belling-

shausen Sea sectors respectively.

Figure 2.13: (a) Anomalous sea ice concentration in ICBT (simulation with explicit

icebergs) versus CLIM (simulation forced with icebergs fluxes) . (b) Anomalous sea

ice thickness in ICBT versus CLIM. Results are computed from sea ice monthly

means obtained for the first 5 years of simulations after the 9-years spin-up.
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atmosphere extracts heat from the ocean, a freshening of ocean surfaces enhances

thermohaline stratification, thereby weakening the rate of convective overturning

and therefore the supply of heat to the surface layers from deeper layers. This leads

to an increase in net sea ice production because the heat supply from the deep ocean

no longer limits sea ice production (Marsland and Wolff, 2001). Secondly, a fresh-

ening of the ocean surface also contributes to create shallower mixed layers, thus

decreasing the effective heat capacity of ocean surface layers. Ocean surface layers

are then more sensitive to air-sea heat fluxes. Under a positive air-sea downward

heat flux (e.g. during the melting season), the ocean surface receives more heat,

thereby accelerating sea ice melt. Increased sea ice production with icebergs over

most of the Southern Ocean is consistent with the mechanism involving the reduc-

tion of convective overturning in winter described by Marsland and Wolff (2001).

For instance, iceberg freshwater release significantly reduces convective overturning

in the Weddell Sea, delaying the seasonal opening of Maud Rise Polynia and in-

creasing annual mean sea ice cover in this region. In addition, the model indicates

that summer mixed layers (not shown) are shallower with icebergs, consistently

with a reduction in the effective heat capacity of ocean surface layers. One could

expect that the reduction in heat capacity in ICBT simulation would drive a sur-

face warming during summer as compared to CTR simulation. On the contrary,

model SST in the seasonal ice zone are usually considerably colder (0.5-1◦C) with

icebergs (see Figure 2.14). This is probably related to the difference in winter sea

ice concentration and thickness between ICBT and CTR, Changes in winter sea

ice concentration and thickness may cool the SST by two mechanisms: Firstly, the

extra insulation exerted by the thicker or more concentrated sea ice layer may re-

duce the net heat flux received by the ocean surface layer in spring and summer.

Secondly, larger latent heat fluxes are required to melt the extra sea ice volume of

the ICBT simulation. Both mechanisms seem to notably compensate the effect of

changes in heat capacity.

As noted above, modelled iceberg melt is relatively limited in the Bellingshausen

Sea west of the Antarctic Peninsula, but the response of the modelled sea ice to this

extra freshwater is significant and somewhat unexpected. In contrast with most of

the Southern Ocean, sea ice tends to be thinner with icebergs in this region while

sea ice concentration is essentially unchanged (see Figure 2.11). In addition, SSTs

are found to be significantly warmer in summer upstream of the Bellingshausen Sea

along the Antarctic Peninsula (see Figure 2.14). This suggests that the equilibrium

state reached after spin-up in the Bellingshausen Sea may be affected by changes in

heat transport by the Antarctic Coastal Current. In the model, the lateral supply

of warmer water may affect the formation of sea ice in the Bellingshausen Sea so

that the ocean/sea ice system eventually reaches an equilibrium state with thinner

sea ice over the entire annual cycle. What drives the warming of surface layers

upstream is not clear yet, but this warming could be associated with changes in

effective heat capacity of ocean surface layers in coastal regions along the Antarctic

Peninsula. Other processes in the model, as for instance changes in the convective

supply of heat to the surface could also contribute to the unexpected response of
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Figure 2.14: Mean sea surface temperature difference between ICBT (simulation

with explicit icebergs) and CTR (simulation without icebergs fluxes) simulations

averaged over January, February and March of the first five years of the simulation

after spin-up. This plot shows the cold temperature anomaly in the seasonal ice

zone in the Weddell and the warm temperature anomaly west of the Antarctic

Peninsula.

simulated sea ice properties in the Bellingshausen Sea. But further analysis would

be needed to disentangle the mechanisms involved. In conclusion, the response in

terms of modelled sea ice volume in the Bellingshausen Sea illustrates how icebergs

can affect ocean surface properties through a range of physical processes. Indeed,

the Bellingshausen sector presents the only discrepancies between ICBT and CLIM

simulations (see Figure 2.13). The forced simulation (CLIM) produces even thinner

sea ice than ICBT and CTR. The three simulations notably differ in their sea ice

thickness solution in the Bellingshausen sector. However, the icebergs fluxes in the

sector seems to be weaker than what the observations suggests (see Figure 2.8), and

the discussed mechanism producing sea ice thinning should not be considered as a

realistic climate feature in the sector. Instead, the Bellingshausen Sea in the model

is an example which illustrates how, under specific conditions, the way icebergs

fluxes are represented in the ocean models may be crucial to model sea ice.

6 Conclusions

In this paper, we have studied the climatological distribution of iceberg melt over the

Southern Ocean and its impact on Antarctic sea ice and ocean surface properties. To

do this, we have used a Lagrangian iceberg model (Marsh et al., 2015b) coupled with

a global, eddy-permitting ocean sea ice model configuration (NEMO-ORCA025).

The Lagrangian iceberg model has been modified in order to explicitly take into
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account the influence of ocean current and temperature vertical profiles. Ocean

currents integrated along the iceberg vertical profile are shown to notably impact

the trajectories of icebergs crossing the subpolar gyres in the Ross, Amery and

Weddell Seas. The model is forced with recent estimates of calving rates and melt

rates for the Antarctica Ice Sheet (Depoorter et al., 2013).

The distribution of Antarctic icebergs in the model is shown to be broadly

consistent with satellite observations of small icebergs from radar altimetry. We

have presented the first comparison of the probability of iceberg detection obtained

from radar altimetry with that from an iceberg model. This comparison makes it

possible to identify limitations of current Lagrangian iceberg models

For instance, modelled icebergs seem to be too confined in the Antarctic Counter

Current, which impacts the equatorward transport of icebergs through the Ross

and Amery subpolar gyres. In addition, modelled iceberg trajectories seem too

short in the model, especially in the Pacific sector where observations suggest that

iceberg are transported further east. Improving the representation of icebergs/sea

ice interaction may also improve simulation results, either by producing more export

of icebergs out of the Antarctic Counter Current following the drift of the sea ice

pack, or by fastening iceberg close to coast within fast sea ice. Additionally, a higher

ocean model resolution and the representation of the synoptic component of the

wind forcing could help icebergs escaping the Antarctic Counter Current. Finally,

accounting for small icebergs associated with the fracturing of large tabular, could

result in trajectories extending further east and might lead to a better agreement

between the model and the altimetry observations. This could be reproduced in the

model by adding offshore calving sources in the model according to a probabilistic

estimation of the tabular iceberg fracturing.

Iceberg melt over the Southern Ocean is found to show a significant seasonality

and to be mostly concentrated in offshore flowing branches of Antarctic subpolar

gyres. A large fraction of the total iceberg melt is found to occur in the South

Atlantic sector of the Southern Ocean. The freshwater release is found to be strongly

seasonal in the Ross Sea and the Amundsen Sea where almost half of the freshwater

release occurs in January and February. The monthly climatology of iceberg melt

over the Southern Ocean is provided as Supplementary Material.

Iceberg melt is shown to substantially increase sea ice concentration and thick-

ness over most of the Southern Ocean, except in the Bellingshausen Sea where

iceberg melt decreases sea ice thickness in the model. As suggested by previous

studies, in most of the Southern Ocean, iceberg melt increases sea ice production

in autumn and winter because it reduces convective overturning, thus limiting the

heat supply from the deep ocean to the surface. In contrast, iceberg melt results

in thinner sea ice in the Bellingshausen Sea, probably because of the advection of

warmer waters flowing along the Antarctic Coastal Current.

The extra computational cost of running an explicit iceberg model can be drasti-

cally reduced by forcing the ocean model with a monthly climatology of iceberg melt.

Figure 2.13 shows that this inexpensive simulation strategy succeeds in capturing

the essential aspects of the response of sea ice to freshwater release in a climatolog-
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ical forced ocean simulation. Whether this result still holds with an inter-annually

varying atmospheric forcing needs to be further investigated. Such a forcing strat-

egy could arguably be adopted for forced ocean simulations and possibly adapted to

climate models. For climate simulations, latent heat exchanges due to iceberg melt

would need to be recalculated from the freshwater fluxes in order for the model to

conserve energy.

Appendix: Modified equations of the NEMO-ICB La-

grangian iceberg model

Interested reader may refer to Martin and Adcroft (2010) for a thorough description

of the dynamics and thermodynamics of the iceberg model. We only describe here

our modifications and the corresponding changes in the original model equations.

The parametrized dynamics of the iceberg model from Martin and Adcroft

(2010) which are based on Bigg et al. (1997), depend on the sea surface velocity. In

this work we consider the following depth-integrated ocean velocity:

~vm =

∫ 0
−min(Hbat,Hicb)

~vo(h)dh

Hicb
(2.1)

where Hbat is the bathymetry depth at the grid point, Hicb is the submerged part

of the iceberg thickness, dh is the differential of depth, ~vo(h) is the ocean velocity

depending on the depth and ~vm(h) is the resulting depth-integrated ocean velocity.

Our version of NEMO-ICB model uses the equations A.2a A.2b and A.2c from

Martin and Adcroft (2010) applying ~vm(h) instead of the sea surface velocity.

We also modify the equations of the parametrization of basal turbulence and

buoyant convection melt rates (see equations A.7 and A.9 from Martin and Adcroft

(2010)) as follows:

Mb = 0.58|~v − ~vb|
0.8 T̃b − T̃

L0.2
(2.2)

with ~vb = ~vbat and T̃b = T̃bat whenever Hicb > Hbat, where ~v is the iceberg velocity,

~vb is the velocity of the ocean at the base of the iceberg, ~vbat is the bottom ocean

velocity (i.e. at sea floor depth), T̃b is the ocean temperature at the base of the

iceberg, T̃bat is the bottom ocean temperature, L is the iceberg horizontal length,

and Mb is the resulting basal turbulence melt rate.

Finally, the buoyant convection melt rate is integrated over the depth of the

iceberg as follows:

Mv =

∫ 0

−Hicb

(7.62 × 10−3T̃o(h) + 1.29 × 10−3T̃ 2
o (h))dh (2.3)

with T̃o(h) = T̃bat whenever h > Hbat, where T̃o(h) is the ocean temperature at

depth h and Mv is the resulting buoyant convection melt rate.
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Supplementary Files

Supplementary file Iceberg-Source-Points-Merino.xls: Distribution of iceberg source

points along the model coastline. The table provides the longitude, latitude and

calving rate (in Gt/year) corresponding to each iceberg source point of the iceberg

model. Calving rates for each ice-shelf and oceanic sector are extracted from De-

poorter et al. (2013) and distributed along the corresponding ice-shelf and sector

coastline on NEMO ORCA025 grid. This table can be founded in the Appendix B

Supplementary file Iceberg-Climatology-Merino.nc: Monthly climatology of ice-

berg meltwater flux. Monthly means are computed using the last 11 years of ICBT

(simulation without icebergs fluxes) after the spin-up period. The NetCDF file

contains the longitude, the latitude and the freshwater flux for each grid cell and

month.
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1 Introduction

One of the lines of development of the next generation of Global Climate Models

(GCMs) is the inclusion of ice sheet models interacting with the ocean component

(Stocker et al., 2013; Prinn, 2013; Jones and Sellar, 2016). This inclusion aims

at better representing in the ocean model the freshwater and heat fluxes from the

changing ice sheets and the subsequent sea level rise. So far, most Earth-System-

Model do not include ice sheet dynamics. As a consequence, they can not account

for the glacier acceleration and the related increase in the ice discharged to the

ocean. This has been suggested to partially explain why GCMs fails in reproducing

the observed trends in sea ice extent in Antarctica (Shu et al., 2015). It is not

clear yet if the lack of representation of the observed ice discharge acceleration from

Antarctic Ice Sheet could contribute to the observed trends in sea ice or not. First,

we do not know how the ocean model components of the GCMs would response

to realistic perturbation in the glacial freshwater fluxes from Antarctica. Second,

we do not know how those perturbations of the Antarctic glacial freshwater fluxes

have contributed to the observed trends in the Antarctic sea ice. Recent works have

studied these questions with contrasting conclusions (Bintanja et al., 2013; Swart

and Fyfe, 2013; Pauling et al., 2016). None of these studies were able to reproduce

the magnitude and the spatial pattern of the observed trends in sea ice in response

to glacial freshwater perturbations. However, the ocean model simulations were

forced with a very simplistic description of the spatial and seasonal distribution of

the glacial freshwater fluxes.

This chapter aims at responding to both questions, the ability of a global ocean

model in responding to perturbations in the glacial freshwater forcing, and the
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response of the Antarctic sea ice to a realistic decadal-scale perturbation of the

glacial freshwater forcing. To do so, a set of experiments using an atmospheric-

forced global eddy-permitting ocean model have been designed and performed in

order to study the model sensitivity to glacial freshwater forcing perturbations cor-

responding to recent decades. In contrast to previous studies (Bintanja et al., 2013;

Swart and Fyfe, 2013; Pauling et al., 2016), state-of-the-art of glaciological esti-

mates and iceberg modeling have been used in order to produce a realistic spatial

and seasonal distribution of the Antarctic freshwater fluxes as described in Chapter

2 of this thesis. A second freshwater fluxes scenario has been designed constrained

by other glaciological estimates accounting for the decadal-long Antarctic regional

mass changes in order to produce a realistic decadal perturbation of the freshwa-

ter fluxes. Additionally, the ocean model is forced for 30 years with inter-annual

atmospheric forcing DFS 5.2 beginning in both 1969 and 1979 in order to compare

the response of sea ice to freshwater fluxes perturbation with the response to a

decadal-scale perturbation in the atmospheric conditions. The comparison between

the experiments are described and analyzed here in order to investigate the impact

of the current Antarctic Ice Sheet imbalance on the current sea ice variability and

give insights on the importance of including Antarctic ice sheet dynamics in the

future development of climate models.

2 Studying the impact of recent Antarctic Ice Sheet

mass discharge acceleration on the Antarctic sea ice

The method and results of this study have been submitted to Ocean Modeling and is

entitled Impact of increasing Antarctic glacial freshwater release on regional sea-ice

cover in the Southern Ocean.

2.1 Impact of increasing Antarctic glacial freshwater release on
regional sea-ice cover in the Southern Ocean
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Abstract

The sensitivity of Antarctic sea-ice to increasing glacial freshwater release into the

Southern Ocean is studied in a series of 30-year ocean/sea-ice/iceberg model sim-

ulations. Glaciological estimates of ice-shelf melting and iceberg calving are used

to better constrain the spatial distribution and magnitude of freshwater forcing

around the Southern Ocean. Two scenarios of glacial freshwater forcing have been

designed to account for a decadal perturbation in glacial freshwater release to the

Southern Ocean. For the first time, this perturbation explicitly takes into consid-

eration changes in the volume of Antarctic ice shelves, which is found to be a key

component of changes in freshwater release. In addition, glacial freshwater-induced

changes in sea ice are compared to changes induced by the decadal evolution of

atmospheric states. Our results show that, in general, the increase in glacial fresh-

water release increases Antarctic sea ice extent, but the opposite sensitivity is found

in some regions. We also note that changes in freshwater forcing may induce large

changes in sea-ice thickness, explaining about one half of the total change due to

the combination of atmospheric and freshwater changes. Our results are a strong

incentive for improving the representation of freshwater sources and their evolution

in climate models.

1 Introduction

The Southern Ocean plays a substantial role in the Earth system. For instance, it is

a significant sink for the anthropogenic origin carbon dioxide emissions (Sallée et al.,

2012) and atmospheric heat (Roemmich et al., 2015), thus mitigating global warm-

ing. In addition, Southern Ocean produces the Antarctic Bottom Water (AABW),

which is distributed into the three main oceanic basins (Atlantic, Pacific and In-

dian). The AABW, a key driver of the world’s conveyor belt of ocean currents,

affects the ventilation of the deep ocean due to its high oxygen content (Mantyla

and Reid, 1983; Orsi et al., 1999). All these processes are directly impacted by the
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Antarctic sea-ice cover, its melting and its production.

Some studies have confirmed the unexpected response of the Antarctic sea ice

cover in ongoing climate trends, ( e.g. Comiso (2010)). While the Arctic sea ice

extent (SIE) presents a statistically significant decrease of 3.8% per decade, the

Antarctic SIE presents a small but statistically significant increase of 1.2% per

decade (Comiso et al., 2011). The global increase results from the combination of

positive and negative regional trends. Even if the magnitude and the significance

of the global increase remains open to debate (Polvani and Smith, 2013a; Screen,

2011), the regional trend in sea ice concentration (SIC) has a larger consensus in

the community (Comiso et al., 2011). For instance, Ross Sea SIE has increased by

about a 5% per decade, while the Amundsen-Bellingshausen Seas sector shows a

decrease in SIE of up to 7% per decade (Turner et al., 2009a). In addition, the

trend in the number of annual ice covered days exhibits similar regional patterns:

the Southern Ocean has gained up to 3 days per year of coverage in some locations

of the Ross Sea, and has lost up to 3 days per year in sectors of the Bellingshausen

Sea (Stammerjohn et al., 2008a).

While the Artic SIE response to the climate change is strongly coupled with

global atmospheric warming (Perovich, 2011), Antarctic sea ice trends seem to re-

sult from much more complex processes. It has been suggested that observed atmo-

spheric trends in the Southern Annual Mode (SAM) index (Thompson et al., 2011)

and the Amundsen Low, which affect wind velocities, air temperature and humidity,

may partially explain the observed changes in the Antarctic sea-ice (Turner et al.,

2009a). Additionally, the coupling between SAM and the El Nino Southern Oscil-

lation (ENSO) may also contribute to the observed regional pattern of the trend

(Stammerjohn et al., 2008b). However, the amplitude of the regional trends and the

global increase in SIE does not seem to be completely explained by all the changes

of atmospheric origin (Lefebvre and Goosse, 2008). Some of the extra-atmospheric

drivers of the observed sea-ice pattern may be related to oceanic and sea-ice feed-

backs. For instance, changes in the salt rejection associated to sea ice changes and

the freshening of the ocean surface may be affecting oceanic deep heat convection

in some regions (Goosse and Zunz, 2014a; Zhang, 2007).

The observed increase in mass loss from the Antarctic ice sheet (Rignot et al.,

2011; Shepherd et al., 2012), may be contributing to salinity changes in the Southern

Ocean (Jacobs et al., 2002). Enhanced ice discharge combined with the observed

thinning of ice shelves (Pritchard et al., 2012b; Paolo et al., 2015) has increased

glacial freshwater injection into the ocean surface layer, at least since the beginning

of the 1990s (Shepherd et al., 2012). However, the increase in glacial freshwater is

not usually considered in climate models. This might be one of the reason explain-

ing why climate models have so far failed to predict trends and regional variability

in SIE. Recent studies have investigated the response of Antarctic sea ice to the

recent increase in glacial freshwater input to the ocean with a coupled model (Bin-

tanja et al., 2013; Swart and Fyfe, 2013; Pauling et al., 2016). However, they differ

in their main conclusions. In some cases, the impact of perturbations in the glacial

freshwater forcing on sea ice is very weak and not significant. In other cases, the
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response is relevant but does not match spatially the observations. This may be

due to the lack of consensus over the quantity and spatial distribution of the fresh-

water perturbation to be applied in such experiments. Indeed, most ocean models

present large differences in their freshwater forcing protocol and neglect the spa-

tial distribution of the sources. Recent ice-shelves mass balance estimates (Rignot

et al., 2013; Depoorter et al., 2013) may help better constrain both the magnitude

and the spatial distribution of glacial freshwater released into the Southern Ocean.

Furthermore, recent improvements in Lagrangian particle iceberg models (Merino

et al., 2016; Marsh et al., 2015b) may improve predictions of the distribution and

melting of the iceberg mass around the Southern Ocean. This has been shown to

affect sea ice production (Merino et al., 2016) but, as yet, it remains neglected by

most ocean models.

In our study, three numerical experiments are conducted to evaluate the impact

of the recent enhancement in glacial freshwater inputs on sea ice in the Southern

Ocean. Two different freshwater scenarios have been proposed, based on glaciologi-

cal estimates of Antarctic ice mass loss, to represent the current and pre-imbalanced

Antarctic-ocean mass exchange. Both glacial freshwater scenarios are applied to an

atmospheric forced eddy-permitting ocean-sea-ice model. An improved version of

a Lagrangian particle iceberg model is coupled with our ocean model in order to

distribute the calved mass. The two glacial freshwater scenarios are tested with the

same atmospheric conditions, corresponding to the last two decades (1990-2009).

The atmospheric forcing is additionally shifted back in time for the pre-imbalanced

glacial freshwater scenario in order to compare our results with the impact of recent

atmospheric changes on sea ice. This results in a set of three sensitivity experiments.

The three model solutions are compared in order to identify the role of the recent

increases in Antarctic mass loss in relation to recent sea-ice trends and ocean prop-

erties

2 Material and methods

2.1 Ocean/sea-ice model configuration

All the numerical experiments performed in this study share the same general model

set up. Simulations use a coupled ocean/sea-ice/iceberg model with inter-annual

atmospheric forcing. The ocean component is based on NEMO v 3.5 (Madec,

2014) with a global grid of 0.25 degrees resolution (ORCA025) developed by the

DRAKKAR group. It considers 75 vertical z-levels with partial steps. A salinity

restoring term towards NODC WOA94 data with a piston velocity of 50 m/300

days is applied annually to the ocean surface (Griffies et al., 2009). The ocean

component is coupled every timestep with the LIM2 sea-ice model (Fichefet and

Morales Maqueda, 1997) and the NEMO-ICB iceberg module (Marsh et al., 2015b)

containing the most recent improvements described in Merino et al. (2016). These

latter modifications consider the depth-integrated ocean velocities and depth-integrated

ocean temperature instead of the ocean-surface-based physics as is commonly prac-
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ticed in iceberg modeling.

The ocean/sea-ice/iceberg model is forced by the atmosphere and by rivers and

glacial freshwater run-off. The atmospheric forcing corresponds to the inter-annual

DFS5.2 (ERA-Interim based). The ocean model uses the CORE bulk formulations

with a three-hour frequency for winds, humidity and air temperature, and daily

means for the cloud cover, short- and long-wave solar radiation and liquid and solid

precipitations. For the Antarctic continent, the model grid does not include ice-

shelf cavities explicitly, but adopts a parameterisation for the ice-shelf basal melt

runoff similar to the described in Merino et al. (2016).. It emulates the ice-shelf

overturning by distributing the coastal runoff along the vertical levels between the

ice-shelf front depth and the minimum between the bathymetry and the grounding

line depth.

2.2 Freshwater forcing in the Southern Ocean

2.2.1 The ice shelf mass balance equation

The Ice-shelf is the name of the floating extension of outlet glaciers confined in

an embayment. They form 75% of the Antarctic coastline. A schematic Antarctic

ice shelf is shown in Figure 3.1, which describes the associated mass fluxes, ocean

currents, and the terms and recurrent concepts that are used throughout this text.

Ice shelves receive almost all of the ice outflow from the upstream grounded ice

sheet since the surface melting of snow out of the glaciers is confined to regions in

the northern Antarctic Peninsula (Barrand et al., 2013; van den Broeke, 2005) and

commonly neglected.

The Antarctic ice-shelf mass can be affected by various processes. Mass gain is

mainly associated with an ice mass inflow through the grounding line gate (imag-

inary surface between the floating ice and grounded ice of an outlet glacier) and

precipitation in the form of snow on the ice shelf surface. However, Antarctic ice

shelves can basically loose mass through different processes: calving at the ice shelf

front, basal melting beneath the ice shelves at the ocean-ice interface, and wind

erosion or sublimation at the ice shelves surface. In general, there may also be ice

melt at the glacier surface, but this term is neglected in the case of the Antarctic ice

shelves because surface melted water commonly refreezes before reaching the ocean

(Irvine-Fynn et al., 2011) and it is not significant compared to the other processes

contributing to mass loss.

The glacial freshwater input from the Antarctic ice sheet to the Southern Ocean

is mainly determined by the mass budget of the ice shelves. This imput may be

due to a flux of icebergs, the Calving Flux (CF), or to the injection of basal melt

water, the Basal Mass Balance (BMB). In the ice-shelf mass balance equation these

two terms (the loss of ice shelf mass) offset the input of ice mass due to the Surface

Mass Balance (SMB) (this considers snow accumulation and melt, sublimation,

wind erosion, and transport at the surface) and the GLF). The difference between

the inputs (GLF, SMB) and outputs (CF, BMB) results in the mean thickening
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Figure 3.1: Schematic diagram of idealized Antarctic ice shelf, showing major fluxes

and currents: Grounding Line Flux (GLF), Surface Mass Balance (SMB), Calving

Flux (CF), Basal Mass Balance (BMB), Circumpolar Deep Waters (CDW)
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Figure 3.2: FRESH+ and FRESH- full Antarctica integrated terms of the ice-

shelf mass balance equation 1. Red numbers correspond to the terms having been

modified in the FRESH- scenario with respect to the FRESH- scenario. Black

numbers correspond to quantities that remain the same in both scenarios.

rate (dh/dt), or ice shelf mass convergence. This may be described by the following

equation (Rignot et al., 2013; Depoorter et al., 2013).

dh/dt = SMB +GLF − CF −BMB (3.1)

In the following paragraphs, we describe the two different glacial freshwater

scenarios to be applied in the ocean model. Basically, this consists of determining

a pair of CF and BMB values for: (i) a scenario corresponding to the current mass

exchange between the Antarctic ice shelves and the ocean (FRESH+) and (ii) a

scenario representative of the situation at the end of the 80s/beginning of the 90s

(FRESH-). This latter scenario, built from FRESH+, is based on assumptions on

the various terms of the ice shelf mass (equation 3.1) and computed for each ice

shelf larger than 100km2. Details of the construction of both scenarios, FRESH+

and FRESH- are given in sections 2 and 2 respectively. A summary of the two

glacial freshwater scenarios with the full Antarctica integrated terms of equation

3.1 is presented in Figure 3.2. For each ice shelf, a detailed comparison of the

BMBs corresponding to each glacial freshwater scenario is shown in Figure 3.3.

2.2.2 Scenario Fresh +

The aim of the scenario FRESH+ is to represent the Antarctica-Southern Ocean

freshwater exchanges of the decade 2000-2010. With this aim in mind, we consider

the CF and the BMB fluxes directly from Depoorter et al. (2013). in which estimates

were computed using data from the ICESat period (2003-2009) and previous satellite

capaigns (ERS-1 and ERS-2 and others), covering almost entirely the decade 1990-

2000 in many regions. In addition, the scenario takes into consideration ice ice-

shelf thinning rates consistent with the observed enhancement of Antarctic mass

discharge. All the data collected have been corrected so as to be representative

of the decade 2000-2010. This means that the estimates of Depoorter et al. (2013)

provide a reasonable representation of the annual glacial freshwater fluxes that were
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Figure 3.3: Basal Mass Balance (BMB) in Gigatonnes per year considered in the

FRESH+ (blue bars) and FRESH- (green bars) glacial freshwater scenarios per

ice shelf. Ice shelf names and the oceanic sectors are based on the definitions of

Depoorter et al. (2013).

released into the Southern Ocean at that time, and are consistent with other recent

estimates (Rignot et al., 2013).

All the ice shelves locations considered in Depoorter et al. (2013) have been

identified in our ORCA025 model grid following Merino et al. (2016). For a given

ice shelf, the BMB flux is homogeneously distributed over all grid points along

the ice shelf front in question. In addition, Depoorter et al. (2013) provides an

upscaling mass flux term per oceanic basin so that the total estimated Antarctic

mass loss can be matched. This is homogeneously distributed between the coastal

surface grid points of the corresponding oceanic basin. All the BMB fluxes are kept

constant over time since, to our knowledge, there is no evidence of any significant

melt-rate seasonality inside the ice shelf cavity. The CF estimates are plugged into

our iceberg model. CF values are kept constant over time with the same calving

rates and locations as provided in Merino et al. (2016).

2.2.3 Scenario Fresh -

FRESH- scenario is designed with a view to estimating the glacial freshwater in-

put into the ocean before the observed Antarctic mass imbalance (end of the 80s,

beginning of the 90s (Rignot et al., 2011; Shepherd et al., 2012)). Recent accel-

eration of grounded outlet glaciers is linked to the thinning of the ice shelves as

a consequence of the enhancement of their basal melting (Pritchard et al., 2012b)

or collapse (Scambos et al., 2004). The thinning of the ice shelves decreases their

buttressing effect (Gagliardini et al., 2010) impacting the pressure exerted on the

upstream grounded part of the outlet glaciers. This leads to glacier acceleration

and, consequently, to an increase in the grounded Antarctic mass loss. Therefore,

considering the annual contribution of Antarctica to SLR to be null in the late 1980s

(and consequently grounded mass budget has to be considered in equilibrium) is
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consistent with the assumption dh/dt = 0 in equation 3.1. It should to be noted

that this assumption may not be entirely true at the regional scale, as it is known

that some glaciers in the Amundsen sector were already retreating early in the 80s

(Hughes, 1981). However the corresponding associated FRESH- scenario represents

a reasonable global estimate of a lower boundary for the freshwater release into the

ocean at that time.

In constructing the FRESH- scenario, we start from the estimates provided in

Depoorter et al. (2013). In addition to setting dh/dt to zero, as described in the

previous paragraph, further hypothesis regarding SMB, CF and GLF are needed

to compute BMB according to equation 3.1. SMB in Depoorter et al. (2013) cor-

responds to the mean values of a regional atmospheric model simulation for the

period 1979-2010. It is based on the assumption that there have been no significant

SMB trend in the coastal ice shelves in Antarctica during recent decades (Mon-

aghan et al., 2006; Lenaerts et al., 2012) We therefore keep the same SMB values as

presented in Depoorter et al. (2013), as they are supposed to also be representative

of our period of interest. We proceed similarly with the CF since, to our knowledge,

there is no evidence of any trend in the calving fluxes. Of course, individual events

of ice shelf collapses (Rott et al., 1996) may introduce large inter-annual variability

in the CF, but they can roughly be linked to a significant trend in iceberg produc-

tion (Liu et al., 2015) Indeed, to our knowledge, ice front position does not present

any significant variation over the last two decades, which is consistent with our

hypothesis that the CF are constant between both scenarios. GLF needs to be cor-

rected to at least the beginning of the 90s. Estimations of Antarctic contributions to

sea-level rise may be used to that end. The recent mass loss from drainage basins in

West Antarctica have been strongly linked with changes in ice dynamics (Shepherd

et al., 2012). Similarly, it has been suggested that other glaciers in the Antarctic

Peninsula (like Larsen ice shelves), or in the East Indian sector of East Antarctica

(Totten and Cook) have also undergone mass losses of dynamical origin (Shepherd

et al., 2012). Ice dynamics changes imply perturbations in the ice mass fluxes at

the grounding line gate. We correct the more recent grounding line fluxes provided

in Depoorter et al. (2013) with the mass loss estimates proposed in Shepherd et al.

(2012). These corrections are made for all the ice shelves corresponding to West

Antarctica, the Antarctic Peninsula and the East Indian sector of East Antarctica.

However, we maintain the same GLF for all the other glaciers, since mass changes

have been attributed to regional trend in the inland SMB. The corrections applied

here to the GLF corresponds to mass change estimates associated with the period

1992-2009, and are therefore consistent with our aims.

Our approach is new in the sense that previous studies analysing the impact

of glacial freshwater perturbations on the Southern Ocean properties are simply

based on sea-level rise estimates (Bintanja et al., 2013; Swart and Fyfe, 2013). This

commonly used approach completely neglects ice shelf thinning or thickening, and

the distinction between Antarctic basin mass changes of dynamical origin and those

of SMB origin. The ice shelves are the Antarctic glacial freshwater exchangers with

the ocean, and therefore the construction of glacial freshwater scenarios should



2. Studying the impact of recent Antarctic Ice Sheet mass discharge
acceleration on the Antarctic sea ice 69

Figure 3.4: Schematic diagram showing the experiments conducted in this study.

CTR considers the FRESH+ glacial freshwater scenario and was run for a 31-year

period starting in 1979. FW- uses the FRESH- scenario and covers the same time

period as CTR. ATM- uses the FRESH- scenario and was run for a 31-year period

starting in 1968.

always consider the ice shelves processes and mass balance equation 3.1.

2.3 Model experiments

Three model experiments were performed to study the sensitivity of the model to

different forcing perturbations, as shown in Figure 3.4. The three runs use the same

model set-up as described in section 2. They all consist of 31-year simulations with

an 11-year spin up for the iceberg model in order to reach a stable iceberg meltwater

distribution around the Southern Ocean (Merino et al., 2016). The comparison

between experiments considers 20-year averages between the end of the iceberg

spin up period and the last year of the simulation. Perturbations in forcing affect

either the glacial freshwater scenario or the starting year of atmospheric forcing in

the simulation in question.

The CTR run simulates the period 1979-2009 with the freshwater scenario

FRESH+ described in section 2. The FW- simulation considers the same period

(1979-2009) as the CTR run, but with the freshwater scenario FRESH-. Finally,

the ATM- run combines the application of the perturbed scenario FRESH- and an

atmospheric forcing period starting and finishing 10 years earlier than for the other

runs, thus covering the period 1969-1999. A schematic diagram of the three experi-

ments is shown in 4. The comparison between CTR and FW- provides an estimate

of the model response to our perturbation introduced in glacial freshwater forcing.

This perturbation (scenario FRESH+ versus FRESH- is considered in this study

to be a reasonable estimate of the upper limit of the recent decadal change in the

freshwater released by the Antarctic continent into the ocean. Accordingly, in the

results and discussion sections, the CTR minus FW- comparison will be referred to

as freshwater-induced changes due to perturbations in freshwater forcing. The FW-

minus ATM- comparison provides an estimate of the impact of the recent decadal

atmospheric trends considered by the ERA-Interim reanalysis. This comparison

will hereafter be referred to atmospheric-induced changes due to perturbations in
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atmospheric forcing. Finally, the CTR minus ATM- comparison accounts for both

the perturbation in the glacial freshwater flux and for the time-lagged atmospheric

forcing. It is suggested that this comparison indicates an upper limit of a reasonable

estimate of a decadal change in the Southern Ocean. Hereafter, it will be referred

to as total changes.

3 Evaluation of the experimental design

3.1 Sea-ice mean

Figure 3.5 compares model sea-ice results with observations. Model results cor-

respond to the annual mean sea-ice concentration (SIC) over the last 20 years of

simulation, averaged from the model solutions of CTR and ATM-. Observations are

extracted from NSDIC monthly means for the period 1979-2010. Overall, the model

set-up is able to reproduce the main spatial patterns and the order of magnitude

of the observed SIC in both summer and winter. However, the model produces too

much ice during the winter months, exhibiting a more concentrated ice pack at the

sea ice margins. On the other hand, the model set-up melts too much ice during

summer resulting in less concentrated sea ice in the West Pacific and the Amundsen

sectors and a smaller sea-ice extent of the permanent sea-ice pack in the Weddell

Sea.

3.2 Trend in the atmospheric forcing

Figure 3.6 shows the DFS5.2 mean anomalies between two different 20-year periods

(1990-2010 minus 1980-2000) for air humidity, air temperature, and wind velocity.

The anomalies represented in Figure 3.6 are an estimate of the mean atmospheric

perturbations introduced between FW- and ATM- simulations. As shown in Figure

3.6, DFS5.2 proposes a dry mean decadal change with just two exceptions in the

region between the Ross and Amundsen Seas, and in the western Weddell Sea.

Air temperature tends to be warmer in the Amundsen and Bellingshaussen Seas,

Amery, and the northern Weddell Sea, but it tends to be markedly colder ((by up

to -1.5degC)) north of the Ross Sea and in the coastal Weddell Sea and West Pacific

sector. Winds are stronger in the Atlantic and West Indian sectors and in some

coastal regions of the Ross and Pacific sectors, and weaker from the Western coast

of the Peninsula to the Amundsen Sea.

3.3 Sea ice trend

Figure 3.7-a and Figure 3.7-b show the sea-ice trends computed from experiments

CTR and FW- respectively. As described in section 2, CTR and FW- consider

the same period of analysis (1990 to 2010) with the only difference being in the

glacial freshwater forcing. As expected, both simulations present a very similar

trend in SIC as the atmospheric forcing applied is the same for both experiments.

Overall, these results are consistent with the observations of the SIC trend during
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Figure 3.5: Sea-ice concentration (SIC) for: a) summer model results; b) summer

observations; c) winter model results; d) winter observations. Summer months

correspond to January, February and March. Winter months correspond to July,

August and September. Model results are the annual means of SIC during the

last 20 years of simulation averaged from the model solutions of CTR and ATM-

experiments. Observations are extracted from NSDIC sea-ice concentration and

averaged from the period 1979-2010.
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Figure 3.6: Atmospheric anomalies from DFS5.2 reanalysis for surface humidity

(a), the surface temperature (b), and wind velocity (c). Anomalies consider 20-year

averages for the period 1990-2010 minus 20-year averages for the period 1980-2000.
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the same time period, as shown in Figure 3.7-c. Discrepancies between the mod-

elled trend and the observations are mainly located in the coastal regions of the

Amundsen, Bellingshausen and Ross Seas in the East Pacific sector. On the other

hand, the trends in the Indian and Atlantic sectors are generally well reproduced by

our simulations. As illustrated in Figure 3.3, the East Pacific sector (including the

Bellinghausen and the Amundsen Seas) exhibits the largest change in glacial fresh-

water flux over the last two decades. However, as described in 2, glacial freshwater

forcing has been kept constant over time in our experiments. The misrepresenta-

tion of the evolution of the freshwater fluxes in the East Pacific sector may be the

reason for the discrepancies between the modelled trends and the observations in

this sector in particular. Those discrepancies and their relation with the glacial

freshwater trends are one of the motivations of the present study.

The choice of keeping glacial freshwater forcing constant during an experiment is

based on the considerable uncertainties associated with the time series of freshwater

flux variations. Thus, in this study we have analysed 20-year averaged solutions of

a set of perturbed simulations to make our estimates. Figure 3.8-a shows a model

estimate of the averaged total decadal SIC change for the period 1980-2010. As

described in section 2, it is computed by comparing the model results of CTR

and ATM- experiments. Our modelled estimate successfully reproduces the main

spatial structure of the observed trend in the SIC for the same period of analysis (see

Figure 3.8-b). According to this comparison, our experimental design is also able to

reproduce the positive (respectively negative) SIC change in the Ross (respectively

Amundsen-Bellingshausen) Sea sector, and the positive SIC change in the Atlantic

sector. On the other hand, the observed negative SIC change in the Amery and in

the Bellingshausen sectors is weaker in our model estimate. In addition, the model

estimates a large positive SIC change north of the Amundsen-Bellingshausen Sea,

which is not borne out by observations. However, the model results in the north

of the Amundsen-Bellingshausen Sea are consistent with the averaged atmospheric

trends in humidity, as shown in Figure 3.6. In order to make comparisons with

observations, we define three regional sectors of analysis in the Ross, Amundsen, and

West Pacific/East Indian sectors (see Figure 3.8-a). They are defined empirically

and correspond to the sectors where the model set-up was better able to reproduce

the observations in SIC and, as will be seen in the results section, the freshwater-

induced changes are more significant.

4 Results: Role of the atmospheric and freshwater forcing pertur-
bations in the model sea ice trend

4.1 Sea ice concentration and extent

Figure 3.8-c and Figure 3.8-d show respectively freshwater-induced and atmosphere-

induced changes in SIC. Qualitatively, total modelled SIC trends are globally dom-

inated by the signature of the atmospheric perturbations, especially in the Atlantic

and West Indian sectors where freshwater perturbation barely impacts on the SIC.
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Figure 3.7: (a) Linear regression of the sea-ice concentration in the CTR experi-

ment over 1990-2010, (b) linear regression of the sea-ice concentration in the FW-

experiment over 1990-2010 (c) sea-ice concentration trend from NSDIC observations

for the period 1990-2010. Colouring (bright to faint) indicates level of significance,

with faint colours indicating non-significant trends (determined by two-sided test

for p<0.05).
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Figure 3.8: Sea-ice concentration changes in percentage per decade for: CTR minus

ATM- model results (a), linear regression of observations for the period 1980-2009

(b), FW- minus ATM- model results (c), CTR minus FW- model results (d). Ob-

servations are extracted from NSDIC for the period 1980-2009. Colouring (bright

to faint) indicates level of significance, with faint colours indicating non-significant

points (determined by two-sided test for p<0.05). Model results consider annual

means for the last 20 years of each simulation
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However, there are other sectors where freshwater perturbation contributes to total

changes, such as in the Ross, Amundsen Sea, and West Pacific sectors (see Fig-

ure 3.8-a for sector definitions) where the magnitude of freshwater-induced changes

should not be neglected.

The quantitative comparison between CTR and ATM- indicates a total change

in sea ice extent (SIE) of about 3.0%, which is larger than the 1.2% suggested by

observations (Comiso, 2010). The freshwater-induced changes account for 0.75%

of the total global SIE changes. This represents about 25% of the total modelled

global change. In the Ross sector, the regional freshwater-induced changes in SIE

account for about 1.4%, which represents 35% of the total change in the sector. In

the Amundsen Sea, the model estimates a decrease of -2.7% in SIE. The freshwater

perturbation contributes to 37% of the total SIE change in the sector. In the case

of the West Pacific sector, freshwater-induced changes represent 52% of the total

SIE change obtained in the sector

Figure 3.9-a shows the seasonality of total SIE changes, including the sepa-

rate contributions of atmosphere-induced and freshwater-induced changes. Globally,

atmosphere-induced changes mostly dominate the sea-ice cover changes during the

sea-ice formation period (from March to May). The freshwater-induced changes are

greater after winter, being dominant even during the last melting months (from De-

cember to February). Freshwater-induced changes dominate the global SIE changes

in summer, compensating for the atmosphere-induced SIE decrease during late sum-

mer. This global pattern is more pronounced regionally in the Ross and West Pa-

cific sectors. In the Amundsen sector, atmospheric perturbations control the SIE

for most of the year.Freshwater-induced changes have a slight limiting effect on sea-

ice formation during the early autumn, compensating for the atmosphere-induced

increase in sea-ice formation. However, during the melting period, both the atmo-

spheric and the glacial freshwater perturbations enhance sea-ice melt in the sector.

Overall, freshwater-induced changes are increasingly important as summer advances

4.2 Sea ice thickness and volume

Figure 3.10 shows the response of sea-ice thickness (SIT) to perturbations in atmo-

spheric and glacial freshwater forcing. Freshwater-induced changes are negligible

in the Atlantic and West Indian sectors. However, SIT is srongly affected by the

freshwater forcing perturbation in the rest of the ocean basins, as shown in Figure

3.10. Extra glacial freshwater considerably thickens sea ice in the Ross and West

Pacific coastal sectors, and produces marked sea-ice thinning in the Amundsen Sea.

The total annual global change (due to both atmosphere-induced and freshwater-

induced changes) represents an increase in total integrated sea-ice volume (SIV) of

2.8%. 46% of this total global change is induced by the perturbation introduced in

the glacial freshwater scenario. In the Ross sector, the integrated regional change

in SIV is 3.6%, with up to 80% of this change being freshwater-induced. The West

Pacific sector presents a total change in SIV of 10.0%, of which 61% is associated

with the freshwater perturbation. In the Amundsen Sea, total change accounts for
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Figure 3.9: Time series of anomalies of sea-ice extent (left) and sea-ice volume

(right), globally or regionally integrated over the Ross, Amundsen and West Pacific

sectors. Freshwater-induced changes (black lines) consider/are obtained from CTR

minus FW- model solutions. Atmosphere-induced changes (red lines) consider FW-

minus ATM- model solutions. Total changes (blue lines) consider CTR minus ATM-

model solutions. Dashed lines correspond to monthly averages. Orange dashed line

provides the 0 reference line.

a decrease of -8.1% in SIV, the freshwater perturbation being responsible for about

40% of this.

Figure 3.9-b shows the seasonality of the changes in SIV induced by atmospheric

and freshwater perturbations. Globally, freshwater-induced changes in SIV are not

very significant during the late summer months (end of January, February, begin-

ning of March). These changes become progressively larger from April to November.

Regionally, in Amundsen, freshwater-induced changes contribute slightly to the sea-

ice thinning induced by the atmospheric forcing perturbation over the late spring

and summer months. Both the freshwater and atmospheric perturbations thicken

the sea ice in the West Pacific sector throughout most of the year. In Ross, the

freshwater-induced changes in SIV compensate for the thinning exerted by the at-

mospheric perturbations in summer (December and January). Overall, changes in

freshwater forcing impact mainly on the SIV in regions other than the Atlantic and

Indian sectors.

4.3 Sea ice cycle and ice season duration

As shown in section 4, the extra glacial freshwater added to the ocean globally in-

creases the SIV and SIE. However, freshwater perturbation does not produce signif-

icant changes in the phase of the SIV cycle, but basically in its amplitude. As shown

in Table 1 and Figure 3.9-b, the different glacial freshwater forcing applied in CTR

with respect to ATM- and FW- simulations contributes to thicker sea-ice during the

latter months of sea-ice formation, both globally and in the Ross and West Pacific

sectors. This is not the case in the Amundsen sector, where freshwater-induced

changes in SIV are negligible during the sea-ice formation months (see Figure 3.9).
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Figure 3.10: Sea-ice thickness changes (in meters) for: FW- minus ATM- model

results (a), CTR minus FW- model results (d). Model results consider annual

means for the last 20 years of simulations.

With the exception of the Amundsen sector, the FW- simulation presents its min-

ima and its maxima at the same time of the year as the CTR simulation (just a

negligible 1 day difference in the maximum of the global SIV cycle). Atmospheric

forcing perturbations, however, mainly affect the sea-ice volume cycle, impacting

both its amplitude and its phase. Despite the extra SIV produced in CTR, all

the simulations, in general, present relatively small differences in the SIV minima,

which implies that there is more sea-ice melting during the spring and early summer

months

Even if, as a general rule, the perturbations in freshwater forcing do not pro-

duce significant changes in SIV seasonality, the freshwater-induced changes in SIV

and SIE increase the Ice Season Duration (ISD) (as defined in Stammerjohn et al.

(2008b)) in the Ross and West Pacific sectors, and decrease the ISD in the Amund-

sen sector. In the case of the Ross and West Pacific sectors, this is mostly related

to the additional time needed to melt the extra SIV produced in winter. Total

ISD changes for the combined atmosphere and freshwater-induced changes are il-

lustrated in Figure 3.11. Freshwater-induced changes in ISD are relatively weak

compared with the total modelled changes. Our model estimates of ISD (repre-

sented in Figure 3.11) are mainly produced by atmosphere-induced changes in the

SIE and SIV. Overall, the spatial pattern is in good agreement with observations

(Stammerjohn et al., 2008b), but the magnitude of the observed trend seems larger

than that suggested by our model results. This may be related to the fact that

our model experiments (ocean-forced simulations) does not account for coupling

processes between the ocean surface and the atmosphere, which would arguably

amplify the impact of freshwater-induced changes in sea-ice.
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Region Run
Maximum Minimum

Day SIV (×1011m3) Day SIV (×1011m3)

Global

CTR 264 147.5 49 2.97

FW- 263 146.1 49 3.00

ATM- 261 143.2 49 2.99

Ross

CTR 258 26.2 45 0.29

FW- 258 25.9 44 0.26

ATM- 243 25.8 44 0.26

Amundsen

CTR 216 5.55 53 0.16

FW- 216 5.53 47 0.18

ATM- 220 5.59 56 0.22

West

Pacific

CTR 247 12.9 56 0.12

FW- 247 12.7 56 0.12

ATM- 237 12.4 59 0.12

Table 3.1: Regional and global averaged sea ice volume maxima and minima for

the CTR, FW- and ATM- simulations, with the corresponding averaged day of the

year when the maximum and minimum happen.

5 Discussion:Thermodynamics and dynamics freshwater-induced
sea-ice changes

The freshening of the ocean surface may increase density differences between ocean

surface and sub-surface water masses. This leads to a reinforcement of the density

stratification on both sides of the pycnoclyne, affecting the convection regime and

therefore the heat supply from the deeper and warmer ocean to the ocean surface.

This process, suggested by Marsland and Wolff (2001), may affect thermodynami-

cal sea-ice formation, resulting in more sea-ice with ocean surface freshening. The

annual mean freshwater-induced change in the oceanic heat flux at the sea-ice base

is shown in Figure 3.12-a, expressed as sea-ice volume equivalent. As expected,

the freshening of the ocean surface in the model (see Figure 3.13-b) globally af-

fects oceanic heat convection. As shown in Figure 3.12-b, the freshwater-induced

changes in oceanic heat strongly affect the monthly thermodynamical sea-ice for-

mation during the sea-ice production months (from March to September). The

response of the sea-ice to freshwater perturbation in the Ross and West Pacific

sectors seems to be largely consistent with the mechanism proposed in Marsland

and Wolff (2001). However, other processes are at work in the reduction of sea-ice

production in the Amundsen sector. The regional freshwater-induced changes in

sea-ice for the Amundsen, Ross and West Pacific sectors are analysed separately in

this section.
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Figure 3.11: Total (CTR minus ATM-) modelled changes in Ice Season Duration

as defined by Stammerjohn et al. (2012b).

Figure 3.12: Mean freshwater-induced changes (CTR minus FW-) in: the annual

mean oceanic heat flux at the sea-ice base (a), and the mean of sea-ice production

during the sea-ice production months (from March to September) (b). Oceanic heat

flux is expressed as sea-ice volume equivalent under the assumption that all the heat

is used to form or melt sea-ice.

Figure 3.13: Annual averaged freshwater-induced changes (CTR minus FW-) in (a)

sea surface height (SSH) and (b) surface salinity.
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5.1 Ross Sea and West Pacific sector

As shown in Figure 3.12-b, the Ross and West Pacific sectors present an increase

in thermodynamical sea-ice production at the coast where the ocean surface is

much fresher (see Figure 3.13 b). In the Ross Sea sector, perturbations in glacial

freshwater result in a SIV increase of 8.1 ∗ 1010m3 during the sea-ice production

months (from March to September). The extra SIV produced in the CTR sim-

ulation (compared with the FW- simulation) occurs mostly along the coast and

is advected, resulting in the increased SIC (see Figure 3.8) and SIT (see Figure

3.10). This northward export of sea-ice in the Ross sector is further helped by a

strengthened Antarctic Coastal Current (ACoC). This is illustrated in Figure 3.13-

a by a freshwater-induced rise in Sea Surface Height (SSH), which is consistent

with (Marsh et al., 2015b). The stronger ACoC contributes to freshwater-induced

changes in sea-ice divergence in the sector. These changes represent a mean SIV

loss of 1.7 ∗ 1010m3 per year, which is relatively weak compared with the changes

of thermodynamical origin in the sector.

As shown in Table 1, the SIV differences in minima between the CTR and FW-

simulations are not significant compared with the SIV differences in maxima. Given

the extra SIV produced by CTR, there is an excess of sea-ice that needs to be melted

during the spring and summer months if both simulations are to show relatively

similar sea-ice minima. According to Table 1, the sea-ice minimum obtained in

the sector does not seem to be much affected by the freshwater or atmospheric

perturbations introduced in our experiments. However, in the CTR simulation,

the melting of sea-ice is amplified by summer freshwater-induced changes in the

oceanic heat reaching the sea-ice base in summer (see Figure 3.14-a). In contrast

to the annual integrated means (Figure 3.12-a), the oceanic heat supplied to the

sea-ice base in summer is slightly greater in the CTR simulation than in the FW-

simulation (represented by lower heat in sea-ice formation equivalent in Figure 3.14-

a). This may be related to a sea-ice feedback, which helps to compensate for the

extra sea-ice volume produced in winter. When the sea-ice retreats in late spring,

the thicker sea-ice produced in CTR results in colder summer SST (as shown in

Figure 3.14-b). The colder and denser sea surface affects buoyancy and therefore

reduces the density stratification. Under these specific conditions, the oceanic heat

convection in summer is facilitated in the sector as shown in Figure 3.14-a. However,

this extra oceanic heat is not able to entirely explain the extra sea-ice melting in

the Ross sector obtained in the CTR simulation.

5.2 Amundsen Sea sector

In the Amundsen Sea sector, the extra freshwater perturbation results in a mean

increase in the oceanic heat flux at the sea-ice base (see Figure 3.12-a). This result

explains the modelled decrease in SIC and SIT as shown in Figure 3.8 and Figure

3.10 respectively. Amundsen is the region of the Antarctic coast where the most

rapid warming has been observed. This is due to a number of factors that include
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Figure 3.14: (a) Averages for December, January and February in the freshwater-

induced changes (CTR minus FW-) in oceanic heat flux at the sea-ice base. Heat

flux is expressed in sea-ice formation equivalent over the period. (b) December,

January and February averages in freshwater-induced changes (CTR minus FW-)

in sea surface temperature.

atmospheric features, the proximity of the region to the warm Antarctic Circum-

polar Current (ACC) and topographic features (Walker et al., 2007), resulting in

warm water intrusion into sub-surface waters (Jacobs et al., 2011; Thoma et al.,

2008). In particular, observations have indicated intrusions of Circumpolar Deep

Water (CDW) into ice-shelf cavities, with temperatures of 3 degrees above freez-

ing point. This may be causing strong, grounded ice-mass losses in the Antarctic

basins in the sector (Shepherd et al., 2012) due to the considerable ice-shelf thin-

ning (Pritchard et al., 2012b) observed. These observations have been considered

in our glacial freshwater scenario reconstruction (see Section 2). This makes the

Amundsen Sea the region with the largest glacial freshwater forcing perturbation

in our experimental set-up (see Figure 3.3).

As explained in section 2, the way glacial freshwater is added into our ocean

model component is designed to emulate ice-shelf cavity recirculation. It is gener-

ated by the buoyancy fluxes introduced when distributing the ice-shelf freshwater

flux along the vertical of the ocean model grid points adjacent to the ice-shelf.

Therefore, the inclusion of more glacial freshwater strengthens coastal overturning,

which may result in a stronger heat transport from deep layers to the surface.

The special conditions found in the Amundsen sector (i.e., very warm sub-

surface water combined with the strongest glacial freshwater perturbation) would

seem to explain the freshwater-induced anomaly in the oceanic heat flux reaching

the ocean surface (see Figure 3.12-a). Indeed, as shown in Figure 15, the extra

freshwater introduced in the CTR simulation in relation to the FW- simulation

affects coastal stratification and promotes vertical heat transport. This leads to sub-

surface cooling and surface warming in the model. However, in other sectors, like

the Ross or Bellinghausen Seas, this feature is either not exhibited in the model at

all or is not dominant compared with the impact of surface freshening on sub-surface

heat convection (associated with the mechanism described in Marsland and Wolff
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Figure 3.15: Temperature and density contour lines at a vertical section perpendic-

ular to Dotson ice shelf (approximately at 112.54 degrees West) in the Amundsen

Sea. They represent the annual mean ocean temperature at a given latitude and

depth for CTR (a) and FW- (b) simulations, and the temperature anomalies (c)

between both simulations (CTR minus FW-). Contour lines represent iso-density

lines in plots a and b, and iso-density anomalies in plot c.

(2001)). This warming feature of the Amundsen Sea sector, which is the opposite to

the response in the Ross and Pacific sectors, is consistent with observations (Jenkins,

1999). Indeed, it has been suggested that an increase in ice-shelf basal melt at the

grounding line depth may enhance ice-shelf cavity overturning (Hellmer and Olbers,

1989) due to buoyancy changes in the interior of the ice-shelf cavity. However, the

magnitude of an associated heat transfer between sub-surface and surface water

masses is still unclear. The inclusion of the ice-shelf cavities in the ocean model

should be considered, at least for this sector, in order to properly quantify the

impact of ice-shelf basal melt in the special conditions of the Amundsen Sea sector.
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6 Conclusions

The impact on sea-ice of recent changes in Antarctic glacial freshwater releases

into the Southern Ocean has been investigated with a set of ocean/sea-ice/iceberg

model experiments. The freshwater-induced changes in the global and regional sea-

ice and ocean properties have been compared with the atmosphere-induced changes

and observations. The model set-up considers an eddy-permitting ocean compo-

nent (NEMO-ORCA025) coupled with a sea-ice model and a Lagrangian particle

iceberg model and forced with DFS5.2 inter-annual atmospheric forcing. Model

experiments consist of a control run and two perturbed simulations. The control

run takes into account a recent glaciological estimate of the magnitude and spa-

tial distribution of iceberg calving fluxes and ice-shelf basal melt fluxes. Perturbed

simulations consider a decadal shift of the atmospheric variables and our own esti-

mate of the pre-Antarctic-imbalance glacial freshwater released into the ocean. The

perturbed freshwater scenario takes into account recent ice-shelf thinning and the

dynamical mass change in the grounded Antarctic basins for the first time. It is

based entirely on glaciological estimates and represents an improvement with re-

spect to previous studies investigating the impact of recent glacial freshwater trends

on ocean properties.

Results show that, overall, freshwater-induced changes in sea-ice extent (SIE)

may potentially contribute 25% of the total trend in SIE. However, the regional

impact in SIE differs markedly, accounting for 37% of the total decrease in SIE

obtained in the Amundsen Sea sector, but 52% of the total modelled increase in

SIE in the West Pacific sector. Perturbations in freshwater forcing produce a much

greater impact on sea-ice thickness, and therefore on sea-ice volume (SIV). Globally,

freshwater-induced changes in SIV represent almost 50% of total modelled changes,

and are dominant with respect to atmosphere-induced changes in the Ross and West

Pacific sectors.

The freshwater-induced changes in SIV and SIE during the sea-ice production

months are shown to have only a slight effect on the maximum of the global SIV

seasonal, but with important implications for the Ice Duration Season (IDS). In the

Ross and West Pacific sectors, these changes are mostly produced by freshwater-

induced changes in the oceanic heat convection related to ocean surface freshen-

ing. The changes in the oceanic heat reaching the sea-ice base are shown to pro-

duce significant thermodynamical changes in sea-ice production. In addition, the

freshening of the ocean surface results in a strengthening of the Antarctic Coastal

Current (ACoC), which may induce changes in sea-ice divergence. However, such

changes remain relatively weak compared with the freshwater-induced thermody-

namical changes in sea-ice production

In the Amundsen sector, the increased release of freshwater from the ice shelves

results in an enhancement of coastal overturning. This leads to an increase in the

oceanic heat supplied from the very warm sub-surface water mass to the ocean

surface in the region. This observation suggests the need for explicitly considering

ice-shelf cavities in models for this kind of study of sea-ice trends in the Amundsen
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sector.

Most of the changes in glacial freshwater fluxes are believed to occur in the

Pacific sector, especially in the Amundsen sector. The perturbations in freshwater

forcing included in ocean models need to account for these regional changes instead

of spreading the perturbation around the Antarctic continent in a homogeneous

manner. In addition, the recently observed ice-shelf imbalance (Pritchard et al.,

2012b; Paolo et al., 2015) is by no means negligible in relation to the Antarctic

grounded mass loss. Consequently, both quantities need to be taken into account.

These considerations may explain the differences in the results of our study with

those of similar studies showing freshwater-induced changes in the Atlantic and East

Indian sectors (Bintanja et al., 2013) or showing a very limited response of sea-ice

to glacial freshwater perturbations (Pauling et al., 2016; Swart and Fyfe, 2013)
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1 Introduction

The investment of the ice sheet modeling community in marine-ice sheet problems

has increased significantly in the recent years. Predicting the behavior of the marine

ice-sheets has become a main challenge for computational glaciologists. Indeed,

observations of West Antarctica imbalance in the beginning of 2000s revealed the

inability of models to reproduce observed change. This has also been motivated by

the potential contribution of this sector to SLR induced by the potential instability

of the sector.

The largest marine ice-sheet is WAIS which has about 70% of its extent grounded

below sea-level. As described in Chapter 1, since the 1970s this region has become

a point of interest for glaciologists due to the theoretical finding of Weertman,

Hugues and others about MISI (Hughes, 1973; Weertman, 1974). According to the

initial MISI theory, and supported by further theoretical work (Schoof, 2007a) in

an idealized case (flow-line glacier dynamics without lateral stresses), stable marine

ice sheets with a grounding line resting on a upwards-sloping bed are mathemati-

cally impossible. These topographic conditions can be found as a result of isostatic
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adjustment and are observed in WAIS and in the Amundsen sector in particular.

However, recent works show that retrograde bed slope conditions is not a sufficient

condition for MISI to occur, as marine ice sheet may find a stable position in such

regions under the effect of lateral buttressing exerted by the ice shelves (Gudmunds-

son et al., 2012b), not considered in the previous MISI works. When ice shelves

and ice streams interact with the topography in an embayment, ice rises or pinning

points, like in Pine Island Glacier (PIG), the lateral stresses affect the upstream dy-

namics of the ice flow and contribute to the stabilization of the grounding line over

upward-sloping beds. Therefore, marine ice sheet glaciers are extremely sensitive

to ice shelf perturbations due to ice-ocean interactions. For instance, a thinning or

a collapse of an ice shelf, because it leads to a loss of buttressing, may induce a re-

treat of the grounding line and increase the ice discharge and therefore impacts the

sea level. This mechanism is suggested to explain the observed glacier acceleration

of the Amundsen sector driven by the warming of the ocean and the subsequent

increase in basal melting of the ice shelves (Pritchard et al., 2012a).

The ability of ice sheet models to correctly represent the impact of the ice-

ocean interactions on the grounding line dynamics remains still unclear. Modeling

the grounding line migration of marine ice sheets has become the key factor in

AIS SLR projections (Durand and Pattyn, 2015). Of particular note in the last

IPCC report (Stocker et al., 2014) were ”the problems in modeling the dynamical

response of marine ice sheet due to capture the large-scale grounding line instabili-

ties”. Motivated by this issue and the potentially critical contribution of Antarctic

outlet glaciers to future SLR, community efforts have been undertaken in order to

improve the modeling of the grounding line dynamics. The first Marine Ice Sheet

Model Inter Comparison Project (MISMIP) was launched in 2009 (Pattyn et al.,

2012). This first exercise was mostly focused on the stability of the grounding line

and on the ability of different models to reproduce steady states in response to

different perturbations in a highly idealized two-dimensional geometry. This first

exercise concluded that extensional stresses can not be neglected (as for instance

within the Shallow Shelf Approximation (SSA)) in order to reproduce the expected

steady states in agreement with boundary layer theory (Schoof, 2007a). In addi-

tion, it was found that the accuracy of the models depended strongly in the spatial

discretization. A second model intercomparison exercise, MISMIP3D (Pattyn et al.,

2013), proposed a configuration with 3-dimensional geometry, in order to study the

effect of lateral stresses in the grounding line stabilization. Main conclusions were

about the need for at least 500 m resolution at the grounding line (without any

flux parametrization at the grounding line) in order to accurately reproduce the

grounding line migration under perturbations in basal sliding. In addition, models

using SSA, and therefore neglecting vertical shearing, overestimate the ice viscosity

and produce larger ice sheets when compared to models that explicitly incorporate

the vertical shearing (full Stokes) or parametrized its effect (SSA*). SSA models

also predict faster retreat on the downwards-sloping bed of MISMIP3D setup when

compared to SSA* or full Stokes (Pattyn and Durand, 2013).

After desintangling physical and numerical aspects required to confidently model
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marine ice sheet dynamics, community efforts are now more concentrated on the

response of marine ice-sheet to oceanic perturbations. For instance, various studies

have shown the evolution of glaciers in response to ocean melting at the interior of

the ice shelf cavity (Favier et al., 2014; Joughin et al., 2014). In both of these studies,

melting rates are prescribed based on different ad-hoc parametrizations applied at

the ocean/ice shelf interface, which are not well constrained by the limited available

observations. In addition, this widely used practice neglects the impact that changes

in the ice cavity may have on the ocean circulation and therefore on melting rates.

The related potential feedback needs further investigation and a new generation of

ice sheet-ocean coupled models is appearing.

Motivated by the development of new ice sheet-ocean coupled models, a third

model inter comparison exercise has recently been proposed, MISMIP+, as a part

of the Marine Ice Sheet Ocean Model Inter Comparison Project (MISOMIP) (Asay-

Davis et al., 2016). The main goal of MISOMIP is to provide a framework for better

exploring and understanding model differences, and to aid in model development

of ice sheet-ocean models. A set of intercomparison problems is proposed for stan-

dalone ocean (ISOMIP+) standalone ice sheet models (MISMIP+), and coupled

models, in an idealized setup emulating the geometry of PIG. In particular exer-

cise MISMIP+ simulates grounding line migrations in a retrograde slope induced

by perturbations in the ice shelf buttressing, either forced by a prescribed basal

melting, or by an ice shelf collapse. The objective is to better understand the re-

sponse of the different models, approximations and parametrizations to grounding

line retreats forced by interactions with the ocean in confined ice-shelf glaciers like

PIG.

Among the modeling choices to which the grounding line position and migration

in the MISMIP+ context are expected to be most sensitive, are the stress approx-

imation of the Stokes equations and the basal friction law applied at the basal

boundary condition. The model response to different stress approximations was

already studied in MISMIP3D. As mentioned for MISMIP3D exercise, in the case

of an unconfined ice shelf on a downwards-sloping topography, differences between

the most common approximations (SSA and SSA*) were found to be relatively im-

portant. In the case of the friction laws, the most common choices are Weertman

non-linear power law, or an effective-pressure-dependent basal friction laws (Schoof,

2007b; Tsai et al., 2015). Effective-pressure-dependent basal friction laws produce a

continuous transition of the sliding coefficient between the grounded and the floating

parts of the glacier. There are some voices in the community, not confirmed yet by

observations, suggesting that this representation of the friction across the ground-

ing line is more appropriated for marine ice sheet models instead of a discontinuous

transition. However, effective-pressure-dependent basal friction laws have not been

tested in any of the previous model intercomparisons, and in addition, power law

have been widely applied in SLR estimates in the region of Amundsen (Favier et al.,

2014; Joughin et al., 2014). The validity of using, for instance, the simpler SSA or

a power friction law with respect to the more physical SSA* and effective-pressure-

dependent friction laws, still needs to be tested in confined-ice shelf-type glaciers.
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In this chapter we will use the set up proposed for MISMIP+ (Asay-Davis et al.,

2016) in order to study the sensitivity of the confined-ice shelf glacier to two stress

approximations of the Stokes equations and to the two main families of basal friction

laws. Our objective is to estimate and better understand the uncertainity associ-

ated with those model parametrisations when producing model SLR projections of

Pine-Island-like glaciers.

2 Equations and experimental set up.

This section introduces the two types of englacial stresses approximations and fric-

tion laws that will be studied by comparing three different experiments. We will also

describe briefly the experimental set up, similar to MISMIP+ set up, that will be

used to carry out our model experiments. Finally, the details of those experiments

will be described in section 2.4.

2.1 Englacial stress approximations

The ice flow is governed by the Stokes equations. The Stokes equations are sim-

plifications of the general Navier-Stokes equations where the acceleration terms are

neglected. If ice is assumed to be incompressible, the mass and momentum balances

yield:

∇ · σ = −ρ~g (4.1)

∇ · ~u = 0 (4.2)

where σ is the Cauchy stress tensor, ~g is the acceleration of the gravity and ~u is the

ice velocity.

Components of Cauchy stress tensor (σij) can be defined as a function of the

deviatoric stress tensor components (τij) and the pressure as follows:

σij = τij − pδij (4.3)

where δij is the Kronecker delta function.

In glaciology, the most common ice rheology used for ice flows is a Norton-Hoff

power law, namely Glen’s law (Glen, 1955), which relates the deviatoric stresses to

the strain rate tensor (Dij):

τij = A−1/nD1/n−1
e Dij (4.4)

2D2
e = DijDji (4.5)

where De is the second scalar invariant of the strain rate, A is a rate factor and n

is the Glen’s exponent, which in glaciology is commonly assumed to be n = 3. The

resulting effective viscosity is η = 1/2A−1/nD
1/n−1
e making the governing equations

of the fluid non-linear due to the dependence of the viscosity on the ice velocity.
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The non-linear problem described above, without any approximation of the

stress tensor expression, is usually referred as the full-Stokes model. It has been

used even at the ice sheet scale (Gillet-Chaulet et al., 2012). However, the use of a

full-Stokes model has a high computational cost and several approximations in the

stress tensor have been proposed in order to solve the ice dynamics in some par-

ticular situations. In the present study, with a fast-sliding glacier with a confined

ice shelf like PIG, the most common approximations relate to the vertical shear.

When the basal sliding is significant, the driving stresses are primarily balanced

by the horizontal stresses (τxx, τyy and τxy), and the vertical shearing terms have

a reduced impact on the ice dynamics. Indeed, the consideration of the horizontal

stresses across the grounding line in ice sheet models is suggested to be a minimum

requirement to cope with grounding line migrations (Pattyn and Durand, 2013).

In this chapter we will use two of those ”membrane models”, the SSA (MacAyeal

et al., 1996), and the Schoof-Hindmarsh model as implemented in Cornford et al.

(2013) (commonly known as SSA*).

SSA assumes that vertical shearing terms are negligible in comparison with

the longitudinal and lateral stresses, which are, in addition, assumed to be depth-

independent. There can be basal traction at the glacier base but its impact on the

vertical profile of the ice velocity is assumed to be negligible in order to simplify

the Stokes equations. This leads to a depth-independent horizontal ice velocity

which simply takes the computed value of the basal velocity of the glacier. This is a

good approximation for fast sliding glaciers with small aspect-ratio, but it may lead

to a significant overestimation of the effective viscosity when basal drag becomes

significant, and therefore it may produce larger and slower ice sheets (Pattyn et al.,

2013).

SSA* is based on the same principle as SSA, in which membrane stresses dom-

inate the force balance. However, SSA* includes vertical shearing terms in the

calculation of the effective viscosity, providing a better approximation of the Stokes

stress. In practice, SSA* computes the basal velocity with the same equations as

SSA, but applies a Stokes-model-derived expression to estimate the vertical profile

of the ice velocity. This fully 3-dimensional stress field is used for the computation

of the depth-integrated effective viscosity, which is applied into a 2D vertically-

integrated system of equations of the same form as the SSA. However, following

Cornford et al. (2013), vertical variations of the horizontal velocities due to the ver-

tical shear stresses are neglected in the mass transport equation due to numerical

disadvantages.

The introduction of a vertically integrated effective viscosity has been shown to

notably increase the accuracy of the SSA equations in three dimensional problems

with respect to full-Stokes model on the MISMIP3D set-up (Pattyn et al., 2013).

However, both SSA and SSA* assume normal stresses at the basal boundary (σnn) to

be hydrostatic, i.e, there is an exact balance between the vertical pressure gradient

and the gravitational force. This may result in differences with respect to full-Stokes

solutions, in which the σnn term is explicitly solved and it is used for evaluating

the ice/bedrock contact (therefore the grounding line location). The hydrostatic
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approximation of the normal devioatoric stresses may not be valid in some glacier

configurations presenting non-negligible vertical deviatoric stresses, and therefore,

”membrane stresses” models may not give accurate grounding lines migrations.

2.2 Friction laws

In glaciology, friction laws are difficult to formulate and validate due to the unknown

basal conditions which may strongly depend on subglacial hydrology, and thus can

be highly variable both temporally and spatially. The choice of a friction law should

depend on the type of glacier that we have to simulate. Here we introduce three

common friction laws which are widely used in glaciology problems, two of which

are then applied in our numerical simulations.

A friction law basically relates the basal shear stress τb = (σn,t1, σn,t2) (n means

normal to the bedrock and t1 and t2 are the two associated tangent directions) with

the sliding velocity ~ub = (ut1, ut2). A general form for the friction laws typically

follows:

~τb + f(~ub, ...) = 0 (4.6)

The simplest relationship follows a linear expression of the form :

~τb + β ~ub = 0 (4.7)

where β, the basal friction parameter, is a control field commonly used in inverse

methods or data assimilation.

The most widely used friction law is the Weertman friction law, where the

friction parameter, seen before for the linear expression, depends on the sliding

velocity itself in the form:

~τb + βm|~ub|
m−1 ~ub = 0 (4.8)

where m is the friction exponent and βm is a friction parameter, equivalent to the

basal friction parameter β whenm = 1. This friction law is particularly appropriate

for flows over undulating beds without cavitation. In such cases, it is theoretically

demonstrated that m is equivalent to 1/n, where n is the Glen’s law exponent

commonly set to n = 3 (Lliboutry, 1968).

The third friction law, the ”Coulomb-like” Schoof friction law, considers the role

of the effective pressure and cavitation on sliding problems. In the vicinity of the

grounding line of marine ice sheets, where the ice likely meets the ocean because

channels and topographic features, it has been proposed that a Coulomb-type law

may be more appropriate for those rough terrains (Schoof, 2005; Gagliardini et al.,

2007; Leguy et al., 2014). Coulomb-type friction laws in glaciology are those which

fulfill Iken’s bound (Iken, 1981)

0 <
|~τb|

N
< mmax (4.9)

where mmax is the maximum slope of the topographic features, and N , commonly

expressed as N = −σnn − Pwater, is the effective pressure, where Pwater is the
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seawater pressure. Coulomb-type friction laws consider that eq. 4.9 should present

a maximal bound for τb, depending on the effective pressure but independent on the

sliding velocity ~ub. This represents the impact on the basal sliding of the cavities,

produced at the base of the glaciers by interacting with the topography which are

filled up with melt water or sea water. This limits the traction exerted by the

bedrock at high glacier velocities, contrary to what is proposed in the Weertman

friction law, where τb is unbounded.

Coulomb-type friction laws model the transition between a power law behavior

at relatively low velocities, to an Iken’s bound limit at relatively high velocities.

This transition can be produced abruptly like in the case of Tsai friction law (Tsai

et al., 2015) or smoothly like, for instance, the relationship proposed in (Schoof,

2010). The latter gives a basal traction continuous and differentiable everywhere

except across the grounding line, which is preferable for numerical simulations. In

both Tsai and Schoof cases, contrary to the power friction law, τb = 0 independently

of the value of βm at the grounding line. This is because at the grounding line, the

effective pressure is considered N = 0 because the ice is assumed to be in exact

flotation balance, and therefore the friction law predicts perfect sliding.

The Coulomb-type Schoof friction law is expressed following Gagliardini et al.

(2007):

τb + CN

(

χ|~ub|
1−n

1 + αq(χ|~ub|)q

)1/n

~ub = 0 (4.10)

with χ = 1/(CnNnAs), αq = (q − 1)q−1/qq, As = β
−1/n
m the sliding parameter in

absence of basal water, n = 3 the Glen’s law exponent, and C the bound of the

Coulomb-law given as mmax in equation 4.9 (commonly C = 0.5). The value of

q ≥ 1, the post-peak exponent, controls the post-peak decrease.

Figure 4.1 represents for typical values of the effective pressure in the vicinity

of the grounding line (N = 0.1 MPa and N = 0.2 MPa) the value of τb computed

with the Weertman, and the Schoof friction laws for different values of q. As we

can see, the closer we are to flotation criterion (i.e. lower values of N) the lower the

ice velocity needed to reach the Iken regime. Most applications of the Schoof law

use q = 1, for which there is no post-peak decrease and τb tends asymptotically to

the Iken’s bound value.

2.3 Experimental set up

The experimental set up used in this chapter corresponds strictly to the one pro-

posed for the MISMIP+ experiment. Here we just summarize some details of the

general set up, but a deeper description can be found in Asay-Davis et al. (2016),

in particular the value of the model and equations parameters can be founded in

Table 1 of Asay-Davis et al. (2016),.

Basically, the glacier domain is a rectangle of 640 km long in the main flow

direction (hereafter the x-axis) and 80 km wide (the y-axis). An analytical bedrock

topography, inspired by Gudmundsson (2012), is defined over the rectangular do-
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Figure 4.1: Basal shear stress τb versus glacier sliding velocities for different values

of the post-peak exponent q of Schoof friction law and Weertman friction law. Left

plot considers the effective pressure N = 0.1MPa and the right plot, the value

N = 0.2MPa. C = 0.5 is considered in all cases.
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Figure 4.2: Bedrock geometry of the set up: lateral view with the grounding line

zone for the steady state (top), frontal view from the ice front (bottom left), and per-

spective view (bottom right). Aspect-ratio is modified by multiplying z-coordinate

by 100

main. It aims at providing an idealized representation of the main Pine Island

central stream. The bedrock shows a central deep channel and an x-axis profile

presenting a retrograde slope region as shown in figure 4.2. With the particular

choices for the flow parameters, this bedrock leads to a stable curved grounding

line resting on the retrograde slope at the center of the channel. MISMIP+ is the

first model intercomparison exercise which includes a steady state with significant

lateral stresses able to account for this particular grounding line configuration. This

adds a bit of realism to the experimental set up in response to outcomes from the

previous MISMIP3D. Indeed, these conditions have not been tested yet by either

previous MISMIP, even though, most outlet glaciers in the Amundsen sector present

confined ice streams and the lateral stresses strongly contribute to the stability of

grounding lines in retrograde slopes.

At the lateral boundaries of the glacier (y=0 and y=80 km) and at the x=0

inland boundary, a free slip and a non-slip boundary condition are respectively ap-

plied. Ice is removed at the calving front boundary, x=640 km, with sea water

external pressure imposed assuming a steady calving front position. A free stress

boundary condition is applied to the upper surface and external water pressure

condition is applied to the free surface in contact with the ocean. At the ice base

in contact with the bedrock, we impose a no-flow-across-boundary boundary con-

dition (normal velocities are set to zero) and tangential velocities are affected by

a tangential basal traction computed from a friction law. A choice of non-linear

friction laws is given to participants of MISMIP+. In this study we will use the
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most common Weertman power law (n=3), and the effective-pressure-dependent

Schoof friction law, described in detail in section 2.2, both with friction parameter

βm = 1 × 104 Pa m−1/3 a1/3. In particular, we apply a Schoof friction law with

values q = 1, C = 0.5 (see Figure 4.1). In addition, a simplistic hydrological model

is considered in order to approximate the σnn by the following expression:

N = ρig(h−max(0,−
ρw
ρi

zb) (4.11)

where h is the ice thickness, g the gravity acceleration, zb is the bedrock elevation,

ρw is the sea water density and ρi is the ice density

The ice rheology is given by Glen’s flow law as described in equation 4.4. Ice is

assumed to be isothermal and the ice-viscosity parameter A in equation 4.4 is kept

constant at A = 2.0× 10−17 Pa−3a−1 in time and space

Participants of the MISMIP+ exercise are expected to initialize a steady state

with the grounding line crossing the center of the channel (the line y = 40 km) at

a position in between x = 440 km and x = 460 km (see Figure 4.2). To this aim,

the ice viscosity parameter A in equation 4.4 and/or basal friction parameter C in

equations 4.8 for Weertman or 4.10 for Schoof laws, can be modified by participants

in case the default parameters provided in Asay-Davis et al. (2016) does not produce

the required steady state. Contrary to previous MISMIP exercise where all the

participants used the same physical parameters, in MISMIP+ all participants are

invited to initialize to the same geometry with the physical parameters chosen as

close as possible to the ones proposed by the exercise. This new approach, more in

the line with the way that realistic glacier geometries are modeled, is in response

to the outcomes of previous MISMIPs. In the model simulations shown in this

chapter, none of those parameters have needed to be modified with respect to the

values proposed in Asay-Davis et al. (2016).

In the previous MISMIP3D (Pattyn et al., 2013), grounding line migration was

induced by changes in the basal traction coefficient. In the case of the Amundsen

sector, however, the observed grounding lines changes are though to be driven by

the ice shelf melting. In MISMIP+ and in our model simulations, the ice shelf is

perturbed by the following simplified parametrization for melting rates to be applied

at the ice shelf/ocean interface. This parametrization for the melt rates mi consists

in an ”ad-hoc” analitical expression calibrated with Parallel Ocean Program (POP)

simulations using ice shelf draft from preliminar MISMIP+ simulations.

mi = Ωtanh

(

Hc

Hc0

)

max(z0 − zd, 0) (4.12)

Ω = u∗,0
T∗,0

zref

ρicwΓT

ρfwL
(4.13)

where zd is the elevation of the ice/ocean interface, Hc = zd−zb is the water column

thickness, Hc0 = 75 m, zb the elevation of the bedrock, and T∗,0, u∗,0, Hc0 and zref
are fitting constants that together resulted in a value Ω = 0.2a−1
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This expression accounts for the linear dependency of the sea water friction

velocities on distance from the grounding line as suggested in some studies (Galton-

Fenzi, 2010; De Rydt et al., 2014). In the POP simulations used in the calibration,

melting reached zero at -100 m depth. From there to the surface some refreezing

may occur, but the parametrization considers that there is neither melting nor

refreezing between -100 m and the surface. Asay-Davis et al. (2016) emphasizes the

fact that this is an ad-hoc expression only appropiate for the purpose of the model

intercomparison, and adapted for the ice cavity geometry of the set up. There

are missing physics such as the dependence on the slope of the ice/ocean interface

(Goldberg et al., 2012) and the quadratic dependence on the ambient temperature

(Holland et al., 2008).

2.4 Model Experiments

In this chapter, three simulations have been performed with the ice sheet model

Elmer/Ice, described in Appendix A, based on the setup described in section 2.3 of

this chapter. Simulation SSA-WEER computes the SSA equations with a Weertman

friction law, SSA-SCH combines the SSA equations with the Schoof friction law and

STAR-SCH solve the SSA* equations with a Schoof friction law.

Experiments start with an individual spin-up run (without any melting) un-

til reaching: (i) a stable grounding line position resting in the MISMIP+ defined

bounds, and (ii) a mean volume change criteria of ∆V
V < 10−5a−1. Once the simula-

tions are spun-up, we switch on the melting parametrization described in equations

4.12 and 4.13 and simulate 100 years of grounding line retreat. Sensitivity analyzes

are made by comparing the solutions provided by the three experiments.

All the simulations in this chapter use the same fixed triangular mesh (see Figure

4.3) and a constant time step. The mesh domain consists of three box sub-domains

with smooth transition of the element size. In particular, the central box of the

domain (see Figure 4.3), is a structured triangular mesh with constant mesh-element

size. This box is delimited by 320 km 6 x 6 520 km in order to have the grounding

line contained in the box during at least 100 years of retreat. Convergence studies

have been carried out for SSA-WEER during 80 years of simulation (see Figure

4.4). After those test, we have chosen the use of a resolution of 500 m of resolution

at the grounding line (consistent with other finite element model participants in

MISMIP+) and a time step of 0.1 years for our experiments. As shown in Figure

4.4, there are not significant differences in the center channel grounding line position

and changes in glacier volume between our choice and the most accurate simulation

tested (250 m of resolution and 0.025 years of time step).

3 Results

Figures 4.5 and 4.7 show the comparison of the glacier surfaces for the three ex-

periments at the center of the bedrock channel (y=40 km) and the grounding line

position at various time steps respectively. We observe that, differences in the
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Figure 4.3: Experimental mesh, approximate positions of the three domain boxes

and a zoom to the transition between inland and central boxes

Figure 4.4: Results of the sensitivity tests for different mesh resolution and time

steps after 80 years of simulation SSA-WEER of the grounding line position at the

center of the channel (top) and glacier volume change (bottom).
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Figure 4.5: Comparison in the vicinity of the grounding line of the ice sheet surfaces

at y = 40km at different time steps for: (top) SSA-WEER (red to yellow color scale)

and SSA-SCH (blue to green color scale) simulations, and (bottom) for STAR-SCH

(red to yellow colors scale) and SSA-SCH (blue to green color scale) simulations.

grounding line at the steady state (t = 0) are relatively significant in between simu-

lations SSA-SCH and SSA-WEER. At the center of the channel, SSA-SCH converge

to a grounding line position located 14 km upstream from the one obtained by SSA-

WEER. The difference is smaller close to the lateral boundaries of the domain where

the grounding line is located only 5 km upstream. In contrast, differences between

the spin up geometries of SSA-SCH and STAR-SCH simulations are much smaller.

The steady state grounding line position at the center of the channel obtained by

STAR-SCH is just 1 km upstream than the grounding line obtained by SSA-SCH,

this is only two grid cells of difference. The upstream position of SSA*-based sim-

ulation is consistent with results of MISMIP3D (Pattyn et al., 2013). However,

differences obtained on the MISMIP+ setup are of much less significant than the

difference of about 70 km that is observed between steady state grounding line

positions in MSIMP3D.
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Figure 4.6: Comparison of grounded area change (left vertical axes with solid lines)

and the grounding line position at the center of the channel (right vertical axes

and dashed lines) during 100 years of simulations: (top) SSA-WEER in blue and

SSA-SCH in magenta, and (bottom) STAR-SCH in blue and SSA-SCH in magenta.
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Figure 4.7: Comparison of the grounding line shape at different time steps for:

(up) SSA-WEER (red to yellow color scale) and SSA-SCH (blue to green color

scale) simulations, and (bottom) for STAR-SCH (red to yellow colors scale) and

SSA-SCH (blue to green color scale) simulations.
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Once the melting parametrization is activated, the grounding line starts to re-

treat in all simulations. During the retreat, the differences in the upper glacier sur-

face elevation (Figure 4.5), the change in grounded area (Figure 4.6) and grounding

line position (Figure 4.7 and Figure 4.6) becomes more significant, in particular be-

tween the SSA-SCH and the SSA-WEER simulations. At the end of the 100 years

of retreat, the grounding line at the center of the channel in SSA-SCH is found

40 km upstream than in SSA-WEER simulation. Taking the differences with the

initial position, there is a difference of 26 km in the total modeled grounding line

retreat depending on the chosen friction law. This different grounding line retreat is

also associated with differences of about 40% in the total change in grounded area

between the simulations. Comparing the different englacial stress approximations,

STAR-SCH gives a retreat of the grounding line at the center of the channel that

is only 2.5 km larger than SSA-SCH and a slightly larger decrease in the grounded

area of the glacier by about 4%.

Figure 4.8 shows the comparison of the changes in volume, Volume Above Flota-

tion (VAF) and their difference during the 100 years of modeled glacier retreat.

Overall, all the simulations present a similar pattern: a rapid volume loss acceler-

ation during the first years followed by a quasi-linear decrease until the end of the

simulation (see also Figure 4.9), and increasing differences between VAF changes

and total volume changes as the simulation advances. More significant differences in

total volume loss are found again between SSA-SCH and SSA-WEER simulations

(top pf Figure 4.8). In 100 years, simulation SSA-SCH loses 2.32 1012 m3 more

ice than SSA-WEER. This difference represents about 50% of the total volume

loss estimated by SSA-WEER for the same period. Volume changes are much less

sensitive of the choice between SSA or SSA*. STAR-SCH produces a 3.4% higher

volume loss than SSA-SCH.

As the grounding line retreats, the previously grounded parts of the glacier

progressively become afloat and contribute to the change in VAF, which is the

contribution of the glacier to sea level rise. VAF is estimated by the following

equation:

V AF = V − Vsubmerged ∗
ρw
ρi

(4.14)

where V is the total glacier volume, Vsubmerged is the volume below sea level, ρw is

the sea water density and ρi is the ice density. There is a significant VAF loss in our

simulations controlled by the strong grounding line retreat and glacier acceleration

As with other metrics of retreat, VAF changes seems more sensitive to the friction

law chosen than to the englacial stress approximation chosen. SSA-SCH estimates

a total VAF loss of 4.49 × 1012m3, which is 1.32 × 1012m3, or 42%, more VAF loss

than SSA-WEER simulation during the same period of 100 years. Regarding the

choice of englacial stress approximation, SSA* results in only a 2.8% more VAF loss

than SSA equations.
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Figure 4.8: Comparison of total cumulative glacier volume change (left vertical

axes with continuous lines), volume above flotation (VAF) cumulative changes (left

vertical axes and discontinuous lines) and the difference between the total volume

change and the VAF change (right vertical axis and dotted lines) during 100 years

of simulations: (up) SSA-WEER in blue and SSA-SCH in magenta, and (bottom)

STAR-SCH in blue and SSA-SCH in magenta.
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4 Discussion

The differences in the grounding line position showed in Figures 4.5 and 4.7 for the

steady state of different simulations are not unexpected.

Concerning the differences between SSA-WEER and SSA-SCH, we may expect

that the Schoof friction law, for the same rheology and geometry, may produce a

faster flow at the grounding line, leading to a greater ice flux and therefore upstream

migration of the steady state grounding line position. This is mainly due to two

reasons: First, in contrast to the Weertman friction law, the Schoof friction law ful-

fills Iken’s bound, so the traction exerted by the bedrock is bounded, constrained by

the local effective pressure, independently of the local basal velocity. Second, even

at low velocities, the hydrology model used with the Schoof friction law considers

that the effective pressure at the grounding line should be zero and therefore there

should be perfect sliding. This leads again to a reduction of friction in the vicinity

of the grounding line.

Concerning the differences between SSA-SCH and STAR-SCH, in agreement

with conclusions of previous MISMIP3D, we may expect that SSA* produce a faster

flow to the grounded parts of the glacier than SSA. This is because SSA* takes

into consideration the vertical stresses in the computation of the effective viscosity,

leading to a less viscous ice than with SSA where vertical stresses are neglected.

For a given geometry, the lower viscosity in SSA* predicts a faster ice flow just

upstream the grounding line (therefore a larger ice flux considering that we are on

upward-sloping bedrock) and therefore it will converge to more upstream steady

grounding line position than the SSA. However, those differences for the MISMIP+

setup appears to be much smaller than for the setup of MISMIP3D. In that case,

SSA models and SSA* models where found to differ by more than 50 km in the

grounding line position at the steady state. This indicates that the steady state in

MSIMIP+ is mostly controlled by the effect of buttressing in the membrane stresses,

and vertical shearing is less important than in laterally uniform geometries like in

MISMIP3D.

Once the melting parametrization is activated (at t = 0), the perturbation in-

duces a decrease of the total glacier volume and the grounding line starts to retreat.

As shown in Figure 4.9, total volume of the glacier decreases rapidly from the be-

ginning until the 30th year of simulation, after which, the total volume decreases

at a constant rate. As illustrated in Figure 4.5, this initial phase of strong volume

decrease is related to a strong change in the ice draft, and ice shelf thinning. This

leads to a strong initial decrease in the grounded area close to the lateral walls

of the channel as observed in the differences of grounding line shape between the

steady state and the first 10 years of retreat in figure 4.7 for all the simulations.

This reduction of the grounded area produces a loss of buttressing and a subsequent

glacier retreat as observed for all simulations.

There are three contributors to the glacier volume changes in our particular

setup (no glacier surface melting): the accumulation rate at the surface, the calving

flux at the calving front (x = 640 km), and the melt volume flux of ice at the
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Figure 4.9: Average estimates of contributors to glacier’s net rate of volume change

during 100 years of simulations for: (top) SSA-WEER in blue and SSA-SCH in

magenta, and (bottom) STAR-SCH in blue and SSA-SCH in magenta.
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ocean/ice interface. At the steady state with no basal melting, the accumulation

gain is compensated by mass loss at the calving front. Once the melting is activated,

apart from the volume losses directly attributable to melting, the melting also

induces dynamic volume changes related to the subsequent ice acceleration and

thinning, which alter the ice flux at the calving front. Figure 4.9 shows the volume

fluxes associated to each volume change contributor. As shown for each of our three

simulations, net glacier volume losses are almost entirely controlled by melting as

calving fluxes are almost negligible. Even if the grounding line retreat leads to

glacier acceleration (which might indicate further volume losses), the volume fluxes

at the calving front are strongly affected by the large ice shelf thinning, resulting in

relatively small negative volume flux changes at the calving front. Therefore, the

melting of ice decrease the dynamical volume losses due to calving fluxes, resulting in

net volume gain associated to the ice outflow. However, this volume gain is negligible

compared to the strong volume losses associated to ice melting. In conclusion, in

our particular set up, the ice melting reduce the calving fluxes, which becomes a

negligible contributor to the volume changes of the glacier.

Differences in melting rates between the three simulations are shown in Figure

4.9. Simulation SSA-WEER shows significantly lower melt rates than the other two

simulations. This is caused by differences in its ice cavity draft since the melting

parametrization only depends on the geometry of the ice cavity. Basically, the

bigger the cavity is the more the ice surface is in contact with the ocean, which

means larger integrated melt rates. In addition, according to equation 4.12, deeper

ice leads to higher melting rates, either because the grounding line is found deeper,

or because the basal ice surface elevation slope in contact with the ocean is softer.

This is the case of simulation SSA-SCH and STAR-SCH, which have more and

deeper ice surface in contact with the ocean than SSA-WEER at a similar time

step. This is because: (i) the faster grounding line retreat means a bigger ice shelf

cavity, (ii) the faster grounding line retreat in a retrograde slope leads to having

deeper ice in contact with the ocean. Accordingly, the larger the melting rates are,

the larger the grounding line retreat will be, leading to further increase in the melt

rates. This positive feedback of the melt rates, hereafter ice-draft-melting feedback,

contributes to producing and sustaining the increasing grounding line differences

between the three simulations as the grounding line retreats.

As shown in Figures 4.5 and 4.7, at the initial steady state, SSA-WEER presents

a slightly smaller ice shelf cavity and a downstream grounding line position with

respect to both Schoof-based simulations SSA-SCH and STAR-SCH. Due to these

differences of the ice draft at the initial state, SSA-WEER initial melting rates are

8% smaller than SSA-SCH or STAR-SCH simulations (both schoof-based simula-

tions present melt rates almost similar). One may wonder if the ice-draft-melting

feedback could entirely explain all the obtained grounding line retreat differences

between Schoof-based and Weertman-based simulations triggered by the initial dif-

ferences in the melt rates. As the simulations advance in time, the relative difference

in melting rates between SSA-WEER and SSA-SCH grow significant and converge

from the 20th year to a value around 30% (see Figure 4.9). This suggests that
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the initial trigger of the strong acceleration of the differences in the grounding line

retreat between the three simulations, might not be only controlled by the ice-

draft-melting feedback. We propose in the following paragraphs a mechanism, apart

of the ice-draft-melting feedback, contributing to explain the obtained results.

The different sensitivity that Weertman-based simulations and Schoof-based

simulations have in response to melt perturbations is illustrated by Figure 4.10.

This sensitivity can be quantified by the melting efficiency coefficient γmelt defined

here as:

γmelt =
∆(V AF )/∆t

Vmelted
(4.15)

where Vmelted is the total melt volume flux. The coefficient γmelt provides and

estimate of how efficient a melting perturbation is in producing VAF losses in a

glacier. That is, given a melted-volume loss and the subsequent loss in buttressing

of the glacier, how strong will the dynamic transfer of VAF in flotation volume (Vf )

(total glacier volume = V AF + Vf ) be. We note that the melting only reduces

the volume of the ice shelf, therefore melted ice volume is always removed from Vf .

Since the calving fluxes are negligible (see Figure 4.9), the difference in Vf between

two consecutive glacier states during a glacier retreat will be the balance between

the melted volume and the VAF transformed in Vf due to a dynamical response

of the glacier. For instance, hypothetical values of γmelt > 1, would mean a Vf

net gain (here neglecting changes by the calving front fluxes). Another limit can be

attributed to γmelt = 0.5, which implies that the glacier looses VBF and VAF at the

same rate. As shown in Figure 4.10, the two simulations using a Schoof friction law

present a very similar VAF rate and γmelt during the grounding line retreat. From

the beginning of the simulation, STAR-SCH and SSA-SCH simulations present

values of γmelt < 1 peaking at the beginning of the simulation at relatively high

values of about γmelt = 0.7. As the simulation advances, γmelt of STAR-SCH and

SSA-SCH both decrease during the first 30 years. After that, γmelt starts to increase

and converge to the balanced limit γmelt = 0.5, this is presenting almost similar VAF

and Vf losses in response to melting perturbations. Similarly to STAR-SCH and

SSA-SCH, SSA-WEER shows values of γmelt < 1. However, from the 20th year,

SSA-WEER experiment shows lower values of γmelt converging at the end through

values of about γmelt = 0.40. This result indicates that for the particular geometry

tested in this study, Weertman-based simulations are less sensitive to the melting

perturbations than Schoof-based ones.

The reason for this extra sensitivity of Schoof-based simulations, at least at the

beginning of the retreat, might be related to the strong impact that the glacier

parts grounded on the lateral walls of the channel may have in the grounding line

stability in this particular set up for those particular simulations. As discussed

before, when applying a Schoof friction law, the bedrock in contact with the fastest

parts of the glacier in the center of the channel exerts a limited traction (bounded by

the Iken’s bound), strictly smaller (for a given ice thickness and ice velocity) than

in the simulations using a Weertman friction law. Therefore, for the grounding

line position and stability, we can expect that the traction and lateral buttressing
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Figure 4.10: Average estimates of the melt rates, volume above flotation rates and

melting efficiency γmelt for (top) SSA-WEER in blue and SSA-SCH in magenta,

and (bottom) SSA-SCH in blue and STAR-SCH in magenta.

exerted by the grounded parts on both sides of the ice shelf have a larger relative

importance in Schoof-based simulations than in Weertman-based simulations. As

we can see in Figure 4.11, at the steady state, SSA-SCH simulation shows higher

values of the shear stress τb (computed normal to the flow direction) in the vicinity of

the grounding line on both sides of the channel. The rapid ice shelf thinning during

the first 10 years showed in Figure 4.5 may explain the stronger impact on the

stability of the grounding line of Schoof-based simulations. Therefore, this stronger

loss of related buttressing may contribute to the initial faster glacier acceleration

showed by Schoof-based simulations, in addition to the difference in the initial melt

rates previously discussed,.

5 Conclusion

A set of model experiments have been performed with Elmer/Ice model in order to

study the response of a confined marine ice sheet outlet glacier to different friction

laws and englacial stress approximations. In particular, the solution computed with

a Weertman friction law has been compared to the solution computed with a more
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Figure 4.11: Estimates of the basal shear stress τb normal to the flow direction for the

steady states of (top) SSA-SCH simulation and (bottom) SSA-WEER simulations.
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physical Coulomb-type Schoof power law, and the solution of SSA equations has

been compared to the solution of SSA* equations in a idealized PIG-like glacier set

up. Model experiments are based on the MISMIP+ setup (Asay-Davis et al., 2016),

which produces 100 year of grounding line retreat from a steady state induced by a

basal melting parametrization to be applied at the subsurface of the ice shelf cavity.

At the steady state, Weertman-based simulation predicts a larger ice sheet with

a grounding line position 14 km downstream then Schoof-based simulation with

SSA. For a similar friction law, SSA*-based simulation predicts a one-kilometer

upstream position with respect to SSA-based simulation. This is in agreement with

conclusions of the previous MISMIP3D experiments (Pattyn et al., 2013), although

in MISMIP3D differences between SSA and SSA* were much larger. This might

be related to the particular bedrock applied in our set up, as the grounding line

position is expected to be more impacted by the lateral buttressing exerted by

the confined ice shelf than in the case of laterally uniform geometries as used in

MISMIP3D experiments.

At the steady state, the calving flux at the calving front balances the volume flux

due to snow accumulation. Once the melting parametrization is activated, all the

simulations present strong total volume losses, which are almost entirely controlled

by the melting rates. Melt losses more than the volume gain due to the snow accu-

mulation and the decrease in volume flux due to dynamical decreases in the calving

flux. Indeed, the melting beneath the ice shelf produces ice shelf thinning, which

reduces the flux of ice flowing through the calving front. Anyway, those changes are

negligible compared to the melting rates. In all the simulations, the melting of the

ice shelf induces strong grounding line retreat, associated to the loss of grounded

area and the subsequent loss of buttressing. As the simulation advances in time,

the Schoof-based simulation retreats faster than the Weertman-based simulation,

with 26 km of further retreat and a 40% of grounded area difference at the end

of the 100 years. The SSA*-based simulation only predicts a 2.5 km larger retreat

than SSA-based simulation with only a 4% of grounded area differences between the

simulations. According to these results, grounding line migration in the particular

setup of this work is very sensitive to the choice of the friction law, and relatively

unaffected by the choice between the two englacial approximations tested.

Grounding line retreat produces a significant loss in volume above flotation

(VAF), which is directly associated with the glacier contribution to sea level rise.

As for the rest of the quantities explored, relative differences associated with the

englacial stress approximations applied are not significant. However, according to

our results, after 100 years of glacier retreat, the Schoof-based simulations predict

42% larger contribution to sea level rise than Weertman-based simulations. This

result is comparable to a recent estimate of the impact of coupling the ice sheet

model with an ocean model in a similar geometry (De Rydt and Gudmundsson,

2016). However, most of estimates of PIG sea level contribution does not consider a

Coulomb-type friction law (Joughin et al., 2010; Favier et al., 2014; Joughin et al.,

2014), which is expected to better reproduce the friction transition in the vicinity of

the grounding line, and therefore preferable in modeling grounding line migrations.
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The robustness of our conclusions is subjected to further work regarding the

melting perturbations and their impact on the dynamics of the glacier. As dis-

cussed, the melting parametrization applied in this work depends strongly on small

differences in the ice cavity draft. Even if the MISMIP+ set up invites the partic-

ipants to converge to a relatively similar initial steady state, the range of possible

geometries admitted by the set up leads to significant differences in the magnitude

of the melting perturbation. In our experiments, differences in the initial melt-

ing rate are as large as 8% between Weertman-based simulation and Schoof-based

simulations. It is not clear if the ice-draft-melting feedback is able to explain all

the obtained VAF losses differences between our simulations. If so, our conclusions

would not be valid as the results are dependent on the experiment set up design and

therefore not dependent on the friction law or the englacial approximation applied.

In any case, the analyze of the melting perturbation efficiency through the melting

efficiency coefficient γmelt, indicates the higher sensitivity that the Schoof-based

simulations to the melting perturbations. This result confirms our expectations of

Schoof-based simulations should produce more VAF losses than Weertman-based

simulations. However, the quantification of the differences in VAF losses depend-

ing on the friction law applied would require further modifications in the melting

parametrization, in order to reduce the impact of the ice-draft-melting feedback in

the sensitivity experiments.
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1 Context

In the upcoming years, the way how climate models will predict the evolution of

the Antarctic Polar Region in the context of climate change will be different from

today. From recent years, we are attending to the birth of new ice-sheet/ocean

coupled systems, which will frequently be used, at least for Greenland and the

Arctic Ocean, in the next generation of climate models and Earth System Models.

This new step of complexity mainly consists in the inclusion of an ice dynamics

component for the polar ice sheets and therefore improve the representation of the

impact of the cryosphere on future climate. Historically, in Earth System Models,

the cryosphere has been treated as part of the land component, and the mass balance

of continental glaciers, ice caps, and ice sheets have been computed in association

with the atmospheric component of the model, without solving the flow of ice and

without interacting with the ocean. This practice assumes that the mass balance

of the cryophere only depends on the ice surface melting and snow precipitation,

neglecting the mass losses related to the ice flow acceleration or the warming of the

oceans. This approximation is suitable for the continental glaciers and ice caps,

indeed, the larger contributors to the sea level rise so far. However, this is not valid

for computing the mass balance of the polar ice sheets. For instance, in the case

of the Antarctic Ice Sheet, the mass output is almost entirely controlled by the ice

dynamics since the annual mean of the surface melting of ice only correspond to

1% of the total snow accumulation.

Up to the last two decades, the Antarctic Ice Sheet was believed to be more or

less stable and to present a marginal contribution to the rise of the sea level and the

climate change. This is why the representation of AIS in climate models has not

been a priority so far and a number of processes are misrepresented. During the last

decade, rapid changes in the ice thickness and glacier velocities widely associated

with the interaction of the outlet glaciers with the Southern Ocean, have been
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observed. These changes are expected to become more important over the XXIth

century, motivating the necessity of including a proper representation of the AIS

mass balance in the next generation of climate models. This means to explicitly

include the ice-ocean interactions impacting the AIS dynamical mass imbalance,

in order to account for the different ice-ocean interactions affecting the Southern

Ocean, consequences of the AIS imbalance.

As mentioned above, causes of the AIS imbalance have been strongly associated

to the interaction of the outlet glaciers with the Southern Ocean. This is partic-

ularly true in the Amundsen Sea, where the intrusion of warm Circumpolar Deep

Waters into the Antarctic Continental Shelf is suggested to increase the ice shelf

melting, reducing the buttresing effect of the ice shelves and inducing upstream

glacier acceleration. Accounting for ice sheet dynamics is crucial in order to cap-

ture the evolution of the outlet glaciers in response to oceanic perturbations at

the interior of the ice shelf cavity. In addition, an accurate representation of this

ice-ocean interaction would require the computation of the ocean circulation at the

interior of the ice shelf cavity. As the ocean properties change and the ice cavity

draft varies due the retreat of the glaciers, the ocean circulation in contact with the

ice shelf evolves, impacting the melting of ice.

Among the consequences of the AIS imbalance in the ocean properties and

climate, the larger concern is mainly associated to the sea level rise. Even if AIS

contributes with only 10% to the ongoing sea level rising rate, the rapid acceleration

of the Amundsen sector and its strong potential contribution of about 1 meter by the

end of the current century make necessary a better representation of AIS changes

in climate projections. However, concerns about AIS imbalance are not restricted

to sea level rise. Consequences of the AIS imbalance in forthcoming future climate

might potentially include significant changes in the sea ice cover and the bottom

water production due to salinity changes induced by the increasing glacier freshwater

fluxes. The potential role of AIS in the future properties of the Southern Ocean,

and the ability of future ice-sheet/ocean coupled models to capture the ice-ocean

interactions needs however further investigations.

In this thesis, a number of modeling studies have been performed in the con-

text of upcoming ice-sheet/ocean coupled models. These studies aim at better

understanding the causes and the consequences of the AIS imbalance in standalone

components of future coupled systems. Before studying the technical issues related

to the oncoming coupling of both models, this thesis identifies the axes of devel-

opments and the capacities of the future set up of both standalone models. In

particular, ocean simulations have been used to investigate the response of a global

ocean/sea-ice model at quarter degree of resolution (set up of NEMO ocean model

in some of the future CMIP6 models) to realistic changes in the glacial freshwater

forcing from Antarctica. To this end, further technical work has been needed in or-

der to force the ocean model with a realistic representation and distribution (both

seasonal and spatial) of the glacial freshwater fluxes. In addition, ice-sheet simu-

lations have been used to study the sensitivity of the ocean-driven grounding line

retreats to different friction laws or englacial stress approximations to be considered
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in the ice-sheet models. This has been studied in the context of the MISMIP+ ex-

ercise for an idealized geometry corresponding to the characteristics of Pine Island

Glacier.

2 Main conclusions and perspectives of the different

studies

When this work started, two modeling studies had investigated the sensitivity of

the Antarctic sea ice to changes in the glacial freshwater fluxes (Bintanja et al.,

2013; Swart and Fyfe, 2013). Both of these studies, together with a more recent

similar one (Pauling et al., 2016), show limitations as to their distribution of glacial

freshwater fluxes and perturbations, which are weakly constrained by observations.

Motivated by similar questions, we have here paid a great attention to use the more

realistic representation of the freshwater fluxes as possible, as close as it would be in

the future ice-sheet/ocean coupled system. This is the work described in Chapter 2

Based on the state-of-the art of glaciological estimates of ice volume discharge

(Depoorter et al., 2013) a set of improvements have been proposed in this work

in order to improve the glacial freshwater forcing. Firstly, larger ice shelves have

been identified in the global ORCA025 grid of NEMO, where the corresponding

estimates of basal ice shelf meltwater have been applied. This is expected to improve

the spatial distribution of the freshwater fluxes corresponding to the basal melting

of the ice shelves. The improvements in the distribution of the ice shelf basal

melting is combined with the inclusion of an iceberg model in order to distribute

the meltwater produced by the drift of icebergs around the Southern Ocean. The

calving rates extracted from Depoorter et al. (2013) are applied into a reviewed

version of the NEMO/ICB iceberg model (Marsh et al., 2015a). This reviewed

version firstly introduced in this study consists in considering the vertically average

ocean velocity in the computation of the iceberg dynamics, the vertical integration

of the melt rates along the iceberg thickness, and a simple interaction with a shallow

bathymetry. Chapter 2 shows the sensitivity of the modeled icebergs to the inclusion

of theses modifications, in particular to the consideration of the averaged ocean

velocity onto the computation of the ocean drag in the icebergs. This practice,

instead of only considering ocean surface velocities as it was globally applied in

iceberg models, improves the representation of iceberg trajectories in the sub-polar

gyres, as supported by satellite observations of small icebergs from Tournadre and

Accensi (2015).

Our study confirms the strong seasonality of the meltwater fluxes from the

Antarctic icebergs and the particular spatial pattern of those fluxes around the

Southern Ocean. Indeed, almost half of the freshwater released by icebergs in the

Ross and the Amundsen sector occurs between January and February. However, the

seasonality of the Indian sector seems to be slightly shifted with respect to other

oceanic sectors. In general, Antarctic sea ice seems particularly sensitive to the

freshwater fluxes from icebergs, globally increasing in concentration and thickness.



116 Chapter 5. Conclusions and perspectives

This may be the effect of the extra freshwater released in the ocean surface, which

contributes to limit the convective heat supply from the warmer sub-surface ocean

to the ocean surface, therefore resulting in more sea ice volume. Surprisingly, the

inclusion of icebergs results in thinner sea ice in the Bellinghaussen Sea, probably

due to the surface advection of warm waters along the Antarctic Coastal Current

from the Antarctic Peninsula.

These results illustrate the importance of including iceberg meltwater in the

study of the Antarctic sea ice, and therefore should be considered in the upcoming

ice-sheet/ocean coupled models. The explicit representation of icebergs in ocean

simulations should consider our proposed modifications relative to the inclusion of

more vertical physics in the computation of the thermodynamics and the dynamics

of icebergs. The extra computation cost of running an iceberg model can be drasti-

cally reduced by forcing the ocean surface with the monthly climatology of iceberg

meltwater proposed in Chapter 2. It has been shown that almost similar results

can be achieved by using this forcing strategy instead of explicitly coupling with

the iceberg model, however, further work is needed in order to adapt this forcing

strategy to climate simulations. For instance, in absence of an iceberg model, the

estimates of calving rates produced by an ice-sheet model could be used in order

to modify interactively a normalized distribution of icebergs meltwater fluxes. At a

given ocean grid point, the fraction of meltwater melted from icebergs released from

a particular region of AIS can be adapted accordingly to the changes in the ice-

berg production of this particular region of AIS. This set up requires a preliminary

estimate of the fraction of meltwater flux coming from each individual Antarctic

sector. This information, having already been produced, will be used in a study in

the forthcoming months.

Based on the technical work concerning the construction of a realistic glacial

freshwater forcing for ocean models (see Chapter 2), a set of NEMO ocean model

sensitivity experiments have been carried out in Chapter 3 in order to study the

impact of the AIS imbalance on the Antarctic sea ice. Based on estimates of the

Antarctic ice shelf volume losses of the 2000s decade (Depoorter et al., 2013) and

average estimates of the dynamical mass losses by the Antarctic glaciers during the

last two decades (Shepherd et al., 2012), we propose a reconstructed scenario of

the Antarctic ice shelf volume losses corresponding to a stable interaction of mass

exchanges between AIS and the Southern Ocean. This scenario is a reasonable

estimate of the lower boundary of the ice shelf-ocean exchanges. In most of ice

shelves it is likely corresponding to the situation of ice shelves at the beginning of

the 90s, when the AIS was believed to be more or less in mass equilibrium. The

comparison between the Antarctic ice shelf volume losses of the 2000s decade and

our resconstructed scenario based on our hypothesis, correspond therefore to a max-

imal but reasonable boundary for a decadal perturbation of the glacial freshwater

fluxes released into the Southern Ocean. We conclude that the comparison between

these two scenarios is appropriate for estimating the potential role of the increasing

glacial freshwater release in the ongoing changes of the Antarctic sea ice.

The two scenarios of Antarctic ice mass release to the ocean have been tested
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with 30-year long ocean/sea-ice/iceberg coupled model simulation forced with the

inter annual atmospheric forcing DFS5.2 for the period (1979-2010). A third sim-

ulation has been performed with a ten years shift (1969-2000) in the atmospheric

conditions in order to compare the sea ice sensitivity to glacial freshwater pertur-

bations with the sea ice sensitivity to perturbations in the atmospheric properties.

The three simulations have been used to construct the three corresponding sea ice

climatologies over the modeled period and have been used in order to produce the

quantification of model sensitivities. Our results confirm a significant potential

response of the sea ice to the perturbations in glacial freshwater fluxes as it was

discussed in Bintanja et al. (2013) but in larger agreement with the observed spatial

distribution of the sea ice trends. Perturbations in glacial freshwater fluxes may po-

tentially impact positively the global sea ice extent by a 25%, and the global annual

sea ice volume up to a 50% of the total changes. However, a robust quantification

might require the future inclusion of the atmospheric retroactions with the ocean

surface, either parametrizing them, or via the coupling with an atmospheric model.

The sea-ice/atmospheric surface retroaction, not represented in our atmospheric-

forced modeling study, are expected to produced larger sea ice differences between

the two perturbed simulations.

In addition, model results present a very distinctive regional response. Glacial

freshwater perturbations does not impact significantly the sea ice in the Atlantic

sector, but are a potential dominant contributor to sea ice volume changes in the

Ross and the West Pacific sectors. This is mostly related to sea ice production

changes induced by a reduction in the convective heat supplied from the sub-surface

waters reaching the sea ice base as proposed in (Marsland and Wolff, 2001). On the

contrary, in Amundsen Sea the glacial freshwater perturbation affects negatively

the sea ice production due to a an enhancement of the coastal overturning. This

mechanism, proposed previously in the literature (Jacobs et al., 1996) leads to an

increase in the oceanic heat from the very warm sub-surface water mass to the ocean

surface in the region. This is likely the result of the combination in the Amundsen

region of a very warm sub surface due to the intrusion of warm Circumpolar Deep

Waters and the strong perturbation introduced in the glacial freshwater fluxes at

the coastal grid points.

The results obtained in the Amundsen sector suggest the needs for considering

the inclusion of explicit ice shelf cavities in future climate models in order to cor-

rectly reproduce the coastal overturning, and the heat and freshwater exchanges at

the interior of the ice shelf cavity. Our study has clearly shown the sensitivity of the

sea ice model to glacial freshwater perturbation realistically distributed at a model

resolution applicable in the future climate models. This sensitivity indicates the im-

portance of an ice sheet model component in order to estimate reasonably the glacial

freshwater fluxes to be applied into the ocean. Therefore, a correct representation

of the grounding line migration and the ice shelf processes in future ice-sheet/ocean

coupled systems would be crucial in order to reduce the uncertainties of sea ice in

Southern Ocean projections.

Chapter 4 studies some of this uncertainties related to the set up of ice sheet
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model when estimating the volume losses and sea level rise contribution of outlet

glaciers. In particular this has been done for an idealized geometry with similar

characteristics than Pine Island Glacier, where lateral buttressing is expected to

exert an important control in the grounding line stability. More precisely, it has

been tested two different friction laws: Weertman and Schoof friction laws, and

two different englacial stress approximations: SSA and SSA*, in 100-year long

simulations using the Elmer/Ice model. Based on the MISMIP+ set up, the different

tests consist in producing grounding line retreats under the action of a prescribed

ocean melting function, departing in all simulations from a relatively similar steady

state.

According to our results, no significant differences have been founded depending

on the SSA or the SSA* approximation applied. However, much more significant

differences has been obtained concerning the friction laws tested in the simula-

tions. The use of a relatively less complex Weertman friction law predicts about

50% smaller contribution to sea level rise after the 100 years simulation with re-

spect to the use the more physical-based Schoof friction law. These differences are

comparable to the differences related to the coupling of the ice sheet model with an

ocean model according to a recent study in a similar glacier geometry (De Rydt and

Gudmundsson, 2016). Based on our results we can conclude that friction physics

applied in buttressing-driven glaciers like Pine Island might be as important as

coupling with an ocean component.

The quantification of this result is subject to the validity of the melting parametriza-

tion proposed in the MISMIP+ set up. The prescribed cavity-draft dependent

melting function applied in our experimental set up introduces differences in the

melting perturbations which affect differently the model simulations based on dif-

ferent friction laws. Basically, the melting parametrization results in the here called

cavity-draft-melting feedback, which consists in a retroaction between the melting

rates and the cavity draft differences between the simulations. Further melting rates

are obtained for upstream grounding line positions, therefore resulting in further

grounding line retreats and larger melting rates. Therefore it should be stated here

that a robust quantification of the friction law sensitivity to the melting perturba-

tion would require further work in the melting rate perturbation to be applied in

the simulations in order to reduce the impact of the cavity-draft-melting feedback.

For instance, it might be considered a melting parametrization providing a fixed

total integrated melt rate, which could be independent on the cavity draft at any

time-step during the grounding line retreat. This could be easily achieved by in-

troducing an optimization parameter to be iteratively determined at any time-step

in order to match the prefixed integrated melt rate at the interior of the ice shelf

cavity.

In any case, it has been shown by studying the melting efficiency coefficient

that Schoof-based simulations are strictly more sensitive to melting perturbations

than the Weertman-based one. Indeed, Coulomb-based friction laws, including

the dependence of the basal traction on the effective pressure like in the Schoof

friction law, are expected to better account for the smooth transition of the basal
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friction in the vicinity of the grounding line, specially in deep marine ice-sheet

glaciers. In addition, this friction law could be combined with more sophisticated

hydrological systems, which is not possible in Weertman friction laws as there are

not any explicit dependence on the effective pressure. Therefore, future ice-sheet

models in the coupled systems should consider the use of a Coulomb-type friction

laws, differently than it has been widely practiced in most of sea level rise estimates

(Favier et al., 2014; Joughin et al., 2014).

The obtained strong sensitivity of the grounding line migration when applying

an effective pressure-based friction law suggests that more effort should be con-

sidered in the improvements of the representation of the basal interactions of the

glacier with hydrological systems. It would be interesting to study the sensitivity

of the glacier dynamics to changes in the basal hydrology of the glacier in this

particular set up. This is the objective of a new model inter-comparison exercise

in a completely different experimental set up namely Subglacial Hydrology Model

Inter-Comparison (SHMIP). Performing these tests in our particular set up would

require further investigations in order to understand the expected magnitude of the

changes in the basal hydrology of the Antarctic outlet glaciers, and how this will

impact the glacier dynamics As shown above, according to our results, there are

still large uncertainities in the estimation of the grounding line migration and the

ice volume losses of the marine-ice-sheets related to the interactions of glaciers with

the unknown basal conditions beneath the glaciers.

3 Thesis conclusion

In conclusion, accurate projections of the Antarctic Polar Region for the next cen-

tury will require of ice-sheet/ocean coupled systems. This thesis has shown that

further developments is needed in the standalone components of the future coupled

systems in order to represent the complexity of the different ice-ocean interactions.

Apart from the widely regarded sea level rise, the Antarctic Ice Sheet may have a

strong potential impact on setting the sea ice cover in the Southern Ocean. This is

related to changes in the ocean surface salinity associated with an increase of the

ice volume discharge by the outlet glaciers. As shown in Chapter 3, sea ice cover is

being likely affected by the ongoing AIS imbalance, and this interaction is likely to

continue increasing according to the projections of further AIS mass losses during

the current century. According to our results, the future ocean/sea-ice components

of climate models will be sensitive to these glacial freshwater changes introduced

by the ice-sheet models. However, the ability of future ocean/sea-ice models to

account for these changes will depend on an accurate representation of the glacial

freshwater sources. For instance, the mechanisms producing sea ice volume reduc-

tion in the Amundsen sector, the largest contributor of glacial freshwater fluxes,

may need an explicit representation of the ice shelf cavities in order to accurately

account for the ice shelf overturning, heat and freshwater exchanges. In addition,

the offshore repartition of the glacial meltwater from icebergs requires further im-
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provements to include the physical interactions of icebergs with the ocean column

as proposed in (Merino et al., 2016). However, in future ice-sheet/ocean coupled

systems, projections of sea ice cover in the Southern Ocean will not be only con-

trolled by the modeling of oceanic processes, but also affected by the ability of the

ice-sheet model component in reproducing grounding line migrations and ice shelf

processes. To achieved that, based on our sensitivity simulations with Elmer/Ice

model, further development in the glacier basal interactions with the bedrock and

the hydrological system should be considered by the ice-sheet modeling community.

Chapter 4 shows that improvements in the basal physics of marine-ice sheet glaciers

might be as crucial as the coupling with ocean component in glaciers projections

like in Pine Island. These conclusions underlines that, in future climate systems,

uncertainties of the grounding line dynamics of marine-ice sheet may not only con-

tribute to uncertainties of future sea level, but also to the of Antarctic sea ice cover

estimates.
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This Appendix aims at presenting the configurations and parametrizations used

in the numerical simulations performed in Chapters 2, 3 and 4. Far from being

a thorough and comprehensive deep description and a complete description of the

model capabilities, this present section of my thesis manuscript provides the ele-

ments to understand the different model characteristics in the context of the studies

carried out during my three years of work. Interested readers may find more infor-

mation about NEMO and Elmer/Ice in the corresponding manuals (Madec, 2008;

Gagliardini et al., 2013).

1 Generalities of NEMO and OPA

Ocean simulations of this thesis have been carried out with the Nucleus for European

Modeling of the Ocean (NEMO) (Madec et al., 2015). NEMO basically consists in

a framework of different engines related to the ocean. The ocean engine, namely

OPA, may be combined with the sea ice model (LIM) (Vancoppenolle et al., 2012),

and TOP model for the biogeochemistry tracers (unused in this work)

OPA computes the ocean dynamics and thermodynamics by solving a set of

primitive equations with a centered second-order finite difference approximation

scheme. Basically, primitive equations consider the Navier-Stokes equations with

a state equation for the density based on (Jackett and McDougall, 1997) and two

equations for the active tracers, the temperature and the salinity. By definition

of the primitive equations, OPA model computes the conservation of the mass, the

momentum, the heat and the salinity. However, a few of assumptions are considered

in order to simplify the resolution of the primitive equations:
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• The gravity potential of the Earth is assumed to be parallel to the earth radius

(spherical earth approximation).

• The ocean depth is neglected compared to the earth’s radius (thin-shell ap-

proximation).

• The turbulent fluxes are parametrized with large scale variables (turbulent

closure hypothesis).

• Changes in density are only applied in the computation of the bouyancy force,

otherwise, density is kept constant (Boussinesq approximation).

• Vertical momentum equation is restricted to a balance between vertical pres-

sure gradient and the buoyancy force, so convective processes should be parametrized

(Hydrostatic hypothesis).

• Divergence of the velocity vector is zero (incompressibility hypothesis).

NEMO contains a vast number of parametrizations and numerical features that

we will not explain in detail here. Here we will just refer to the parametrizations

and aspects of the simulations particularly relevant to the simulations performed

during this thesis. Interested reader will find a deeper description of the model,

governing equations, lateral boundaries, surface fluxes, vertical discretization, sub-

grid parametrizations, time and space domain, or tracers dynamics in the NEMO

book (Madec, 2008).

1.1 NEMO in the context of this work

The ocean model experiments corresponding to Chapters 2 and 3 of this present

manuscript have been carried out with a particular set up based on NEMO v3.5.

The OPA ocean component has been coupled with the LIM2 sea ice model and

NEMO/ICB iceberg model, and forced by the Drakkar Forcing Set DFS5.2, mostly

based on ERA-Interim reanalysis (Dee et al., 2011a).

In NEMO, the position of all scalars and vectors is defined in an orthogonal grid

(i,j,k) function of the geospatial coordinates, longitude and latitude, and the ocean

depth respectively. The model equations are solved into a global ocean domain

based on the ORCA family. The ORCA grid is a global tripolar grid domain based

on the semi-analytic method of Madec and Imbard (1996). It is specifically designed

to avoid the presence of singularities in the computational domain. The singularity

of the south pole is maintained since it is founded in the Antarctic land, in contrast

to the north pole singularity, which is founded in the middle of the Arctic Ocean,

is avoided by creating two mesh north poles in land (at Canada and Siberia). The

resulting mesh is continuous in the mesh lines and in the scale factors over the whole

ocean domain, and therefore there is no needs of composite mesh. In this work we

will use the version ORCA025 with 0.25 degree of resolution at the equator, and

75 vertical levels. The vertical discretization considers predefined levels at constant



1. Generalities of NEMO and OPA 123

depths with the exception of the bottom levels where depth is free to vary as a

function of the location. This is known as z-coordinates with partial step and it

allows a better representation of small slopes and geostrophic circulation (Barnier,

2006; Penduff et al., 2007).

A list of particular physical parametrization has been chosen in our simula-

tions. Some of the main parameters used in the ocean simulations performed during

this thesis are specified in table A.1. A TKE (Turbulent Kinetic Energie) scheme

(Madec, 2008) is used for the vertical diffusion and eddy viscosity. It is based on a

prognostic equation for the turbulent kinetic energy and some assumptions, so no

extra equations are needed. A BBL (Bottom Boundary Layer) parametrization is

applied in order to improve the overflows formation by limiting the spurious vertical

mixing in the big slopes of the ocean domain when working in z-coordinates. For

the ice shelves, since ORCA025 does not consider explicitly the ice shelves cavities,

the ISF parametrisation is applied for the Antarctic ice shelves. This is applied to

the grid points adjacent to the ice shelf front in order to parametrize the ocean recir-

culation created at the interior of the ice shelves cavities. It consist in distributing

following the vertical axis the ice shelf melt water flux between the grounding line

depth and the calving front depth of a particular ice shelf. The subsequent buoy-

ancy fluxes associated to the locally modified salinity and temperature, emulate (as

shown by Pierre Mathiot, personal communication) the coastal recirculation created

at the interior of the ice shelves cavities.

Key Property Value

rn_rdt time-step for the dynamics (s) 1080
nn_fsbc frequency of surface boundary condition computation 1

rn_avt_rnf value of the additional vertical mixing coefficient (m2/s) 2.e-3
rn_deds magnitude of the damping on salinity (mm/day) -116.667
nn_bfr type of bottom friction (0:free-slip, 1:linear friction, 2: non-linear) 2

rn_bfri2 bottom drag coefficient 1e-3
rn_bfeb2 bottom turbulent kinetic energy background (m2/s2) 2.5 e-3
rn_ahtbbl lateral mixing coefficient in the bbl (m2/s) 1000.
rn_gambbl advective bbl coefficient 10.
rn_aht_0 horizontal eddy diffusivity for tracers (m2/s) 300.

rn_ahm_0_blp horizontal bilaplacian eddy viscosity (m4/s) -1.1e11
rn_avm0 vertical eddy viscosity (m2/s) 1.e-4
rn_avt0 vertical eddy diffusivity (m2/s) 1.e-5
rn_avevd enhanced vertical diffusion mixing coefficient 10.
rn_ediff vertical eddy coefficient 0.1
rn_ediss coefficient of the Kolmogoroff dissipation 0.7
rn_ebb coefficient of the surface input of tke 67.83

rn_ebbice coefficient of the surface input of tke under ice 67.83
rn_emin minimum value of tke (m2/s2) 1e-6
rn_emin0 surface minimum value of tke (m2/s2) 1e-4
rn_efr background shear 1e-20

rn_bshear fraction of surface tke value which penetrates below the Mixed Layer 0.05
nn_htau type of exponential decrease of tke penetration below the ML 1

Table A.1: Main values of the NEMO namelist properties used in the NEMO ocean

model simulations performed in this work

Sea ice is modeled with the LIM2 version of the Louvain-la-Neuve Sea Ice Model

(LIM). LIM2 is a relatively high in complexity thermodynamic-dynamic three layer

sea ice model, two for the ice and one for the snow. The sea ice model interacts

with the ocean model through exchanges of freshwater heat and momentum at

the ocean-ice boundary. It also interacts with the atmosphere through the solar

radiation, temperature or wind stress. More numerical and physical details can be
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founded in Fichefet and Maqueda (1997). The more recent version of LIM model,

LIM3, which accounts for an arbitrary number of categories and layers of sea ice,

provides more complex physical description than LIM2. However, at the beginning

of this thesis, modelling the Antarctic sea ice with LIM3 had not provided yet

better results than LIM2 version, and the use of LIM3 was dismissed due to the

extra complexity related to the tuning a new sea ice model.

1.1.1 An improved version of NEMO/ICB model

OPA and LIM2 are additionally coupled in this work with the NEMO/ICB iceberg

model (Marsh et al., 2015a). NEMO/ICB is the implemented version for NEMO

of the iceberg Lagrangian particle model described in Martin and Adcroft (2010),

which is a reviewed version of the version from Gladstone (2001) Gladstone 2001,

based on Bigg et al. (1997).

NEMO/ICB considers Lagrangian particles (representing a collection of ice-

bergs) floating over the ocean and released from a constant and discrete number of

predefined locations. The model computes the dynamics and the thermodynamics

of the icebergs based on interactions with the ocean, the sea ice, and the atmo-

spheric variables at a given time step. As a result, a given iceberg may eventually

release freshwater at a given location of the ocean domain surface. Along their

trajectories, icebergs reduce their volume by melting until they completely disap-

peared and are removed from the ocean domain. The model considers ten types of

icebergs depending on their initial volume. Size categories are predefined according

to observational work from Gladstone (2001). At a given location, every time step,

a fixed percentage of user-defined calving mass rate is assigned to each iceberg cat-

egory according again to observations from Gladstone (2001). When each category

of icebergs have stored enough ice to form a Lagrangian particle of this particular

category, the iceberg is released into the ocean. Equations of the iceberg dynamics

and thermodynamics (Martin and Adcroft, 2010) are applied prognostically at the

end of every ocean time step. Icebergs only interacts with the ocean by changing

the salinity of a particular surface grid cell, and there is no impact on the ocean

dynamics or volume nor in the sea ice concentration due to the presence of icebergs.

At the beginning of this work, all the iceberg models (Bigg et al., 1997; Glad-

stone, 2001; Martin and Adcroft, 2010), were based on physical equations only

interacting with the ocean surface. However, the thickness of the icebergs, up to

250m thick in some iceberg categories, and the relatively strong vertical gradients

in temperature and ocean velocities in the Southern Ocean, very marked at some

periods of the year when there are shallower mixed layers, suggest the need for the

inclusion of more realistic interaction with the ocean column. Motivated by the

study described in Chapter 3 of this manuscript, a set of physical improvements

have been developed for the first time in iceberg modeling. They consist in:

• Consider a depth-integrated ocean velocity for the iceberg dynamics compu-

tation.
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• Depth integration of the melting rates equation.

• Implement a simplified parametrization in order to account for the interaction

of icebergs with the shallow bathymetry.

Those modifications are widely explained in section 2.3 of this thesis.

1.2 Limitations of NEMO

Some of the processes of the polar regions are currently not well represented in global

ocean models. This is in part due to that the biggest efforts in the development

of a global models are commonly focused in reproduce the main global circulation,

the gulf stream, and equatorial processes. Here in this section we list some of the

limitations of ocean models and NEMO in particular in the polar region.

Even if the resolution decrease with latitude in the NEMO ORCA grid, the

Rosby deformation radius at the Antarctic region is of about 5km, and resolution

of ORCA025 can not fully capture the transport and stirring processes associated

to the eddies over the Antarctic shelf.

Forced simulations with NEMO need the use of a salinity restoring term in the

ocean surface. This is in order to limit the appearance of a salinity drift in long

forced simulations. However, the restoring term can be very strong in regions where

surface salinity is weakly constrained by observations, which eventually may affect

the brine rejection in the polynias and therefore the dense water formation.

NEMO has shown problems in producing bottom waters, in particular through

the descent of dense waters along the oceanic slopes (Hervieux, 2007; Treguier et al.,

2010). The BBL parametrization improves the formation of AABW, but the spu-

rious vertical mixing related to the use of Z-coordinates is still too strong, and

bottom waters are not dense enough as suggested by observations. This is one of

the main reasons of not having studied in this thesis the recent observed trends in

the freshening of the AABW

Distribution of the Antarctic glacial freshwater in the ORCA configurations is

not well constrained by observations and recent estimates. The corresponding fluxes

of the melting of the ice shelves and icebergs are homogeneously spread around the

Antarctic coastline in the ORCA025 configuration in most of cases. However, as

shown in the introduction Chapter 1, the basal melting of the ice shelves presents a

very distinctive pattern with most of it located in the Pacific sector. Icebergs fluxes

also present a very distinctive seasonal and spatial pattern as suggested by recent

observational studies (Tournadre et al., 2015). The improvement in the distribution

of the glacial freshwater fluxes is one of the objectives of this present work, and it

is described and motivated in Chapter 2 of this manuscript.

2 Elmer/Ice

All the Ice sheet simulations in this thesis have been performed with the ice-sheet

model Elmer/Ice. Elmer/Ice is a layer of specific routines for glaciological prob-
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lems working over a global open-source, parallel, finite elements framework namely

Elmer, mainly developed by CSC group in Finland (Malinen and R̊aback, 2013).

Among its capabilities, we can find solvers for most of glaciological modeling prob-

lems such as the ice dynamics, thermal-mechanical coupling, fabric, ice age, hydrol-

ogy ..., being one the most prolific models in the glaciological community.

Elmer/Ice allows to solve the main ice dynamics equations, such as full Stokes for

three-dimensional problems with different rheologies (Glen’s flow, porous-compressible

ice/firn/snow, anisotropic ice with fabric ...), and the Shallow Ice Approximation

(SIA), Shallow Shelf Approximation (SSA), and the SSA* approximation (Corn-

ford et al., 2013) for two-dimensional problems. In combination, the Elmer/Ice

proposes different friction parametrizations of different complexity: linear friction,

non-linear power-type friction law (Weertman) or non-linear effective pressure de-

pendent Coulomb-type friction laws, such as Schoof or Budd friction laws.

Elmer/Ice has strongly contributed to the grounding line migration research,

showing good capabilities in reproducing the grounding line dynamics for different

problems and model inter-comparison projects (Pattyn et al., 2012, 2013) In par-

ticular, it has been successfully applied for ice dynamics problems in Antarctica

(Fürst et al., 2016), Greenland (Gillet-Chaulet et al., 2012) and Pine Island in the

Amundsen sector (Favier et al., 2014). And this is why Elmer/Ice fits perfectly in

the context of my thesis.

2.1 Elmer/Ice in the context of this work

Various set up for Elmer have been tested in Chapter 4 by combining two types of

friction laws and two types of englacial stress approximations for horizontal two-

dimensional problems. Here in this section we will see an overview of the main

particularities of the Elmer/Ice set up applied in solving the ice-sheet problems of

this thesis.

2.1.1 Workflow of 2-horizontal-dimension problems

All the simulations performed in Chapter 4 present the same workflow (shown in

Figure A.1). Here we explain the generalities of the workflow of Elmer/Ice model

for two-horizontal-dimension problems.

First of all, we initialize the problem, which is simply constrained by a bedrock

topography, the initial thickness of the glacier, an accumulation rate at the surface,

the melting ablation at the bottom surface, and the boundary conditions. After

initialization, the main time loop starts by solving the flotation of the glacier, which

is constrained by the bedrock topography and the glacier thickness. The flotation

criteria redefines the surface elevation of the glacier, the bottom surface of the glacier

and the grounding line position. In our two-dimensional problems, the grounding

line is computed based on the hydrostatic approximation instead of solving the

namely ”contact problem” as it is the case in full-Stokes simulations. This means

that for SSA or SSA* simulations, the flotation condition completely determines
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Figure A.1: Workflow corresponding to the two-horizontal-dimension problems

solved in this work with Elmer/Ice model. Dark grey square boxes correspond

to the different solvers, light grey boxes are the related variables modified by the

solvers, dashed line limit the solvers at the interior of the main time loop.
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which parts of the glacier are in contact or not with the bedrock. In full Stokes,

since the vertical stresses are explicitly computed, the definition of the grounding

line consists in evaluate the nodal forces exerted by the glacier and ocean force

due to the sea pressure at the base of the glacier. Once the glacier is in hydrostatic

balance, the ice dynamics is solved in order to compute the ice velocity. Ice dynamics

solver considers an englacial stress approximation, either SSA or SSA* in our case,

and the friction law at the grounded part of the bottom boundary of the glacier.

In Elmer/Ice, in addition, a sub-element grounding line parametrization is used for

the friction at the grounding line, which is shown to reduce the needs for element

size resolution at the grounding line. This is based on the SEP3 parametrization

proposed in Seroussi et al. (2014). Once the velocity field is obtained, the ice

advection is solved and the ice thickness of the glacier is recomputed. If there are

still time-steps to be computed, the simulation continue in the main loop, starting

with the application of the hydrostatic condition.

2.1.2 Ice advection

Solving an advection-diffussion equation in finite elements is a recurrent problem

in the literature. The application of the common Galerkin Finite Elments Method

(GFEM) to advection equation results in a similar discrete expression than central

differencing in Finite Differences Method. It can be demonstrate that central dif-

ferencing schemes introduce truncation errors in time dependent solutions of the

advection equation, which leads into spurious node to node oscillations. Solving the

ice advection in Elmer/Ice needs therefore a modification of the advection scheme

when solving transient problems.

There are in the bibliography various classical solutions to this problem in Fi-

nite Element Method. For instance, the Petrov-Galerkin formulation (Hughes et al.,

1986) consists in changing the form of the weight functions with respect to the shape

functions. In the GFEM formulation both functions are similar, which in advection

problems, leads to the mentioned central-differencing character of the GFEM. The

case of modifying the weight functions with the called bubbles functions is known

in the literature as the Bubbles Method (Franca and Farhat, 1995). This has been

implemented in most of the advective solvers of Elmer/Ice. Another solution for the

instabilities is the namely Streamline Upwind Petrov Galerkin (SUPG) stabiliza-

tion (Brooks and Hughes, 1982), which is based on the introduction of a particular

residual-based stabilization term in the standar GFEM formulation. Basically, this

term adds virtual diffusivity to the advection equation wherever the residual is ex-

pected large and the truncation errors are expected to be important. The utility of

the stabilization term depends on a stabilization parameter τ which can be defined

differently depending on the problem considered. The SUPG stabilization is also

commonly implemented in advective solvers of Elmer/Ice. In Chapter 4, since Bub-

bles method appears not to perform well in this kind of rapid grounding line retreat

simulations, we have applied a particular version of SUPG. This scheme, firstly

implemented in Elmer/ice for the simulations of Chapter 4, consist in following
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definition of τ , based in Akin and Tezduyar (2004):

τUGN = (
nodes
∑

a=1

|~vh · ~∇ ~Na|)
2 + (

2

α∆t
)2)−1/2 (A.1)

where ~vh is the ice velocity field, ~∇ ~Na is the gradient of the interpolation function

at each node, ∆t is the time-step and α is a control parameter introduced in my

simulations. Parameter α controls the balance between the advection-dominated

and the transient-dominated limits as defined in (Akin and Tezduyar, 2004). This

helps the stabilization term to perform at the same time in the fastest parts of the

glacier, where an advection-dominated limit works fine, and the inland boundary

of the glacier where the advection-dominated limit gives instabilities due to the

extremely low velocities The value of alpha for the simulations of this thesis has

been determined empirically by a set of transient simulations, resulting in the value

of α = 10−3.





Appendix B

Source points of the iceberg

Model

This Appendix contains the location and calving rates of the source points consid-

ered by our version of NEMO-ICB model. Those points are based on the calving

fluxes distribution proposed in Depoorter et al. (2013) and have been used in the

ocean simulations performed in Chapters 2 and 3

Source Point Latitude (◦) Longitude (◦) Calving Rate (Gt/yr)

1 -76.95 167.75 2.33

2 -76.95 174.5 28.49

3 -76.95 179.75 28.49

4 -76.95 -179.25 2.33

5 -76.95 -175 28.49

6 -76.95 -169.75 28.49

7 -76.95 -166.25 2.33

8 -76.95 -164.5 33.05

9 -76.95 -153.25 2.33

10 -76.95 -152.25 1.50

11 -76.95 -44.25 1.77

12 -76.95 -41.25 32.52

13 -76.95 -38.5 38.62

14 -76.84 -51.75 44.72

15 -76.84 -29.75 1.77

16 -76.67 -150.75 1.50

17 -76.32 -54 44.72

18 -76.08 -55.5 1.77

19 -75.84 -56.5 44.72

20 -75.71 -25 9.20

21 -75.65 164.5 1.50

22 -75.65 164.75 2.33

23 -75.47 -141.5 11.00

24 -75.47 -59.5 44.72

25 -75.34 164.75 1.50

26 -75.15 -24.25 1.77



132 Appendix B. Source points of the iceberg Model

27 -74.96 -24.5 9.20

28 -74.89 -109.5 12.32

29 -74.89 -101.75 6.80

30 -74.76 -105.75 62.00

31 -74.69 -136 6.80

32 -74.63 -109.75 6.80

33 -74.56 -102.25 50.00

34 -74.36 -21.75 9.20

35 -74.29 -132 15.59

36 -74.22 -129 15.59

37 -74.16 -112.5 5.68

38 -74.02 -61 1.77

39 -73.95 -118.25 8.51

40 -73.95 -115.75 5.67

41 -73.88 -118.5 6.80

42 -73.81 -120.25 2.84

43 -73.74 167 2.33

44 -73.67 -124.25 7.80

45 -73.46 -127.5 6.80

46 -73.46 -101.75 2.00

47 -73.39 -19.75 9.20

48 -73.24 -84.5 1.24

49 -73.03 -73 3.50

50 -72.88 -86.5 8.00

51 -72.81 -79 0.67

52 -72.81 -18.75 1.77

53 -72.66 -16.75 9.20

54 -72.58 -76.5 1.67

55 -72.51 -95.5 1.37

56 -72.51 -90 0.51

57 -72.43 -95.5 1.24

58 -72.36 -103.5 0.74

59 -72.28 -79 1.24

60 -72.21 -74.5 1.24

61 -72.21 -73.5 1.17

62 -71.82 -97.25 1.37

63 -71.10 -73.5 3.83

64 -70.94 -10.75 1.85

65 -70.70 -75 1.24

66 -70.53 -74.5 1.83

67 -70.53 -60.5 1.77

68 -70.53 -9.25 11.18

69 -70.36 -5.75 11.18

70 -70.28 23.75 7.29
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71 -70.19 161.5 1.00

72 -70.11 161 12.40

73 -70.11 -2 11.64

74 -70.11 23.25 5.32

75 -69.94 6.25 7.29

76 -69.94 11 7.29

77 -69.85 19.25 7.29

78 -69.85 28.25 7.56

79 -69.77 12.75 5.32

80 -69.68 -69 2.33

81 -69.50 -72.5 2.00

82 -69.50 37 6.79

83 -69.50 39.5 5.32

84 -69.33 73.5 19.70

85 -69.33 15 7.29

86 -69.15 33 5.32

87 -69.06 35.75 6.79

88 -68.79 -67.5 2.00

89 -68.79 72 30.30

90 -68.70 -70 1.24

91 -68.52 152 11.51

92 -68.52 153 32.00

93 -68.43 -59.75 12.72

94 -68.34 78.5 5.66

95 -67.87 148.5 23.00

96 -67.59 -69.25 1.24

97 -67.49 63 5.32

98 -67.30 47.5 5.32

99 -67.30 48.5 5.36

100 -67.10 -60.5 12.28

101 -67.01 145.75 20.00

102 -66.91 57.25 6.43

103 -66.81 121 23.00

104 -66.81 128.25 36.00

105 -66.81 143 11.51

106 -66.71 81.5 10.05

107 -66.71 50 4.64

108 -66.61 83.25 10.05

109 -66.61 117 28.00

110 -66.61 -60.75 1.77

111 -66.51 109.25 9.00

112 -66.41 115 11.51

113 -66.21 86.25 10.89

114 -66.21 106 11.51
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115 -66.21 126 11.51

116 -66.11 82.5 6.07

117 -65.81 54.25 5.32

118 -65.60 99.75 11.69

119 -65.18 95.25 11.16

120 -65.18 134 11.51

121 -64.97 134.5 7.00

122 -64.65 98 11.16

123 -64.65 98.75 11.51

124 -64.44 -64.25 1.32



Acronyms

AABW Antarctic Bottom Waters.

ACC Antarctic Circumpolar Current.

ACoC Antarctic Coastal Current.

AIS Antarctic Ice Sheet.

AL Amundsen Low.

APIS Antarctic Peninsula Ice Sheet.

APR Antarctic Polar Region.

BMB Basal Mass Balance.

CDW Circumpolar Deep Waters.

CF Calving Flux.

CO2 Carbon Dioxide.

EAIS East Antarctica Ice Sheet.

ENSO El Ni’no Southern Oscillation.

GCMs General Circulation Models.

GFEM Galerkin Finite Elments Method.

GL Grounding Line.

GLF Grounding Line Flux.

GrIS Greenland Ice Sheet.

HSSW High Salinity Shelf Water.

IPCC Intergovernmental Panel in Climate Change.

ISD Ice Season Duration.

MISI Marine Ice Sheet Instability.

MISMIP Marine Ice Sheet Model Inter Comparison Project.



136 Acronyms

MISOMIP Marine Ice Sheet Ocean Model Inter Comparison Project.

NSDIC National Snow and Ice Data Center.

PIG Pine Island Glacier.

SAM Southern Annular Mode.

SIC Sea Ice concentration.

SIE Sea Ice Extent.

SLE Sea Level Equivalent.

SLR Sea Level Rise.

SMB Surface Mass Balance.

SO Southern Ocean.

SSA Shallow Shelf Approximation.

SSH Sea Surface Height.

SST Sea Surface Temperature.

SUPG Streamline Upwind Petrov Galerkin.

VAF Volume Above Flotation.

WAIS West Antarctica Ice Sheet.
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Abstract:
The next generation of climate models will include an ice-sheet model in order to improve the ice sheet mass balance projections

by accounting for the ice dynamics and ice-oceans interactions. On the one hand, the Southern Ocean (SO) is indeed driving the
acceleration of the Antarctic outlet glaciers via an increase in the basal melting of the ice shelves. On the other hand, the increasing
ice discharge from Antarctic Ice Sheet (AIS) contributes to the current sea level rise and is likely to become the largest cryospheric
contributor to sea level rise by the end of the current century. In addition, the related freshening may have significant implications
on future sea-ice cover and on bottom water formation. However, it is not clear yet how the ocean and ice-sheet components
of future coupled systems will account for the ice-ocean interactions, which are both causes and consequences of the AIS mass
imbalance. Here in this work, different aspects of the standalone ocean and ice-sheet components have been investigated. A first
step of this thesis has been focused in the representation of the glacial freshwater fluxes in current ocean models. Based on recent
glaciological estimates, the ice shelf basal melting fluxes have been spatially distributed in an ORCA025 grid, and the calving
rates have been applied into an improved version of the NEMO-ICB iceberg model. This preliminary study has been used to
produce a monthly iceberg meltwater climatology, to be used to force current ocean models. This work shows the importance of
representing the iceberg meltwater fluxes when modeling sea ice, which can be inexpensively achieve by using our climatology. The
improvements in the representation of the glacial freshwater fluxes have been considered in the study of the ocean model response
to the Antarctic mass imbalance. This study considers a realistic perturbation in the glacial freshwater forcing as close as possible
as it will be represented in future ice-sheet/ocean models. According to our results, up to 50% of the recent Antarctic sea ice
volume changes might be caused by the observed decadal AIS mass imbalance rate. Glacial freshwater forcing appears to be crucial
to correctly represent the ice-ocean interactions and projecting sea ice cover of future coupled systems. However, the estimation of
the glacial freshwater input in future climate models will be strongly dependent upon the capacity of ice-sheet models to reproduce
the grounding line migrations of marine ice sheet glaciers. Current ice-sheet models present large uncertainties related to different
parametrizations. In the context of the future climate models, we have studied the sensitivity of ocean-driven grounding line
retreats to the application of two different friction laws and two different englacial stress approximations. The model responses
almost indistinctively to either the SSA or the SSA* englacial stress approximations. However, differences in the contribution
of the glacier to the sea level rise can be up to 50% depending on the friction law considered. The more physically constrained
Schoof friction law is significantly more reactive to the ocean perturbations than Weertman law and should be considered in future
coupled systems. This work underlines that uncertainties related to the ice sheet model estimates of grounding line migrations
may not only contribute to uncertainties in sea level projections, but also the sea ice cover through the ice-ocean interaction in
future ocean models.This conclusion suggests the need for improving the representation of both the ice shelf basal melting and the
glacier interaction with the bedrock, in order to improve the climate projections of future climate models, in which the spatial and
seasonal distribution of the glacial freshwater fluxes may play an important role in setting the sea ice cover.

Resumé:
Les prochains modèles climatiques comprendront un modèle de calotte polaire afin de prendre en compte la dynamique de la

glace et les interactions glace-océans dans leurs projections. D’une part, l’océan Austral (SO) pilote l’accélération des glaciers de
l’Antarctique via une augmentation de la fonte basale des ice shelves. D’autre part, l’accélération de la décharge de glace de la
calotte Antarctique (AIS) contribue à la montée du niveau de la mer et est susceptible de devenir le plus grand contributeur d’ici
la fin du siècle. En outre, l’adoucissement relié, peut avoir des répercussions importantes sur la glace de mer et sur la formation
des eaux profondes. Cependant, on ne sait pas encore comment les modèles d’océan et de calotte polaire des futurs systèmes
couplés vont représenter les interactions glace-océan, causes et conséquences du déséquilibre de masse de l’AIS. Dans ce travail, les
différents aspects des modèles d’océan et calotte polaire ont été étudiés. Une première étape de cette thèse a été centrée sur à la
représentation des flux d’eau douce glaciaires dans les modèles océaniques actuels. Basé sur des estimations glaciologiques, la fonte
basale des ice shelves a été répartie sur une grille de ORCA025, et les taux de production d’icebergs ont été appliqués dans une
version améliorée du modèle d’iceberg NEMO-ICB. Cette étude préliminaire a été utilisée pour produire une climatologie d’eau
de fonte provenant des icebergs, valable pour forcer les modèles d’océan actuels. Ce travail montre l’importance de représenter
les flux d’eau de fonte des icebergs pour modéliser la glace de mer, qui peut être obtenu en utilisant notre climatologie. Ces
améliorations ont été prises en compte dans l’étude de la réponse du modèle d’océan à la perte de masse de AIS. Cette étude
considère une perturbation réaliste de l’eau douce glaciaire aussi près que possible de sa représentation dans les futurs modèles
couplés calotte/océan. Selon nos résultats, jusqu’à 50% des changements récents de volume de glace de mer pourraient être causés
par le bilan de masse de l’AIS. Le forçage en eau douce glaciaire semble être crucial pour représenter correctement les interactions
glace-océan et projeter la glace de mer dans les futurs systèmes couplés. Cependant, l’estimation de l’apport d’eau douce glaciaire
dans les modèles climatiques futurs sera fortement affectée par la capacité des modèles de calotte polaire à reproduire les migrations
de la ligne d’échouage autour de la calotte. Les modèles de calotte actuels présentent de grandes incertitudes liées aux différents
réglages. Dans le contexte des futurs modèles climatiques, nous avons étudié la sensibilité des retraits de lignes d’èchouage forcés
par l’océan à l’utilisation de deux lois de frottement différentes et de deux différentes approximations du stress glacier. Les modèle
réagit de façon presque similaire aux approximations SSA ou SSA *. Par contre, les différences dans la contribution du glacier
à l’élévation du niveau de la mer peuvent être jusqu’à 50% en fonction de la loi de frottement considérée. La loi de friction de
Schoof, la plus physique, est nettement plus réactive aux perturbations océaniques que la loi de Weertman, et devrait être pris
en compte dans les systèmes couplés futurs. Ce travail souligne que les incertitudes liées aux estimations de migration de la ligne
d’échouage dans les modéles de calotte peuvent contribuer non seulement à des incertitudes du futur niveau de la mer, mais aussi
de la glace de mer à travers des interactions glace-océan dans les futures modèles climatiques. Une telle conclusion suggère la
nécessité d’améliorer la représentation de la fonte basale des ice shelves et du frottement du glacier, afin d’améliorer les projections
des modèles climatiques, dans lequel la distribution spatiale et saisonnière des eau douce glaciaires peut jouer un rôle important
sur la glace de mer.


