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## Introduction

This thesis aims at developing mathematical models and image reconstruction algorithms for imaging problems, particularly medical imaging problems. Medical imaging consists in mapping in-vivo some physical parameter $p$ inside the body. The goal is to gain information on the internal structure and pathological state of an organ without using a surgical procedure. Most imaging procedures consist in probing a medium with some wave that will interact with the parameter of interest $p$, and then measuring the transmitted and reflected wave. The measurements are then analyzed and one needs to solve an inverse problem to gain information on $p$. The criterion of choice for $p$ is contrast : it needs to offer contrast between tissue type to see the internal structure of the organ, and between pathological states to be able to detect a problem. The information we can hope to recover on $p$ is determined by the type of wave used and by the mathematical nature of the inverse problem.

Table 1 Some physical parameters used in medical imaging, and the type of wave they interact with.

| Physical parameter | Contrast in soft tissues | Type of wave |
| :--- | :---: | :--- |
| Acoustic impedance | Bad | High frequency sound waves |
| Density | Bad | X-rays |
| Electrical conductivity | Good | Electrical current |
| Shear modulus | Good | Low frequency elastic waves |
| Optical absorption | Good | Infrared light |

The frequency also affects the resolution of the image because of the diffraction limit: one cannot hope to recover details that are smaller than half the wavelength of the probing wave. Waves can behave very differently depending on their type (acoustic, electromagnetic) and their frequency. As an example high frequency electromagnetic waves (like X-rays) propagate in a straight line and penetrate deeply whereas near infrared or visible light exhibit strong scattering and a lower penetration depth. Therefore the experimental apparatus and the parts of the body we can hope to image are

Table 2 Some medical imaging techniques

| Imaging technique | Type of Wave | Resolution | Cost $(€)$ | Side effects |
| :--- | :--- | :---: | :---: | :--- |
| Echography | High frequency <br> sound waves | $\sim 0.5 \mathrm{~cm}$ | $\sim 10000$ | None |
| CT-scan | X-rays | $\sim 1 \mathrm{~mm}$ | $\sim 150000$ | Radiation expo- <br> sition |
| Electrical <br> impedance <br> tomography | Electrical cur- <br> rent | $\sim 1 \mathrm{~cm}$ | $\sim 10000$ | None |

going to be totally different depending on the choice of the method. Table 1 gives a non-exhaustive list of parameters of clinical interest and the type of waves they interact with, while table 2 gives example of medical imaging techniques currently used by physicians.

It is then very easy to understand why the perfect imaging device does not exist : the parameters that are clinically the most interesting often affect low-frequency or highly scattering waves difficult to control, and the inverse problem associated to the image reconstruction are ill-posed.

To overcome the limitations of medical imaging, three different issues need to be addressed:

1. Improve the engineering of the transmitters, sensors
2. Image clinically interesting parameters like conductivity or shear modulus with high resolution
3. Improve the clinical interest of the parameters that interact with high frequency waves

Some of the limitations of medical imaging techniques can be fixed with technical improvements. A weak signal to noise ratio can be dealt with by using better sensors, and general technological improvements might drive the cost of the device down. Figure 0.0.1 shows an ultrasound image from 1965 and an image obtained with one of the latest ultrasound machine. Significant improvement can be made by engineering.

In this thesis we adress problems related to the other two issues.
To try to image parameters such as conductivity or shear modulus with a high resolution, one must find a coupling between some high frequency wave and the low frequency wave that is sensible to the parameter. This is called hybrid imaging.


Figure 0.0.1 Twins in mother's womb, Figure 0.0.2 17 week old fetus, obtained obtained with Siemens' Vidoson, 1965 with Siemens' S300, 2014.

There are numerous hybrid imaging techniques such as magnetic resonnance electrical impedance tomography [126], opto-acoustic tomography [113]... Some of them are already used by physicians, as SuperSonic imagine's Aixplorer ultrasound device, which allows the mapping of the shear modulus by filming the propagation of a shear wave through the body with an ultra fast ultrasound device that captures around 1000 image per second [38]. The fact that shear waves propagate slowly becomes an advantage when coupled with high frequency sound waves. As hybrid imaging uses the interaction between different physical phenomenons the link between the measured signal and the parameter $p$ might be complicated to quantify, and thus a precise physical and mathematical modeling is needed if one wants to quantitatively reconstruct the parameter. In the first part of this thesis we give a mathematical and numerical framework for three different hybrid techniques:

- Lorentz force imaging, a technique allowing conductivity imaging at ultrasound resolution by creating an electrical current using ultrasound pulse in a strong constant magnetic field.
- Magneto-acoustic tomography with magnetic induction, which exploits the same coupling as Lorentz force imaging, but the other way around : a time varying magnetic field is used to create an acoustic wave which can be measured, allowing for a reconstruction of the conductivity map.
- Optical coherent tomography elastography, which is a high resolution optical image of a sample is made before and after a mechanical perturbation, allowing to reconstruct the shear modulus inside the sample at a micro meter resolution.

Other emerging hybrid techniques for conductivity imaging have also been reported in $[4,6,8,12,60,122,125,126,135]$.

The third approach to improve the specificity of imaging devices is to artificially improve the contrast between healthy and unhealthy tissue. This is particularly interesting in the context of cancer detection, when one wants to know weather there is a tumor, where it is, how big it is, without necessarily needing a full detailed image of the rest of the medium. This idea is already used in scintigraphy, where a radioactive agent agglomerates in tumors and emits radiations. Tracking the origin of the radiation allows for a tracking of the tumor. However scintigraphy yields a very poor resolution (see figure 0.0.3 for an example) and the use of radioactive material inside the human body is not the best option.


Figure 0.0.3 Scintigraphic image of the thyroid, 20 min and 2 hours after injection of the radioactive agent [81]. Images obtained by this method are not very detailed.

It has been shown that nanoparticles (particles whose size is between $1 \cdot 10^{-9} \mathrm{~m}$ and $100 \cdot 10^{-9} \mathrm{~m}$ ) will agglomerate in cancerous tissues [112] via a passive mechanism: the enhanced permeability and retention effect [90]. This is essentialy due to the fact that tumor tissue has a leaky vasculature, as shown on figure 0.0.4. Due to their small size, metallic nanoparticles interact with light differently from the bulk material they are made of. This is mainly due to the fact that there are a comparable number of atoms on the surface of the particle and inside the particle (the bulk), hence giving rise to "surface effects".

One of the most interesting properties of metallic nanoparticles is surface plasmon resonance. When exited at a specific frequency, some metallic nanoparticles exhibit strong absorption and scattering resulting from a local enhancement of the electric


Figure 0.0.4 Enhanced permeability and retention effect in cancerous tissue [84]
field. The strong scattering allows the use of nanoparticles as contrast agents; and the absorption of light induces a raise in temperature around the nanoparticle. This raise is high enough to burn the surrounding tissues making them a potential therapeutic tool [112]. Theoretical explanations of surface plasmons resonance have been given in the case of a spherical nanoparticle within the quasi-static approximation, but the phenomenon is not well understood yet, and the only way to compute plasmon frequency for a given particle shape is to solve the full $3 D$ Maxwell equation system. An exact understanding of these resonances is crucial in applications, as the increase of temperature around the particle is very hard to measure and has to be monitored precisely in order to burn only the unhealthy tissues and prevent the apparition of air bubbles in the blood. In this thesis we give a general definition of plasmon resonance as an eigenvalue problem and justify rigorously the quasi-static expression for surface plasmon from the full Maxwell equations for any particle with a $C^{1}$ shape, allowing a computation of a first order approximation of the plasmon frequency without solving the full $3 D$ Maxwell system.

Nanoparticles also exhibit non linear optical behavior in the presence of strong oscillating fields, such as second harmonic generation, which is the coherent emission of a field oscillating at twice the frequency of the background field. Due to the coherent nature of the second harmonic signal, it is possible to use interferometric imaging techniques, such as holography to locate the particle. As most biological tissues do not produce a second harmonic signal, second harmonic imaging produces a precise image
of the nanoparticle, free from any scattering from the surrounding medium, contrarily to the fundamental frequency image where the signal measured is produced by both the particle and the medium. In the second chapter we show how one can use the nanoparticle as a probe and locate the nanoparticle in a strongly scattering medium using a back propagation algorithm (usually very sensitive to medium noise). We give an asymptotic formula for the second harmonic field and perform a statistical analysis, giving explicit expressions for the signal to noise ratio of the image obtained.

The results of chapter 1, 2, 3 are from [24] [9], and [11] respectively. The results of chapter 4 and 5 are from [15] and [22] respectively.

## Part I

## Hybrid methods in medical imaging

## Chapter 1

## Magneto-acoustic coupling : Lorentz force imaging
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### 1.1 Introduction

In this chapter we provide a mathematical and numerical framework for Lorentz force imaging. This hybrid technique aims at combining ultrasonic imaging and conductivity imaging.

Ultrasonic imaging is currently used in a wide range of medical diagnostic applications. Its high spatial resolution, combined with a real-time imaging capability, lack of side effects, and relatively low cost makes it an attractive technique. However, it can be difficult to differentiate between soft tissues because acoustic impedance varies by less than $10 \%$ among muscle, fat, and blood [64]. In contrast, electrical conductivity varies widely among soft tissue types and pathological states [58, 106] and its measurement can provide information about the physiological and pathological condition of tissue [17]. Several techniques have been developed to map electrical conductivity. The most well known is electrical impedance tomography, in which electrodes are placed around the organ of interest, a voltage difference is applied, and the conductivity distribution can be reconstructed from the measurement of the induced current at the electrodes [ $6,28,47]$. This technique is harmless to the patient if low currents are used. However, the ill-posed character of the inverse problem results in a lower spatial resolution than that achieved by ultrasound imaging, and any speckle information is lost.

The Lorentz force plays a key role in acousto-magnetic tomographic techniques [119]. Several approaches have been developed with the aim of providing electrical impedance information at a spatial resolution on the scale of ultrasound wavelengths $[12,65,86,94,104,119,120,134]$. These include Hall effect imaging, magnetoacoustic current imaging, magneto-acoustic tomography with magnetic induction, and ultrasonically-induced Lorentz force imaging. Acousto-magnetic tomographic techniques have the potential to detect small conductivity inhomogeneities, enabling them to diagnose pathologies such as cancer by detecting tumorous tissues when other conductivity imaging techniques fail to do so.

In ultrasonically-induced Lorentz force method (experimental apparatus presented in Figure 1.1.1) an ultrasound pulse propagates through the medium to be imaged in the presence of a static magnetic field. The ultrasonic wave induces Lorentz' force on the ions in the medium, causing the negatively and positively charged ions to separate. This separation of charges acts as a source of electrical current and potential. Measurements of the induced current give information on the conductivity in the medium. A 1 Tesla magnetic field and a $1 M P a$ ultrasonic pulse induce current at the nanoampere scale. Stronger magnetic fields and ultrasonic beams can be used to enhance the signal-to-noise ratio [65].

We provide a physical model for ultrasonically-induced Lorentz force electrical impedance tomography, and develop two efficient methods for reconstructing the conductivity in the medium from the induced electrical current. As far as we know, this is the first mathematical and numerical modeling of the experiment conducted in [65] to illustrate the feasibility of ultrasonically-induced Lorentz force electrical impedance tomography. Earlier attempts to model mathematically this technique were made in [12, 82].

The chapter is organized as follows. We start by describing the ionic model of conductivity. From this model we derive the current density induced by an ultrasonic pulse in the presence of a static magnetic field. We then find an expression of the measured current. The inverse problem is to image the conductivity distribution from such measurements corresponding to different pulse sources and directions. A virtual potential used with simple integrations by parts can relate the measured current to the conductivity distribution and the velocity of the ultrasonic pulse. A Wiener deconvolution filter can then reduce the problem to imaging the conductivity from the internal electric current density. The internal electric current density corresponds to that which would be induced by a constant voltage difference between one electrode and another with zero potential. We introduce two reconstruction schemes for solving the imaging problem from the internal data. The first is an optimal control method; we also propose an alternative to this scheme via the use of a transport equation satisfied by the internal current density. The second algorithm is direct and can be viewed as a PDE-based reconstruction scheme. We prove that solving such a PDE yields to the true conductivity distribution as the regularization parameter tends to zero. In doing so, we prove the existence of the characteristic lines for the transport equation under some conditions on the conductivity distribution. We finally test numerically the two proposed schemes in the presence of measurement noise, and also quantify their stability and resolution.

The ultrasonically-induced Lorentz force electrical impedance tomography investigated here can be viewed as a new hybrid technique for conductivity imaging. It has been experimentally tested [65], and was reported to produce images of quality comparable to those of ultrasound images taken under similar conditions. Other emerging hybrid techniques for conductivity imaging have also been reported [8, 12, 18, 45, 60, 126, 135].


Figure 1.1.1 Example of the imaging device. A transducer is emitting ultrasound in a sample placed in a constant magnetic field. The induced electrical current is collected by two electrodes.

### 1.2 Electric measurements from acousto-magnetic coupling

Let a physical object to be imaged occupy a three-dimensional domain $\Omega$ with a smooth boundary $\partial \Omega$. Assume that this body is placed in a constant magnetic field $B$ in the direction $e_{3}$ where $\left\{e_{1}, e_{2}, e_{3}\right\}$ denotes the standard orthonormal basis of $\mathbb{R}^{3}$. We are interested in recovering the electrical conductivity of this body $\sigma \in L^{\infty}(\Omega)$ with the known lower and upper bounds:

$$
0<\underline{\sigma} \leq \sigma \leq \bar{\sigma}<\infty .
$$

An acoustic transducer sends a short acoustic pulse from $y \in \mathbb{R}^{3}$ in the direction $\xi \in S^{2}$, with $S^{2}$ being the unit sphere, such that $\xi \cdot e_{3}=0$. This pulse generates the velocity field $v(x, t) \xi$ with $v(x, t)$ taking the following form:

$$
\begin{equation*}
v(x, t)=w(z-c t) A(z,|r|), \tag{1.2.1}
\end{equation*}
$$

where

$$
z=(x-y) \cdot \xi \quad \text { and } \quad r=x-y-z \xi \in \Upsilon_{\xi}:=\left\{\zeta \in \mathbb{R}^{3}: \zeta \cdot \xi=0\right\} .
$$

Here, $w \in \mathcal{C}_{c}^{\infty}(\mathbb{R})$, supported in $]-\eta, 0\left[\right.$, is the ultrasonic pulse profile; $A \in \mathcal{C}^{\infty}\left(\mathbb{R} \times \mathbb{R}^{+}\right)$, supported in $\mathbb{R}^{+} \times[0, R]$, is the cylindrical profile distribution of the wave corresponding to the focus of the acoustic transducer; and $R$ is the maximal radius of the acoustic beam.

### 1.2.1 The ionic model of conductivity

We describe here the electrical behavior of the medium as an electrolytic tissue composed of ions capable of motion in an aqueous tissue. We consider $k$ types of ions in the medium with charges of $q_{i}, i \in\{1, \ldots, k\}$. The corresponding volumetric density $n_{i}$ is assumed to be constant. Neutrality in the medium is described as

$$
\begin{equation*}
\sum_{i} q_{i} n_{i}=0 \tag{1.2.2}
\end{equation*}
$$

The Kohlrausch law defines the conductivity of such a medium as a linear combination of the ionic concentrations

$$
\begin{equation*}
\sigma=e^{+} \sum_{i} \mu_{i} q_{i} n_{i} \tag{1.2.3}
\end{equation*}
$$

where $e^{+}$is the elementary charge, and the coefficients $\mu_{i}$ denote the ionic mobility of each ion $i$. See, for example, [104, 114].

### 1.2.2 Ion deviation by Lorentz force

We embed the medium in a constant magnetic field $B$ with direction $e_{3}$, and perturb it mechanically using the short, focused, ultrasonic pulses $v$ defined in (1.2.1). The motion of the charged particle $i$ inside the medium is deviated by the Lorentz force

$$
\begin{equation*}
F_{i}=q_{i} v \xi \times B . \tag{1.2.4}
\end{equation*}
$$

This force accelerates the ion in the orthogonal direction $\tau=\xi \times e_{3}$. Then, almost immediately, the ion reaches a constant speed given by

$$
v_{\tau, i}=\mu_{i}|B| v
$$

at the first order. See $[104,114]$ for more details. Finally, the ion $i$ has a total velocity

$$
v_{i}=v \xi+\mu_{i}|B| v \tau
$$

The current density generated by the displacement of charges can be described as follows:

$$
j_{S}=\sum_{i} n_{i} q_{i} v_{i}=\left(\sum_{i} n_{i} q_{i}\right) v \xi+\left(\sum_{i} n_{i} \mu_{i} q_{i}\right)|B| v \tau .
$$

Using the neutrality condition (1.2.2) and the definition of $\sigma$ in (1.2.3), we get the following simple formula for $j_{S}$ :

$$
\begin{equation*}
j_{S}=\frac{1}{e^{+}}|B| \sigma v \tau \tag{1.2.5}
\end{equation*}
$$

which is in accordance with the formula used in [12].
This electrolytic description of the tissue characterizes the interaction between the ultrasonic pulse and the magnetic field through a small deviation of the charged particles embedded in the tissue. This deviation generates a current density $j_{S}$ orthogonal to $\xi$ and to $B$, locally supported inside the domain. At a fixed time $t, j_{S}$ is supported in the support of $x \mapsto v(x, t)$. This current is proportional to $\sigma$, and is the source of the current that we measure on the electrodes placed at $\partial \Omega$. In the next section, a formal link is substantiated between $j_{S}$ and the measured current $I$.

### 1.2.3 Internal electrical potential

Because the characteristic time of the acoustic propagation is very long compared with the electromagnetic wave propagation characteristic time, we can adopt the electro-quasistatic frame. Consequently, the total current $j$ in $\Omega$ at a fixed time $t$ can be formulated as

$$
\begin{equation*}
j=j_{S}+\sigma \nabla u \tag{1.2.6}
\end{equation*}
$$

where $u$ is the electrical potential. It satisfies

$$
\begin{equation*}
\nabla \cdot\left(j_{S}+\sigma \nabla u\right)=\nabla \cdot j=0 . \tag{1.2.7}
\end{equation*}
$$

Figure 1.2.1 shows the configuration under consideration. Let $\Gamma_{1}$ and $\Gamma_{2}$ be portions of the boundary $\partial \Omega$ where two planner electrodes are placed. Denote $\Gamma_{0}=\partial \Omega \backslash\left(\Gamma_{1} \cup \Gamma_{2}\right)$.

As we measure the current between the two electrodes $\Gamma_{1}$ and $\Gamma_{2}$, the electrical potential is the same on both electrodes, and can be fixed to zero without loss of generality. Further, it is assumed that no current can leave from $\Gamma_{0}$. The potential $u$


Figure 1.2.1 Imaging system configuration. An ultrasonic wave propagates in a medium of electrical conductivity $\sigma$ between electrodes $\Gamma_{1}$ and $\Gamma_{2}$.
can then be defined as the unique solution in $H^{1}(\Omega)$ of the elliptic system

$$
\left\{\begin{array}{rlrl}
-\nabla \cdot(\sigma \nabla u) & =\nabla \cdot j_{S} & \text { in } \Omega,  \tag{1.2.8}\\
u & =0 & \text { on } \Gamma_{1} \cup \Gamma_{2}, \\
\partial_{\nu} u & =0 & & \text { on } \Gamma_{0} .
\end{array}\right.
$$

Throughout this chapter $\partial_{\nu}$ denotes the normal derivative. Note that the source term $j_{S}$ depends on the time $t>0$, the position of the acoustic transducer $y \in \mathbb{R}^{3}$, and the direction $\xi \in S^{2}$. The electrical potential $u$ also depends on these variables.

The measurable intensity $I$ is the current flow through the electrodes. Integrating (1.2.8) by parts gives

$$
\int_{\Gamma_{1}} \sigma \partial_{\nu} u+\int_{\Gamma_{2}} \sigma \partial_{\nu} u=0
$$

which is the expression of current flow conservation. We define the intensity $I$ by

$$
\begin{equation*}
I=\int_{\Gamma_{2}} \sigma \partial_{\nu} u \tag{1.2.9}
\end{equation*}
$$

### 1.2.4 Virtual potential

In order to link $I$ to $\sigma$, we introduce a virtual potential $U \in H^{1}(\Omega)$ defined as the unique solution of

$$
\left\{\begin{align*}
-\nabla \cdot(\sigma \nabla U)=0 & \text { in } \Omega  \tag{1.2.10}\\
U=0 & \text { on } \Gamma_{1} \\
U=1 & \text { on } \Gamma_{2} \\
\partial_{\nu} U=0 & \text { on } \Gamma_{0}
\end{align*}\right.
$$

Then we multiply (1.2.8) by $U$ and integrate by parts. Assuming that the support of $v$ does not intersect the electrodes $\Gamma_{1}$ and $\Gamma_{2}$, we obtain

$$
-\int_{\Omega} \sigma \nabla u \cdot \nabla U+\int_{\Gamma_{2}} \sigma \partial_{\nu} u=\int_{\Omega} j_{S} \cdot \nabla U .
$$

From the property of $U$ in (1.2.10) and the definition of $I$ in (1.2.9), the above identity becomes

$$
I=\int_{\Omega} j_{S} \cdot \nabla U
$$

The above identity links the measured intensity $I$ to an internal information of $\sigma$ using the expression of $j_{S}$ in (1.2.5):

$$
I=\frac{|B|}{e^{+}} \int_{\Omega} v(x, t) \sigma(x) \nabla U(x) d x \cdot \tau
$$

According to (1.2.1), $v$ depends on $y, \xi$, and $t$, so does $I$. We define the measurement function as

$$
\begin{equation*}
M_{y, \xi}(z)=\int_{\Omega} v(x, z / c) \sigma(x) \nabla U(x) d x \cdot \tau(\xi) \tag{1.2.11}
\end{equation*}
$$

for any $y \in \mathbb{R}^{3}, \xi \in S^{2}$ and $z>0$. We assume the knowledge of this function in a certain subset of $\mathbb{R}^{3} \times S^{2} \times \mathbb{R}^{+}$denoted by $\left.Y \times \mathfrak{S} \times\right] 0, z_{\max }[$. We will discuss later the assumptions we have to impose on this subset in order to make the reconstruction accurate and stable.

### 1.3 Construction of the virtual current

For simplicity, let us restrict ourselves to the two dimensional case where both the conductivity $\sigma$ and the virtual potential $U$ do not change in $e_{3}$-direction. For convenience, the same notations will be used as in the three dimensional case.

In order to obtain the information of $\sigma$ contained in $M_{y, \xi}$, we need to separate the contribution of the displacement term $v$ from this measurement function. Using the cylindrical symmetry of this integration we write for any $z \in] 0, z_{\text {max }}[$,

$$
\begin{align*}
M_{y, \xi}(z) & =\int_{\mathbb{R}} \int_{\Upsilon_{\xi}} w\left(z-z^{\prime}\right)(\sigma \nabla U)\left(y+z^{\prime} \xi+r\right) A\left(z^{\prime},|r|\right) d r d z^{\prime} \cdot \tau(\xi), \\
& =\int_{\mathbb{R}} w\left(z-z^{\prime}\right) \int_{\Upsilon_{\xi}}(\sigma \nabla U)\left(y+z^{\prime} \xi+r\right) A\left(z^{\prime},|r|\right) d r d z^{\prime} \cdot \tau(\xi),  \tag{1.3.1}\\
& =\left(W \star \Phi_{y, \xi}\right)(z) \cdot \tau(\xi),
\end{align*}
$$

where $W(z)=w(-z), \star$ denotes the convolution product, and

$$
\Phi_{y, \xi}(z)=\int_{\Upsilon_{\xi}} \sigma(y+z \xi+r) A(z,|r|) \nabla U(y+z \xi+r) d r .
$$

As will be shown in section 1.6, through a one dimensional deconvolution problem that can be stably solved using, for instance, a Wiener-type filtering method, we get access to the function $\Phi_{y, \xi} \cdot \tau(\xi)$. Now the question is about the reconstruction of $\sigma$ from $\Phi_{y, \xi} \cdot \tau(\xi)$. We can notice that $\Phi_{y, \xi}$ is a weighted Radon transform applied to the virtual current field $\sigma \nabla U$. The weight $A(z,|r|)$ is critical for the choice of the method that we can use. Closer this weight is to a Dirac mass function, better is the stability of the reconstruction. In this case, if the field $\sigma \nabla U$ does not have too large variations, we can recover a first-order approximation; as discussed in the rest of this section.

In order to make the reconstruction accurate and stable, we make two assumptions on the set of parameters $Y \times D \times] 0, z_{\max }[$. For any $x \in \Omega$, we define

$$
\mathfrak{S}_{x}=\left\{\xi \in \mathfrak{S}: \xi=\frac{x-y}{|x-y|} \text { for some } y \in Y\right\}
$$

The first assumption is

$$
\text { (H1) } \forall x \in \Omega, \quad \exists \xi_{1}, \xi_{2} \in \mathfrak{S}_{x} \quad \text { s.t. } \quad\left|\xi_{1} \times \xi_{2}\right| \neq 0,
$$

and the second one reads
(H2) $\forall x \in \Omega, \quad \forall \xi \in \mathfrak{S}_{x}, \quad \exists$ unique $y \in Y \quad$ s.t. $\quad \xi=\frac{x-y}{|x-y|}$.

From the assumption (H2), we can define a distance map $|x-y|$ as a function of $x$ and $\xi$. We will denote $d_{Y}(x, \xi)=|x-y|$. By a change of variables, we rename our data function $\Sigma$ as

$$
\begin{align*}
\psi(x, \xi) & =\Phi_{y, \xi}\left(d_{Y}(x, \xi)\right) \cdot \tau(\xi) \\
& =\int_{\Upsilon_{\xi}}(\sigma \nabla U)(x+r) A\left(d_{Y}(x, \xi),|r|\right) d r \cdot \tau(\xi) \tag{1.3.2}
\end{align*}
$$

Now if we denote by

$$
\begin{equation*}
\gamma(x, \xi)=\int_{\Upsilon_{\xi}} A\left(d_{Y}(x, \xi),|r|\right) d r \tau(\xi) \tag{1.3.3}
\end{equation*}
$$

then we expect that

$$
\psi(x, \xi) \approx(\sigma \nabla U)(x) \cdot \gamma(x, \xi)
$$

provided the $\operatorname{supp}(A)$ is small enough and $\sigma \nabla U$ does not vary too much. The following lemma makes this statement precise.

Lemma 1.3.1. Consider a fixed direction $\xi \in \mathfrak{S}$ and consider the domain covered by the pulses of direction $\xi$ defined by $\Omega_{\xi}=\left\{x \in \Omega: \xi \in \mathfrak{S}_{x}\right\}$. Suppose that the virtual current $\sigma \nabla U$ has bounded variations, then

$$
\|\psi(\cdot, \xi)-\sigma \nabla U \cdot \gamma(\cdot, \xi)\|_{L^{1}\left(\Omega_{\xi}\right)} \leq c R\|\sigma \nabla U\|_{T V(\Omega)^{2}}
$$

where $R$ is the maximum radius of the cylindrical support of the envelope $A$ and $c>0$ depends on the shape of $A$. Here, $\left\|\|_{T V(\Omega)^{2}}\right.$ denotes the total variation semi-norm.

Proof. For a.e. $x \in \Omega_{\xi}$, we have

$$
\begin{aligned}
& |\psi(x, \xi)-(\sigma \nabla U)(x) \cdot \gamma(x, \xi)| \leq \\
& \int_{\Upsilon_{\xi}}|(\sigma \nabla U)(x+r)-(\sigma \nabla U)(x)| A\left(d_{Y}(x, \xi),|r|\right) d r,
\end{aligned}
$$

and so

$$
\begin{aligned}
& \|\psi(\cdot, \xi)-\sigma \nabla U \cdot \gamma(\cdot, \xi)\|_{L^{1}\left(\Omega_{\xi}\right)} \\
& \leq \int_{\Upsilon_{\xi}} \int_{\Omega_{\xi}}|(\sigma \nabla U)(x+r)-(\sigma \nabla U)(x)| A\left(d_{Y}(x, \xi),|r|\right) d x d r \\
& \leq\|\sigma \nabla U\|_{T V(\Omega)^{2}} \int_{\Upsilon_{\xi}}|r|_{0<z<z_{\max }} \sup A(z,|r|) d r \\
& \leq 2 \pi R\|\sigma \nabla U\|_{T V(\Omega)^{2}} \int_{\mathbb{R}+0<z<z_{\max }} \sup A(z, \rho) d \rho .
\end{aligned}
$$

Note that in the most interesting cases, $\sigma \nabla U$ has bounded variations. For example, if $\sigma$ has a piecewise $W^{1, \infty}$ smoothness on smooth inclusions, then $\sigma \nabla U$ has bounded variations. This also holds true for $\sigma$ in some subclasses of functions of bounded variations. In the following, we make the assumption, as in Lemma 1.3.1, that $\sigma \nabla U$ has bounded variations.

In conclusion, our data approximates the quantity $(\sigma \nabla U)(x) \cdot \gamma(x, \xi)$ for any $x \in \Omega$, $\xi \in \mathfrak{S}_{x}$ where the vector $\gamma(x, \xi)$ is supposed to be known. To get the current $(\sigma \nabla U)(x)$, we simply consider data from two linearly independent directions. Using assumption (H1), for a fixed $x \in \Omega$, there exist $\xi_{1}, \xi_{2} \in \mathfrak{S}_{x}$ such that $\operatorname{det}\left(\xi_{1}, \xi_{2}\right) \neq 0$. We construct the $2 \times 2$ invertible matrix

$$
\Gamma\left(x, \xi_{1}, \xi_{2}\right)=\left[\begin{array}{l}
\gamma\left(x, \xi_{1}\right)^{\perp} \\
\gamma\left(x, \xi_{2}\right)^{\perp}
\end{array}\right]
$$

and the data column vector

$$
\Psi\left(x, \xi_{1}, \xi_{2}\right)=\left[\begin{array}{l}
\psi\left(x, \xi_{1}\right) \\
\psi\left(x, \xi_{2}\right)
\end{array}\right]
$$

We approximate the current $\sigma \nabla U(x)$ by the vector field

$$
V\left(x, \xi_{1}, \xi_{2}\right)=\Gamma\left(x, \xi_{1}, \xi_{2}\right)^{-1} \Psi\left(x, \xi_{1}, \xi_{2}\right)
$$

Indeed, for any open set $\widetilde{\Omega} \subset \Omega_{\xi_{1}} \cap \Omega_{\xi_{2}}$, the following estimate holds:

$$
\begin{aligned}
& \left\|V\left(\cdot, \xi_{1}, \xi_{2}\right)-\sigma \nabla U\right\|_{L^{1}(\widetilde{\Omega})^{2}} \\
& \leq \sup _{x \in \widetilde{\Omega}}\left\|\Gamma\left(x, \xi_{1}, \xi_{2}\right)^{-1}\right\|_{\mathcal{L}\left(\mathbb{R}^{2}\right)}\left(\sum_{i=1}^{2}\left\|\psi\left(\cdot, \xi_{i}\right)-\sigma \nabla U \cdot \gamma\left(\cdot, \xi_{i}\right)\right\|_{L^{1}\left(\Omega_{\xi_{i}}\right)}\right)^{1 / 2} \\
& \leq c R\|\sigma \nabla U\|_{T V(\Omega)^{2}} .
\end{aligned}
$$

It is worth mentioning that if more directions are available, then we can use them to enhance the stability of the reconstruction. The linear system becomes over-determined and we can get the optimal approximation by using a least-squares method.

### 1.4 Recovering the conductivity by optimal control

In this section we assume that, according to the previous one, we are in the situation where we know a good approximation of the virtual current $D:=\sigma \nabla U$ in the sense of $L^{1}(\Omega)^{2}$. The objective here is to provide efficient methods for separating $\sigma$ from $D$.

For $a<b$, let us denote by $L_{a, b}^{\infty}(\Omega):=\left\{f \in L^{\infty}(\Omega): a<f<b\right\}$ and define the operator $\mathcal{F}: L_{\sigma, \bar{\sigma}}^{\infty}(\Omega) \longrightarrow H^{1}(\Omega)$ by

$$
\mathcal{F}[\sigma]=U:\left\{\begin{array}{rlr}
\nabla \cdot(\sigma \nabla U) & =0 &  \tag{1.4.1}\\
\text { in } \Omega, \\
U & =0 & \\
\text { on } \Gamma_{1}, \\
U & =1 & \\
\text { on } \Gamma_{2}, \\
\partial_{\nu} U & =0 & \\
\text { on } \Gamma_{0} .
\end{array}\right.
$$

The following lemma holds.
Lemma 1.4.1. Let $d \mathcal{F}$ be the Fréchet derivative of $\mathcal{F}$. For any $\sigma \in L_{\underline{\sigma}, \bar{\sigma}}^{\infty}(\Omega)$ and $h \in L^{\infty}(\Omega)$ such that $\sigma+h \in L_{\sigma, \bar{\sigma}}^{\infty}(\Omega)$ we have

$$
d \mathcal{F}[\sigma](h)=v:\left\{\begin{array}{rlrl}
\nabla \cdot(\sigma \nabla v) & =-\nabla \cdot(h \nabla \mathcal{F}[\sigma]) & \text { in } \Omega,  \tag{1.4.2}\\
v & =0 \\
\partial_{\nu} v & =0 & \text { on } \Gamma_{1} \cup \Gamma_{2}, \\
\text { on } \Gamma_{0}
\end{array}\right.
$$

Proof. Let us denote by $w=\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma]-v$. This function is in $H^{1}(\Omega)$ and satisfies the equation

$$
\nabla \cdot(\sigma \nabla w)=-\nabla \cdot(h \nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma]))
$$

with the same boundary conditions as $v$. We have the elliptic global control:

$$
\|\nabla w\|_{L^{2}(\Omega)} \leq \frac{1}{\underline{\sigma}}\|h\|_{L^{\infty}(\Omega)}\|\nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])\|_{L^{2}(\Omega)} .
$$

Since

$$
\nabla \cdot(\sigma \nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma]))=-\nabla \cdot(h \nabla \mathcal{F}[\sigma+h]),
$$

we can also control $\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma]$ with

$$
\|\nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])\|_{L^{2}(\Omega)} \leq \frac{1}{\sqrt{\underline{\sigma}}}\|h\|_{L^{\infty}(\Omega)}\|\nabla \mathcal{F}[\sigma+h]\|_{L^{2}(\Omega)}
$$

Then, there is a positive constant $C$ depending only on $\Omega$ such that

$$
\|\nabla \mathcal{F}[\sigma+h]\|_{L^{2}(\Omega)} \leq C \sqrt{\frac{\bar{\sigma}}{\underline{\sigma}}} .
$$

Finally, we obtain

$$
\|\nabla w\|_{L^{2}(\Omega)} \leq C \frac{\sqrt{\bar{\sigma}}}{\underline{\sigma}^{2}}\|h\|_{L^{\infty}(\Omega)}^{2}
$$

We look for the minimizer of the functional

$$
\begin{equation*}
J[\sigma]=\frac{1}{2} \int_{\Omega}|\sigma \nabla \mathcal{F}[\sigma]-D|^{2} \tag{1.4.3}
\end{equation*}
$$

In order to do so, we compute its gradient. The following lemma holds.
Lemma 1.4.2. For any $\sigma \in L_{\sigma, \bar{\sigma}}^{\infty}(\Omega)$ and $h \in L^{\infty}(\Omega)$ such that $\sigma+h \in L_{\sigma, \bar{\sigma}}^{\infty}(\Omega)$,

$$
d J[\sigma](h)=-\int_{\Omega} h((\sigma \nabla \mathcal{F}[\sigma]-D-\nabla p) \cdot \nabla \mathcal{F}[\sigma])
$$

where $p$ is defined as the solution to the adjoint problem:

$$
\left\{\begin{array}{rlrl}
\nabla \cdot(\sigma \nabla p) & =\nabla \cdot\left(\sigma^{2} \nabla \mathcal{F}[\sigma]-\sigma D\right) & \text { in } \Omega,  \tag{1.4.4}\\
p & =0 & \text { on } \Gamma_{1} \cup \Gamma_{2} \\
\partial_{\nu} p & =0 & & \text { on } \Gamma_{0} .
\end{array}\right.
$$

Proof. As $\mathcal{F}$ is Fréchet differentiable, so is $J$. For $\sigma \in L_{\underline{\sigma}, \bar{\sigma}}^{\infty}(\Omega)$ and $h \in L^{\infty}(\Omega)$ such that $\sigma+h \in L_{\underline{\sigma}, \bar{\sigma}}^{\infty}(\Omega)$, we have

$$
d J[\sigma](h)=\int_{\Omega}(\sigma \nabla \mathcal{F}[\sigma]-D) \cdot(h \nabla \mathcal{F}[\sigma]+\sigma \nabla d \mathcal{F}[\sigma](h))
$$

Now, multiplying (1.4.4) by $d \mathcal{F}[\sigma](h)$, we get

$$
\int_{\Omega} \sigma \nabla p \cdot \nabla d \mathcal{F}[\sigma](h)=\int_{\Omega}\left(\sigma^{2} \nabla \mathcal{F}[\sigma]-\sigma D\right) \cdot \nabla d \mathcal{F}[\sigma](h) .
$$

On the other hand, multiplying (1.4.2) by $p$ we arrive at

$$
\int_{\Omega} \sigma \nabla p \cdot \nabla d \mathcal{F}[\sigma](h)=-\int_{\Omega} h \nabla \mathcal{F}[\sigma] \cdot \nabla p
$$

and therefore,

$$
d J[\sigma](h)=\int_{\Omega} h(\sigma \nabla \mathcal{F}[\sigma]-D-\nabla p) \cdot \nabla \mathcal{F}[\sigma]
$$

Lemma 1.4.2 allows us to implement a numerical gradient descent method in order to find $\sigma$. A regularization term can also be added to $J[\sigma]$ in order to avoid instability. As we are seeking discontinuous $\sigma$ with smooth variations out of the discontinuity set, a good choice would be the minimization of the regularized functional:

$$
\begin{equation*}
J_{\varepsilon}[\sigma]=\frac{1}{2} \int_{\Omega}|\sigma \nabla \mathcal{F}[\sigma]-D|^{2}+\varepsilon\|\sigma\|_{T V(\Omega)} \tag{1.4.5}
\end{equation*}
$$

where $\varepsilon>0$ is the regularization parameter.

### 1.5 The orthogonal field method

In this section, we present an alternative direct method to optimal control for reconstructing the conductivity $\sigma$ from the internal data $\sigma \nabla U$. It is based on solving a transport equation. The following approach may be extended to the three dimensional case. However, several proofs would need to be revisited.

Given a vector field $D=\sigma \nabla U$ which is parallel to $\nabla U$ everywhere, we may construct the vectorial field $F=\left(D_{2},-D_{1}\right)$ which is everywhere orthogonal to $D$. The flow of $F$ may define the level sets of $U$. Assuming that the variations of the conductivity $\sigma$ are far enough from $\Gamma_{0}$, we can assume that $U(x)=x_{2}$ on this boundary part. Then $U$ is a solution of the following transport equation:

In the case where (1.5.1) is well posed and can be solved, we can reconstruct the virtual potential $U$. The conductivity $\sigma$ is deduced from $U$ and $D$ by the following identity

$$
\begin{equation*}
\sigma=\frac{D \cdot \nabla U}{|D|^{2}} \tag{1.5.2}
\end{equation*}
$$

Despite to its very simple form, this first-order equation is really tricky. Existence and uniqueness are both difficult challenges in the general case. Our main difficulty here is due to the fact that $F$ is discontinuous. As the function $U$ that we are looking for is a
natural solution of this equation, we are only concerned here with the uniqueness of a solution to (1.5.1).

### 1.5.1 Uniqueness result for the transport equation

The uniqueness of a solution to (1.5.1) is directly linked to the existence of outgoing characteristics lines defined by the dynamic system:

$$
\left\{\begin{array}{l}
X^{\prime}(t)=F(X(t)), t \geq 0  \tag{1.5.3}\\
X(0)=x, x \in \Omega
\end{array}\right.
$$

which usually needs the continuity of $F$. As $\sigma$ is in general not continuous, $F$ is not continuous, which makes the classical existence results useless. Nevertheless, under some assumptions on $\sigma$, we can insure the existence of the characteristics lines.

Definition 1.5.1. For any $k \in \mathbb{N}, \alpha \in] 0,1\left[\right.$, for any simple closed curve $\mathcal{C}$ of class $C^{1, \alpha}$ such that $\Omega \backslash \mathcal{C}$ is a union of connected domains $\Omega_{i}, i=1,2, \cdots n$, we define $C_{\mathcal{C}}^{k, \alpha}(\bar{\Omega})$ to be the class of functions $f: \Omega \longrightarrow \mathbb{R}$ satisfying

$$
\left.f\right|_{\Omega_{i}} \in C^{k, \alpha}\left(\overline{\Omega_{i}}\right) \quad \forall i=1, \cdots n
$$

Definition 1.5.2. A conductivity $\sigma$ is said to be admissible if there exists a constant $\alpha \in] 0,1\left[\right.$ and a curve $\mathcal{C}$ of class $C^{1, \alpha}$ such that $\sigma \in C_{\mathcal{C}}^{0, \alpha}(\bar{\Omega}) \cap L_{\sigma}^{\infty}, \bar{\sigma}(\Omega)$ and

$$
\inf _{\Omega \backslash \mathcal{C}} \sigma \nabla \mathcal{F}[\sigma] \cdot e_{2}>0
$$

If $\sigma$ is admissible and belongs to $C_{\mathcal{C}}^{0, \alpha}(\bar{\Omega})$, then the solution $U$ of (1.2.10) belongs to $C_{\mathcal{C}}^{1, \alpha}(\bar{\Omega})$ and the field $F=(\sigma \nabla U)^{\perp}$ satisfies

$$
F \in C_{\mathcal{C}}^{0, \alpha}(\bar{\Omega}) \quad \text { and } \quad \inf _{\Omega \backslash \mathcal{C}} F \cdot e_{1}>0
$$

Moreover, as $F$ is orthogonal to $\sigma \nabla U$, we can describe the jump of $F$ at the curve $\mathcal{C}$. Defining the normal and tangential unit vectors $\nu$ and $\tau$ and also the local sides $(+)$ and (-) with respect to $\nu$, we can write $F$ on both sides as

$$
\begin{aligned}
F^{+} & =\sigma^{+} \partial_{\nu} U^{+} \tau+\sigma^{+} \partial_{\tau} U^{+} \nu \\
F^{-} & =\sigma^{-} \partial_{\nu} U^{-} \tau+\sigma^{-} \partial_{\tau} U^{-} \nu
\end{aligned}
$$

with the transmission conditions, $\sigma^{+} \partial_{\nu} U^{+}=\sigma^{-} \partial_{\nu} U^{-}$and $\partial_{\tau} U^{+}=\partial_{\tau} U^{-}$. Finally, we characterize the discontinuity of $F$ by

$$
[F]=[\sigma] \partial_{\tau} U \nu
$$

where [] denotes the jump across $\mathcal{C}$.
With all of these properties for the field $F$, we can prove the existence of the characteristics lines for (1.5.3).

Theorem 1.5.1. (Local existence of characteristics) Assume that $F \in C_{\mathcal{C}}^{0, \alpha}(\bar{\Omega})$ with $\mathcal{C}$ of class $C^{1, \alpha}$ for $\left.\alpha \in\right] 0,1[$. Assume that the discontinuity of $F$ on $\mathcal{C}$ satisfies

$$
\begin{gathered}
F^{+}=f \tau+\sigma^{+} g \nu \\
F^{-}=f \tau+\sigma^{-} g \nu
\end{gathered}
$$

with $f, g, \sigma^{+}, \sigma^{-} \in C^{0, \alpha}(\mathcal{C})$ where $\sigma^{+}, \sigma^{-}$are positive and $g$ is locally signed. Then, for any $x_{0} \in \Omega$, there exists $T>0$ and $X \in C^{1}([0, T[, \Omega)$ such that $t \mapsto F(X(t))$ is measurable and

$$
X(t)=x_{0}+\int_{0}^{t} F(X(s)) d s, \quad \forall t \in[0, T[
$$

Proof. If $x_{0} \notin \mathcal{C}$, then $F$ is continuous in a neighborhood of $x_{0}$ and the Cauchy-Peano theorem can be applied.

If $x_{0} \in \mathcal{C}$, then we choose a disk $B \subset \Omega$ centered at $x_{0}$. The oriented line $\mathcal{C}$ separates $B$ in two simply connected open domains called $B^{+}$and $B^{-}$. For ease of explanation, we may assume that $\mathcal{C} \cap B$ is straight line (since we can flatten the curve using a proper $C^{0, \alpha_{\alpha}}$-diffeomorphism).

Assume that $g\left(x_{0}\right)>0$. Up to rescaling $B$, we can assume that $g(x)>0$ for all $x \in \mathcal{C} \cap B$. We extend $\left.F\right|_{B^{+}}$to a continuous field $\tilde{F} \in C^{0}(B)$ by even reflection. The Cauchy-Peano theorem insures the existence of $T>0$ and $X \in C^{1}([0, T[, \Omega)$ such that $X(0)=x_{0}$ and $X^{\prime}(t)=\tilde{F}(X(t))$ for all $t \in\left[0, T\left[\right.\right.$. As $g\left(x_{0}\right)>0$, we have $X^{\prime}(0) \cdot \nu\left(x_{0}\right)>0$ and $X(t) \in \overline{B^{+}}$in a neighborhood of 0 . Thus, for a small enough $t$, $X^{\prime}(t)=F(X(t))$. If $g\left(x_{0}\right)<0$, then we apply the same argument by interchanging $B^{-}$ and $B^{+}$.

Suppose now that $g\left(x_{0}\right)=0$. The field $F$ is now tangent to the discontinuity line. If $f\left(x_{0}\right)=0$, then $X(t)=x_{0}$ is a solution. We assume here that $f\left(x_{0}\right)>0$. As $g$ is assumed to be locally signed, we can suppose that $g \geq 0$ in a small sub-curve of $\mathcal{C}$ satisfying $\left(x-x_{0}\right) \cdot \tau\left(x_{0}\right)>0$. Again, we extend $\left.F\right|_{B^{+}}$to a continuous field $\tilde{F} \in C^{0}(B)$
by even reflection and use the Cauchy-Peano theorem to show that there exists $T>0$ and $X \in C^{1}\left(\left[0, T[, \Omega)\right.\right.$ such that $X(0)=x_{0}$ and $X^{\prime}(t)=\tilde{F}(X(t))$ for all $t \in[0, T[$. In order to complete the proof, we should show that $X(t)$ belongs to $\overline{B^{+}}$for $t$ small enough. If not, there exists a sequence $t_{n} \searrow 0$ such that $X\left(t_{n}\right) \in B^{-}$. By the mean value theorem, there exists $\tilde{t}_{n} \in\left(0, t_{n}\right)$ such that $F\left(X\left(\tilde{t}_{n}\right)\right) \cdot \nu\left(x_{0}\right)=X^{\prime}\left(\tilde{t}_{n}\right) \cdot \nu\left(x_{0}\right)<0$. Thus, $X(t)$ belongs to $\overline{B^{+}}$and $X^{\prime}(t)=F(X(t))$ for $t$ small enough.

Note that the local monotony of $g$ is satisfied in many cases. For instance if $\mathcal{C}$ is analytic and $\sigma$ is piecewise constant, then $\nabla U$ is analytic on $\mathcal{C}$ and hence, $g$ is locally signed.

It is worth mentioning that existence of a solution for the Cauchy problem (1.5.3) has been proved in [40] provided that $F \cdot \nu>0$ on $\mathcal{C}$. Here, we have made a weaker assumption. In fact, we only need that $F \cdot \nu$ is locally signed.

Corollary 1.5.2. (Existence of outgoing characteristics) Consider $F \in C_{\mathcal{C}}^{0, \alpha}(\Omega)$ satisfying the same conditions as in Theorem 1.5.1 and the condition

$$
\inf _{\Omega \backslash C} F \cdot e_{1} \geq c,
$$

where $c$ is a positive constant. Then for any $x_{0} \in \Omega$ there exists $0<T<T_{\max }$ where $T_{\max }=\frac{1}{c} \operatorname{diam}(\Omega)$ and $X \in C^{0}([0, T[, \Omega)$ satisfying

$$
\begin{aligned}
& X(t)=x_{0}+\int_{0}^{t} F(X(s)) d s, \quad \forall t \in[0, T[, \\
& \lim _{t \rightarrow T} X(t) \in \partial \Omega
\end{aligned}
$$

This result means that from any point $x_{0} \in \Omega$, the characteristic line reaches $\partial \Omega$ in a finite time.

Proof. Let $x_{0} \in \Omega$ and $X \in \mathcal{C}^{0}([0, T[, \Omega)$ a maximal solution of (1.5.3). Using $F \cdot e_{1} \geq c$ we have that $X^{\prime}(t) \cdot e_{1} \geq c$ and so $X(t) \cdot e_{1} \geq x_{0} \cdot e_{1}+c t$ and as $X(t) \in \Omega$ for all $t \in\left[0, T\left[\right.\right.$, it is necessary that $T<T_{\max }$. As $F \in C_{\mathcal{C}}^{0, \alpha}(\Omega), F$ is bounded, $X$ is Lipschitz, and the limit of $X(t)$ when $t$ goes to $T$ exists in $\bar{\Omega}$ and is called $X(T)$. Let us show that $X(T) \in \partial \Omega$. Suppose that $X(T) \in \Omega$, then applying Theorem 1.5.1 at $X(T)$, we can continuously extend $X$ on $[T, T+\varepsilon[$ for some positive $\varepsilon$ which contradicts the fact that $X$ is a maximal solution.

Corollary 1.5.3. (Uniqueness for the transport problem) Consider $F \in C_{\mathcal{C}}^{0, \alpha}(\Omega)$ satisfying the same conditions as in Corollary 1.5.2 and consider $u \in C^{0}(\bar{\Omega}) \cap C_{\mathcal{C}}^{1}(\bar{\Omega})$. If $u$ is a solution of the system

$$
\left\{\begin{array}{r}
F \cdot \nabla u=0 \quad \text { in } \Omega,  \tag{1.5.4}\\
u=0 \quad \text { on } \partial \Omega
\end{array}\right.
$$

then $u=0$ in $\Omega$.

Proof. Consider $x_{0} \in \Omega$ and a characteristic $X \in \mathcal{C}^{0}([0, T[, \Omega)$ satisfying

$$
\begin{aligned}
& X(t)=x_{0}+\int_{0}^{t} F(X(s)) d s, \quad \forall t \in[0, T[ \\
& \lim _{t \rightarrow T} X(t) \in \partial \Omega
\end{aligned}
$$

We define $f \in C^{0}([0, T], \mathbb{R})$ by $f(t)=u(X(t))$. We show that $f$ is constant. Let us define $I=X^{-1}(\mathcal{C})$ then $f$ is differentiable in $[0, T] \backslash I$ and $f^{\prime}(t)=\nabla u(X(t)) \cdot F(X(t))=0$. Let us take $t \in I$. If $t$ is not isolated in $I$, using the fact that $\partial_{\tau} u^{+}$and $\partial_{\tau} u^{-}$are locally signed, $F(X(t))$ is parallel to $\mathcal{C}$ and for an $\varepsilon>0, X(s) \in \overline{B^{+}}$(or $\overline{B^{-}}$) for $s \in[t, t+\varepsilon[$. Then, $f(s)=u(x(s))$ is differentiable on $\left[t, t+\varepsilon\left[\right.\right.$ with $f^{\prime}(s)=\nabla u^{+}(X(s)) \cdot F(X(s))$. This proves that $f$ is right differentiable at $t$ and $\left(f^{\prime}\right)^{+}(t)=0$. By the same argument, $f$ is left differentiable at $t$ and $\left(f^{\prime}\right)^{-}(t)=0$ and so $f$ is differentiable at $t$ with $f^{\prime}(t)=0$. Finally, except for a zero measure set of isolated points, $f$ is differentiable on $[0, T]$ and $f^{\prime}=0$ almost everywhere. This is not enough to conclude because there exists continuous increasing functions whose derivative is zero almost everywhere. Since for all $t, s \in[0, T]$,

$$
|f(t)-f(s)| \leq \sup |\nabla u||X(t)-X(s)| \leq \sup |\nabla U| \sup |F||t-s|,
$$

$f$ is Lipschitz and thus absolutely continuous which implies, since $f^{\prime}=0$ a.e., that $f$ is constant on $[0, T]$. We finally have $u\left(x_{0}\right)=f(0)=f(T)=u(X(T))=0$.

Hence we conclude that if $\sigma$ is admissible, then $U$ is the unique solution to (1.5.1) and we can recover $\sigma$ by (1.5.2).

Remark 1.5.4. The characteristic method can be used to solve the transport problem. However, it suffers from poor numerical stability which is exponentially growing with the distance to the boundary. To avoid this delicate numerical issue, we propose a
regularized approach for solving (1.5.1). Our approach consists in forming from (1.5.1) a second-order PDE and adding to this PDE a small elliptic term of order two.

### 1.5.2 The viscosity-type regularization

In this subsection we introduce a viscosity approximation to (1.5.1). Let $\varepsilon>0$. We regularize the transport equation (1.5.1) by considering the well-posed elliptic problem

$$
\left\{\begin{align*}
\nabla \cdot\left[\left(\varepsilon I+F F^{T}\right) \nabla u_{\varepsilon}\right] & =0 \quad \text { in } \Omega,  \tag{1.5.5}\\
u_{\varepsilon} & =x_{2} \quad
\end{align*} \quad \text { on } \partial \Omega .\right.
$$

The main question is to understand the behavior of $u_{\varepsilon}$ when $\varepsilon$ goes to zero. Or more precisely, whether $u_{\varepsilon}$ converges to the solution $U$ of the transport equation (1.5.1) for a certain topology. The following result holds.

Theorem 1.5.5. The sequence $\left(u_{\varepsilon}-U\right)_{\varepsilon>0}$ converges strongly to zero in $H_{0}^{1}(\Omega)$.
Proof. We first prove that the sequence $\left(u_{\varepsilon}-U\right)_{\varepsilon>0}$ converges weakly to zero in $H_{0}^{1}(\Omega)$ when $\varepsilon$ goes to zero. For any $\varepsilon>0, \tilde{u}_{\varepsilon}:=u_{\varepsilon}-U$ is in $H_{0}^{1}(\Omega)$ and satisfies

$$
\begin{equation*}
\nabla \cdot\left[\left(\varepsilon I+F F^{T}\right) \nabla \tilde{u}_{\varepsilon}\right]=-\varepsilon \triangle U \quad \text { in } \Omega . \tag{1.5.6}
\end{equation*}
$$

Multiplying this equation by $\tilde{u}_{\varepsilon}$ and integrating by parts over $\Omega$, we obtain

$$
\begin{equation*}
\varepsilon \int_{\Omega}\left|\nabla \tilde{u}_{\varepsilon}\right|^{2}+\int_{\Omega}\left|F \cdot \nabla \tilde{u}_{\varepsilon}\right|^{2}=-\varepsilon \int_{\Omega} \nabla U \cdot \nabla \tilde{u}_{\varepsilon} \tag{1.5.7}
\end{equation*}
$$

and so,

$$
\left\|\tilde{u}_{\varepsilon}\right\|_{H_{0}^{1}(\Omega)}^{2} \leq \int_{\Omega}\left|\nabla u \cdot \nabla \tilde{u}_{\varepsilon}\right| \leq\|U\|_{H}^{1}(\Omega)\left\|\tilde{u}_{\varepsilon}\right\|_{H_{0}^{1}(\Omega)} .
$$

Then $\left\|\tilde{u}_{\varepsilon}\right\|_{H_{0}^{1}(\Omega)} \leq\|U\|_{H}^{1}(\Omega)$. The sequence $\left(u_{\varepsilon}\right)_{\varepsilon>0}$ is bounded in $H_{0}^{1}(\Omega)$ and so by Banach-Alaoglu's theorem, we can extract a subsequence which converges weakly to $u^{*}$ in $H_{0}^{1}(\Omega)$. Multiplying (1.5.6) by $u^{*}$ and integrating by parts, we get

$$
\int_{\Omega}\left(F \cdot \nabla \tilde{u}_{\varepsilon}\right)\left(F \cdot \nabla u^{*}\right)=-\varepsilon \int_{\Omega} \nabla U \cdot \nabla u^{*}-\varepsilon \int_{\Omega} \nabla \tilde{u}_{\varepsilon} \cdot \nabla u^{*} .
$$

Taking the limit when $\varepsilon$ goes to zero,

$$
\left\|F \cdot \nabla u^{*}\right\|_{L^{2}(\Omega)}=0
$$

So $u^{*}$ is a solution of the transport equation (1.5.4), and by Corollary 1.5.3, $u^{*}=0$ in
$\Omega$. Since the limit $u^{*}$ is independent of the subsequence, the convergence holds for $u_{\varepsilon}$.
Now, we are ready to prove the strong convergence. From (1.5.7) we get that

$$
\int_{\Omega}\left|\nabla \tilde{u}_{\varepsilon}\right|^{2} \leq-\int_{\Omega} \nabla U \cdot \nabla \tilde{u}_{\varepsilon}
$$

and as $\tilde{u}_{\varepsilon} \rightharpoonup 0$ in $H_{0}^{1}(\Omega)$, the term in the right-hand side goes to zero when $\varepsilon$ goes to zero. Hence, $\left\|\tilde{u}_{\varepsilon}\right\|_{H_{0}^{1}(\Omega)} \rightarrow 0$.

Finally, using Theorem 1.5.5 we define the approximate resistivity by

$$
\frac{1}{\sigma_{\varepsilon}}=\frac{D \cdot \nabla u_{\varepsilon}}{|D|^{2}}
$$

which strongly converges to $\frac{1}{\sigma}$ in $L^{2}(\Omega)$.

### 1.6 Numerical results

In this section we first discuss the deconvolution step. Then we test both the optimal control and the orthogonal field reconstruction schemes.

### 1.6.1 Deconvolution

In this subsection, we consider the problem of recovering $\Phi_{y, \xi}$ from the measurements $M_{y, \xi}$ in the presence of noise. From (1.3.1), it is easy to see that this can be done by deconvolution. However, deconvolution is a numerically very unstable process. In order to render stability we use a Wiener filter [91]. We assume that the signal $M_{y, \xi}($.$) is$ perturbed by a random white noise:

$$
\begin{equation*}
\widetilde{M}_{y, \xi}(z)=M_{y, \xi}(z)+\mu(z) \tag{1.6.1}
\end{equation*}
$$

where $\mu$ is a white Gaussian noise with variance $\nu^{2}$. Equation (1.6.1) can be written as

$$
\widetilde{M}_{y, \xi}(z)=\left(W \star \Phi_{y, \xi}\right)(z)+\mu(z) .
$$

Denote by $S(\Sigma)=\int_{\mathbb{R}}\left|\mathcal{F}\left(\Phi_{y, \xi}\right)(\omega)\right| d \omega$ the mean spectral density of $\Sigma$, where $\mathcal{F}$ is the Fourier transform. The Wiener deconvolution filter can be written in the frequency

With Wiener filtering


Figure 1.6.1 $L^{2}$ norm of the relative error $\frac{\|\Sigma-\widetilde{\Sigma}\|_{2}}{\|\Sigma\|_{2}}$ with respect to the signal-to-noise ratio.
domain as

$$
\widehat{L}(\omega)=\frac{\overline{\mathcal{F}(W)}(\omega)}{|\mathcal{F}(W)|^{2}(\omega)+\frac{\nu}{S(\Sigma)}} .
$$

The quotient $\nu / S(\Sigma)$ is the signal-to-noise ratio. So, in order to use the filter, we need to have an a priori estimate of the signal-to-noise ratio. We then recover $\Sigma$ up to a small error by

$$
\widetilde{\Sigma}_{y, \xi}=\mathcal{F}^{-1}(\mathcal{F}(\widetilde{M}) \widehat{L}) .
$$



Figure 1.6.2 Conductivity map to be reconstructed.

### 1.6.2 Conductivity reconstructions

In the numerical simulations, we choose $\Omega=] 0,2[\times] 0,1[$. Figure 1.6.2 shows the true conductivity map in the medium. The simulations are done using a PDE solver. The data is simulated numerically on a fine mesh. For the orthogonal field method, in order to solve (1.5.5), we use a coarse mesh. Then we reconstruct an initial image of the conductivity. Based on the initial image, an adaptive mesh refinement for solving (1.5.5) yields a conductivity image of a better quality. Figure 1.6 .3 shows the used meshes for solving the viscosity approximation.

## The optimal control method

The minimization procedure gives a decent qualitative reconstruction. The main interfaces are easy to see, yet this method, due to its regularizing effect, fails to show details in weaker contrasts zones. Figures 1.6.4, 1.6.5, and 1.6.6 show the reconstruction obtained with different measurement noise levels.

## The orthogonal field method

To find the solution of problem (1.5.5), we fix $\varepsilon=10^{-3}$, and solve the equation on a uniform mesh on $\Omega$ using a finite element method. We reconstruct an approximation of $\sigma$, and adapt the mesh to this first reconstruction. We do this procedure a couple


Figure 1.6.3 Mesh adaptation process


Figure 1.6.4 Reconstructed image without measurement noise.


Figure 1.6.5 Reconstructed image with $2 \%$ measurement noise.


Figure 1.6.6 Reconstructed image with $20 \%$ measurement noise.
of times in order to get refined mesh near the conductivity jumps. We can see that besides being computationally lighter than the minimization method, the orthogonal field method allows a quantitative reconstruction of $\sigma$ and shows details even in the low contrast zones. It is relatively stable with respect to measurement noise. Figures 1.6.7, 1.6.8, and 1.6.9 show the reconstruction with different measurement noise levels. Figure 1.6.10 shows the $L^{2}$ norm of the error with respect to measurement noise, with $\varepsilon$ fixed at $10^{-3}$. A smaller $\varepsilon$ increases the noise sensibility at higher noise levels, but also improves the details and reduces the smoothing effect of the $\varepsilon \Delta$ term in (1.5.5).

### 1.7 Concluding remarks

In this chapter we have provided the mathematical basis of ultrasonically-induced Lorentz force electrical impedance tomography. The resolution of the reconstructed images is fixed by the ultrasound wavelength , the width of the ultrasonic beam and the filter used in the deconvolution. It is possible, with this method, to get high resolution images of the electrical conductivity. We have designed two efficient algorithms for the reconstruction, and tested them numerically. The orthogonal field method performs much better than the optimization scheme in terms of both computational time and accuracy. In a forthcoming work, we intend to generalize our approach for imaging


Figure 1.6.7 Reconstructed image without measurement noise.

Orthogonal field method


Figure 1.6.8 Reconstructed image with $2 \%$ measurement noise.


Figure 1.6.9 Reconstructed image with $20 \%$ measurement noise.
anisotropic conductivities by ultrasonically-induced Lorentz force [131]. We will also propose an algorithm to find $\sigma \nabla U$ from the data function $\psi$ using (1.3.2) and correct the leading-order approximation (1.3.3). This will enhance the resolution of the reconstructed conductivity images. Another challenging problem under consideration is to interpret the high-frequency component of $M_{y, \xi}$ in terms of speckle conductivity contrasts.


Figure 1.6.10 $L^{2}$ norm of the error with respect to the noise level

## Chapter 2

## Magneto-acoustic tomography with magnetic induction
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### 2.1 Introduction

In this chapter we study a different technique based on the same acousto-magnetic coupling induced by Lorentz force we saw in chapter 1. However, the experimental apparatus is completely different.

In magnetoacoustic imaging with magnetic induction, magnetic fields are used to induce currents in the tissue. Ultrasound is generated by placing the tissue in a dynamic and static magnetic field. The dynamic field induces eddy currents and the static field leads to generation of acoustic vibration from Lorentz force on the induced currents. The divergence of the Lorentz force acts as acoustic source of propagating ultrasound waves that can be sensed by ultrasonic transducers placed around the tissue. The imaging problem is to obtain the conductivity distribution of the tissue from the acoustic source map; see [85, 86, 94, 95, 139].

We provide a rigorous mathematical and numerical framework for magnetoacoustic imaging with magnetic induction. We develop efficient methods for reconstructing the conductivity in the medium from the Lorentz force induced vibration. For doing so, we first estimate the electric current density in the tissue. Then we design efficient algorithms for reconstructing the heterogeneous conductivity map from the electric current density with the ultrasonic resolution.

The chapter is organized as follows. We start by describing the forward problem. Then we reconstruct from the acoustic measurements the divergence of the Lorentz force, which is acting as the source term in the acoustic wave equation. We recover the electric current density from the divergence of the Lorentz force, which reduces the problem to imaging the conductivity from the internal electric current density. We introduce three reconstruction schemes for solving the conductivity imaging problem from the internal electric current density. The first is an optimal control method. One of the contributions of this paper is the proof of convergence and stability of the optimal control approach provided that two magnetic excitation leading to nonparallel current densities are employed. Then we present a point fixed approach and prove that it convergences to the true conductivity image. Finally, we give an alternative to these iterative schemes via the use of a transport equation satisfied by the internal electric current density, similar to the one used in chapter 1. Our third algorithm is direct and can be viewed as a PDE-based reconstruction scheme. We test numerically the three proposed schemes in the presence of measurement noise, and also quantify their stability and resolution.

The feasibility of imaging of Lorentz-force-induced motion in conductive samples was shown in [36]. The magnetoacoustic tomography with magnetic induction in-
vestigated here was experimentally tested in [94, 95], and was reported to produce conductivity images of quality comparable to that of ultrasound images taken under similar conditions.

### 2.2 Forward problem description

### 2.2.1 Time scales involved

The forward problem in magnetoacoustic tomography with magnetic induction (MATMI) is multiscale in nature. The different phenomena involved in the experiment evolve on very different time scales. Precisely, there are three typical times that appear in the mathematical model for MAT-MI.

- The first one is the time needed for an electromagnetic wave to propagate in the medium and is denoted by $\tau_{\mathrm{em}}$. Typically, if the medium has a diameter of 1 cm , we have $\tau_{\mathrm{em}} \sim 10^{-11} s$.
- The second characteristic time length, denoted by $\tau_{\text {pulse }}$ of the experiment is the time width of the magnetic pulse sent into the medium. Since, the time-varying magnetic field is generated by discharging a capacitor, $\tau_{\text {pulse }}$ is in fact the time needed to discharge the capacitor such that $\tau_{\text {pulse }} \sim 1 \mu s$ [137].
- The third characteristic time, $\tau_{\text {sound }}$, is the time consumed by the acoustic wave to propagate through the medium. The speed of sound is about $1.5 \cdot 10^{3} \mathrm{~m} . \mathrm{s}^{-1}$ so $\tau_{\text {sound }} \sim 6 \mu \mathrm{~s}$ for a medium of 1 cm diameter.


### 2.2.2 Electromagnetic model

Let $\left(\mathbf{e}_{i}\right)_{i=1,2,3}$ be an orthonormal basis of $\mathbb{R}^{3}$. Let $\Omega$ be a three-dimensional bounded $\mathcal{C}^{1}$ convex domain. The medium is assumed to be non magnetic, and its conductivity is given by $\sigma$ (the question of the regularity of $\sigma$ will arise later). Assume that the medium $\Omega$ is placed in a uniform, static magnetic field in the transverse direction $\mathbf{B}_{0}=B_{0} \mathbf{e}_{3}$.

## The magneto-quasistatic regime

At time $t=0$ a second time varying magnetic field is applied in the medium. The time varying magnetic field has the form $\mathbf{B}_{1}(x, t)=B_{1}(x) u(t) \mathbf{e}_{3} . B_{1}$ is assumed to be a known smooth function and $u$ is the shape of the stimulating pulse. The typical
width of the pulse is about $1 \mu s$ so we are in presence of a slowly varying magnetic-field. This regime can be described by the magnetoquasistatic equations [83], where the propagation of the electrical currents is considered as instantaneous, but, the induction effects are not neglected. These governing equations in $\Omega \times \mathbb{R}_{+}$are

$$
\begin{gather*}
\nabla \cdot \mathbf{B}=0  \tag{2.2.1}\\
\nabla \times \mathbf{E}=-\frac{\partial \mathbf{B}}{\partial t} \tag{2.2.2}
\end{gather*}
$$

and

$$
\begin{equation*}
\nabla \cdot \mathbf{J}=0, \tag{2.2.3}
\end{equation*}
$$

where $\varepsilon_{0}$ is the permittivity of free space, $\mathbf{B}$ is the total magnetic field in the medium and $\mathbf{E}$ is the total electric field in the medium. Ohm's law is valid and is expressed as

$$
\begin{equation*}
\mathbf{J}=\sigma \mathbf{E} \quad \text { in } \Omega \times \mathbb{R}_{+}, \tag{2.2.4}
\end{equation*}
$$

where $\sigma$ is the electrical conductivity of the medium. For now on, we assume that $\sigma \in L_{a, b}^{\infty}(\Omega)$, where

$$
L_{a, b}^{\infty}(\Omega):=\left\{f \in L^{\infty}\left(\Omega^{\prime}\right): a<f<b \text { in } \Omega^{\prime}, \quad f \equiv \sigma_{0} \text { in } \Omega \backslash \overline{\Omega^{\prime}}\right\}
$$

with $\sigma_{0}, a$, and $b$ being three given positive constants, $0<a<b$, and $\Omega^{\prime} \Subset \Omega$.
As in [83], we use the Coulomb gauge $(\nabla \cdot \mathbf{A}=0)$ to express the potential representation of the fields $\mathbf{B}$ and $\mathbf{E}$. The magnetic field $\mathbf{B}$ is written as

$$
\begin{equation*}
\mathbf{B}=\nabla \times \mathbf{A}, \tag{2.2.5}
\end{equation*}
$$

and the electric field $\mathbf{E}$ is then of the form

$$
\begin{equation*}
\mathbf{E}=-\nabla \tilde{V}-\frac{\partial \mathbf{A}}{\partial t} \quad \text { in } \Omega \times \mathbb{R}_{+} \tag{2.2.6}
\end{equation*}
$$

where $\widetilde{V}$ is the electric potential. Writing $\mathbf{A}$ as follows:

$$
\mathbf{A}(x, t)=\mathbf{A}_{0}(x)+\mathbf{A}_{1}(x) u(t),
$$

where $\mathbf{A}_{0}$ and $\mathbf{A}_{1}$ are assumed to be smooth, we get from (2.2.3) and (2.2.6) that $\tilde{V}(x, t)=V(x) u^{\prime}(t)$ with $V$ satisfying

$$
\nabla \cdot \sigma \nabla V=-\nabla \cdot \sigma \mathbf{A}_{1} \quad \text { in } \Omega \times \mathbb{R}_{+}
$$

The boundary condition on $V$ can be set as a Neumann boundary condition. Since the medium $\Omega$ is usually embedded in a non-conductive medium (air), no currents leave the medium, i.e., $\mathbf{J} \cdot \boldsymbol{\nu}=0$ on $\partial \Omega$, where $\boldsymbol{\nu}$ is the outward normal at $\partial \Omega$. To make sure that the boundary-value problem satisfied by $V$ is well posed, we add the condition $\int_{\Omega} V=0$. We have the following boundary value problem for $V$ :

$$
\left\{\begin{array}{rlr}
\nabla \cdot \sigma \nabla V & =-\nabla \cdot \sigma \mathbf{A}_{1} & \text { in } \Omega  \tag{2.2.7}\\
\sigma \frac{\partial V}{\partial \nu} & =-\sigma \mathbf{A}_{1} \cdot \boldsymbol{\nu} & \text { on } \partial \Omega \\
\int_{\Omega} V & =0 &
\end{array}\right.
$$

### 2.2.3 The acoustic problem

## Elasticity formulation

The eddy currents induced in the medium, combined with the magnetic field, create a Lorentz force based stress in the medium . The Lorentz force $\mathbf{f}$ is determined as

$$
\begin{equation*}
\mathbf{f}=\mathbf{J} \times \mathbf{B} \quad \text { in } \Omega \times \mathbb{R}_{+} . \tag{2.2.8}
\end{equation*}
$$

Since the duration and the amplitude of the stimulation are both small, we assume that we can use the linear elasticity model. The displacements inside the medium can be described by the initial boundary-value problem for the Lamé system of equations

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \mathbf{u}-\nabla \lambda \nabla \cdot \mathbf{u}-\nabla \cdot \mu \nabla^{s} \mathbf{u}=\mathbf{J} \times \mathbf{B} & \text { in } \Omega \times \mathbb{R}_{+}  \tag{2.2.9}\\
\frac{\partial \mathbf{u}}{\partial n}=0 & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
\mathbf{u}(x, 0)=\frac{\partial \mathbf{u}}{\partial t}(x, 0)=0 & \text { in } \Omega
\end{align*}\right.
$$

where $\lambda$ and $\mu$ are the Lamé coefficients, $\rho$ is the density of the medium at rest, and $\nabla^{s} \mathbf{u}=\left(\nabla \mathbf{u}+\nabla^{T} \mathbf{u}\right) / 2$ with the superscript $T$ being the transpose. Here, $\partial / \partial n$ denotes
the co-normal derivative defined by

$$
\frac{\partial \mathbf{u}}{\partial n}=\lambda(\nabla \cdot \mathbf{u}) \boldsymbol{\nu}+2 \mu \nabla^{s} \mathbf{u} \boldsymbol{\nu} \quad \text { on } \partial \Omega,
$$

where $\boldsymbol{\nu}$ is the outward normal at $\partial \Omega$. The functions $\lambda, \mu$, and $\rho$ are assumed to be positive, smooth functions on $\bar{\Omega}$.

The Neumann boundary condition, $\partial \mathbf{u} / \partial n=0$ on $\partial \Omega$, comes from the fact that the sample is embedded in air and can move freely at the boundary.

## The acoustic wave

Under some physical assumptions, the Lamé system of equations (2.2.9) can be reduced to an acoustic wave equation. For doing so, we neglect the shear effects in the medium by taking $\mu=0$. The acoustic approximation says that the dominant wave type is a compressional wave. Equation (2.2.9) becomes

$$
\left\{\begin{align*}
\rho \partial_{t}^{2} \mathbf{u}-\nabla \lambda \nabla \cdot \mathbf{u}=\mathbf{J} \times \mathbf{B} & \text { in } \Omega \times \mathbb{R}_{+},  \tag{2.2.10}\\
\frac{\partial \mathbf{u}}{\partial n}=0 & \text { on } \partial \Omega \times \mathbb{R}_{+}, \\
\mathbf{u}(x, 0)=\frac{\partial \mathbf{u}}{\partial t}(x, 0)=0 & \text { in } \Omega
\end{align*}\right.
$$

Introduce the pressure

$$
p=\lambda \nabla \cdot \mathbf{u} \quad \text { in } \Omega \times \mathbb{R}_{+} .
$$

Taking the divergence of (2.2.10) yields the acoustic wave equation

$$
\left\{\begin{align*}
\frac{1}{\lambda} \frac{\partial^{2} p}{\partial t^{2}}-\nabla \cdot \frac{1}{\rho} \nabla p=\nabla \cdot \frac{1}{\rho}(\mathbf{J} \times \mathbf{B}) & \text { in } \Omega \times \mathbb{R}_{+}  \tag{2.2.11}\\
p=0 & \text { on } \partial \Omega \times \mathbb{R}_{+} \\
p(x, 0)=\frac{\partial p}{\partial t}(x, 0)=0 & \text { in } \Omega
\end{align*}\right.
$$

We assume that the duration $T_{\text {pulse }}$ of the electrical pulse sent into the medium is short enough so that $p$ is the solution to

$$
\left\{\begin{align*}
\frac{1}{\lambda} \frac{\partial^{2} p}{\partial t^{2}}(x, t)-\nabla \cdot \frac{1}{\rho} \nabla p(x, t)=f(x) \delta_{t=0} & \text { in } \Omega \times \mathbb{R}_{+}  \tag{2.2.12}\\
p=0 & \text { on } \partial \Omega \times \mathbb{R}_{+} \\
p(x, 0)=\frac{\partial p}{\partial t}(x, 0)=0 & \text { in } \Omega
\end{align*}\right.
$$

where

$$
\begin{equation*}
f(x)=\int_{0}^{T_{\text {pulse }}} \nabla \cdot\left(\frac{1}{\rho} \mathbf{J}(x, t) \times \mathbf{B}(x, t)\right) d t . \tag{2.2.13}
\end{equation*}
$$

Note that acoustic wave reflection in soft tissue by an interface with air can be modeled well by a homogeneous Dirichlet boundary condition; see, for instance, [133].

Let

$$
g(x, t)=\frac{\partial p}{\partial \nu}(x, t), \quad \forall(x, t) \in \partial \Omega \times \mathbb{R}_{+}
$$

In the next section, we aim at reconstructing the source term $f$ from the data $g$.

### 2.3 Reconstruction of the acoustic source

In this subsection, we assume that $\lambda=\lambda_{0}+\delta \lambda$ and $\rho=\rho_{0}+\delta \rho$, where the functions $\delta \lambda$ and $\delta \rho$ are such that $\|\delta \lambda\|_{L^{\infty}(\Omega)} \ll \lambda_{0}$ and $\|\delta \rho\|_{L^{\infty}(\Omega)} \ll \rho_{0}$. We assume that $\lambda, \lambda_{0}, \rho$, and $\rho_{0}$ are known and denote by $c_{0}=\sqrt{\frac{\lambda_{0}}{\rho_{0}}}$ the background acoustic speed.

We first consider the time-harmonic regime and define $\Gamma^{\omega}$ to be the outgoing fundamental solution to $\Delta+\frac{\omega^{2}}{c_{0}^{2}}$ :

$$
\begin{equation*}
\left(\Delta_{x}+\frac{\omega^{2}}{c_{0}^{2}}\right) \Gamma^{\omega}(x, y)=\delta_{y}(x) \tag{2.3.1}
\end{equation*}
$$

subject to the Sommerfeld radiation condition:

$$
|x|^{\frac{1}{2}}\left(\frac{\partial}{\partial|x|} \Gamma^{\omega}(x, y)-i \frac{\omega}{c_{0}} \Gamma^{\omega}(x, y)\right) \longrightarrow 0, \quad|x| \rightarrow \infty .
$$

We need the following integral operator $\left(\mathcal{K}_{\Omega}^{\omega}\right)^{\star}: L^{2}(\partial \Omega) \rightarrow L^{2}(\partial \Omega)$ given by

$$
\left(\mathcal{K}_{\Omega}^{\omega}\right)^{\star}[\phi](x)=\int_{\partial \Omega} \frac{\partial \Gamma^{\omega}}{\partial \nu(x)}(x, y) \phi(y) d s(y)
$$

Let $G_{\Omega}^{\omega}$ be the Dirichlet Green function for $\Delta+\frac{\omega^{2}}{c_{0}^{2}}$ in $\Omega$, i.e., for each $y \in \Omega, G_{\Omega}^{\omega}(x, y)$ is the solution to

$$
\left\{\begin{array}{l}
\left(\Delta_{x}+\frac{\omega^{2}}{c_{0}^{2}}\right) G_{\Omega}^{\omega}(x, y)=\delta_{y}(x), \quad x \in \Omega \\
G_{\Omega}^{\omega}(x, y)=0, \quad x \in \partial \Omega
\end{array}\right.
$$

Let $\hat{p}$ denote the Fourier transform of the pressure $p$ and $\hat{g}$ the Fourier transform of $g$. The function $\hat{p}$ is the solution to the Helmholtz equation:

$$
\left\{\begin{aligned}
\frac{\omega^{2}}{\lambda(x)} \hat{p}(x, \omega)+\nabla \cdot \frac{1}{\rho(x)} \nabla \hat{p}(x, \omega)=f(x), & x \in \Omega \\
\hat{p}(x, \omega)=0, & x \in \partial \Omega
\end{aligned}\right.
$$

Note that $f$ is a real-valued function.
The Lippmann-Schwinger representation formula shows that

$$
\begin{aligned}
& \hat{p}(x, \omega)=\int_{\Omega}\left(\frac{\rho_{0}}{\rho(y)}-1\right) \nabla \hat{p}(y, \omega) \cdot \nabla G_{\Omega}^{\omega}(x, y) d y \\
&-\omega^{2} \int_{\Omega}\left(\frac{\rho_{0}}{\lambda(y)}-\frac{\rho_{0}}{\lambda_{0}}\right) \hat{p}(y, \omega) G_{\Omega}^{\omega}(x, y) d y+\rho_{0} \int_{\Omega} f(y) G_{\Omega}^{\omega}(x, y) d y
\end{aligned}
$$

Using the Born approximation, we obtain

$$
\begin{aligned}
\hat{p}(x, \omega) \approx & -\frac{1}{\rho_{0}} \int_{\Omega} \delta \rho(y) \nabla \hat{p}_{0}(y, \omega) \cdot \nabla G_{\Omega}^{\omega}(x, y) d y+\frac{\omega^{2}}{c_{0}^{2}} \int_{\Omega} \frac{\delta \lambda(y)}{\lambda_{0}} \hat{p}_{0}(y, \omega) G_{\Omega}^{\omega}(x, y) d y \\
& +\rho_{0} \int_{\Omega} f(y) G_{\Omega}^{\omega}(x, y) d y
\end{aligned}
$$

for $x \in \Omega$, where

$$
\hat{p}_{0}(x, \omega):=\rho_{0} \int_{\Omega} f(y) G_{\Omega}^{\omega}(x, y) d y, \quad x \in \Omega
$$

Therefore, from the identity [26, Eq. (11.20)]

$$
\left(\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{\star}\right)\left[\frac{\partial G_{\Omega}^{\omega}}{\partial \nu}(\cdot, y)\right](x)=\frac{\partial \Gamma^{\omega}}{\partial \nu(x)}(x, y), \quad x \in \partial \Omega, y \in \Omega,
$$

it follows that

$$
\begin{aligned}
\left(\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{\star}\right)[\hat{g}](x, \omega) & \approx-\frac{1}{\rho_{0}} \int_{\Omega} \delta \rho(y) \nabla \hat{p}_{0}(y, \omega) \cdot \nabla \frac{\partial \Gamma^{\omega}(x, y)}{\partial \nu(x)} d y \\
& +\frac{\omega^{2}}{c_{0}^{2}} \int_{\Omega} \frac{\delta \lambda(y)}{\lambda_{0}} \hat{p}_{0}(y, \omega) \frac{\partial \Gamma^{\omega}(x, y)}{\partial \nu(x)} d y+\rho_{0} \int_{\Omega} f(y) \frac{\partial \Gamma^{\omega}(x, y)}{\partial \nu(x)} d y
\end{aligned}
$$

for $x \in \partial \Omega$.
Introduce

$$
I(z, \omega):=\int_{\partial \Omega}\left[\overline{\Gamma^{\omega}}(x, z)\left(\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{\star}\right)[\hat{g}](x, \omega)-\Gamma^{\omega}(x, z) \overline{\left(\frac{1}{2} I+\left(\mathcal{K}_{\Omega}^{\omega}\right)^{\star}\right)[\hat{g}]}(x, \omega)\right] d s(x)
$$

for $z \in \Omega$.
We recall the Helmholtz-Kirchoff identity [19, Lemma 2.32]

$$
\int_{\partial \Omega}\left[\overline{\Gamma^{\omega}}(x, z) \frac{\partial \Gamma^{\omega}(x, y)}{\partial \nu(x)}-\Gamma^{\omega}(x, z) \frac{\overline{\partial \Gamma^{\omega}(x, y)}}{\partial \nu(x)}\right] d s(x)=2 i \Im m \Gamma^{\omega}(z, y)
$$

We also recall that $f$ is real-valued and write $f \approx f^{(0)}+\delta f$. Given $I(z, \omega)$ we solve the deconvolution problem

$$
\begin{equation*}
2 i \rho_{0} \int_{\Omega} \Im m \Gamma^{\omega}(z, y) f^{(0)}(y) d y=I(z, \omega), \quad z \in \Omega \tag{2.3.2}
\end{equation*}
$$

in order to reconstruct $f^{(0)}$ with a resolution limit determined by the Rayleigh criteria. Once $f^{(0)}$ is determined, we solve the second deconvolution problem (2.3.3)

$$
\begin{equation*}
2 i \rho_{0} \int_{\Omega} \Im m \Gamma^{\omega}(z, y) \delta f(y) d y=\delta I(z, \omega), \quad z \in \Omega \tag{2.3.3}
\end{equation*}
$$

to find the correction $\delta f$. Here,

$$
\delta I(z, \omega):=\int_{\partial \Omega}\left[\overline{\overline{\Gamma^{\omega}}}(x, z) \delta \hat{g}(x, \omega)-\Gamma^{\omega}(x, z) \overline{\delta \hat{g}}(x, \omega)\right] d s(x)
$$

with
$\delta \hat{g}(x, \omega)=\frac{1}{\rho_{0}} \int_{\Omega} \delta \rho(y) \nabla \hat{p}^{(0)}(y, \omega) \cdot \nabla \frac{\partial \Gamma^{\omega}(x, y)}{\partial \nu(x)} d y+\frac{\omega^{2}}{c_{0}^{2}} \int_{\Omega} \frac{\delta \lambda(y)}{\lambda_{0}} \hat{p}^{(0)}(y, \omega) \frac{\partial \Gamma^{\omega}(x, y)}{\partial \nu(x)} d y$,
and

$$
\hat{p}^{(0)}(x, \omega):=\rho_{0} \int_{\Omega} f^{(0)}(y) G_{\Omega}^{\omega}(x, y) d y, \quad x \in \Omega
$$

Since by Fourier transform, $\hat{g}$ is known for all $\omega \in \mathbb{R}_{+}, I(z, \omega)$ can be computed for all $\omega \in \mathbb{R}_{+}$. Then from the identity [19, Eq. (1.35)]

$$
\frac{2}{\pi} \int_{\mathbb{R}_{+}} \omega \Im m \Gamma^{\omega}(x, z) d \omega=-\delta_{z}(x)
$$

where $\delta_{z}$ is the Dirac mass at $z$, it follows that

$$
f^{(0)}(z)=\frac{1}{i \pi \rho_{0}} \int_{\mathbb{R}_{+}} \omega I(z, \omega) d \omega \quad \text { and } \delta f(z)=\frac{1}{i \pi \rho_{0}} \int_{\mathbb{R}_{+}} \omega \delta I(z, \omega) d \omega
$$

We refer to $[33,34]$ and the references therein for source reconstruction approaches with finite set of frequencies.

### 2.4 Reconstruction of the conductivity

We assume that we have reconstructed the pressure source $f$ given by (2.2.13). We also assume that the sample $\Omega$ is thin and hence can be assimilated to a two dimensional domain. Further, we suppose that $\Omega \subset$ vect $\left(\mathbf{e}_{1}, \mathbf{e}_{2}\right)$. Recall that the magnetic fields $\mathbf{B}_{0}$ and $\mathbf{B}_{1}$ are parallel to $\mathbf{e}_{3}$. We write $\mathbf{J}(x, t)=\mathbf{J}(x) u^{\prime}(t)$. In order to recover the conductivity distribution, we start by reconstructing the vector field $\mathbf{J}(x)$ in $\Omega$.

### 2.4.1 Reconstruction of the electric current density

## Helmholtz decomposition

Let $H^{1}(\Omega):=\left\{v \in L^{2}(\Omega): \nabla v \in L^{2}(\Omega)\right\}$. Let $H_{0}^{1}(\Omega)$ be the set of functions in $H^{1}(\Omega)$ with trace zero on $\partial \Omega$ and let $H^{-1}(\Omega)$ be the dual of $H_{0}^{1}(\Omega)$.

We need the following two classical results.
Lemma 2.4.1. If $\sigma \in L_{a, b}^{\infty}(\Omega)$ then the solution $V$ of (2.2.7) belongs to $H^{1}(\Omega)$ and hence, the electric current density $\mathbf{J}$ belongs to $L^{2}(\Omega)$.

The following Helmholtz decomposition in two dimensions holds [128].
Lemma 2.4.2. If $\mathbf{f}$ is a vector field in $L^{2}(\Omega)$, then there exist two functions $v \in H^{1}(\Omega)$ and $w \in H^{1}(\Omega)$ such that

$$
\begin{equation*}
\mathbf{f}=\nabla v+\boldsymbol{c u r l} w . \tag{2.4.1}
\end{equation*}
$$

The differential operator curl is defined by curl $w=\left(-\partial_{2} w, \partial_{1} w\right)$. Furthermore, if $\nabla \cdot \mathbf{f} \in L^{2}(\Omega)$, then the potential $v$ is a solution to

$$
\left\{\begin{align*}
-\Delta v & =\nabla \cdot \mathbf{f} & & \text { in } \Omega,  \tag{2.4.2}\\
\frac{\partial v}{\partial \nu} & =\mathbf{f} \cdot \boldsymbol{\nu} & & \text { on } \partial \Omega,
\end{align*}\right.
$$

and $w$ is the unique solution of

$$
\begin{equation*}
\int_{\Omega} \operatorname{curl} w \cdot \operatorname{curl} \phi=\int_{\Omega}(\mathbf{f}-\nabla v) \cdot \operatorname{curl} \phi, \quad \forall \phi \in H(\Omega), \tag{2.4.3}
\end{equation*}
$$

where $H(\Omega)=\left\{\phi \in L^{2}(\Omega), \nabla \times \phi \in L^{2}(\Omega), \nabla \cdot \phi=0\right\}$. The problem can be written in strong form in $H^{-1}(\Omega)$ :

$$
\left\{\begin{aligned}
-\Delta w=\text { curl } \mathbf{f} & \text { in } \Omega, \\
w=0 & \text { on } \partial \Omega,
\end{aligned}\right.
$$

where the operator curl is defined on vector fields by curl $\mathbf{f}=-\partial_{2} f_{1}+\partial_{1} f_{2}$.

We apply the Helmholtz decomposition (2.4.1) to the vector field $\mathbf{J} \in L^{2}(\Omega)$ and get the following proposition.

Proposition 2.4.3. There exists a function $w \in H$ such that

$$
\begin{equation*}
\mathbf{J}=\operatorname{curl} w \tag{2.4.4}
\end{equation*}
$$

and $w$ is the unique solution of

$$
\left\{\begin{align*}
-\Delta w=\operatorname{curl} \mathbf{J} & \text { in } \Omega,  \tag{2.4.5}\\
w=0 & \text { on } \partial \Omega .
\end{align*}\right.
$$

Recall (2.2.3):

$$
\nabla \cdot \mathbf{J}=0
$$

together with the fact that no current leaves the medium

$$
\mathbf{J} \cdot \boldsymbol{\nu}=0 \quad \text { on } \partial \Omega,
$$

we get that, since $v$ is a solution to $(2.2 .7) v$ has to be constant: $v \in \mathbb{R}$. So, in order to reconstruct $\mathbf{J}$ one just needs to reconstruct $w$.

## Recovery of J

Under the assumption $\left|\mathbf{B}_{1}\right| \ll\left|\mathbf{B}_{0}\right|$ in $\Omega \times \mathbb{R}_{+}$and $|\delta \rho| \ll \rho_{0}$ in $\Omega$, the pressure source term $f$ defined by (2.2.13) can be approximated as follows:

$$
f(x) \approx \frac{1}{\rho_{0}} \nabla \cdot\left(\mathbf{J}(x) \times \mathbf{B}_{0}\right)\left(u\left(T_{\text {pulse }}\right)-u(0)\right),
$$

where we have used that $\mathbf{J}(x, t)=\mathbf{J}(x) u^{\prime}(t)$.
Since $\mathbf{B}_{0}$ is constant we get

$$
\nabla \cdot\left(\mathbf{J}(x) \times \mathbf{B}_{0}\right)=(\nabla \times \mathbf{J}) \cdot \mathbf{B}_{0}=\left|\mathbf{B}_{0}\right| \operatorname{curl} \mathbf{J}
$$

Now, since $\mathbf{B}_{0}$ is known, we can compute $w$ as the unique solution of

$$
\left\{\begin{aligned}
-\Delta w=\frac{\rho_{0} f}{\left|\mathbf{B}_{0}\right|\left(u\left(T_{\text {pulse }}\right)-u(0)\right)} & \text { in } \Omega, \\
w=0 & \text { on } \partial \Omega
\end{aligned}\right.
$$

and then, by Proposition 2.4.3, compute $\mathbf{J}$ by $\mathbf{J}=\mathbf{c u r l} w$.
Note that since the problem is reduced to the two dimensional case, $\mathbf{J}$ is then contained in the plane $\mathbf{B}_{0}^{\top}$ with $\top$ denoting the orthogonal.

### 2.4.2 Recovery of the conductivity from internal electric current density

In this subsection we denote by $\sigma_{\star}$ the true conductivity of the medium, and we assume that $\sigma_{\star} \in L_{a, b}^{\infty}(\Omega)$ with $0<a<b$, i.e., it is bounded from below and above by positive known constants and is equal to some given positive constant $\sigma_{0}$ in a neighborhood of $\partial \Omega$.

## Optimal control method

Recall that $\mathbf{A}_{1}$ is defined by $\nabla \cdot \mathbf{A}_{1}=0, B_{1}(x) \mathbf{e}_{3}=\nabla \times \mathbf{A}_{1}(x)$. Define the following operator $\mathcal{F}$ :

$$
\begin{aligned}
L_{a, b}^{\infty}(\Omega) & \longrightarrow H^{1}(\Omega) \\
\sigma & \longmapsto \mathcal{F}[\sigma]
\end{aligned}
$$

with

$$
\mathcal{F}[\sigma]:=U\left\{\begin{array}{rlrl}
\nabla \cdot \sigma \nabla U & =-\nabla \cdot \sigma \mathbf{A}_{1} & \text { in } \Omega,  \tag{2.4.6}\\
\sigma \frac{\partial U}{\partial \nu} & =-\sigma \mathbf{A}_{1} \cdot \boldsymbol{\nu} & \text { on } \partial \Omega, \\
\int_{\Omega} U & =0 . & &
\end{array}\right.
$$

The following lemma holds.
Lemma 2.4.4. The operator $\mathcal{F}$ is Fréchet differentiable. For any $\sigma \in L_{a, b}^{\infty}(\Omega)$ and $h$ such that $\sigma+h \in L_{a, b}^{\infty}(\Omega)$, we have

$$
d \mathcal{F}[\sigma](h):=q\left\{\begin{array}{rlr}
\nabla \cdot \sigma \nabla q & =-\nabla \cdot h \mathbf{A}_{1}-\nabla \cdot h \nabla \mathcal{F}[\sigma] & \text { in } \Omega  \tag{2.4.7}\\
\sigma \frac{\partial q}{\partial \nu} & =0 & \text { on } \partial \Omega \\
\int_{\Omega} q & =0 . &
\end{array}\right.
$$

Proof. Denote by $r$ the function $\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma]-q$. The function $r$ belongs to $H^{1}(\Omega)$ and satisfies the following equation in $\Omega$ :

$$
\nabla \cdot \sigma \nabla r=\nabla \cdot h \nabla(\mathcal{F}[\sigma]-\mathcal{F}[\sigma+h]),
$$

together with the boundary condition

$$
\frac{\partial r}{\partial \nu}=0 \quad \text { on } \partial \Omega
$$

and the zero mean condition $\int_{\Omega} r=0$. We have the following estimate:

$$
\|\nabla r\|_{L^{2}(\Omega)} \leq \frac{1}{a}\|h\|_{L^{\infty}(\Omega)}\|\nabla(\mathcal{F}[\sigma]-\mathcal{F}[\sigma+h])\|_{L^{2}(\Omega)}
$$

Since $\mathcal{F}[\sigma]-\mathcal{F}[\sigma+h]$ satisfies

$$
\nabla \cdot(\sigma \nabla(\mathcal{F}[\sigma]-\mathcal{F}[\sigma+h]))=-\nabla \cdot(h \nabla \mathcal{F}[\sigma+h])+\nabla \cdot\left(h \mathbf{A}_{1}\right)
$$

with the boundary condition

$$
\frac{\partial}{\partial \nu}(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])=0
$$

and the zero mean condition $\int_{\Omega}(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])=0$. We can also estimate the $L^{2}$-norm of $\nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])$ as follows:

$$
\|\nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])\|_{L^{2}(\Omega)} \leq \frac{1}{a}\|h\|_{L^{\infty}(\Omega)}\left(\|\nabla \mathcal{F}[\sigma+h]\|_{L^{2}(\Omega)}+\left\|\mathbf{A}_{1}\right\|_{L^{2}(\Omega)}\right)
$$

Therefore, we can bound the $H^{1}$-norm of $\mathcal{F}[\sigma+h]$ independently of $\sigma$ and $h$ for $\|h\|_{L^{\infty}}$ small enough. There exists a constant $C$, depending only on $\Omega, a, b$, and $\mathbf{A}_{1}$, such that

$$
\|\nabla \mathcal{F}[\sigma+h]\|_{L^{2}(\Omega)} \leq C
$$

Hence, we get

$$
\|\nabla(\mathcal{F}[\sigma+h]-\mathcal{F}[\sigma])\|_{L^{2}(\Omega)} \leq \frac{1}{a}\|h\|_{L^{\infty}(\Omega)}\left(C+\left\|\mathbf{A}_{1}\right\|_{L^{2}(\Omega)}\right)
$$

and therefore,

$$
\|\nabla r\|_{L^{2}(\Omega)} \leq \widetilde{C}\|h\|_{L^{\infty}(\Omega)}^{2}
$$

which shows the Fréchet differentiability of $\mathcal{F}$.
Now, we introduce the misfit functional:

$$
\begin{align*}
L_{a, b}^{\infty} & \longrightarrow \mathbb{R} \\
\sigma & \longmapsto \mathcal{J}[\sigma]=\frac{1}{2} \int_{\Omega}\left|\sigma \nabla\left(\mathcal{F}[\sigma]+\mathbf{A}_{1}\right)-\mathbf{J}\right|^{2}, \tag{2.4.8}
\end{align*}
$$

Lemma 2.4.5. The misfit functional $\mathcal{J}$ is Fréchet-differentiable. For any $\sigma \in L_{a, b}^{\infty}(\Omega)$, we have

$$
d \mathcal{J}[\sigma]=\left(\sigma \nabla \mathcal{F}[\sigma]+\sigma \mathbf{A}_{1}-\mathbf{J}\right) \cdot\left(\nabla \mathcal{F}[\sigma]+\mathbf{A}_{1}\right)+\sigma \nabla s \cdot\left(\mathbf{A}_{1}-\nabla \mathcal{F}[\sigma]\right)
$$

where $s$ is defined as the solution to the adjoint problem

$$
\left\{\begin{array}{rrr}
\nabla \cdot \sigma \nabla s & =\nabla \cdot\left(\sigma^{2} \nabla \mathcal{F}[\sigma]+\sigma^{2} \mathbf{A}_{1}-\sigma \mathbf{J}\right) & \text { in } \Omega  \tag{2.4.9}\\
\sigma \frac{\partial s}{\partial \nu} & =0 & \text { on } \partial \Omega \\
\int_{\Omega} s & =0 . &
\end{array}\right.
$$

Proof. Since $\mathcal{F}$ is Fréchet-differentiable, so is $\mathcal{J}$. For any $\sigma \in L_{a, b}^{\infty}(\Omega)$ and $h$ such that $\sigma+h \in L_{a, b}^{\infty}(\Omega)$, we have

$$
d \mathcal{J}[\sigma](h)=\int_{\Omega}\left(\sigma \nabla \mathcal{F}[\sigma]+\sigma \mathbf{A}_{1}-\mathbf{J}\right) \cdot\left(h \nabla\left(\mathcal{F}[\sigma]+\mathbf{A}_{1}\right)+\sigma \nabla(d \mathcal{F}[\sigma](h))\right) .
$$

Multiplying (2.4.9) by $d \mathcal{F}[\sigma](h)$ we get

$$
\int_{\Omega} \sigma\left(\sigma \nabla \mathcal{F}[\sigma]+\sigma \mathbf{A}_{1}-\mathbf{J}\right) \cdot \nabla d \mathcal{F}[\sigma](h)=\int_{\Omega} \sigma \nabla s \cdot \nabla d \mathcal{F}[\sigma](h) .
$$

On the other hand, multiplying (2.4.7) by $s$ we obtain

$$
\int_{\Omega} \sigma \nabla s \cdot \nabla d \mathcal{F}[\sigma](h)=\int_{\Omega} \sigma h \nabla s \cdot\left(\mathbf{A}_{1}-\nabla \mathcal{F}[\sigma]\right) .
$$

So we have

$$
d \mathcal{J}[\sigma](h)=\int_{\Omega} h\left[\left(\sigma \nabla \mathcal{F}[\sigma]+\sigma \mathbf{A}_{1}-\mathbf{J}\right) \cdot\left(\nabla \mathcal{F}[\sigma]+\mathbf{A}_{1}\right)+\sigma \nabla s \cdot\left(\mathbf{A}_{1}-\nabla \mathcal{F}[\sigma]\right)\right]
$$

and the proof is complete.
Lemma 2.4.5 allows us to apply the gradient descent method in order to minimize the discrepancy functional $\mathcal{J}$. Let $\sigma_{(0)}$ be an initial guess. We compute the iterates

$$
\begin{equation*}
\sigma_{(n+1)}=T\left[\sigma_{(n)}\right]-\mu d \mathcal{J}\left[T\left[\sigma_{(n)}\right]\right], \quad \forall n \in \mathbb{N}, \tag{2.4.10}
\end{equation*}
$$

where $\mu>0$ is the step size and $T[f]=\min \{\max \{f, a\}, b\}$.
In the sequel, we prove the convergence of (2.4.10) with two excitations. Let $\mathbf{J}^{(1)}$ and $\mathbf{J}^{(2)}$ correspond to two different excitations $\mathbf{A}_{1}^{(1)}$ and $\mathbf{A}_{1}^{(2)}$. Assume that $\mathbf{J}^{(1)} \times \mathbf{J}^{(2)} \neq 0$
in $\Omega$. Let $\mathcal{G}^{(i)}: \sigma \mapsto \sigma \nabla\left(\mathcal{F}^{(i)}[\sigma]+\mathbf{A}_{1}^{(i)}\right)-\mathbf{J}_{i}$, where $\mathcal{F}^{(i)}$ is defined by (2.4.7) with $\mathbf{A}_{1}=\mathbf{A}_{1}^{(i)}$ for $i=1,2$. The optimal control algorithm (2.4.10) with two excitations is equivalent to the following Landweber scheme given by

$$
\begin{equation*}
\sigma_{(n+1)}=T\left[\sigma_{(n)}\right]-\mu d \mathcal{G}^{\star}\left[\mathcal{G}\left[T\left[\sigma_{(n)}\right]\right]\right], \quad \forall n \in \mathbb{N}, \tag{2.4.11}
\end{equation*}
$$

where $\mathcal{G}[\sigma]=\left(\mathcal{G}^{(1)}[\sigma], \mathcal{G}^{(2)}[\sigma]\right)^{T}$.
Following [23], we prove the convergence and stability of (2.4.11) provided that two magnetic excitations leading to nonparallel current densities are employed.

Proposition 2.4.6. Let $\mathbf{J}^{(1)}$ and $\mathbf{J}^{(2)}$ correspond to two different excitations. Assume that $\mathbf{J}^{(1)} \times \mathbf{J}^{(2)} \neq 0$ in $\Omega$. Then there exists $\eta>0$ such that if $\left\|\sigma_{(0)}-\sigma_{\star}\right\|_{H_{0}^{1}(\Omega)} \leq \eta$, then $\left\|\sigma_{(n)}-\sigma_{\star}\right\|_{H_{0}^{1}(\Omega)} \rightarrow 0$ as $n \rightarrow+\infty$.

Proof. According to [23], it suffices to prove that there exists a positive constant $C$ such that

$$
\begin{equation*}
\|d \mathcal{G}[\sigma](h)\|_{H^{1}(\Omega)} \geq C\|h\|_{H_{0}^{1}(\Omega)} \tag{2.4.12}
\end{equation*}
$$

for all $h \in H_{0}^{1}(\Omega)$ such that $\sigma+h \in L_{a, b}^{\infty}(\Omega)$. We have

$$
d \mathcal{G}^{(i)}[\sigma](h)=h \mathbf{J}^{(i)}+\sigma \nabla d \mathcal{F}^{(i)}[\sigma](h)
$$

Therefore,

$$
\nabla \cdot d \mathcal{G}^{(i)}[\sigma](h)=0, \quad d \mathcal{G}^{(i)}[\sigma](h) \cdot \boldsymbol{\nu}=0
$$

and

$$
\nabla \times\left(\frac{1}{\sigma} d \mathcal{G}^{(i)}[\sigma](h)\right)=h \nabla \times\left(\frac{1}{\sigma} \mathbf{J}^{(i)}\right)+\sigma \nabla h \times \mathbf{J}^{(i)}
$$

Since $\nabla \times\left(\frac{1}{\sigma} \mathbf{J}^{(i)}\right) \times \mathbf{e}_{3}=0$ and $\mathbf{J}^{(1)} \times \mathbf{J}^{(2)} \neq 0$, it follows that

$$
\|h\|_{H_{0}^{1}(\Omega)} \leq C \sum_{i=1}^{2}\left\|d \mathcal{G}^{(i)}[\sigma](h)\right\|_{H^{1}(\Omega)}
$$

which completes the proof.
Let $\mathcal{F}[\sigma]=\left(\mathcal{F}^{(1)}[\sigma], \mathcal{F}^{(2)}[\sigma]\right)^{T}$. Note that analogously to (2.4.12) there exists a positive constant $C$ such that

$$
\|d \mathcal{F}[\sigma](h)\|_{H^{1}(\Omega)} \geq C\|h\|_{H_{0}^{1}(\Omega)}
$$

for all $h \in H_{0}^{1}(\Omega)$ such that $\sigma+h \in L_{a, b}^{\infty}(\Omega)$, provided that $\mathbf{J}^{(1)} \times \mathbf{J}^{(2)} \neq 0$ in $\Omega$.

## Fixed point method

In this subsection, we denote by $\sigma_{\star}$ the true conductivity inside the domain $\Omega$. We also make the following assumptions:

- $\exists c>0, \quad$ such that $\left|\mathbf{B}_{1}\right|>c \quad$ in $\Omega$;
- $\left.\sigma \in \mathcal{C}^{0, \alpha}(\bar{\Omega}), \quad \alpha \in\right] 0,1[;$
- $\sigma_{\star}=\sigma_{0}$ in an open neighborhood of $\partial \Omega$.

From the unique continuation principle, the following lemma holds.
Lemma 2.4.7. The set $\{x \in \Omega, \mathbf{J}(x)=0\}$ is nowhere dense.
The interior data is $\mathbf{J}=\sigma_{\star}\left[\nabla \mathcal{F}\left[\sigma_{\star}\right]+\mathbf{A}_{1}\right]$. One can only hope to recover $\sigma_{\star}$ at the points where $\mathbf{J} \neq 0$. Even then, we can expect any type of reconstruction to be numerically unstable in sets where $\mathbf{J}$ is very small. For every $\varepsilon>0$, we define the set

$$
\Omega_{\varepsilon}:=\{x \in \Omega,|\mathbf{J}(x)|>\varepsilon\} .
$$

One can assume that $\Omega_{\varepsilon}$ is a $C^{1}$ domain without loosing generality. (If it is not, just replace $\Omega_{\varepsilon}$ by a smooth domain contained in $\Omega_{\varepsilon}$ ). Now, introduce the operator $\mathcal{F}_{\varepsilon}$ :

$$
\begin{aligned}
L_{a, b}^{\infty}\left(\Omega_{\varepsilon}\right) & \longrightarrow H^{1}\left(\Omega_{\varepsilon}\right) \\
\sigma & \longmapsto \mathcal{F}_{\varepsilon}[\sigma]:=V_{\varepsilon},
\end{aligned}
$$

where $V_{\varepsilon}$ satisfies the following equation:

$$
\left\{\begin{array}{rlrl}
\nabla \cdot \sigma \nabla V_{\varepsilon} & =-\nabla \cdot\left(\sigma \mathbf{A}_{1}\right) & & \text { in } \Omega_{\varepsilon}  \tag{2.4.13}\\
\sigma \frac{\partial V_{\varepsilon}}{\partial \nu} & =-\sigma \mathbf{A}_{1} \cdot \boldsymbol{\nu}+\mathbf{J} \cdot \boldsymbol{\nu} & \text { on } \partial \Omega_{\varepsilon} \\
\int_{\Omega_{\varepsilon}} V_{\varepsilon} & =0 & &
\end{array}\right.
$$

where $\boldsymbol{\nu}$ denotes the outward normal to $\partial \Omega_{\varepsilon}$. Note that $\int_{\partial \Omega_{\varepsilon}} \mathbf{J} \cdot \boldsymbol{\nu}=0$ since $\nabla \cdot \mathbf{J}=0$ in $\Omega_{\varepsilon}$.

We also define the nonlinear operator $\mathcal{G}_{\varepsilon}$ by

$$
\begin{align*}
L_{a, b}^{\infty}\left(\Omega_{\varepsilon}\right) & \longrightarrow L^{\infty}\left(\Omega_{\varepsilon}\right) \\
\sigma & \longmapsto \mathcal{G}_{\varepsilon}[\sigma]:=\sigma \frac{\left(\sigma \nabla V_{\varepsilon}[\sigma]+\sigma \mathbf{A}_{1}\right) \cdot \mathbf{J}}{|\mathbf{J}|^{2}} . \tag{2.4.14}
\end{align*}
$$

Lemma 2.4.8. The restriction of $\sigma_{\star}$ on $\Omega_{\varepsilon}$ is a fixed point for the operator $\mathcal{G}_{\varepsilon}$.
Proof. For the existence it suffices to prove that $\mathcal{F}_{\varepsilon}\left[\sigma_{\star} \mid \Omega_{\varepsilon}\right]=\left.\mathcal{F}\left[\sigma_{\star}\right]\right|_{\Omega_{\varepsilon}}$. Denote by $V_{\star}=\mathcal{F}\left[\sigma_{\star}\right]$. We can see that $V_{\star}$ satisfies

$$
\nabla \cdot \sigma_{\star} \nabla V_{\star}=-\nabla \cdot\left(\sigma \mathbf{A}_{1}\right) \quad \text { in } \Omega_{\varepsilon}
$$

Taking the normal derivative along the boundary of $\Omega_{\varepsilon}$, we get

$$
\sigma \frac{\partial V_{\star}}{\partial \nu}=-\sigma \mathbf{A}_{1} \cdot \boldsymbol{\nu}+\mathbf{J} \cdot \boldsymbol{\nu} \quad \text { on } \partial \Omega_{\varepsilon} .
$$

From the well posedness of (2.4.13), it follows that

$$
\left.V_{\star}\right|_{\Omega_{\varepsilon}}=\mathcal{F}_{\varepsilon}\left[\left.\sigma_{\star}\right|_{\Omega_{\varepsilon}}\right]+c, \quad c \in \mathbb{R}
$$

So, we arrive at

$$
\mathcal{G}_{\varepsilon}\left[\left.\sigma_{\star}\right|_{\Omega_{\varepsilon}}\right]=\left.\sigma_{\star}\right|_{\Omega_{\varepsilon}} .
$$

We need the following lemma. We refer to [128] for its proof.
Lemma 2.4.9. Let $\Omega \subset \mathbb{R}^{2}$ be a bounded domain with Lipschitz boundary. For each $g \in H^{-1}(\Omega)$ there exists at least one $\mathbf{v} \in L^{2}(\Omega)$ with $\nabla \cdot \mathbf{v}=g$ in the sense of the distributions and

$$
\|\mathbf{v}\|_{L^{2}(\Omega)} \leq C\|g\|_{H^{-1}(\Omega)}
$$

with the constant $C$ depending only on $\Omega$.
The following result holds.
Lemma 2.4.10. If $\left\|\mathbf{A}_{1}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)}$ is small enough, then the operator $\mathcal{G}_{\varepsilon}$ is a contraction. Proof. Take $\sigma_{1}$ and $\sigma_{2}$ in $L_{a, b}^{\infty}(\Omega)$. We have

$$
\begin{aligned}
& \left|\mathcal{G}_{\varepsilon}\left[\sigma_{1}\right](x)-\mathcal{G}_{\varepsilon}\left[\sigma_{2}\right](x)\right|=\frac{1}{|\mathbf{J}(x)|^{2}} \\
& \quad \times\left|\left(\sigma_{1}^{2}(x) \nabla V_{\varepsilon}\left[\sigma_{1}\right](x)-\sigma_{2}^{2}(x) \nabla V_{\varepsilon}\left[\sigma_{2}\right](x)+\left(\sigma_{1}^{2}(x)-\sigma_{2}^{2}(x)\right) \mathbf{A}_{1}(x)\right) \cdot \mathbf{J}(x)\right|
\end{aligned}
$$

which gives, using the Cauchy-Schwartz inequality:

$$
\begin{aligned}
\mid \mathcal{G}_{\varepsilon}\left[\sigma_{1}\right](x)-\mathcal{G}_{\varepsilon}[ & \left.\sigma_{2}\right](x) \left\lvert\, \leq \frac{1}{\varepsilon}\right. \\
& \times\left|\left(\sigma_{1}^{2}(x) \nabla V_{\varepsilon}\left[\sigma_{1}\right](x)-\sigma_{2}^{2}(x) \nabla V_{\varepsilon}\left[\sigma_{2}\right](x)+\left(\sigma_{1}^{2}(x)-\sigma_{2}^{2}(x)\right) \mathbf{A}_{1}(x)\right)\right|
\end{aligned}
$$

The right-hand side can be rewritten using the fact that $\left|\sigma_{i}(x)\right| \leq b$ for $i=1,2$, and hence,

$$
\begin{align*}
& \left|\mathcal{G}_{\varepsilon}\left[\sigma_{1}\right](x)-\mathcal{G}_{\varepsilon}\left[\sigma_{2}\right](x)\right| \leq \frac{b}{\varepsilon} \\
& \quad \times\left[\left|\sigma_{1}(x) \nabla V_{\varepsilon}\left[\sigma_{1}\right](x)-\sigma_{2}(x) \nabla V_{\varepsilon}\left[\sigma_{2}\right](x)\right|+\left|\left(\sigma_{1}(x)-\sigma_{2}(x)\right) \mathbf{A}_{1}(x)\right|\right] \tag{2.4.15}
\end{align*}
$$

Now, consider the function $\mathbf{v}=\sigma_{1} \nabla V_{\varepsilon}\left[\sigma_{1}\right]-\sigma_{2} \nabla V_{\varepsilon}\left[\sigma_{2}\right]$. We get

$$
\nabla \cdot \mathbf{v}=-\nabla \cdot\left[\left(\sigma_{1}-\sigma_{2}\right) \mathbf{A}_{1}\right] \quad \text { in } \partial \Omega_{\varepsilon},
$$

along with the boundary condition $\mathbf{v} \cdot \boldsymbol{\nu}=0$ on $\partial \Omega_{\varepsilon}$. Using Lemma 2.4.9, there exists a constant $C$ depending only on $\Omega_{\varepsilon}$ such that

$$
\|\mathbf{v}\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leq C\left\|\nabla \cdot\left[\left(\sigma_{1}-\sigma_{2}\right) \mathbf{A}_{1}\right]\right\|_{H^{-1}\left(\Omega_{\varepsilon}\right)}
$$

which shows that

$$
\|\mathbf{v}\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leq C\left\|\left(\sigma_{1}-\sigma_{2}\right) \mathbf{A}_{1}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)} .
$$

Using Cauchy-Schwartz inequality:

$$
\begin{equation*}
\|\mathbf{v}\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leq C\left\|\sigma_{1}-\sigma_{2}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)}\left\|\mathbf{A}_{1}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)} . \tag{2.4.16}
\end{equation*}
$$

Putting together (2.4.15) with (2.4.16), we arrive at

$$
\left\|\mathcal{G}_{\varepsilon}\left[\sigma_{1}\right]-\mathcal{G}_{\varepsilon}\left[\sigma_{2}\right]\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)} \leq(C+1) \frac{b}{\varepsilon}\left\|\mathbf{A}_{1}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)}\left\|\sigma_{1}-\sigma_{2}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)}
$$

The proof is then complete.

The following proposition shows the convergence of the fixed point reconstruction algorithm.

Proposition 2.4.11. Let $\sigma_{(n)} \in\left(L^{2}\left(\Omega_{\varepsilon}\right)\right)^{\mathbb{N}}$ be the sequence defined by

$$
\begin{align*}
& \sigma_{(0)}=1 \\
& \sigma_{(n+1)}=\max \left(\min \left(\mathcal{G}_{\varepsilon}\left[\sigma_{(n)}\right], b\right), a\right), \quad \forall n \in \mathbb{N} . \tag{2.4.17}
\end{align*}
$$

If $\left\|\mathbf{A}_{1}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)}$ is small enough, then the sequence is well defined and $\sigma_{(n)}$ converges to $\left.\sigma_{\star}\right|_{\Omega_{\varepsilon}}$ in $L^{2}\left(\Omega_{\varepsilon}\right)$.

Proof. Let $(X, d)=\left(L_{a, b}^{\infty}\left(\Omega_{\varepsilon}\right),\|\cdot\|_{L^{2}\left(\Omega_{\varepsilon}\right)}\right)$. Then, $(X, d)$ is a complete, non empty metric space. Let $T_{\varepsilon}$ be the map defined by

$$
\begin{aligned}
L_{a, b}^{\infty}\left(\Omega_{\varepsilon}\right) & \longrightarrow L_{a, b}^{\infty}\left(\Omega_{\varepsilon}\right) \\
\sigma & \longmapsto T_{\varepsilon}[\sigma]:=\max \left(\min \left(\mathcal{G}_{\varepsilon}[\sigma], b\right), a\right) .
\end{aligned}
$$

Using Lemma 2.4.10, we get that $T_{\varepsilon}$ is a contraction, provided that $\left\|\mathbf{A}_{1}\right\|_{L^{2}\left(\Omega_{\varepsilon}\right)}$ is small enough. We already have the existence of a fixed point given by Lemma 2.4.8, and therefore, Banach's fixed point theorem gives the convergence of the sequence for the $L^{2}$ norm over $\Omega_{\varepsilon}$, and the uniqueness of the fixed point.

## Orthogonal field method

In this section we present a non-iterative method to reconstruct the electrical conductivity from the electric current density. This direct method was first introduced in [10] and works with piecewise regularity for the true conductivity $\sigma_{\star}$ in the case of a Lorentz force electrical impedance tomography experiment. However, the practical conditions are a bit different here and we have to modify the method to make it work in the present case.

We assume in this section that $\left.\left.\sigma_{\star} \in \mathcal{C}^{0, \alpha}(\bar{\Omega}), \quad \alpha \in\right] 0,1\right]$. The fields $\mathbf{J}=\left(J_{1}, J_{2}\right)$ and $\mathbf{A}_{1}$ are assumed to be known in $\Omega$. Our goal is to reconstruct $V_{\star}$ the solution of (2.2.7) in $H^{1}(\Omega)$. Then, computing $\frac{\left|\nabla V_{\star}+\mathbf{A}_{1}\right|}{|\mathbf{J}|}$ for $|\mathbf{J}|$ nonzero will give us $\frac{1}{\sigma_{\star}}$. Recall that $\mathbf{J}=\mathbf{c u r l} w$ where $w$ is defined by equation (??).

Definition 2.4.1. We say that the data $f$ on the right hand side of (??) is admissible if $f>0$ or $f<0$ in $\Omega$ and if the critical points of $w$ are isolated.

Introduce $\mathbf{F}=\left(-J_{2}, J_{1}\right)^{T}$ the rotation of $\mathbf{J}$ by $\frac{\pi}{2}$. It is worth noticing that the true electrical potential $V_{\star}$ is a solution of

$$
\left\{\begin{array}{rlr}
\mathbf{F} \cdot \nabla V_{\star} & =-\mathbf{F} \cdot \mathbf{A}_{1} & \text { in } \Omega  \tag{2.4.18}\\
\frac{\partial V_{\star}}{\partial \nu} & =0 \\
\int_{\Omega} V_{\star} & =0 & \text { on } \partial \Omega \\
\end{array}\right.
$$

Equation (2.4.18) has a unique solution in $H^{1}(\Omega)$, and this solution is the true potential $V_{\star}$.

The following uniqueness result holds.
Proposition 2.4.12. If $U \in H^{1}(\Omega)$ is a solution of

$$
\left\{\begin{align*}
\mathbf{F} \cdot \nabla U & =0 \quad \text { in } \Omega,  \tag{2.4.19}\\
\frac{\partial U}{\partial \nu} & =0 \quad \text { on } \partial \Omega, \\
\int_{\Omega} U & =0,
\end{align*}\right.
$$

then $U=0$ in $\Omega$.
Proof. We use the characteristic method (see, for instance, [57]) for solving (2.4.19). For any $x_{0} \in \Omega$, consider the Cauchy problem:

$$
\left\{\begin{array}{l}
\frac{d X}{d t}=\mathbf{F}(X(t)), \quad t \in \mathbb{R},  \tag{2.4.20}\\
X(0)=x_{0} \in \Omega
\end{array}\right.
$$

We call the set $\{x(t), t \in \mathbb{R}\}$ the integral curve at $x_{0}$. Since $\sigma \in \mathcal{C}^{0, \alpha}(\Omega), \mathbf{F} \in \mathcal{C}^{1, \alpha}(\Omega)$. We can apply the Cauchy-Lipschitz theorem and get global existence and uniqueness of a solution to (2.4.20). Now, assume that $U \in H^{1}(\Omega)$ is a solution of (2.4.19). Since $\mathbf{J}=\mathbf{c u r l} w, \mathbf{F}$ can be written as

$$
\mathbf{F}=-\nabla w \quad \text { in } \Omega
$$

Equation (2.4.20) can be written as a gradient flow problem :

$$
\left\{\begin{array}{l}
\frac{d X}{d t}=-\nabla w(X(t)), \quad t \in \mathbb{R}  \tag{2.4.21}\\
X(0)=x_{0} \in \Omega
\end{array}\right.
$$

Using [? ], we know that there are finitely many isolated critical points $p_{1} \ldots p_{n}$ for $w$ on $\Omega$. It is known (see [? ], p.204), since the sets $\left.w^{-1}(]-\infty, c\right]$ ) are compact for every $c \in \mathbb{R}$, that $\lim _{t \rightarrow \infty} X(t)$ exists and equals one of the equilibrium points $p_{1} \ldots p_{n}$. Now, for every $i$, we define $\Omega_{i}$ the set of points $x_{0} \in \Omega$ such that the solution of (2.4.21) converges to $p_{i}$. We have $\Omega=\cup_{i=1}^{n} \Omega_{i}$.

Now, for any $i$ consider $x_{0} \in \Omega_{i}$, and $X \in \mathcal{C}^{1}([0, T[, \Omega)$ the solution of (2.4.21). We define $f \in \mathcal{C}^{0}\left(\mathbb{R}^{+}, \mathbb{R}\right)$ by $f(t)=U(X(t))$. The function $f$ is differentiable on $\mathbb{R}^{+}$and $f^{\prime}(t)=\nabla U(X(t)) \cdot \mathbf{F}(X(t))=0$. Hence, $f$ is constant. We have

$$
U\left(x_{0}\right)=f(0)=\lim _{t \rightarrow \infty} f(t)=U\left(p_{i}\right)=c_{i} \in \mathbb{R}
$$

So, $U$ is constant equal to $c_{i}$ in $\Omega_{i}$. The regularity of $U$ implies that $\forall i, j \in \llbracket 1, n \rrbracket$, $c_{i}=c_{j}$. Therefore $U$ is constant on $\Omega$ and the zero integral condition gives:

$$
U=0 \text { in } \Omega .
$$

This yields the uniqueness of a solution to (2.4.19) and thus, concludes the proof.
In order to solve numerically (2.4.18), we use a method of vanishing viscosity [24]. The field $\mathbf{A}_{1}$ is known and we can solve uniquely the following problem:

$$
\left\{\begin{array}{rlrl}
\nabla \cdot\left[\left(\eta I+\mathbf{F} \mathbf{F}^{T}\right) \nabla U^{(\eta)}\right] & =-\nabla \cdot \mathbf{F} \mathbf{F}^{T} \mathbf{A}_{1} & & \text { in } \Omega  \tag{2.4.22}\\
\frac{\partial U^{(\eta)}}{\partial \nu} & =-\mathbf{A}_{1} \cdot \boldsymbol{\nu} & \text { on } \partial \Omega \\
\int_{\Omega} U^{(\eta)} & =0 &
\end{array}\right.
$$

for some small $\eta>0$. Here, $I$ denotes the $2 \times 2$ identity matrix.
Proposition 2.4.13. Let $\sigma_{\star}$ be the true conductivity. Let $V_{\star}$ be the solution to (2.4.6) with $\sigma=\sigma_{\star}$. The solution $U^{(\eta)}$ of (2.4.22) converges strongly to $V_{\star}$ in $H^{1}(\Omega)$ when $\eta$ goes to zero.

Proof. We can easily see that $\widetilde{U}^{(\eta)}=U^{(\eta)}-V_{\star}$ is the solution to

$$
\left\{\begin{array}{rlrl}
\nabla \cdot\left[\left(\eta I+\mathbf{F F}^{T}\right) \nabla \widetilde{U}^{(\eta)}\right] & =-\eta \Delta V_{\star} & & \text { in } \Omega  \tag{2.4.23}\\
\frac{\partial \widetilde{U}^{(\eta)}}{\partial \nu} & =0 & \text { on } \partial \Omega \\
\int_{\Omega} \widetilde{U}^{(\eta)} & =0 &
\end{array}\right.
$$

Multiplying (2.4.23) by $\widetilde{U}^{(\eta)}$ and integrating by parts over $\Omega$, we find that

$$
\begin{equation*}
\eta \int_{\Omega}\left|\nabla \widetilde{U}^{(\eta)}\right|^{2}+\int_{\Omega}\left|\mathbf{F} \cdot \nabla \widetilde{U}^{(\eta)}\right|^{2}=\eta \int_{\Omega} \nabla \widetilde{U}^{(\eta)} \cdot \nabla V_{\star}+\eta \int_{\partial \Omega} \widetilde{U}^{(\eta)} \mathbf{A}_{1} \cdot \boldsymbol{\nu} \tag{2.4.24}
\end{equation*}
$$

since $\frac{\partial \widetilde{U}^{(\eta)}}{\partial \nu}=0$ and $\frac{\partial V_{\star}}{\partial \nu}=-\mathbf{A}_{1} \cdot \boldsymbol{\nu}$. Therefore, we have

$$
\left\|\widetilde{U}^{(\eta)}\right\|_{H^{1}(\Omega)}^{2} \leq\left\|\tilde{U}^{(\eta)}\right\|_{H^{1}(\Omega}\left\|V_{\star}\right\|_{H^{1}(\Omega)}+C\left\|\tilde{U}^{(\eta)}\right\|_{H^{1}(\Omega)}
$$

where $C$ depends only on $\Omega$ and $\mathbf{A}_{1}$. This shows that the sequence $\left(\tilde{U}^{(\eta)}\right)_{\eta>0}$ is bounded in $H^{1}(\Omega)$. Using Banach-Alaoglu's theorem we can extract a subsequence which converges weakly to some $u^{*}$ in $H^{1}(\Omega)$. We multiply (2.4.23) by $u^{*}$ and integrate by parts over $\Omega$ to obtain

$$
\int_{\Omega}\left(\mathbf{F} \cdot \nabla \widetilde{U}^{(\eta)}\right)\left(\mathbf{F} \cdot \nabla u^{*}\right)=\eta\left[\int_{\Omega} \nabla V_{\star} \cdot \nabla u^{*}-\int_{\Omega} \nabla \widetilde{U}^{(\eta)} \cdot \nabla u^{*}+\int_{\partial \Omega} u^{*} \mathbf{A}_{1} \cdot \boldsymbol{\nu}\right] .
$$

Taking the limit when $\eta$ goes to zero yields

$$
\left\|\mathbf{F} \cdot \nabla u^{*}\right\|_{L^{2}(\Omega)}=0
$$

Using Proposition 2.4.12, we have

$$
u^{*}=0 \text { in } \Omega,
$$

since $u^{*}$ is a solution to (2.4.19).
Actually, we can see that there is no need for an extraction, since 0 is the only accumulation point for $\tilde{U}^{(\eta)}$ with respect to the weak topology. If we consider a subsequence $\widetilde{U}^{(\phi(\eta))}$, it is still bounded in $H^{1}(\Omega)$ and therefore, using the same argument as above, zero is an accumulation point of this subsequence. For the strong convergence, we use (2.4.24) to get

$$
\begin{equation*}
\int_{\Omega}\left|\nabla \widetilde{U}^{(\eta)}\right|^{2} \leq \int_{\Omega} \nabla \widetilde{U}^{(\eta)} \cdot \nabla V_{\star}+\int_{\partial \Omega} \widetilde{U}^{(\eta)} \mathbf{A}_{1} \cdot \boldsymbol{\nu} . \tag{2.4.25}
\end{equation*}
$$

Since $\widetilde{U}^{(\eta)} \rightharpoonup 0$, the right-hand side of (2.4.25) goes to zero when $\eta$ goes to zero. Hence,

$$
\left\|\widetilde{U}^{(\eta)}\right\|_{H^{1}(\Omega)} \longrightarrow 0 \quad \text { as } \eta \rightarrow 0
$$

Now, we take $U^{(\eta)}$ to be the solution of (2.4.22) and define the approximated resistivity (inverse of the conductivity) by

$$
\begin{equation*}
\frac{1}{\sigma_{\eta}}=\frac{\left|\nabla U^{(\eta)}+\mathbf{A}_{1}\right|}{|\mathbf{J}|} \tag{2.4.26}
\end{equation*}
$$

Since

$$
\frac{1}{\sigma_{\star}}=\frac{\left|\nabla V_{\star}+\mathbf{A}_{1}\right|}{|\mathbf{J}|}
$$

Proposition 2.4.13 shows that $\frac{1}{\sigma_{\eta}}$ is a good approximation for $\frac{1}{\sigma_{\star}}$ in the $L^{2}$-sense.
Proposition 2.4.14. Let $\sigma_{\star}$ be the true conductivity and let $\sigma_{\eta}$ be defined by (2.4.26). We have

$$
\left\|\frac{1}{\sigma_{\eta}}-\frac{1}{\sigma_{\star}}\right\|_{L^{2}(\Omega)} \longrightarrow 0 \quad \text { as } \eta \rightarrow 0
$$

### 2.5 Numerical illustrations

We set $\Omega=\left\{(x, y) \in \mathbb{R}^{2},\left(\frac{x}{2}\right)^{2}+y^{2}<1\right\}$. We take a conductivity $\sigma \in \mathcal{C}^{0, \alpha}(\Omega)$ as represented on Figure 2.5.1. The potential $\mathbf{A}_{1}$ is chosen as

$$
\mathbf{A}_{1}(x)=10^{-2}\left(\frac{y}{2}+1 ;-\frac{x}{2}+1\right),
$$

so that $\mathbf{B}_{1}$ is constant in space. The domain $\Omega$ is triangulated and equations are solved using the finite element method.

### 2.5.1 Optimal control

We use the algorithm presented in section 2.4.2. We set a step size equal to $8 \cdot 10^{-7}$ and $\sigma_{(0)}=3$ as an initial guess. After 50 iterations, we get the reconstruction shown in Figure 2.5.2. The general shape of the conductivity is recovered but the conductivity contrast is not recovered. Moreover, the convergence is quite slow. It is worth mentioning that using two nonparallel electric current densities does not improve significantly the quality of the reconstruction.


Figure 2.5.1 Conductivity to be reconstructed.


Figure 2.5.2 Conductivity reconstructed by the optimal control method.


Figure 2.5.3 Conductivity reconstructed by the fixed point method.

### 2.5.2 Fixed-point method

We use the algorithm described in section 2.4.2, but slightly modified. The operator $\mathcal{G}$ defined by

$$
\mathcal{G}[\sigma]:=\sigma \frac{\left(\sigma \nabla V[\sigma]+\sigma \mathbf{A}_{1}\right) \cdot \mathbf{J}}{|\mathbf{J}|^{2}}
$$

is replaced by

$$
\widetilde{\mathcal{G}}[\sigma]:=\frac{\left(\nabla V[\sigma]+\mathbf{A}_{1}\right) \cdot \mathbf{J}}{\left|\nabla V[\sigma]+\mathbf{A}_{1}\right|^{2}}
$$

which is analytically the same but numerically is more stable. Since the term $\left|\nabla V[\sigma]+\mathbf{A}_{1}\right|^{2}$ can be small, we smooth out the reconstructed conductivity $\sigma_{(n)}$ at each step by convolving it with a Gaussian kernel. This makes the algorithm less unstable. The result after 9 iterations is shown in Figure 2.5.3. The convergence is faster than the gradient descent, but the algorithm still fails at recovering the exact values of the true conductivity.


Figure 2.5.4 Conductivity recovered by the orthogonal field method before scaling.

### 2.5.3 Orthogonal field method

We set $\eta=5 \cdot 10^{-4}$ and perform the computation described in section 2.4.2. The result we get is shown in Figure 2.5.4. It is a scaled version of the true conductivity $\sigma_{\star}$, which means that the contrast is recovered. So assuming we know the conductivity in a small region of $\Omega$ (or near the boundary $\partial \Omega$ ) we can re-scale the result, as shown in Figure 2.5.5. When $\eta$ goes to zero, the solution of (2.4.22) converges to the true potential $V_{\star}$ up to a scaling factor which goes to infinity. When $\eta$ is large, the scaling factor goes to one but the solution $U^{(\eta)}$ becomes a "smoothed out" version of $V_{\star}$. This method allows an accurate reconstruction of the conductivity by solving only one partial differential equation. It covers the contrast accurately, provided we have a little bit of a prior information on $\sigma_{\star}$.

Finally, we study the numerical stability with respect to measurement noise of the orthogonal field method. We compute the relative error defined by

$$
e:=\frac{\left\|\sigma_{\eta}-\sigma_{\star}\right\|_{L^{2}}}{\left\|\sigma_{\star}\right\|_{L^{2}}}
$$



Figure 2.5.5 Conductivity recovered by the orthogonal field method after scaling.
averaged over 150 different realizations of measurement noise on $\mathbf{J}$. The results are shown in Figure 2.5.6. We show the results of a reconstruction with noise level of $2 \%$ (resp. 10\%) in Figure 2.5.7 (resp. Figure 2.5.8). Clearly, the orthogonal method is quite robust with respect to measurement noise.

### 2.6 Concluding remarks

In this chapter we have presented a new mathematical and numerical framework for conductivity imaging using magnetoacoustic tomography with magnetic induction. We gave a new physical model for MAT-MI, and we developed three different algorithms for conductivity imaging from boundary measurements of the Lorentz force induced tissue vibration. We proved convergence and stability properties of the three algorithms and compared their performance. As in Chapter 1, the orthogonal field method performs much better than the optimization scheme and the fixed-point method in terms of both computational time and accuracy, since one needs to solve only one partial differential equation to recover the conductivity from the internal current. It is also robust with respect to measurement noise. In a forthcoming work, we intend to generalize our


Figure 2.5.6 Relative error with respect to measurement noise.
approach for imaging anisotropic conductivities by magnetoacoustic tomography with magnetic induction.


Figure 2.5.7 Reconstruction with the orthogonal field method with measurement noise level of $2 \%$.


Figure 2.5.8 Reconstruction with the orthogonal field method with measurement noise level of $10 \%$.
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### 3.1 Introduction

In this chapter we present a third hybrid technique aiming at imaging the elastic shear modulus of a sample with a micro-meter resolution.

Optical coherence tomography (OCT) is a non-invasive and a non-ionizing imaging technique that produces high-resolution images of biological tissues. It performs optical slicing in the sample, to allow three-dimensional reconstructions of internal structures. Conventional optical coherence time-domain and frequency-domain tomographies require transverse scanning of the illumination spot in one or two directions to obtain
cross-sectional or en face images, respectively. Full-field OCT allows OCT to be performed without transverse scanning; the tomographic images are obtained by combining interferometric images acquired in parallel using an image sensor. Both the transverse and the axial resolutions are of the order of $1 \mu \mathrm{~m}$; see [53, 54]. We refer to [56] for the mathematical modeling of OCT.

Elastography is an imaging-based technique for the estimation of the elastic properties of tissues. Given that the mechanical properties of tissues and cells are related to their structure and function, changes in those properties can reflect healthy or pathological states such as weakening of vessel walls or cirrhosis of the liver. Elastography can aid the identification of suspicious lesions, the diagnosis of various diseases and the monitoring of the effectiveness of treatments (see [92, 107]). Different imaging modalities (e.g., ultrasound and magnetic resonance imaging) can be used to measure tissue displacements and to estimate the resulting tissue stiffness and viscosity. Magnetic resonance elastography is relatively expensive, due to the high magnetic field environment, which requires specifically designed equipment. Several reconstruction approaches for elastography have been derived $[6,10,16,29,30,77,98,99,125,136]$.

In [109], elastographic contrast has been combined with full-field OCT with the aim of creating a virtual palpation map at the micrometer scale. The idea is to register a volumetric optical image before and after mechanical solicitation of the sample. Based on the assumption that the density of the optical scatterers is advected by the deformation, the displacement map can be first estimated. Then, using a quasi-incompressible model for the tissue elasticity, the shear modulus distribution can be reconstructed from the estimated displacement map.

The OCT elastography is able to perform displacement measurements with subcellular resolution. It enables a more precise characterization of tissues than that achieved using ultrasound or magnetic resonance elastography; therefore, it provides a more accurate assessment of microscale variations of elastic properties. A map of mechanical properties added as a supplementary contrast mechanism to morphological images could aid diagnosis. The technique costs less than other elastography techniques.

The mapping of mechanical properties was first introduced to OCT imaging by Schmitt [123], who measured displacements as small as a few micrometers in heterogeneous gelatin phantoms containing scattering particles in addition to living skin. Various subsequent applications have employed OCT methods in elastography; these include dynamic and full-field optical coherence elastography (see [88, 117, 118]).

In all of the aforementioned techniques, transforming the OCT images before and after the application of a load into quantitative maps of the shear modulus is a challenging problem.

In this paper we present a mathematical and numerical framework for the OCTelastography experiment described in [109]. Using the set of images before and after mechanical solicitation we design a novel method to reconstruct the shear modulus distribution inside the sample.

To mathematically formulate the problem, let $\Omega_{0} \subset \mathbb{R}^{d}, d=2,3$, and let $\varepsilon_{0}$ be the known piece-wise smooth optical image of the medium, and $\mu$ be its shear modulus. In this chapter we consider heterogeneous (unknown) shear modulus distributions. The medium is solicited mechanically. Since compression modulus of biological media is four order of magnitude larger than the shear modulus, it can be shown that the displacement map $\mathbf{u}$ obeys the linearized equations of incompressible fluids or the Stokes system [6, 10, 16]. The model problem is then the following Stokes system in a heteregeneous medium which reads:

$$
\left\{\begin{align*}
\nabla \cdot\left(\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)\right)+\nabla p & =0
\end{align*} \begin{array}{rl}
\text { in } \Omega_{0}  \tag{3.1.1}\\
\nabla \cdot \mathbf{u} & =0 \\
& \text { in } \Omega_{0} \\
\mathbf{u} & =\mathbf{f}
\end{array} \begin{array}{rl}
\text { on } \partial \Omega_{0}
\end{array}\right.
$$

where superposed $T$ denotes the transpose and the real-valued vector $\mathbf{f}$ satisfies the compatibility condition $\int_{\partial \Omega_{0}} \mathbf{f} \cdot \boldsymbol{\nu}=0$ with $\boldsymbol{\nu}$ being the outward normal at $\partial \Omega_{0}$.

Throughout this chapter, we assume that $\mu \in \mathcal{C}^{0,1}\left(\bar{\Omega}_{0}\right)$ and $\mathbf{f} \in \mathcal{C}^{2}\left(\partial \Omega_{0}\right)^{d}$. From [46, 61, 87], (3.1.1) has a unique solution $\mathbf{u} \in \mathcal{C}^{1}\left(\overline{\Omega_{0}}\right)^{d}$. Moreover, there exists a positive constant $C$ depending only on $\mu$ and $\Omega_{0}$ such that

$$
\|\mathbf{u}\|_{\mathcal{C}^{1}\left(\overline{\left.\Omega_{0}\right)^{d}}\right.} \leq C\|\mathbf{f}\|_{\mathcal{C}^{2}\left(\partial \Omega_{0}\right)^{d}}
$$

Using a second OCT scan, one has access to the optical image of the deformed medium $\varepsilon_{u}(\widetilde{\mathbf{x}}), \forall \widetilde{\mathbf{x}} \in \Omega_{u}$, where $\Omega_{u}$ is defined by

$$
\Omega_{u}=\left\{\mathbf{x}+\mathbf{u}(\mathbf{x}), \mathbf{x} \in \Omega_{0}\right\}
$$

The new optical image is linked to the original one by

$$
\begin{equation*}
\varepsilon(\mathbf{x})=\varepsilon_{u}(\mathbf{x}+\mathbf{u}(\mathbf{x})), \quad \forall \mathbf{x} \in \Omega_{0} . \tag{3.1.2}
\end{equation*}
$$

The goal is to reconstruct the shear modulus map $\mu$ on $\Omega_{0}$ from the functions $\varepsilon$ and $\varepsilon_{u}$. We first prove that, in two dimensions, if the direction of $\frac{\nabla \varepsilon}{|\nabla \varepsilon|}$ is not constant in a neighborhood of $\mathbf{x}$, then the displacement field $\mathbf{u}$ at $\mathbf{x}$ can be approximately reconstructed. In three dimensions, one shall assume that the vectors $\frac{\nabla \varepsilon(\mathbf{y})}{|\nabla \varepsilon(\mathbf{y})|}$ are not coplanar for $\mathbf{y}$ a neighborhood of $\mathbf{x}$. Hence, the reconstructed value of $\mathbf{u}(\mathbf{x})$ serves as an initial guess for the minimization of the discrepancy between computed and measured changes in the optical image. Then, we compute an element of the subgradient [49] of the discrepancy functional. Finally, we implement a minimization scheme to retrieve the shear modulus map from the reconstructed displacements. Note that reconstructing the displacement field from $\varepsilon-\varepsilon_{u}$ is a registration problem and its linearization is an optical flow problem; see [71]. It is also worth mentioning that the approach developed in this paper applies to other speckle imaging modalities.

The chapter is organized as follows. Section 3.2 is devoted to some mathematical preliminaries. In section 3.3 we consider piecewise smooth $\varepsilon$ functions and first derive a leading-order Taylor expansion of $\varepsilon_{u}$ as $\|\mathbf{u}\|_{\mathcal{C}^{1}}$ goes to zero. Then we provide an initial guess by linearization. Finally, we prove the Fréchet differentiability of the discrepancy functional between the measured and the computed advected images. The displacement field inside the sample can be obtained as the minimizer of such functional. Section 3.4 is devoted to the reconstruction of the shear modulus from the displacement measurements. In section 3.5 we present some numerical results to highlight the viability and the performance of the proposed algorithm.

### 3.2 Preliminaries

Let $\Omega$ be a bounded smooth domain in $\mathbb{R}^{d}, d=2,3$. We start by defining a class of piecewise smooth functions.

Definition 3.2.1. For any $k \in \mathbb{N}, \alpha \in] 0,1\left[\right.$, for any curve $S$ of class $\mathcal{C}^{1, \alpha}$ for some $0<\alpha<1$ such that $\Omega \backslash S$ is a union of connected domains $\Omega_{i}, i=1,2, \cdots n$, we define $\mathcal{C}_{S}^{k, \alpha}(\bar{\Omega})$ to be the class of functions $f: \Omega \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
\left.f\right|_{\Omega_{i}} \in \mathcal{C}_{S}^{k, \alpha}\left(\bar{\Omega}_{i}\right) \quad \forall i=1, \cdots n \tag{3.2.1}
\end{equation*}
$$

Definition 3.2.2. We define $\operatorname{BV}(\Omega)$ as the subspace of $L^{1}(\Omega)$ of all the functions $f$ whose weak derivative $D f$ is a finite Radon measure. In other terms, $f$ satisfies

$$
\int_{\Omega} f \nabla \cdot \mathbf{F} \leq C \sup _{x \in \Omega}|\mathbf{F}|, \quad \forall \mathbf{F} \in \mathcal{C}_{0}^{1}(\Omega)^{d}
$$

for some positive constant $C$ with $\mathcal{C}_{0}^{1}(\Omega)$ being the set of compactly supported $\mathcal{C}^{1}$ functions.

The derivative of a function $f \in \mathrm{BV}(\Omega)$ can be decomposed as

$$
D f=\nabla f \mathcal{H}^{d}+[f] \boldsymbol{\nu}_{s} \mathcal{H}_{S}^{d-1}+D_{c} f,
$$

where $\mathcal{H}^{d}$ is the Lebesgue measure on $\Omega, \mathcal{H}_{S}^{d-1}$ is the surface Hausdorff measure on a rectifiable surface $S, \boldsymbol{\nu}_{S}$ is a normal vector defined a.e. on $S, \nabla f \in L^{1}(\Omega)$ is the smooth derivative of $f,[f] \in L^{1}\left(S, \mathcal{H}_{S}^{d-1}\right)$ is the jump of $f$ across $S$ and $D_{c} f$ is a vector measure supported on a set of Hausdorff dimension less than $(d-1)$, which means that its $(d-1)$-Hausdorff-measure is zero; see [5, 93].

Definition 3.2.3. We define $\operatorname{SBV}(\Omega)$ as the subspace of $\operatorname{BV}(\Omega)$ of all the functions $f$ satisfying $D_{c} f=0$.

Definition 3.2.4. For any $1 \leq p \leq+\infty$, we define

$$
\operatorname{SBV}^{p}(\Omega)=\left\{f \in \operatorname{SBV}(\Omega) \cap L^{p}(\Omega), \nabla f \in L^{p}(\Omega)^{d}\right\}
$$

Let $W^{1, p}(\Omega)=\left\{f \in L^{p}(\Omega), \nabla f \in L^{p}(\Omega)^{d}\right\}$ for $p \geq 1$. Roughly speaking, a function $u \in S B V^{p}(\Omega)$ is a function of class $W^{1, p}$ admitting surface discontinuities. Note also that $\mathcal{C}_{S}^{k, \alpha}(\bar{\Omega}) \subset \operatorname{SBV}^{p}(\Omega)$; see [5].

From now on, we assume that the optical image in the medium $\varepsilon$ belongs to $\mathcal{C}_{S}^{k, \alpha}(\bar{\Omega})$, which is a simple but good model for a discontinuous medium. Some of the following propositions are true for more general maps $\varepsilon \in \operatorname{SBV}(\Omega)$. In these propositions we only assume that $\varepsilon$ is in $\operatorname{SBV}(\Omega)$.

### 3.3 Displacement field measurements

In this section we consider the problem of reconstructing the displacement $\mathbf{u}$ from the optical images before and after applying a load on the sample. Assuming that $\varepsilon$ is piecewise smooth, we derive a leading-order Taylor expansion of $\varepsilon_{u}$ as $\|\mathbf{u}\|_{\mathcal{C}^{1}}$ goes to zero. Then we provide an initial guess by linearization. Finally, we prove the Fréchet differentiability of the discrepancy functional $I$ between the measured and the computed advected images provided that $\varepsilon$ is smooth. If $\varepsilon$ has jumps, then $I$ has a nonempty subgradient. Therefore, in both cases, the displacement field $\mathbf{u}$ inside the sample can be obtained as the minimizer of such functional.

### 3.3.1 First order approximation

Let $\Omega \Subset\left(\Omega_{0} \cap \Omega_{u}\right)$ be a smooth simply connected domain. On $\Omega$, we have

$$
\begin{aligned}
\varepsilon_{u} & =\varepsilon \circ(\mathbb{I}+\mathbf{u})^{-1} \\
\varepsilon & =\varepsilon_{u} \circ(\mathbb{I}+\mathbf{u}),
\end{aligned}
$$

where $\mathbb{I}$ is the $d \times d$ identity matrix.
Proposition 3.3.1. Let $\varepsilon \in \operatorname{BV}(\Omega)$ and let $\mathbf{u} \in \mathcal{C}^{1}(\bar{\Omega})^{d}$ be such that $\|\mathbf{u}\|_{\mathcal{C}^{1}(\bar{\Omega})^{d}}<1$. Then, for any $\psi \in \mathcal{C}_{0}^{1}(\Omega)$, we have

$$
\begin{equation*}
\left|\int_{\Omega}\left(\varepsilon-\varepsilon_{u}\right) \psi-\int_{\Omega} \psi \mathbf{u} \cdot D \varepsilon\right| \leq C\|\mathbf{u}\|_{\mathcal{C}^{0}(\bar{\Omega})^{d}}\|\mathbf{u}\|_{\mathcal{C}^{1}(\bar{\Omega})^{d}}\|\psi\|_{\mathcal{C}_{0}^{1}(\Omega)}|\varepsilon|_{\mathrm{TV}(\Omega)} \tag{3.3.1}
\end{equation*}
$$

where the constant $C$ is independent of $\psi$ and $\left|\left.\right|_{\mathrm{TV}(\Omega)}\right.$ denotes the total variation semi-norm. Estimate (3.3.1) yields that $\frac{\varepsilon_{u}-\varepsilon+\mathbf{u} \cdot D \varepsilon}{\|\mathbf{u}\|_{\mathcal{C}^{0}(\bar{\Omega})^{d}}}$ weakly converges to 0 in $\mathcal{C}_{0}^{1}(\Omega)$ when $\|\mathbf{u}\|_{\mathcal{C}^{1}(\bar{\Omega})^{d}}$ goes to 0 .

Proof. For each $t \in[0,1]$, define $\phi_{t}$ by $\phi_{t}^{-1}(\mathbf{x})=\mathbf{x}+t \mathbf{u}(\mathbf{x})$. Let $\eta>0$ be a small parameter, and $\varepsilon^{(\eta)}$ be a smooth function such that $\left\|\varepsilon-\varepsilon^{(\eta)}\right\|_{L^{1}(\Omega)} \rightarrow 0$, and $\left|\varepsilon^{(\eta)}\right|_{\operatorname{TV}(\Omega)} \rightarrow$ $|\varepsilon|_{\mathrm{TV}(\Omega)}$ as $\eta \rightarrow 0$. Analogously, we define $\varepsilon_{u}^{(\eta)}$ to be the smooth approximation of $\varepsilon_{u}$ given by

$$
\varepsilon_{u}^{(\eta)}(\mathbf{x})=\varepsilon^{(\eta)} \circ \phi_{1}(\mathbf{x}) .
$$

From

$$
\varepsilon_{u}^{(\eta)}(\mathbf{x})-\varepsilon^{(\eta)}(\mathbf{x})=\left(\varepsilon^{(\eta)} \circ \phi_{1}\right)(\mathbf{x})-\left(\varepsilon^{(\eta)} \circ \phi_{0}\right)(\mathbf{x}), \quad \forall \mathbf{x} \in \Omega,
$$

we have

$$
\varepsilon_{u}^{(\eta)}(\mathbf{x})-\varepsilon^{(\eta)}(\mathbf{x})=\int_{0}^{1} \nabla \varepsilon^{(\eta)}\left(\phi_{t}(\mathbf{x})\right) \cdot \partial_{t} \phi_{t}(\mathbf{x}) d t, \quad \forall \mathbf{x} \in \Omega
$$

Therefore, for $\psi \in C_{0}^{\infty}(\Omega)$ with $C_{0}^{\infty}(\Omega)$ being the set of compactly supported $\mathcal{C}^{\infty}$ functions,

$$
\begin{align*}
\int_{\Omega} & {\left[\varepsilon_{u}^{(\eta)}(\mathbf{x})-\varepsilon^{(\eta)}(\mathbf{x})+\nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot \mathbf{u}(x)\right] \psi(\mathbf{x}) d \mathbf{x}=} \\
& \int_{\Omega}\left[\int_{0}^{1} \nabla \varepsilon^{(\eta)}\left(\phi_{t}(\mathbf{x})\right) \cdot \partial_{t} \phi_{t}(\mathbf{x}) d t\right] \psi(\mathbf{x}) d \mathbf{x}+\int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x}) \psi(\mathbf{x}) d \mathbf{x}, \quad \forall \mathbf{x} \in \Omega \tag{3.3.2}
\end{align*}
$$

By a change of variables in the first integral and using the fact that

$$
\partial_{t} \phi_{t}(\mathbf{x})=-\left.\partial_{\mathbf{x}} \phi_{t}(\mathbf{x}) \partial_{t} \phi_{t}^{-1}(\mathbf{y})\right|_{\mathbf{y}=\phi_{t}(\mathbf{x})}
$$

we get, for all $\mathbf{x} \in \Omega$,

$$
\begin{aligned}
\int_{0}^{1}\left[\int_{\Omega}\right. & \left.\nabla \varepsilon^{(\eta)}\left(\phi_{t}(\mathbf{x})\right) \cdot \partial_{t} \phi_{t}(\mathbf{x}) \psi(\mathbf{x}) d \mathbf{x}\right] d t= \\
& -\int_{0}^{1} \int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{y}) \cdot\left[\partial_{\mathbf{x}} \phi_{t}\left(\phi_{t}^{-1}(\mathbf{y})\right) \partial_{t} \phi_{t}^{-1}(\mathbf{y})\right]\left|\operatorname{det} \partial_{\mathbf{x}} \phi_{t}^{-1}(\mathbf{y})\right| \psi\left(\phi_{t}^{-1}(\mathbf{y})\right) d \mathbf{y} d t .
\end{aligned}
$$

Here, det denotes the determinant of a matrix. Since

$$
\begin{gathered}
\forall(\mathbf{y}, t) \in \Omega \times[0,1], \quad \partial_{t} \phi_{t}^{-1}(\mathbf{y})=\mathbf{u}(\mathbf{y}), \\
\partial_{\mathbf{y}} \phi_{t}^{-1}(\mathbf{y})=\mathbb{I}+t \nabla \mathbf{u}(\mathbf{y}),
\end{gathered}
$$

and

$$
\partial_{\mathbf{x}} \phi_{t}\left(\phi_{t}^{-1}(\mathbf{y})\right) \partial_{\mathbf{y}} \phi_{t}^{-1}(\mathbf{y})=\mathbb{I},
$$

we can write

$$
\begin{aligned}
\int_{0}^{1} \int_{\Omega} & {\left[\nabla \varepsilon^{(\eta)}\left(\phi_{t}(\mathbf{x})\right) \cdot \partial_{t} \phi_{t}(\mathbf{x}) \psi(\mathbf{x}) d \mathbf{x}\right] d t=} \\
& -\int_{0}^{1} \int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{y}) \cdot\left[(\mathbb{I}+t \nabla \mathbf{u}(\mathbf{y}))^{-1} \mathbf{u}(\mathbf{y})\right]|\operatorname{det} \mathbb{I}+t \nabla \mathbf{u}(\mathbf{y})| \psi\left(\phi_{t}^{-1}(\mathbf{y})\right) d \mathbf{y} d t,
\end{aligned}
$$

and hence,

$$
\begin{align*}
& \int_{\Omega}\left[\varepsilon_{u}^{(\eta)}(\mathbf{x})-\varepsilon^{(\eta)}(\mathbf{x})+\nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x})\right] \psi(\mathbf{x}) d \mathbf{x}= \\
& \quad \int_{0}^{1} \int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x})\left[\psi(\mathbf{x})-\psi\left(\phi_{t}^{-1}(\mathbf{x})\right)\right] d \mathbf{x} d t \\
& +\int_{0}^{1} \int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot\left(\left[(\mathbb{I}+t \nabla \mathbf{u}(\mathbf{x}))^{-1}|\operatorname{det} \mathbb{I}+t \nabla \mathbf{u}(\mathbf{x})|-\mathbb{I}\right] \mathbf{u}(\mathbf{x})\right) \psi\left(\phi_{t}^{-1}(\mathbf{x})\right) d \mathbf{x} d t \tag{3.3.3}
\end{align*}
$$

The first term in the right-hand side of (3.3.3) can be estimated as follows:

$$
\left|\int_{0}^{1} \int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x})\left[\psi(\mathbf{x})-\psi\left(\phi_{t}^{-1}(\mathbf{x})\right)\right] d \mathbf{x} d t\right| \leq\|\mathbf{u}\|_{\mathcal{C}^{0}(\bar{\Omega})^{d}}^{2}\left\|\nabla \varepsilon^{(\eta)}\right\|_{L^{1}(\Omega)^{d}}\|\nabla \psi\|_{\mathcal{C}^{0}(\Omega)^{d}} .
$$

Let tr denote the trace of a matrix. Using the fact that

$$
(\mathbb{I}+t \nabla \mathbf{u})^{-1}=\sum_{i=0}(-1)^{i}(t \nabla \mathbf{u})^{i}
$$

which follows from $\|\mathbf{u}\|_{\mathcal{C}^{1}(\Omega)^{d}}<1$, and

$$
\operatorname{det}(\mathbb{I}+t \nabla \mathbf{u})= \begin{cases}1-\operatorname{tr} t \nabla \mathbf{u}+\operatorname{det} t \nabla \mathbf{u} & \text { if } d=2, \\ 1+\operatorname{tr} t \nabla \mathbf{u}-\frac{1}{2}\left[(\operatorname{tr} t \nabla \mathbf{u})^{2}-\operatorname{tr}(t \nabla \mathbf{u})^{2}\right]+\operatorname{det} t \nabla \mathbf{u} & \text { if } d=3,\end{cases}
$$

we get

$$
\begin{aligned}
& \int_{0}^{1} \int_{\Omega} \nabla \varepsilon^{(\eta)}(\mathbf{x}) \cdot \mathbf{u}(\mathbf{x})\left[(\mathbb{I}+t \nabla \mathbf{u}(\mathbf{x}))^{-1} \mid\right.\operatorname{det} \mathbb{I}+t \nabla \mathbf{u}(\mathbf{x}) \mid-\mathbb{I}] \psi\left(\phi_{t}^{-1}(\mathbf{x})\right) d x d t \\
& \leq\|\mathbf{u}\|_{\mathcal{C}^{0}(\bar{\Omega})^{d}}\|\mathbf{u}\|_{\mathcal{C}^{1}(\bar{\Omega})^{d}}\left\|\nabla \varepsilon^{(\eta)}\right\|_{L^{1}(\Omega)^{d}}\|\psi\|_{\mathcal{C}^{0}(\Omega)}
\end{aligned}
$$

which is the desired estimate for the second term in the right-hand side of (3.3.3).
Now, we can deduce the final result by density when $\eta \rightarrow 0$. Since $\mathbf{u} \in \mathcal{C}^{1}(\Omega)^{d}$ and $\psi \in \mathcal{C}_{0}^{1}(\Omega)$, we can write

$$
\int_{\Omega} \psi \mathbf{u} \cdot \nabla \varepsilon^{(\eta)}=-\int_{\Omega} \nabla \cdot(\psi \mathbf{u}) \varepsilon^{(\eta)}
$$

Since $\left\|\varepsilon^{(\eta)}-\varepsilon\right\|_{L^{1}(\Omega)} \rightarrow 0$, we have

$$
\int_{\Omega} \nabla \cdot(\psi \mathbf{u}) \varepsilon^{(\eta)} \rightarrow \int_{\Omega} \nabla \cdot(\psi \mathbf{u}) \varepsilon
$$

As $\left|\varepsilon^{(\eta)}\right|_{\operatorname{TV}(\Omega)} \rightarrow|\varepsilon|_{\mathrm{TV}(\Omega)}$, we arrive at (3.3.1) and the proof of the proposition is complete.

### 3.3.2 Local recovery via linearization

Assuming that $\varepsilon \in \operatorname{SBV}^{2}(\Omega)$, we can write

$$
D \varepsilon=\nabla \varepsilon \mathcal{H}^{d}+[\varepsilon]_{S} \boldsymbol{\nu}_{S} \mathcal{H}_{S}^{d-1},
$$

where $\boldsymbol{\nu}_{S}$ is the outward normal at the oriented surface $S$ of discontinuity of $\varepsilon$.

The data consists of $\varepsilon$ and $\varepsilon_{u}$ on $\Omega$. In order to reconstruct $\mathbf{u}$, we can use the first order approximation of $\varepsilon-\varepsilon_{u}$ :

$$
\varepsilon-\varepsilon_{u} \approx \mathbf{u} \cdot D \varepsilon
$$

given by Proposition 3.3.1. These data can be decomposed into two parts:

$$
\mathbf{u} \cdot D \varepsilon(\cdot)=\mathbf{u} \cdot \nabla \varepsilon \mathcal{H}^{d}+[\varepsilon]_{S} \mathbf{u} \cdot \boldsymbol{\nu}_{S} \mathcal{H}_{S}^{d-1}=d_{\mathrm{reg}} \mathcal{H}^{d}+d_{\mathrm{sing}} \mathcal{H}_{S}^{d-1} .
$$

Let $w$ be a mollifier supported on $[-1,1]$. For any $\delta>0$, we define

$$
w_{\delta}=\frac{1}{\delta^{d}} w\left(\frac{\cdot}{\delta}\right)
$$

and introduce

$$
\mathbf{u}_{\delta}(\mathbf{x})=\int_{\Omega} \mathbf{u}(\mathbf{y}) w_{\delta}(|\mathbf{x}-\mathbf{y}|) d \mathbf{y}
$$

Since $\mathbf{u}$ is smooth, for any $\mathbf{x} \in \Omega, \mathbf{u}_{\delta}(\mathbf{x})$ is a good approximation of $\mathbf{u}$ on the ball with center $\mathbf{x}$ and radius $\delta$.

We want to find an approximate value for $\mathbf{u}_{\delta}$ from the optical measurements and use it as an initial guess in an optimization procedure. For doing so, we introduce the functional $J_{\mathbf{x}}: \mathbb{R}^{d} \longrightarrow \mathbb{R}$ given by

$$
\begin{aligned}
\mathbf{u} \longmapsto J_{\mathbf{x}}(\mathbf{u})=\int_{\Omega}\left|\nabla \varepsilon(\mathbf{y}) \cdot \mathbf{u}-d_{\mathrm{reg}}(\mathbf{y})\right|^{2} w_{\delta} & (|\mathbf{x}-\mathbf{y}|) d \mathbf{y} \\
& +\int_{\Omega}\left|[\varepsilon]_{S} \mathbf{u} \cdot \boldsymbol{\nu}_{S}-d_{\operatorname{sing}}(\mathbf{y})\right|^{2} w_{\delta}(|\mathbf{x}-\mathbf{y}|) d \mathbf{y}
\end{aligned}
$$

and look for minimizers of $J_{\mathbf{x}}$ in $\mathbb{R}^{d}$. The gradient of $J_{\mathbf{x}}$ can be explicitly computed as follows:

$$
\begin{aligned}
\nabla J_{\mathbf{x}}(\mathbf{u})=2 \int_{\Omega}(\nabla \varepsilon(y) & \left.\cdot \mathbf{u}-d_{\mathrm{reg}}(\mathbf{y})\right) \nabla \varepsilon(\mathbf{y}) w_{\delta}(|\mathbf{x}-\mathbf{y}|) d \mathbf{y} \\
& +2 \int_{\Omega}\left([\varepsilon]_{S}(\mathbf{y}) \mathbf{u} \cdot \boldsymbol{\nu}(\mathbf{y})-d_{\operatorname{sing}}(\mathbf{y})\right)[\varepsilon]_{S}(\mathbf{y}) \boldsymbol{\nu}(\mathbf{y}) w_{\delta}(|\mathbf{x}-\mathbf{y}|) d \mathbf{y}
\end{aligned}
$$

In the case where $\varepsilon$ has no jumps, $J_{\mathbf{x}}$ is a quadratic functional and we have

$$
\begin{equation*}
\nabla J_{\mathbf{x}}(\mathbf{u})=0 \Leftrightarrow \mathbf{u}^{T}\left(\int_{\Omega} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y}) d \mathbf{y}\right)=\int_{\mathbf{x}+\delta B} d_{\mathrm{reg}}(\mathbf{y}) w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) d \mathbf{y} \tag{3.3.4}
\end{equation*}
$$

where $B$ is the ball with center 0 and radius 1 .

If the matrix $\int_{\Omega} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y})$ is invertible, then the minimizer is given by

$$
\begin{equation*}
\mathbf{u}^{T}=\left(\int_{\Omega} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y}) d \mathbf{y}\right)^{-1} \int_{\mathbf{x}+\delta B} d_{\mathrm{reg}} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) d \mathbf{y} \tag{3.3.5}
\end{equation*}
$$

The following proposition gives a sufficient condition for the invertibilty of the matrix $\int_{\Omega} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y})$.
Proposition 3.3.2. Suppose that $\varepsilon$ has no jumps and $d=2$. Assume $\mathbf{x}+\delta B \subset \Omega$. Then, if all vectors $\nabla \varepsilon$ in $\left\{\mathbf{y}: w_{\delta}(|\mathbf{y}-\mathbf{x}|) \neq 0\right\}$ are not collinear, then the matrix

$$
\int_{\Omega} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y}) d \mathbf{y}
$$

is invertible.

Proof. Writing

$$
\forall \mathbf{y} \in \mathbf{x}+\delta B, \quad \nabla \varepsilon(\mathbf{y})=u(\mathbf{y}) \mathbf{e}_{1}+v(\mathbf{y}) \mathbf{e}_{2},
$$

where $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}\right\}$ is the cannonical basis of $\mathbb{R}^{2}$, it follows that

$$
\nabla \varepsilon \nabla \varepsilon^{T}(\mathbf{y})=u^{2}(\mathbf{y}) \mathbf{e}_{1} \mathbf{e}_{1}^{T}+v^{2}(\mathbf{y}) \mathbf{e}_{2} \mathbf{e}_{2}^{T}+u(\mathbf{y}) v(\mathbf{y})\left(\mathbf{e}_{1} \mathbf{e}_{2}^{T}+\mathbf{e}_{2} \mathbf{e}_{1}^{T}\right), \quad \forall \mathbf{y} \in \mathbf{x}+\delta B
$$

Computing the convolution with respect to $w_{\delta}$, we get

$$
\begin{aligned}
& \int_{\Omega} w_{\delta}(|\mathbf{y}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y}) d \mathbf{y}=\left(\int_{\Omega} u^{2}(\mathbf{y}) w_{\delta}(|\mathbf{y}-\mathbf{x}|) d \mathbf{y}\right) \mathbf{e}_{1} \mathbf{e}_{1}^{T} \\
& \quad+\left(\int_{\Omega} v^{2}(\mathbf{y}) w_{\delta}(|\mathbf{y}-\mathbf{x}|) d \mathbf{y}\right) \mathbf{e}_{2} \mathbf{e}_{2}^{T}+\left(\int_{\Omega} u(\mathbf{y}) v(\mathbf{y}) w_{\delta}^{T}(|\mathbf{y}-\mathbf{x}|) d \mathbf{y}\right)\left(\mathbf{e}_{1} \mathbf{e}_{2}^{T}+\mathbf{e}_{2} \mathbf{e}_{1}^{T}\right) .
\end{aligned}
$$

This matrix is not invertible if and only if

$$
\left(\int_{\Omega} u^{2}(\mathbf{y}) w_{\delta}(|\mathbf{y}-\mathbf{x}|) d \mathbf{y}\right)\left(\int_{\Omega} v^{2}(\mathbf{y}) w_{\delta}(|\mathbf{y}-\mathbf{x}|) d \mathbf{y}\right)=\left(\int_{\Omega} u(\mathbf{y}) v(\mathbf{y}) w_{\delta}(|\mathbf{y}-\mathbf{x}|) d \mathbf{y}\right)^{2}
$$

which is exactly the equality case in weighted Cauchy-Schwarz inequality. So, if there exist two points $\mathbf{y}_{\mathbf{1}}, \mathbf{y}_{\mathbf{2}} \in\left\{\mathbf{y}: w_{\delta}(|\mathbf{y}-\mathbf{x}|) \neq 0\right\}$ such that $\nabla \varepsilon\left(\mathbf{y}_{\mathbf{1}}\right) \times \nabla \varepsilon\left(\mathbf{y}_{\mathbf{2}}\right) \neq 0$, then $u$ is not proportional to $v$, and the matrix is invertible.

Remark 3.3.3. Assuming that $\nabla \varepsilon(\mathbf{y}) \neq 0$ for $\mathbf{y} \in \mathbf{x}+\delta B \subset \Omega$, Proposition 3.3.2 gives that the direction of $\frac{\nabla \varepsilon}{|\nabla \varepsilon|}$ in not constant in $\mathbf{x}+\delta B \subset \Omega$ if and only if

$$
\int_{\mathbf{x}+\delta B} \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y}) d \mathbf{y} \quad \text { is invertible. }
$$

Hence, under the above condition on $\varepsilon$ in the neighborhood $\mathbf{x}+\delta B$, the displacement field $\mathbf{u}$ at $\mathbf{x}$ can be approximately reconstructed.

Remark 3.3.4. By exactly the same arguments as those in two dimensions, one can prove that in the three-dimensional case, if all vectors $\nabla \varepsilon$ in $\left\{\mathbf{y}: w_{\delta}(|\mathbf{y}-\mathbf{x}|) \neq 0\right\}$ are not coplanar, then the matrix

$$
\int_{\Omega} w_{\delta}(|\mathbf{x}-\mathbf{y}|) \nabla \varepsilon(\mathbf{y}) \nabla \varepsilon^{T}(\mathbf{y}) d \mathbf{y}
$$

is invertible.
On the other hand, in the case where $\varepsilon$ is piecewise smooth, one can first detect the surface of jumps of $\varepsilon$ using for example an edge detection algorithm [44, 108] and then apply the proposed local algorithm in order to have a good approximation of $\mathbf{u}$ in the domains where $\varepsilon$ is smooth.

### 3.3.3 Minimization of the discrepancy functional

Let $\varepsilon \in \mathcal{C}_{S}^{k, \alpha}(\bar{\Omega})$, where $S$ is the surface of discontinuity. For the sake of simplicity we assume that $\Omega \backslash S$ is the union of two connected domains $\Omega_{1} \cup \Omega_{2}$. Therefore, $\varepsilon$ can be written as

$$
\begin{equation*}
\varepsilon=\varepsilon_{1} \chi_{\Omega_{1}}+\varepsilon_{2} \chi_{\Omega_{2}} \tag{3.3.6}
\end{equation*}
$$

with $\varepsilon_{i} \in \mathcal{C}^{1}\left(\bar{\Omega}_{i}\right)$, for $i=1,2$.
Denote $\mathbf{u}^{*}$ the applied (true) displacement on $\Omega$ (as defined in (3.1.1)) and $\tilde{\varepsilon}$ the measured deformed optical image given by

$$
\tilde{\varepsilon}=\varepsilon \circ\left(\mathbb{I}+\mathbf{u}^{*}\right)^{-1} .
$$

Recall that a non-differentiable functional $\mathbf{u} \mapsto I(\mathbf{u})$ has a nonempty subgradient if there exists $\boldsymbol{\xi}$ such that

$$
\begin{equation*}
I(\mathbf{u}+\mathbf{h})-I(\mathbf{u}) \geq(\boldsymbol{\xi}, \mathbf{h}) \tag{3.3.7}
\end{equation*}
$$

holds for $\|\mathbf{h}\|$ small enough, which means that $\boldsymbol{\xi} \in \partial I$ with $\partial I$ being the subgradient of $I$. In order to minimize $I$, it is sufficient to find one $\boldsymbol{\xi} \in \partial I$; see [49].

The following result holds.
Proposition 3.3.5. Let $\varepsilon$ verify (3.3.6), $\mathbf{u}^{*} \in \mathcal{C}^{1}(\Omega)^{d}$ be the solution of (3.1.1), and $\tilde{\varepsilon}=\varepsilon \circ\left(\mathbb{I}+\mathbf{u}^{*}\right)^{-1}$. Suppose that $\Omega_{2} \Subset \Omega$. Then, the functional I defined by

$$
\begin{align*}
I: \mathcal{C}^{1}(\Omega)^{d} & \longrightarrow \mathbb{R}, \\
\mathbf{u} & \longmapsto I(\mathbf{u})=\int_{\Omega}|\widetilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})-\varepsilon|^{2} d \mathbf{x} \tag{3.3.8}
\end{align*}
$$

has a nonempty subgradient. Let $\boldsymbol{\xi}$ in the dual of $\mathcal{C}^{1}(\Omega)^{d}$ be given by

$$
\begin{equation*}
\boldsymbol{\xi}: \mathbf{h} \mapsto 2 \int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})] \mathbf{h}(\mathbf{x}) \cdot D \tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})(\mathbf{x}) d \mathbf{x} . \tag{3.3.9}
\end{equation*}
$$

For $\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}$ small enough, (3.3.7) holds with (, ) being the duality product between $\mathcal{C}^{1}(\Omega)^{d}$ and its dual.

Remark 3.3.6. It is worth emphasizing that if $\varepsilon$ has no jump, then $I$ is Fréchet differentiable and $\boldsymbol{\xi}$ is its Fréchet derivative.

Remark 3.3.7. Under the assumptions of Proposition 3.3.5, if $\mathbf{u}^{*}$ is small enough (in $\mathcal{C}^{1}$-norm $)$, then $\tilde{\varepsilon}=\varepsilon \circ\left(\mathbb{I}+\mathbf{u}^{*}\right)^{-1}$ can be written as

$$
\begin{equation*}
\tilde{\varepsilon}=\tilde{\varepsilon}_{1}+\tilde{\varepsilon}_{2} \chi_{\tilde{\Omega}_{2}} \tag{3.3.10}
\end{equation*}
$$

with $\tilde{\varepsilon}_{1} \in \mathcal{C}^{1}(\bar{\Omega})$ and $\tilde{\varepsilon}_{2} \in \mathcal{C}_{0}^{1}(\Omega)$. In the sequel, we shall define $\tilde{\Omega}_{i}=\left(\mathbb{I}+\mathbf{u}^{*}\right)\left(\Omega_{i}\right)$ and $\tilde{f}_{i}=\varepsilon_{i} \circ\left(\mathbb{I}+\mathbf{u}^{*}\right)^{-1}$. For doing so, we extend $\tilde{f}_{1}$ into a function $\tilde{\varepsilon}_{1}$ defined on the whole domain such that $\tilde{\varepsilon}_{1} \in \mathcal{C}^{1}(\bar{\Omega})$ and $\left.\tilde{\varepsilon}_{1}\right|_{\tilde{\Omega}_{1}}=\tilde{f}_{1}$. Then, we set $\tilde{\varepsilon}_{2}=\tilde{f}_{2}-\tilde{\varepsilon}_{1}$ on $\tilde{\Omega}_{2}$. Finally, we extend $\tilde{\varepsilon}_{2}$ into a compactly supported $\mathcal{C}^{1}$-function on the whole domain $\Omega$.

We first prove the following lemma.
Lemma 3.3.8. Let $\mathbf{u}, \mathbf{h} \in \mathcal{C}^{1}(\Omega)^{d}$ and let $\tilde{\varepsilon}$ be as in (3.3.10). Then, for $\left\|\mathbf{u}-\mathbf{u}^{*}\right\|_{\mathcal{C}^{1}(\Omega)^{d}}$ and $\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}$ small enough, we have

$$
\begin{equation*}
\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})]^{2} d \mathbf{x}=\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})|\mathbf{h} \cdot \boldsymbol{\nu}| \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}+o\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right), \tag{3.3.11}
\end{equation*}
$$

where $\delta_{\partial \tilde{\Omega}_{2}}$ is the Dirac distribution on $\partial \tilde{\Omega}_{2}$ and $\tilde{\varepsilon}_{2}$ is defined in Remark 3.3.7.

Proof. We start by decomposing $\tilde{\varepsilon}$ as follows:

$$
\begin{aligned}
& \quad \int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})]^{2} d \mathbf{x}= \\
& \int_{\Omega}\left[\left(\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u})\right)+\left(\tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}+\mathbf{h}) \chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}) \chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})\right)\right]^{2} d \mathbf{x}
\end{aligned}
$$

Now, by developing the square, the first term can be estimated by

$$
\left|\int_{\Omega}\left(\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u})\right)^{2} d \mathbf{x}\right| \leq\left\|\tilde{\varepsilon}_{1}\right\|_{\mathcal{C}^{1}(\Omega)}^{2}\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}^{2} .
$$

Next, we write

$$
\begin{gathered}
\tilde{\varepsilon}_{2}(x+\mathbf{u}+\mathbf{h}) \chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}) \chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})=\left[\tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u})\right] \chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h}) \\
+\left[\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})\right] \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}) .
\end{gathered}
$$

Since $\left(\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u})\right) \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}) \in \mathcal{C}_{0}^{1}(\Omega)$, Proposition 3.3.1 yields

$$
\begin{aligned}
& \left|\int_{\Omega}\left[\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u})\right]\left[\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})\right] \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u}) d \mathbf{x}\right| \\
& \leq C\left(\int_{\Omega}\left[\mathbf{h} \cdot \nabla \tilde{\varepsilon}_{1}(\mathbf{x}+\mathbf{u})\right]^{2} d \mathbf{x}\right)^{1 / 2}\left(\left[\int_{\Omega}\left[\mathbf{h} \cdot \boldsymbol{\nu} \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u})\right]^{2} \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}\right]+o\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right)\right)^{1 / 2} \\
& \leq C\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}^{2} .
\end{aligned}
$$

We now need to handle the last term

$$
\begin{aligned}
& \int_{\Omega}\left(\left[\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})\right] \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u})\right)^{2} d \mathbf{x} \\
& \quad=\int_{\Omega}\left|\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})\right| \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u})^{2} d \mathbf{x}
\end{aligned}
$$

Using Proposition 3.3.1, we obtain that
$\int_{\Omega}\left(\left|\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\chi_{\tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})\right| \tilde{\varepsilon}_{2}(\mathbf{x}+\mathbf{u})\right)^{2} d \mathbf{x}=\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})|\mathbf{h} \cdot \boldsymbol{\nu}| \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}+o\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right)$, which completes the proof of the lemma.

We are now ready to prove Proposition 3.3.5.
Proof. of Proposition 3.3.5. If $\mathbf{u} \in \mathcal{C}^{1}(\Omega)^{2}$ and $\mathbf{h} \in \mathcal{C}^{1}(\Omega)^{2}$, then we have $I(\mathbf{u}+\mathbf{h})-I(\mathbf{u})=\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})+\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-2 \varepsilon(\mathbf{x})][\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x}$,
and hence,

$$
\begin{aligned}
& I(\mathbf{u}+\mathbf{h})-I(\mathbf{u})=\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})]^{2} d \mathbf{x} \\
&+2 \int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})][\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x}
\end{aligned}
$$

For any $\eta>0$, let $g^{(\eta)}$ be a smooth, compactly supported function such that

$$
\left\|g^{(\eta)}-[\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})-\varepsilon]\right\|_{L^{2}(\Omega)}<\eta \quad \text { and } \quad\left|\left|g^{(\eta)}\right|_{\mathrm{TV}(\Omega)}-|\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})-\varepsilon|_{\mathrm{TV}(\Omega)}\right|<\eta ;
$$

see [5].
Now, we write

$$
\begin{gathered}
\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})][\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x}=\int_{\Omega} g^{\eta}(\mathbf{x})[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x} \\
+\int_{\Omega}\left[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})-g^{\eta}(\mathbf{x})\right][\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x}
\end{gathered}
$$

Let $\tau_{\mathbf{h}}$ be the translation operator. Then, $\tau_{\mathbf{h}}$ satisfies, for any $\mathbf{h} \in \mathcal{C}^{1}(\Omega)^{d}$,

$$
\begin{equation*}
\left\|\tau_{\mathbf{h}}[f]-f\right\|_{p} \leq C(f)\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}, \quad \forall f \in \operatorname{SBV}^{p}(\Omega) \tag{3.3.12}
\end{equation*}
$$

Using Cauchy-Schwartz' inequality, we get

$$
\begin{equation*}
\left|\int_{\Omega}\left[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})-g^{\eta}(\mathbf{x})\right][\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x}\right| \leq C \eta\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}} \tag{3.3.13}
\end{equation*}
$$

where $C$ is a constant depending on $\tilde{\varepsilon}, \mathbf{u}$, and $\Omega$.
We know that for a certain function $\rho$ such that $\rho(s) \rightarrow 0$ when $s \rightarrow 0$ :

$$
\begin{equation*}
\left|\int_{\Omega} g^{\eta}(\mathbf{x})[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})] d \mathbf{x}-\int_{\Omega} g^{\eta}(\mathbf{x}) \mathbf{h}(\mathbf{x}) \cdot D(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})) d \mathbf{x}\right| \leq\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}} \rho\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right) \tag{3.3.14}
\end{equation*}
$$

Now, we have the following estimate:

$$
\begin{equation*}
\left|\int_{\Omega} g^{\eta}(\mathbf{x}) \mathbf{h}(\mathbf{x}) \cdot D(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})) d \mathbf{x}-\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})] \mathbf{h}(\mathbf{x}) \cdot D(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})) d \mathbf{x}\right| \leq C^{\prime} \eta\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}} . \tag{3.3.15}
\end{equation*}
$$

Indeed, since $\tilde{\varepsilon} \in \mathcal{C}_{S}^{k, \alpha}(\bar{\Omega}) \subset \operatorname{SBV}(\Omega), \tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u}) \in \operatorname{SBV}(\Omega)$ and we can write the following decomposition of $D(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u}))$ into a continuous part and a jump part on a
rectifiable surface $S$ :

$$
D(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u}))=\nabla(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})) \mathcal{H}^{d}+[\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})] \boldsymbol{\nu}_{S} \mathcal{H}_{S}^{d-1},
$$

we have that

$$
\left|\int_{\Omega}\left[g^{\eta}(\mathbf{x})-[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})]\right] \mathbf{h}(\mathbf{x}) \cdot \nabla(\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u}))(\mathbf{x}) d \mathbf{x}\right| \leq C_{1} \eta\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}
$$

For the jump part, since $S$ is a rectifiable surface and the function $f^{\eta}=g^{\eta}-[\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})-\varepsilon]$ is piecewise continuous, it is possible to define a trace $\left.f^{\eta}\right|_{S}$ on the surface $S$ satisfying

$$
\left\|\left.f^{\eta}\right|_{S}\right\|_{L^{1}(S)} \leq C_{2}\left\|f^{\eta}\right\|_{L^{1}(\Omega)}
$$

for some positive constant $C_{2}$ depending only on $S$ and $\Omega$. Then we get

$$
\left|\int_{S} f^{\eta} \mathbf{h}(\mathbf{x}) \cdot[\tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})] \boldsymbol{\nu}_{S} \mathcal{H}_{S}^{d-1}\right| \leq C_{3} \eta\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}
$$

for some positive constant $C_{3}$ independent of $\eta$ and $\mathbf{h}$.
Now, the last term $\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})]^{2}$ can be handled using Lemma 3.3.8. Doing so, we obtain

$$
\begin{equation*}
\int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u}+\mathbf{h})-\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})]^{2}=\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})|\mathbf{h} \cdot \boldsymbol{\nu}| \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u})+o\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right) . \tag{3.3.16}
\end{equation*}
$$

Combining (3.3.13), (3.3.14), (3.3.15), and (3.3.16), we get that for every $\eta>0$,

$$
\begin{array}{r}
\left|I(\mathbf{u}+\mathbf{h})-I(\mathbf{u})-2 \int_{\Omega}[\tilde{\varepsilon}(\mathbf{x}+\mathbf{u})-\varepsilon(\mathbf{x})] \mathbf{h}(\mathbf{x}) \cdot D \tilde{\varepsilon} \circ(\mathbb{I}+\mathbf{u})(\mathbf{x}) d \mathbf{x}-\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})\right| \mathbf{h} \cdot \boldsymbol{\nu}\left|\delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}\right| \\
\leq C_{4}\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\left(\rho\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right)+\eta\right)
\end{array}
$$

for some positive constant $C_{4}$ independent of $\mathbf{h}$ and $\eta$.
Finally, it follows that

$$
I(\mathbf{u}+\mathbf{h})-I(\mathbf{u})=(\boldsymbol{\xi}, \mathbf{h})+\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})|\mathbf{h} \cdot \boldsymbol{\nu}| \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}+o\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right)
$$

where $\boldsymbol{\xi}$ is defined by (3.3.9). Hence, either $\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})|\mathbf{h} \cdot \boldsymbol{\nu}| \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}$ is of order of $\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}$ and we get

$$
I(\mathbf{u}+\mathbf{h})-I(\mathbf{u}) \geq(\boldsymbol{\xi}, \mathbf{h})
$$

for $\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}$ small enough or $\int_{\Omega} \tilde{\varepsilon}_{2}^{2}(\mathbf{x}+\mathbf{u})|\mathbf{h} \cdot \boldsymbol{\nu}| \delta_{\partial \tilde{\Omega}_{2}}(\mathbf{x}+\mathbf{u}) d \mathbf{x}=o\left(\|\mathbf{h}\|_{\mathcal{C}^{1}(\Omega)^{d}}\right)$ and in this case, $I$ is Fréchet differentiable and $\boldsymbol{\xi}$ is its Fréchet derivative. The proof of Proposition 3.3.5 is then complete.

Remark 3.3.9. The minimization of the functional I gives a reconstruction of $\mathbf{u}^{*}$ on a subdomain $\Omega \subset \Omega_{0}$. In practical conditions, since $\mathbf{u}^{*}$ is small $\Omega$ is almost the whole domain $\Omega_{0}$. The values of $\mathbf{u}^{*}$ on the boundary are known and, since $\mathbf{u}^{*}$ is of class $\mathcal{C}^{1}$, it is possible to deduce the values of $\mathbf{u}^{*}$ on $\Omega_{0} \backslash \Omega$ by interpolation.

### 3.4 Reconstruction of the shear modulus

The problem is now to recover the function $\mu$ the reconstructed internal data $\mathbf{u}$. For doing so, we use the method described in [10]. We introduce the operator $\mathcal{F}$

$$
\mathbf{u}=\mathcal{F}[\mu]=\left\{\begin{aligned}
\nabla \cdot\left(\mu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right)\right)+\nabla p=0 & \text { in } \Omega_{0} \\
\nabla \cdot \mathbf{u}=0 & \text { in } \Omega_{0} \\
\mathbf{u}=\mathbf{f} & \text { on } \partial \Omega_{0}
\end{aligned}\right.
$$

and minimize the function $\mathcal{K}$ given by

$$
\begin{aligned}
\mathcal{C}^{0,1}\left(\overline{\Omega_{0}}\right) & \longrightarrow \mathbb{R} \\
\mu & \longmapsto \mathcal{K}[\mu]=\int_{\Omega}|\mathcal{F}[\mu]-\mathbf{u}|^{2} d \mathbf{x} .
\end{aligned}
$$

According to [10], $\mathcal{K}$ is Fréchet differentiable and its gradient can be explicitly computed. Let $\mathbf{v}$ be the solution of

$$
\left\{\begin{aligned}
\nabla \cdot\left(\mu\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{T}\right)\right)+\nabla q=(\mathcal{F}[\mu]-\mathbf{u}) & \text { in } \Omega_{0} \\
\nabla \cdot \mathbf{v}=0 & \text { in } \Omega_{0} \\
\mathbf{v}=0 & \text { on } \partial \Omega_{0}
\end{aligned}\right.
$$

Then,

$$
\nabla \mathcal{K}(\mu)[h]=\int_{\Omega_{0}} h\left(\nabla \mathbf{v}+\nabla \mathbf{v}^{T}\right):\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{T}\right) d \mathbf{x}
$$

A gradient descent method can be applied in order to reconstruct $\mu$ from $\mathbf{u}$. We refer to [10] for more details.

### 3.5 Numerical experiments

We take $\Omega=[0,1]^{2}$ and discretize it on a $300 \times 300$ grid, and generate a random Gaussian process to model the optical image $\varepsilon$ of the medium as shown in Figure 3.5.1. Given a shear modulus $\mu$ map on $\Omega$; see Figure 3.5.5 (left), we solve (3.1.1) on $\Omega$ via a finite element method compute the displacement field $\mathbf{u}$. We then compute the displaced optical image $\varepsilon_{u}$ by using a spline interpolation approach and proceed to recover the shear modulus from the data $\varepsilon$ and $\varepsilon_{u}$ on the grid by the method described in the paper.

Using (3.3.5), we first compute the initial guess $\mathbf{u}_{\delta}$ for the displacement field as the least-square solution to minimization of $J_{\mathbf{x}}$. Figure 3.5.2 shows the kernel $w_{\delta}$ used to compute $\mathbf{u}_{\delta}$. As one can see $\delta$ needs to be large enough so the matrix $w_{\delta} \star\left(\nabla \varepsilon \nabla \varepsilon^{T}\right)$ is invertible at each point $\mathbf{x}$, which is basically saying that $\delta$ must be bigger than the correlation length of $\varepsilon$. Figure 3.5 .3 shows the conditioning of the matrix $w_{\delta} \star\left(\nabla \varepsilon \nabla \varepsilon^{T}\right)$. Figure 3.5.4 shows the true displacement $\mathbf{u}^{*}$, the result of the first order approximation (i.e., the initial guess) $\mathbf{u}_{\delta}$ and then the result of the optimization process using a gradient descent method to minimize the discrepancy functional $I$.

Once the displacement inside the domain is reconstructed, we can recover the shear modulus $\mu$, as shown in Figure 3.5.5. We reconstruct $\mu$ by minimizing the functional $\mathcal{K}$ and using a gradient descent-type method. Note that gradient of $\mathcal{K}$ is computed with the adjoint state method, described previously. As it can be seen in Figure 3.5.5, the reconstruction is very accurate but not so perfect on the boundaries of $\Omega$, which is due to the poor estimation of $\mathbf{u}$ on $\partial \Omega$.

### 3.6 Concluding remarks

In this chapter, we developed a novel algorithm which gives access not only to stiffness quantitative information of biological tissues but also opens the way to other contrasts such as mechanical anisotropy. In the heart, the muscle fibers have anisotropic mechanical properties. It would be very interesting to detect a change in fiber orientation using OCT elastographic tomography. The implementation of the gradient descent algorithm in the case where $\varepsilon$ is not continuous is very challenging and requires some extra work.


Figure 3.5.1 Optical image $\varepsilon$ of the medium.


Figure 3.5.2 Averaging kernel $w_{\delta}$.


Figure 3.5.3 Conditioning of the matrix $w_{\delta} \star \nabla \varepsilon \nabla \varepsilon^{T}$.


Figure 3.5.4 Displacement field and its reconstruction.


Figure 3.5.5 Shear modulus reconstruction
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### 4.1 Introduction

In this chapter we deal with surface plasmon resonances of small nanoparticles. Localized surface plasmons are charge density oscillations confined to metallic nanoparticles. Excitation of localized surface plasmons by an electromagnetic field at an incident wavelength where resonance occurs results in a strong light scattering and an enhancement
of the local electromagnetic fields. Recently, the localized surface plasmon resonances of nanoparticles have received considerable attention for their application in biomedicine. They have enabled applications including sensing of cancer cells and their photothermal ablation. Plasmon resonant nanoparticles such as gold nanoparticles offer, in addition to their enhanced scattering and absorption, biocompatibility making them not only suitable for use as a contrast agent but also in therapeutic applications [76].

According to the quasi-static approximation for small particles, the surface plasmon resonance peak occurs when the particle's polarizability is maximized. Recently, it has been shown that plasmon resonances in nanoparticles can be treated as an eigenvalue problem for the Neumann-Poincaré operator, which leads to direct calculation of resonance values of permittivity and optimal design of nanoparticles that resonate at specified frequencies [13, 66, 97]. Classically, the frequency-dependent permittivity of metallic nanoparticles can be described by a Drude model which determines the material's dielectric and magnetic responses by considering the motion of the free electrons against a background of positive ion cores.

In this chapter, we provide a rigorous mathematical framework for localized surface plasmon resonances. We consider the full Maxwell equations. Using layer potential techniques, we derive the quasi-static limits of the electromagnetic fields in the presence of nanoparticles. We prove that the quasi-static limits are uniformly valid with respect to the nanoparticle's bulk electron relaxation rate. Note that uniform validity with respect to the contrast was proved in [111] in the context of small volume expansions for the conductivity problem. Then, we discuss the scattering and absorption enhancements by plasmon resonant nanoparticles. The nanoscale light concentration and near-field enhancement available to resonant metallic nanoparticles have been a driving force in nanoplasmonics. We first consider a single nanoparticle. Then we extend our approach to multiple nanoparticles. We study the influence of local environment on the nearfield behavior of resonant nanoparticles. We simulate the localized surface plasmonic resonances associated to multiple particles in terms of their separation distance.

The chapter is organized as follows. In section 4.2, we introduce localized plasmonic resonances as the eigenvalues of the Neumann-Poincaré operator associated with the nanoparticle. In section 4.3 we describe a general model for the permittivity and permeability of nanoparticles as functions of the frequency. In section 4.4, we recall useful results on layer potential techniques for Maxwell's equations. Section 4.5 is devoted to the derivation of the uniform asymptotic expansions. We rigorously justify the quasi-static approximation for surface plasmon resonances. Our main results are
stated in Theorems 4.5.9 and 4.5.10. In section 4.6 we illustrate the validity of our results by a variety of numerical simulations. The chapter ends with a short discussion.

### 4.2 Plasmonic resonances

We first introduce the Neumann-Poincaré operator of an open connected domain $D$ with $\mathcal{C}^{1, \eta}$ boundary in $\mathbb{R}^{d}(d=2,3)$ for some $0<\eta<1$. Given such a domain $D$, we consider the following Neumann problem,

$$
\begin{equation*}
\Delta u=0 \quad \text { in } \quad D ; \quad \frac{\partial u}{\partial \nu}=g \quad \text { on } \quad \partial D, \quad \int_{\partial D} u d \sigma=0 \tag{4.2.1}
\end{equation*}
$$

where $g \in L_{0}^{2}(\partial D)$ with $L_{0}^{2}(\partial D)$ being the set of functions in $L^{2}(\partial D)$ with zero meanvalue. In (4.2.1), $\partial / \partial \nu$ denotes the normal derivative. We note that the Neumann problem (4.2.1) can be rewritten as a boundary integral equation with the help of the single-layer potential. Given a density function $\varphi \in L^{2}(\partial D)$, the single-layer potential, $\mathcal{S}_{D}[\varphi]$, can be defined as follows,

$$
\begin{equation*}
\mathcal{S}_{D}[\varphi](x):=\int_{\partial D} \Gamma(x-y) \varphi(y) d \sigma(y) \tag{4.2.2}
\end{equation*}
$$

for $x \in \mathbb{R}^{d}$, where $\Gamma$ is the fundamental solution of the Laplacian in $\mathbb{R}^{d}$ :

$$
\Gamma(x-y)= \begin{cases}-\frac{1}{2 \pi} \log |x-y| & \text { if } d=2  \tag{4.2.3}\\ \frac{1}{(2-d) \omega_{d}}|x-y|^{2-d} & \text { if } d>2\end{cases}
$$

where $\omega_{d}$ denotes the surface area of the unit sphere in $\mathbb{R}^{d}$. It is well-known that the single-layer potential satisfies the following jump condition on $\partial D$ :

$$
\begin{equation*}
\frac{\partial}{\partial \nu}\left(\mathcal{S}_{D}[\varphi]\right)^{ \pm}=\left( \pm \frac{1}{2} I+\mathcal{K}_{D}^{*}\right)[\varphi], \tag{4.2.4}
\end{equation*}
$$

where the superscripts $\pm$ indicate the limits from outside and inside $D$ respectively, and $\mathcal{K}_{D}^{*}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)$ is the Neumann-Poincaré operator defined by

$$
\begin{equation*}
\mathcal{K}_{D}^{*}[\varphi](x):=\frac{1}{\omega_{d}} \int_{\partial D} \frac{(x-y) \cdot \nu(x)}{|x-y|^{d}} \varphi(y) d \sigma(y), \tag{4.2.5}
\end{equation*}
$$

with $\nu(x)$ being the outward normal at $x \in \partial D$. We note that $\mathcal{K}_{D}^{*}$ maps $L_{0}^{2}(\partial D)$ onto itself.

With these notions, the Neumann problem (4.2.1) can then be formulated as

$$
\begin{equation*}
g=\frac{\partial}{\partial \nu}\left(\mathcal{S}_{D}[\varphi]\right)^{-}=\left(-\frac{1}{2} I+\mathcal{K}_{D}^{*}\right)[\varphi] . \tag{4.2.6}
\end{equation*}
$$

Therefore, the solution to the Neumann problem (4.2.1) can be reformulated as a solution to the boundary integral equation with the Neumann-Poincaré operator $\mathcal{K}_{D}^{*}$.

The operator $\mathcal{K}_{D}^{*}$ arises not only in solving the Neumann problem for the Laplacian but also for representing the solution to the transmission problem as described below.

Consider an open connected domain $D$ with $\mathcal{C}^{2}$ boundary in $\mathbb{R}^{d}$. Given a harmonic function $u_{0}$ in $\mathbb{R}^{d}$, we consider the following transmission problem in $\mathbb{R}^{d}$ :

$$
\begin{cases}\nabla \cdot\left(\varepsilon_{D} \nabla u\right)=0 & \text { in } \mathbb{R}^{d}  \tag{4.2.7}\\ u-u_{0}=O\left(|x|^{1-d}\right) & \text { as }|x| \rightarrow \infty\end{cases}
$$

where $\varepsilon_{D}=\varepsilon_{c} \chi(D)+\varepsilon_{m} \chi\left(\mathbb{R}^{d} \backslash \bar{D}\right)$ with $\varepsilon_{c}, \varepsilon_{m}$ being two positive constants, and $\chi(\Omega)$ is the characteristic function of the domain $\Omega=D$ or $\mathbb{R}^{d} \backslash \bar{D}$. With the help of the single-layer potential, we can rewrite the perturbation $u-u_{0}$, which is due to the inclusion $D$, as

$$
\begin{equation*}
u-u_{0}=\mathcal{S}_{D}[\varphi] \tag{4.2.8}
\end{equation*}
$$

where $\varphi \in L^{2}(\partial D)$ is an unknown density, and $\mathcal{S}_{D}[\varphi]$ is the refraction part of the potential in the presence of the inclusion. The transmission problem (4.2.7) can be rewritten as

$$
\begin{cases}\Delta u=0 & \text { in } D \cup\left(\mathbb{R}^{d} \backslash \bar{D}\right)  \tag{4.2.9}\\ u^{+}=u^{-} & \text {on } \partial D \\ \varepsilon_{c} \frac{\partial u^{+}}{\partial \nu}=\varepsilon_{m} \frac{\partial u^{-}}{\partial \nu} & \text { on } \partial D \\ u-u_{0}=O\left(|x|^{1-d}\right) & \text { as }|x| \rightarrow \infty\end{cases}
$$

With the help of the jump condition (4.2.4), solving the above system (4.2.9) can be regarded as solving the density function $\varphi \in L^{2}(\partial D)$ of the following integral equation

$$
\begin{equation*}
\frac{\partial u_{0}}{\partial \nu}=\left(\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{c}-\varepsilon_{m}\right)} I-\mathcal{K}_{D}^{*}\right)[\varphi] . \tag{4.2.10}
\end{equation*}
$$

With the harmonic property of $u_{0}$, we can write

$$
\begin{equation*}
u_{0}(x)=\sum_{\alpha \in \mathbb{N}^{d}} \frac{1}{\alpha!} \partial^{\alpha} u_{0}(0) x^{\alpha} \tag{4.2.11}
\end{equation*}
$$

with $\alpha=\left(\alpha_{1}, \ldots, \alpha_{d}\right) \in \mathbb{N}^{d}, \partial_{\alpha}=\partial_{1}^{\alpha_{1}} \ldots \partial_{d}^{\alpha_{d}}$ and $\alpha!=\alpha_{1}!\ldots \alpha_{d}!$.
Consider $\varphi^{\alpha}$ as the solution of the Neumann-Poincaré operator:

$$
\begin{equation*}
\frac{\partial x^{\alpha}}{\partial \nu}=\left(\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{c}-\varepsilon_{m}\right)} I-\mathcal{K}_{D}^{*}\right)\left[\varphi^{\alpha}\right] \tag{4.2.12}
\end{equation*}
$$

The invertibilities of the operator $\left(\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{c}-\varepsilon_{m}\right)} I-\mathcal{K}_{D}^{*}\right)$ from $L^{2}(\partial D)$ onto $L^{2}(\partial D)$ and from $L_{0}^{2}(\partial D)$ onto $L_{0}^{2}(\partial D)$ are proved, for example, in [27, 79], provided that $\left|\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{c}-\varepsilon_{m}\right)}\right|>1 / 2$. We can substitute (4.2.11) and (4.2.12) back into (4.2.8) to get

$$
\begin{equation*}
u-u_{0}=\sum_{|\alpha| \geq 1} \frac{1}{\alpha!} \partial^{\alpha} u_{0}(0) \mathcal{S}_{D}\left[\varphi^{\alpha}\right]=\sum_{|\alpha| \geq 1} \frac{1}{\alpha!} \partial^{\alpha} u_{0}(0) \int_{\partial D} \Gamma(x-y) \varphi^{\alpha}(y) d \sigma(y) . \tag{4.2.13}
\end{equation*}
$$

Using the Taylor expansion,

$$
\begin{equation*}
\Gamma(x-y)=\Gamma(x)-y \cdot \nabla \Gamma(x)+O\left(\frac{1}{|x|^{d}}\right) \tag{4.2.14}
\end{equation*}
$$

which holds for all $x$ such that $|x| \rightarrow \infty$ while $y$ is bounded [27], we get the following result by substituting (4.2.14) into (4.2.13) that

$$
\begin{equation*}
\left(u-u_{0}\right)(x)=\nabla u_{0}(0) \cdot M(\lambda, D) \nabla \Gamma(x)+O\left(\frac{1}{|x|^{d}}\right) \quad \text { as } \quad|x| \rightarrow \infty \tag{4.2.15}
\end{equation*}
$$

where $M=\left(m_{i j}\right)_{i, j=1}^{d}$ is the polarization tensor associated with the domain $D$ and the contrast $\lambda$ defined by

$$
\begin{equation*}
m_{i j}(\lambda, D):=\int_{\partial D} y_{i}\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left[\nu_{j}\right](y) d \sigma(y), \tag{4.2.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\lambda:=\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{c}-\varepsilon_{m}\right)} \tag{4.2.17}
\end{equation*}
$$

and $\nu_{j}$ being the $j$-th component of $\nu$. Here we have used in (4.2.15) the fact that $\int_{\partial D} \nu d \sigma=0$.

Typically the constants $\varepsilon_{c}$ and $\varepsilon_{m}$ are positive in order to make the system (4.2.9) physical. This corresponds to the situation with $|\lambda|>\frac{1}{2}$.

However, recent advances in nanotechnology make it possible to produce noble metal nanoparticles with negative permittivities at optical frequencies [76, 121]. Therefore, it is possible that for some frequencies, $\lambda$ actually belongs to the spectrum of $\mathcal{K}_{D}^{*}$.

If this happens, the following integral equation

$$
\begin{equation*}
0=\left(\lambda I-\mathcal{K}_{D}^{*}\right)[\varphi] \quad \text { on } \partial D \tag{4.2.18}
\end{equation*}
$$

has non-trivial solutions $\varphi \in L^{2}(\partial D)$ and the nanoparticle resonates at those frequencies.

Therefore, we have to investigate the mapping properties of the Neumann-Poincaré operator. Assume that $\partial D$ is of class $\mathcal{C}^{1, \eta}, 0<\eta<1$. It is known that the operator $\mathcal{K}_{D}^{*}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)$ is compact [79], and its spectrum is discrete and accumulates at zero. All the eigenvalues are real and bounded by $1 / 2$. Moreover, $1 / 2$ is always an eigenvalue and its associated eigenspace is of dimension one, which is nothing else but the kernel of the single-layer potential $\mathcal{S}_{D}$. In two dimensions, it can be proved that if $\lambda_{i} \neq 1 / 2$ is an eigenvalue of $\mathcal{K}_{D}^{*}$, then $-\lambda_{i}$ is an eigenvalue as well. This property is known as the twin spectrum property; see [96]. The Fredholm eigenvalues are the eigenvalues of $\mathcal{K}_{D}^{*}$. It is easy to see, from the properties of $\mathcal{K}_{D}^{*}$, that they are invariant with respect to rigid motions and scaling. They can be explicitly computed for ellipses and spheres. If $a$ and $b$ denote the semi-axis lengths of an ellipse then it can be shown that $\pm((a-b) /(a+b))^{i}$ are its Fredholm eigenvalues [80]. For the sphere, they are given by $1 /(2(2 i+1))$; see [78]. It is worth noticing that the convergence to zero of Fredholm eigenvalues is exponential for ellipses while it is algebraic for spheres.

Equation (4.2.18) corresponds to the case when plasmonic resonance occurs in $D$; see [66]. Given negative values of $\varepsilon_{c}$, the problem of designing a shape with prescribed plasmonic resonances is of great interest [13].

Finally, we briefly investigate the eigenvalue of the Neumann-Poincaré operator of multiple particles. Let $D_{1}$ and $D_{2}$ be two smooth bounded domains such that the distance $\operatorname{dist}\left(D_{1}, D_{2}\right)$ between $D_{1}$ and $D_{2}$ is positive. Let $\nu^{(1)}$ and $\nu^{(2)}$ denote the outward normal vectors at $\partial D_{1}$ and $\partial D_{2}$, respectively.

The Neumann-Poincaré operator $\mathbb{K}_{D_{1} \cup D_{2}}^{*}$ associated with $D_{1} \cup D_{2}$ is given by [14]

$$
\mathbb{K}_{D_{1} \cup D_{2}}^{*}:=\left(\begin{array}{cc}
\mathcal{K}_{D_{1}}^{*} & \frac{\partial}{\partial \nu^{(1)}} \mathcal{S}_{D_{2}}  \tag{4.2.19}\\
\frac{\partial}{\partial \nu^{(2)}} \mathcal{S}_{D_{1}} & \mathcal{K}_{D_{2}}^{*}
\end{array}\right)
$$

In section 4.6 we will be interested in how the eigenvalues of $\mathbb{K}_{D_{1} \cup D_{2}}^{*}$ behave numerically as $\operatorname{dist}\left(D_{1}, D_{2}\right) \rightarrow 0$.

### 4.3 Drude's model for the electric permittivity and magnetic permeability

Let $D$ be a simply connected bounded domain in $\mathbb{R}^{d}$ with $\mathcal{C}^{1, \eta}$ boundary for some $0<\eta<1$, and let $\left(\varepsilon_{m}, \mu_{m}\right)$ be the pair of electromagnetic parameters (electric permittivity and magnetic permeability) of $\mathbb{R}^{d} \backslash \bar{D}$ and $\left(\varepsilon_{c}, \mu_{c}\right)$ be that of $D$. We assume that $\varepsilon_{m}$ and $\mu_{m}$ are real positive constants. We have

$$
\varepsilon_{D}=\varepsilon_{m} \chi\left(\mathbb{R}^{d} \backslash \bar{D}\right)+\varepsilon_{c} \chi(D) \quad \text { and } \quad \mu_{D}=\mu_{m} \chi\left(\mathbb{R}^{d} \backslash \bar{D}\right)+\mu_{c} \chi(D)
$$

Suppose that the electric permittivity $\varepsilon_{c}$ and the magnetic permeability $\mu_{c}$ of the nanoparticle are changing with respect to the operating angular frequency $\omega$ while those of the surrounding medium, $\varepsilon_{m}, \mu_{m}$, are independent of $\omega$. Then we can write

$$
\begin{array}{r}
\varepsilon_{c}(\omega)=\varepsilon^{\prime}(\omega)+i \varepsilon^{\prime \prime}(\omega), \\
\mu_{c}(\omega)=\mu^{\prime}(\omega)+i \mu^{\prime \prime}(\omega) . \tag{4.3.1}
\end{array}
$$

Because of causality, the real and imaginary parts of $\varepsilon_{c}$ and $\mu_{c}$ obey the following Kramer-Kronig relations:

$$
\begin{align*}
& \varepsilon^{\prime}(\omega)=-\frac{1}{\pi} \text { p.v. } \int_{-\infty}^{+\infty} \frac{1}{\omega-s} \varepsilon^{\prime \prime}(s) d s \\
& \varepsilon^{\prime \prime}(\omega)=\frac{1}{\pi} \text { p.v. } \int_{-\infty}^{+\infty} \frac{1}{\omega-s} \varepsilon^{\prime}(s) d s \\
& \mu^{\prime \prime}(\omega)=-\frac{1}{\pi} \text { p.v. } \int_{-\infty}^{+\infty} \frac{1}{\omega-s} \mu^{\prime}(s) d s  \tag{4.3.2}\\
& \mu^{\prime}(\omega)=\frac{1}{\pi} \text { p.v. } \int_{-\infty}^{+\infty} \frac{1}{\omega-s} \mu^{\prime \prime}(s) d s
\end{align*}
$$

where p.v. denotes the principle value.
In the sequel, we set $k_{c}=\omega \sqrt{\varepsilon_{c} \mu_{c}}$ and $k_{m}=\omega \sqrt{\varepsilon_{m} \mu_{m}}$ and denote by

$$
\begin{equation*}
\lambda_{\varepsilon}(\omega)=\frac{\varepsilon_{c}(\omega)+\varepsilon_{m}}{2\left(\varepsilon_{c}(\omega)-\varepsilon_{m}\right)}, \quad \lambda_{\mu}(\omega)=\frac{\mu_{c}(\omega)+\mu_{m}}{2\left(\mu_{c}(\omega)-\mu_{m}\right)} . \tag{4.3.3}
\end{equation*}
$$

We have

$$
\lambda_{\varepsilon}(\omega)=\frac{\left(\varepsilon^{\prime}(\omega)\right)^{2}-\varepsilon_{m}^{2}+\left(\varepsilon^{\prime \prime}(\omega)\right)^{2}}{2\left(\left(\varepsilon^{\prime}(\omega)-\varepsilon_{m}\right)^{2}+\left(\varepsilon^{\prime \prime}(\omega)\right)^{2}\right.}-i \frac{\varepsilon^{\prime}(\omega) \varepsilon^{\prime \prime}(\omega)}{2\left(\left(\varepsilon^{\prime}(\omega)-\varepsilon_{m}\right)^{2}+\left(\varepsilon^{\prime \prime}(\omega)\right)^{2}\right.} .
$$

A similar formula holds for $\lambda_{\mu}(\omega)$.

The electric permittivity $\varepsilon_{c}(\omega)$ and the magnetic permeability $\mu_{c}(\omega)$ can be described by the Drude model ; see, for instance, [121]. We have

$$
\varepsilon_{c}(\omega)=\varepsilon_{0}\left(1-\frac{\omega_{p}^{2}}{\omega\left(\omega+i \tau^{-1}\right)}\right) \quad \text { and } \quad \mu_{c}(\omega)=\mu_{0}\left(1-F \frac{\omega^{2}}{\omega^{2}-\omega_{0}^{2}+i \tau^{-1} \omega}\right)
$$

or equivalently,

$$
\begin{aligned}
& \varepsilon^{\prime}(\omega)=\varepsilon_{0} \frac{\omega^{2}+\tau^{-2}-\omega_{p}^{2}}{\omega^{2}+\tau^{-2}}, \quad \varepsilon^{\prime \prime}(\omega)=\varepsilon_{0} \frac{\omega_{p}^{2} \tau^{-1}}{\omega\left(\omega^{2}+\tau^{-2}\right)}, \\
& \mu^{\prime}(\omega)=\frac{\mu_{0}\left(\tau^{-2} \omega^{2}+\left(\omega^{2}-\omega_{0}^{2}\right)\left((1-F) \omega^{2}-\omega_{0}^{2}\right)\right.}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+\tau^{-2} \omega^{2}}, \quad \mu^{\prime \prime}(\omega)=\frac{\mu_{0} F \tau^{-1} \omega}{\left(\omega^{2}-\omega_{0}^{2}\right)^{2}+\tau^{-2} \omega^{2}},
\end{aligned}
$$

where $\omega_{p}$ is the plasma frequency of the bulk material, $\tau>0$ is the nanoparticle's bulk electron relaxation rate ( $\tau^{-1}$ is the damping coefficient), $F$ is a filling factor, and $\omega_{0}$ is a localized plasmon resonant frequency.

When

$$
\omega^{2}+\tau^{-2}<\omega_{p}^{2} \quad \text { and }(1-F)\left(\omega^{2}-\omega_{0}^{2}\right)^{2}-F \omega_{0}^{2}\left(\omega^{2}-\omega_{0}^{2}\right)+\tau^{-2} \omega^{2}<0
$$

the real parts of $\varepsilon(\omega)$ and $\mu(\omega)$ are negative. Typical values are

- $\tau=10^{-14} s ;$
- $\omega=10^{15} \mathrm{~Hz}$;
- $\varepsilon_{0}=9 \cdot 10^{-12} F m^{-1} ; \varepsilon_{m}=(1.33)^{2} \varepsilon_{0}$;
- $\omega_{p}=2 \cdot 10^{15} s^{-1}$ for a gold nanoparticle;

Using these values we find that $\lambda_{\varepsilon} \approx 0.495-0.005$.
It is interesting to have an idea on the size of $\Im m\left(\lambda_{\varepsilon}\right)\left(\right.$ resp. $\left.\Im m\left(\lambda_{\mu}\right)\right)$ since it will be a lower bound for the $\operatorname{distance} \operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\mathcal{K}_{D}^{*}\right)\right)\left(\right.$ resp. $\left.\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\mathcal{K}_{D}^{*}\right)\right)\right)$ between $\lambda_{\varepsilon}$ (resp. $\lambda_{\mu}$ ) and the spectrum of the Neumann-Poincaré operator $\mathcal{K}_{D}^{*}$.

Finally, we define dielectric and magnetic plasmonic resonances. We say that $\omega$ is a dielectric plasmonic resonance if the real part of $\lambda_{\varepsilon}$ is an eigenvalue of $\mathcal{K}_{D}^{*}$. Analogously, we say that $\omega$ is a magnetic plasmonic resonance if the real part of $\lambda_{\mu}$ is an eigenvalue of $\mathcal{K}_{D}^{*}$. Note that if $\omega$ is a dielectric (resp. magnetic) plasmonic resonance, then the polarization tensor $M\left(\lambda_{\varepsilon}(\omega), D\right)$ defined by (4.2.16) (resp. $M\left(\lambda_{\mu}(\omega), D\right)$ ) blows up.

In the case of two particles $D_{1}$ and $D_{2}$ with the same electromagnetic parameters, $\varepsilon_{c}(\omega)$ and $\mu_{c}(\omega)$, we say that $\omega$ is a dielectric (resp. magnetic) plasmonic resonance, if
the real part of $\lambda_{\varepsilon}$ is an eigenvalue of $\mathbb{K}_{D_{1} \cup D_{2}}^{*}$. Analogously, we say that that $\omega$ is a magnetic plasmonic resonance if the real part of $\lambda_{\mu}$ is an eigenvalue of $\mathbb{K}_{D_{1} \cup D_{2}}^{*}$.

Let the polarization tensor $M\left(\lambda, D_{1} \cup D_{2}\right)=\left(m_{i j}\right)_{i, j=1}^{d}$ be defined by

$$
\begin{align*}
m_{i j}\left(\lambda, D_{1} \cup D_{2}\right):= & \int_{\partial D_{1}} y_{i}\left[\left(\lambda I-\mathbb{K}_{D}^{*}\right)^{-1}\left[\begin{array}{c}
\nu_{j}^{(1)} \\
\nu_{j}^{(2)}
\end{array}\right](y)\right]_{1} d \sigma(y) \\
& +\int_{\partial D_{2}} y_{i}\left[\left(\lambda I-\mathbb{K}_{D}^{*}\right)^{-1}\left[\begin{array}{c}
\nu_{j}^{(1)} \\
\nu_{j}^{(2)}
\end{array}\right](y)\right]_{2} d \sigma(y), \tag{4.3.4}
\end{align*}
$$

where $\nu^{(l)}=\left(\nu_{1}^{(l)}, \ldots, \nu_{d}^{(l)}\right), l=1,2$, and []$_{l^{\prime}}$ denotes the $l^{\prime}$ th component. As for single particles, $M\left(\lambda(\omega), D_{1} \cup D_{2}\right)=\left(m_{i j}\right)_{i, j=1}^{d}$ blows up for $\lambda(\omega)$ such that $\omega$ is a dielectric or magnetic plasmonic resonance.

### 4.4 Boundary integral operators

We start by recalling some well-known properties about boundary integral operators and proving a few technical lemmas that will be used in section 4.5 for deriving the asymptotic expansions of the electric and magnetic fields in the presence of nanoparticles. As will be shown in section 4.6, the plasmonic resonances for multiple identical particles are shifted from those of the single particle as the separating distance between the particles becomes comparable to their size.

### 4.4.1 Definitions

We first review commonly used function spaces. Let $\nabla_{\partial D}$ denote the surface divergence. Denote by $L_{T}^{2}(\partial D):=\left\{\boldsymbol{\phi} \in L^{2}(\partial D)^{3}, \boldsymbol{\nu} \cdot \boldsymbol{\phi}=0\right\}$. Let $H^{s}(\partial D)$ be the usual Sobolev space of order $s$ on $\partial D$. We also introduce the function spaces

$$
\begin{aligned}
\mathrm{TH}(\operatorname{div}, \partial D): & =\left\{\phi \in L_{T}^{2}(\partial D): \nabla_{\partial D} \cdot \phi \in L^{2}(\partial D)\right\}, \\
\mathrm{TH}(\operatorname{curl}, \partial D): & =\left\{\phi \in L_{T}^{2}(\partial D): \nabla_{\partial D} \cdot(\phi \times \nu) \in L^{2}(\partial D)\right\},
\end{aligned}
$$

equipped with the norms

$$
\begin{aligned}
& \|\phi\|_{\mathrm{TH}(\mathrm{div}, \partial D)}=\|\phi\|_{L^{2}(\partial D)}+\left\|\nabla_{\partial D} \cdot \phi\right\|_{L^{2}(\partial D)}, \\
& \|\phi\|_{\mathrm{TH}(\mathrm{curl}, \partial D)}=\|\phi\|_{L^{2}(\partial D)}+\left\|\nabla_{\partial D} \cdot(\phi \times \nu)\right\|_{L^{2}(\partial D)} .
\end{aligned}
$$

We define the vectorial curl for $\varphi \in H^{1}(\partial D)$ by $\operatorname{curl}_{\partial D} \varphi=-\nu \times \nabla_{\partial D} \varphi$.
The following result from [42] will be useful.
Proposition 4.4.1. The following Helmholtz decomposition holds:

$$
\begin{equation*}
\mathrm{L}_{T}^{2}(\partial D)=\nabla_{\partial D}\left(H^{1}(\partial D)\right) \stackrel{\perp}{\oplus} \operatorname{curl}_{\partial D}\left(H^{1}(\partial D)\right) \tag{4.4.1}
\end{equation*}
$$

Next, we recall that, for $k>0$, the fundamental outgoing solution $\Gamma_{k}$ to the Helmholtz operator $\left(\Delta+k^{2}\right)$ in $\mathbb{R}^{3}$ is given by

$$
\begin{equation*}
\Gamma_{k}(x)=-\frac{e^{i k|x|}}{4 \pi|x|} \tag{4.4.2}
\end{equation*}
$$

For a density $\phi \in \mathrm{TH}($ div, $\partial D)$, we define the vectorial single layer potential associated with the fundamental solution $\Gamma_{k}$ introduced in (4.4.2) by

$$
\begin{equation*}
\mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x):=\int_{\partial D} \Gamma_{k}(x-y) \boldsymbol{\phi}(y) d \sigma(y), \quad x \in \mathbb{R}^{3} . \tag{4.4.3}
\end{equation*}
$$

For a scalar density $\varphi \in L^{2}(\partial D)$, the single layer potential is defined similarly by

$$
\begin{equation*}
\mathcal{S}_{D}^{k}[\varphi](x):=\int_{\partial D} \Gamma_{k}(x-y) \varphi(y) d \sigma(y), \quad x \in \mathbb{R}^{3} . \tag{4.4.4}
\end{equation*}
$$

We will also need the following boundary operators:

$$
\begin{align*}
\mathcal{M}_{D}^{k}: \mathrm{L}_{T}^{2}(\partial D) & \longrightarrow \mathrm{L}_{T}^{2}(\partial D) \\
\boldsymbol{\phi} & \longmapsto \mathcal{M}_{D}^{k}[\boldsymbol{\phi}]=\boldsymbol{\nu}(x) \times \nabla \times \int_{\partial D} \Gamma^{k}(x, y) \boldsymbol{\nu}(y) \times \boldsymbol{\phi}(y) d \sigma(y) \tag{4.4.5}
\end{align*}
$$

$$
\mathcal{N}_{D}^{k}: \mathrm{TH}(\operatorname{curl}, \partial D) \longrightarrow \mathrm{TH}(\operatorname{div}, \partial D)
$$

$$
\begin{equation*}
\boldsymbol{\phi} \longmapsto \mathcal{N}_{D}^{k}[\boldsymbol{\phi}]=2 \boldsymbol{\nu}(x) \times \nabla \times \nabla \times \int_{\partial D} \Gamma^{k}(x, y) \boldsymbol{\nu}(y) \times \boldsymbol{\phi}(y) d \sigma(y), \tag{4.4.6}
\end{equation*}
$$

$$
\begin{align*}
\mathcal{L}_{D}^{k}: \mathrm{TH}(\operatorname{div}, \partial D) & \longrightarrow \mathrm{TH}(\operatorname{div}, \partial D) \\
\boldsymbol{\phi} & \longmapsto \mathcal{L}_{D}^{k}[\boldsymbol{\phi}]=\boldsymbol{\nu}(x) \times k^{2} \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x)+\nabla \mathcal{S}_{D}^{k}\left[\nabla_{\partial D} \cdot \boldsymbol{\phi}\right](x) . \tag{4.4.7}
\end{align*}
$$

In the following, we denote by $\mathcal{A}_{D}, \mathcal{S}_{D}, \mathcal{M}_{D}$, and $\mathcal{N}_{D}$ the operators $\mathcal{A}_{D}^{0}, \mathcal{S}_{D}^{0}, \mathcal{M}_{D}^{0}$, and $\mathcal{N}_{D}^{0}$ corresponding to $k=0$, respectively.

### 4.4.2 Boundary integral identities

Let $\mathcal{K}_{D}$ be the $L^{2}$-adjoint of $\mathcal{K}_{D}^{*}$ defined in (4.2.5). Since $\mathcal{K}_{D}$ and

$$
\mathcal{K}_{D}^{*}: L^{2}(\partial D) \rightarrow L^{2}(\partial D)
$$

are compact, we have $\sigma\left(\mathcal{K}_{D}\right)=\sigma\left(\mathcal{K}_{D}^{*}\right)$.
We start with stating the following jump formula. We refer the reader to Appendix A for its proof.

Proposition 4.4.2. Let $\boldsymbol{\phi} \in L_{T}^{2}(\partial D)$. Then $\mathcal{A}_{D}^{k}[\boldsymbol{\phi}]$ is continuous on $\mathbb{R}^{3}$ and its curl satisfies the following jump formula:

$$
\begin{equation*}
\boldsymbol{\nu} \times \nabla \times\left.\mathcal{A}_{D}^{k}[\boldsymbol{\phi}]\right|_{ \pm}=\mp \frac{\boldsymbol{\phi}}{2}+\mathcal{M}_{D}^{k}[\boldsymbol{\phi}] \quad \text { on } \partial D, \tag{4.4.8}
\end{equation*}
$$

where

$$
\forall x \in \partial D, \quad \boldsymbol{\nu}(x) \times \nabla \times\left.\mathcal{A}_{D}^{k}[\boldsymbol{\phi}]\right|_{ \pm}(x)=\lim _{t \rightarrow 0^{+}} \boldsymbol{\nu}(x) \times \nabla \times \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x \pm t \boldsymbol{\nu}(x))
$$

Next, we prove the following integral identities.
Proposition 4.4.3. We have

$$
\begin{equation*}
\mathcal{M}_{D}^{*}=r \mathcal{M}_{D} r \tag{4.4.9}
\end{equation*}
$$

where $r$ is defined by

$$
\begin{equation*}
r(\phi)=\boldsymbol{\nu} \times \boldsymbol{\phi}, \quad \forall \phi \in L_{T}^{2}(\partial D) . \tag{4.4.10}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\nabla \cdot \mathcal{A}_{D}^{k}[\boldsymbol{\phi}]=\mathcal{S}_{D}^{k}\left[\nabla_{\partial D} \cdot \boldsymbol{\phi}\right] \quad \text { in } \mathbb{R}^{3}, \quad \forall \boldsymbol{\phi} \in T H(\operatorname{div}, \partial D) \tag{4.4.11}
\end{equation*}
$$

$$
\begin{equation*}
\nabla_{\partial D} \cdot \mathcal{M}_{D}^{k}[\boldsymbol{\phi}]=-k^{2} \nu \cdot \mathcal{A}_{D}^{k}[\phi]-\left(\mathcal{K}_{D}^{k}\right)^{*}\left[\nabla_{\partial B} \cdot \boldsymbol{\phi}\right], \quad \forall \phi \in T H(\operatorname{div}, \partial D) . \tag{4.4.12}
\end{equation*}
$$

Furthermore,

$$
\begin{gather*}
\nabla_{\partial D} \cdot \mathcal{M}_{D}[\boldsymbol{\phi}]=-\mathcal{K}_{D}^{*}\left[\nabla_{\partial D} \cdot \boldsymbol{\phi}\right], \quad \forall \phi \in T H(\operatorname{div}, \partial D),  \tag{4.4.13}\\
\mathcal{M}_{D}^{*}\left[\nabla_{\partial D} \phi\right]=-\nabla_{\partial D} \mathcal{K}_{D}[\phi], \tag{4.4.14}
\end{gather*}
$$

and

$$
\begin{equation*}
\mathcal{M}_{D}\left[\operatorname{curl}_{\partial D} \varphi\right]=\operatorname{curl}_{\partial D} \mathcal{K}_{D}[\varphi], \quad \forall \varphi \in H^{1}(\partial D) \tag{4.4.15}
\end{equation*}
$$

Proof. The proof of (4.4.11) can be found in [50]. We give it here for the sake of completeness. If $\phi \in T H$ (div, $\partial D$ ), then

$$
\nabla \cdot \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x)=\int_{\partial D} \nabla_{x} \cdot\left(\Gamma^{k}(x, y) \boldsymbol{\phi}(y)\right) d \sigma(y), \quad x \in \mathbb{R}^{3} \backslash \partial D .
$$

Using the fact that

$$
\nabla_{x} \cdot\left(\Gamma^{k}(x, y) \boldsymbol{\phi}(y)\right)=\boldsymbol{\phi}(y) \nabla_{x} \Gamma^{k}(x, y)=-\boldsymbol{\phi}(y) \nabla_{y} \Gamma^{k}(x, y),
$$

and since

$$
\nabla_{y} \Gamma^{k}(x, y)=\nabla_{\partial D} \Gamma^{k}(x, y)+\frac{\partial \Gamma^{k}}{\partial \nu(y)}(x, y)
$$

we get

$$
\nabla \cdot \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x)=-\int_{\partial D} \boldsymbol{\phi}(y) \cdot \nabla_{\partial D, y} \Gamma^{k}(x, y) d \sigma(y), \quad x \in \mathbb{R}^{3} \backslash \partial D .
$$

Using the fact that $-\nabla_{\partial D}$ is the adjoint of $\nabla_{\partial_{D}}$. we obtain

$$
\nabla \cdot \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x)=\int_{\partial D} \Gamma^{k}(x, y) \nabla_{\partial D} \cdot \boldsymbol{\phi}(y) d \sigma(y), \quad x \in \mathbb{R}^{3} \backslash \partial D
$$

Next, since $\mathcal{S}^{k}\left[\nabla_{\partial D} \boldsymbol{\phi}\right]$ is continuous across $\partial D$, the above relation can be extended to $\mathbb{R}^{3}$ and we get (4.4.11).

Now, in order to prove (4.4.12), we observe that, for any $\phi \in T H(\operatorname{div}, \partial D)$,

$$
\nabla \times \nabla \times \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x)=k^{2} \mathcal{A}_{D}^{k}[\boldsymbol{\phi}](x)+\nabla \mathcal{S}_{D}^{k}\left[\nabla_{\partial D} \cdot \boldsymbol{\phi}\right](x), \quad x \in \mathbb{R}^{3} \backslash \partial D .
$$

Using the jump relations on $\frac{\partial \mathcal{S}_{D}^{k}}{\partial \nu}$ we obtain that

$$
2 \nu \cdot \nabla \times \nabla \times\left.\mathcal{A}_{D}^{k}[\boldsymbol{\phi}]\right|_{ \pm}=k^{2} \nu \cdot \mathcal{A}_{D}^{k}+\left(\mathcal{K}_{D}^{k}\right)^{*}\left[\nabla_{\partial D} \cdot \boldsymbol{\phi}\right] \mp \nabla_{\partial D} \cdot \boldsymbol{\phi} \quad \text { on } \partial D .
$$

Recall from [50, p.169] that if $\mathrm{f} \in \mathcal{C}^{1}\left(\mathbb{R}^{3} \backslash \bar{D}\right) \cap \mathcal{C}^{0}\left(\mathbb{R}^{3} \backslash D\right)$, then $\nabla_{\partial D} \cdot(\nu \times \mathrm{f})=-\nu \cdot(\nabla \times \mathrm{f})$. Using the jump formula for $2 \nu \times \nabla \times\left.\mathcal{A}_{D}^{k}[\boldsymbol{\phi}]\right|_{ \pm}=\mathcal{M}_{D}^{k}[\boldsymbol{\phi}] \pm \boldsymbol{\phi}$, we arrive at (4.4.12). Setting $k=0$ in (4.4.12) gives (4.4.13).

Identity (4.4.14) can be deduced from (4.4.13) by duality.

Now, we prove (4.4.15). Define $r(a)=\nu \times a$ for any smooth vector field $a$ on $\partial D$. For $\varphi \in H^{1}(\partial D)$, we have

$$
\mathcal{M}_{D}^{*}\left[\nabla_{\partial D} \varphi\right]=-\nabla_{\partial D} \mathcal{K}_{D}[\varphi] .
$$

Since $\mathcal{M}_{D}^{*}=r \mathcal{M}_{D} r($ see $[67])$ and $\operatorname{curl}_{\partial D}=r\left(\nabla_{\partial D}\right)$, it follows that

$$
r\left(\mathcal{M}_{D}\left[\operatorname{curl}_{\partial D} \varphi\right]\right)=-\nabla_{\partial D} \mathcal{K}_{D}[\varphi] .
$$

Composing by $r^{-1}=-r$, we get

$$
\mathcal{M}_{D}\left[\operatorname{curl}_{\partial D} \varphi\right]=\operatorname{curl}_{\partial D} \mathcal{K}_{D}[\varphi],
$$

which completes the proof.
Lemma 4.4.4. The kernel of the operator $\mathcal{N}_{D}$ in $L_{T}^{2}(\partial D)$ is $\nabla_{\partial D}\left(H^{1}(\partial D)\right)$.
Proof. Take $\boldsymbol{\phi}=\operatorname{curl}_{\partial D} U$ with $U \in H^{1}(\partial D)$. From (4.4.11), it follows that

$$
\mathcal{N}_{D}\left[\operatorname{curl}_{\partial D} U\right](x)=2 \boldsymbol{\nu}(x) \times \nabla \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot \operatorname{curl}_{\partial D} U\right] .
$$

Since $\nabla_{\partial D} \cdot \operatorname{curl}_{\partial D} U=0$, we have $\mathcal{N}_{D}[\boldsymbol{\phi}]=0$. Now, take $\phi \in L_{T}^{2}(\partial D)$ such that $\mathcal{N}_{D}[\boldsymbol{\phi}]=0$. Then, on $\partial D$, we have

$$
\begin{aligned}
2 \boldsymbol{\nu}(x) \times \nabla \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot \boldsymbol{\phi}\right] & =2 \boldsymbol{\nu}(x) \times\left(\nabla_{\partial D} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right]+\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot(r(\boldsymbol{\phi})]\right)\right. \\
& =-2 \operatorname{curl}_{\partial D} \mathcal{S}_{D}\left[\operatorname{curl}_{\partial D} \boldsymbol{\phi}\right] .
\end{aligned}
$$

Since $\operatorname{Ker}\left(\operatorname{curl}_{\partial D}\right)=\mathbb{R}$ (see [42]), we obtain that $\mathcal{S}_{\partial D}\left[\operatorname{curl}_{\partial D} \phi\right]=c \in \mathbb{R}$. Then, $\operatorname{curl}_{\partial D} \boldsymbol{\phi}=0$, which implies that $\boldsymbol{\phi} \in \nabla_{\partial D} H^{1}(\partial D)$ (see again [42]).

Proposition 4.4.5. We have the following Calderón type identity:

$$
\begin{equation*}
\mathcal{N}_{D} \mathcal{M}_{D}^{*}=\mathcal{M}_{D} \mathcal{N}_{D} \tag{4.4.16}
\end{equation*}
$$

Proof. Let $\phi \in H^{1 / 2}(\partial D)$. We have

$$
\mathcal{M}_{D} \mathcal{N}_{D}[\boldsymbol{\phi}]=2 \mathcal{M}_{D}\left[r\left(\nabla \times \nabla \times \mathcal{A}_{D}[r(\boldsymbol{\phi})]\right)\right]
$$

and

$$
\mathcal{M}_{D} \mathcal{N}_{D}[\phi]=2 \mathcal{M}_{D}^{k}\left[r\left(\nabla \mathcal{S}_{D}^{k}\left[\nabla_{\partial D} \cdot r(\phi)\right]\right)\right] .
$$

Since

$$
\begin{aligned}
r\left(\nabla \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right]\right) & =\boldsymbol{\nu} \times\left[\nabla_{\partial D} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right]+\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right] \boldsymbol{\nu}\right] \\
& =-\operatorname{curl}_{\partial D} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right],
\end{aligned}
$$

we can deduce from (4.4.15) that

$$
\mathcal{M}_{D} \mathcal{N}_{D}[\boldsymbol{\phi}]=-2 \operatorname{curl}_{\partial D}\left(\mathcal{K}_{D} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right]\right)
$$

Now, using the fact that $\mathcal{M}_{D}^{*}=r \mathcal{M}_{D} r$ and that $r^{-1}=-r$, we also have

$$
\begin{aligned}
\mathcal{N}_{D} \mathcal{M}_{D}^{*}[\boldsymbol{\phi}] & =-2 r\left(\nabla \times \nabla \times \mathcal{A}_{D} \mathcal{M}_{D}[r(\boldsymbol{\phi})]\right) \\
\mathcal{N}_{D} \mathcal{M}_{D}^{*}[\boldsymbol{\phi}] & =-2 r\left(\nabla \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot \mathcal{M}_{D}[r(\boldsymbol{\phi})]\right]\right)
\end{aligned}
$$

Moreover, (4.4.13) yields

$$
\mathcal{N}_{D} \mathcal{M}_{D}^{*}[\boldsymbol{\phi}]=2 r\left(\nabla \mathcal{S}_{D}\left[\mathcal{K}_{D}^{*}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right]\right]\right)
$$

Using Calderón's identity $\mathcal{S}_{B} \mathcal{K}_{B}^{*}=\mathcal{K}_{B} \mathcal{S}_{B}$ and the fact that

$$
r\left(\nabla \mathcal{K}_{D}\right)=r\left(\nabla_{\partial D} \mathcal{K}_{D}\right)=-\operatorname{curl}_{\partial D} \mathcal{K}_{D}
$$

it follows that

$$
\mathcal{N}_{D} \mathcal{M}_{D}^{*}[\boldsymbol{\phi}]=-2 \operatorname{curl}_{\partial D}\left(\mathcal{K}_{D} \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot r(\boldsymbol{\phi})\right]\right),
$$

which completes the proof.

### 4.4.3 Resolvent estimates

As seen in the section 4.2, we have to solve Fredholm type equations involving the resolvent of $\mathcal{K}_{D}$. We will also need to control the resolvent of $\mathcal{M}_{D}$. For doing so, the main difficulty is due to the fact that $\mathcal{K}_{D}$ and $\mathcal{M}_{D}$ are not self-adjoint. However, we will make use of a symmetrization technique in order to estimate the norms of the resolvents of $\mathcal{K}_{D}$ and $\mathcal{M}_{D}$.

The following result holds.

Proposition 4.4.6. The operator $\mathcal{K}_{D}: L^{2}(\partial D) \longrightarrow L^{2}(\partial D)$ satisfies the following resolvent estimate

$$
\left\|\left(\lambda I-\mathcal{K}_{D}\right)^{-1}\right\|_{L^{2}(\partial D)} \leq \frac{c}{\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{K}_{D}\right)\right)}
$$

where $\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{K}_{D}\right)\right)$ is the distance between $\lambda$ and the spectrum $\sigma\left(\mathcal{K}_{D}\right)$ of $\mathcal{K}_{D}$ and $c$ is a constant depending only on $D$.

Proof. We start from Calderón's identity

$$
\forall \phi \in L^{2}(\partial D), \quad \mathcal{S}_{D} \mathcal{K}_{D}[\phi]=\mathcal{K}_{D}^{*} \mathcal{S}_{D}[\phi] .
$$

Since $\mathcal{S}_{D}: H^{-1 / 2}(\partial D) \longrightarrow H^{1 / 2}(\partial D)$ is a self-adjoint positive definite invertible operator in dimension three, we can define a new inner product on $L^{2}(\partial D)$. We denote $\mathcal{H}$ the Hilbert space $L^{2}(\partial D)$ equipped with the following inner product

$$
\langle\phi, \psi\rangle_{\mathcal{H}}=\left\langle\mathcal{S}_{D}[\phi], \psi\right\rangle \quad \forall(\phi, \psi) \in\left(L^{2}(\partial D)\right)^{2} .
$$

Since $\mathcal{S}_{D}$ is continuous and invertible, the norm associated with the inner product $\langle., .\rangle_{\mathcal{H}}$ is equivalent to the $L^{2}(\partial D)$-norm. Now, $\mathcal{K}_{D}$ is a self-adjoint compact operator on $\mathcal{H}$. We can write [62]

$$
\left\|\left(\lambda I-\mathcal{K}_{D}\right)^{-1}\right\|_{\mathcal{H}} \leq \frac{1}{\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{K}_{D}\right)\right)}
$$

Switching back to the original norm we get the desired result.
Proposition 4.4.7. We have $-\sigma\left(\mathcal{M}_{D}\right)=\sigma\left(\mathcal{K}_{D}^{*}\right) \backslash\left\{\frac{1}{2}\right\}$.
Proof. First, we note that $-1 / 2$ is not an eigenvalue of $\mathcal{M}_{D}$; see [67, 103]. Let $\lambda \in \sigma\left(\mathcal{M}_{D}\right)$. Take $\phi \in L_{T}^{2}(\partial D)$ such that

$$
\begin{equation*}
(\lambda I-\mathcal{M})[\phi]=0 \tag{4.4.17}
\end{equation*}
$$

Using the Helmholtz decomposition (4.4.1), we write

$$
\phi=\nabla_{\partial D} U+\operatorname{curl}_{\partial D} V
$$

Equation (4.4.17) becomes

$$
\begin{equation*}
\left(\lambda I-\mathcal{M}_{D}\right)\left(\nabla_{\partial D} U+\operatorname{curl}_{\partial D} V\right)=0 \tag{4.4.18}
\end{equation*}
$$

which yields

$$
\operatorname{curl}_{\partial D}\left(\lambda I-\mathcal{K}_{D}\right) V=-\left(\lambda I-\mathcal{M}_{D}\right) \nabla_{\partial D} U .
$$

Taking the surface divergence we get

$$
\lambda \Delta_{\partial D} U-\nabla_{\partial D} \cdot \mathcal{M}_{D}\left[\nabla_{\partial D} U\right]=0
$$

and hence, by using (4.4.13),

$$
\left(\lambda I+\mathcal{K}_{D}^{*}\right)\left[\Delta_{\partial D} U\right]=0
$$

Therefore, either $-\lambda \in \sigma\left(\mathcal{K}_{D}^{*}\right)$ or $\Delta_{\partial D} U=0$, which implies that $U$ is constant and $\nabla_{\partial D} \cdot \phi=0$. Now, we take the surface curl of (4.4.18) to get

$$
-\lambda \Delta_{\partial D} V+\operatorname{curl}_{\partial D} \mathcal{M}_{D}\left[\operatorname{curl}_{\partial D} V\right]=0
$$

Using (4.4.15), we obtain

$$
\Delta_{\partial D}\left(\lambda I-\mathcal{K}_{D}\right)[V]=0
$$

Then, $\lambda V-\mathcal{K}_{D}[V]=c$ for some constant $c$. By replacing $V$ by $V^{\prime}=V+\frac{c}{\lambda-1 / 2}$ and using the fact that $\mathcal{K}_{D}[1]=1 / 2$, we arrive at $\lambda V^{\prime}-\mathcal{K}_{D}\left[V^{\prime}\right]=0$. If $\lambda \notin \sigma\left(\mathcal{K}_{D}\right)$, then $V^{\prime}=0$ thus $V$ is constant and phibf is zero which yields a contradiction.

Now, let $\lambda \in \sigma\left(\mathcal{K}_{D}\right) \backslash\{1 / 2\}$ and let $\varphi$ be an eigenvector associated with $\lambda$. From

$$
\left(\lambda I-\mathcal{K}_{D}\right)[\phi]=0,
$$

Taking the surface curl and using (4.4.15) gives

$$
\left(\lambda I-\mathcal{M}_{D}\right)\left[\operatorname{curl}_{\partial D} \varphi\right]=0
$$

Either $\lambda \in \sigma\left(\mathcal{M}_{D}\right)$ or $\operatorname{curl}_{\partial D} \phi=0$, which means that $\phi$ is constant ([42]). Since $\lambda \neq 1 / 2, \varphi$ cannot be constant.

Lemma 4.4.8. Let $\phi \in \mathrm{H}:=\operatorname{curl}_{\partial D}\left(H^{1}(\partial D)\right.$ ) ( H is the space of divergence free vectors in $L_{T}^{2}$ ). The following resolvent estimate holds:

$$
\begin{equation*}
\left\|\left(\lambda I+\mathcal{M}_{D}\right)^{-1}[\boldsymbol{\phi}]\right\|_{H} \leq \frac{c}{\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{K}_{D}\right)\right)} . \tag{4.4.19}
\end{equation*}
$$

Proof. We proceed exactly as in the proof of Proposition 4.4.6. If we denote by $\langle., .\rangle_{\mathrm{H}}$ the usual scalar product on $H$, then we introduce a new scalar product defined by

$$
\forall \boldsymbol{\phi}, \boldsymbol{\psi} \in \mathrm{H} \times \mathrm{H}, \quad\langle\boldsymbol{\phi}, \boldsymbol{\psi}\rangle_{\mathcal{N}}=\left\langle\mathcal{N}_{D}[\boldsymbol{\phi}], \boldsymbol{\psi}\right\rangle_{\mathrm{H}},
$$

where $\left.\mathcal{N}_{D}\right|_{\mathrm{H}}$ is the operator induced by $\mathcal{N}_{D}$ given in (4.4.6) on H . Then, we first prove that H is stable by $\mathcal{N}_{D}$. If $\boldsymbol{\phi} \in \mathrm{H}$, then $\mathcal{N}_{D}[\boldsymbol{\phi}] \in \mathrm{TH}(\operatorname{div}, \partial D)$ (see [50]) and, using the fact that for any $\mathrm{f} \in H(\operatorname{curl}, \Omega), \nabla_{\partial D} \cdot(\boldsymbol{\nu} \times \mathrm{f})=\boldsymbol{\nu} \cdot \nabla \times \mathrm{f}$, we get

$$
\nabla_{\partial D} \cdot \mathcal{N}_{D}[\boldsymbol{\phi}]=\boldsymbol{\nu} \cdot \nabla \times \nabla \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot(\boldsymbol{\nu} \times \boldsymbol{\phi})\right]=0
$$

which means that $\mathcal{N}_{D}[\boldsymbol{\phi}] \in \mathrm{H}$. For the sake of simplicity we will denote by $\mathcal{N}_{D}$ the induced operator on $H$. It is easy to see that this bilinear operator is well defined, continuous and positive. Then, $\mathcal{N}_{D}$ is self-adjoint [50]. The bilinear form is positive since

$$
\begin{aligned}
\langle\mathcal{N}[\boldsymbol{\phi}], \boldsymbol{\phi}\rangle_{\mathrm{H}} & =\int_{\partial D} \mathcal{N}[\boldsymbol{\phi}](x) \cdot \boldsymbol{\phi}(x) d x, \\
& =\int_{\partial D} \boldsymbol{\nu}(x) \times \nabla \mathcal{S}_{D}\left[\nabla_{\partial D} \cdot(\boldsymbol{\nu} \times \boldsymbol{\phi})\right](x) \cdot \boldsymbol{\phi}(x) d x, \\
& =\int_{\partial D}-\operatorname{curl}_{\partial D} \mathcal{S}_{D}\left[\operatorname{curl}_{\partial D} \boldsymbol{\phi}\right](x) \cdot \boldsymbol{\phi}(x) d x, \\
& =-\int_{\partial D} \mathcal{S}_{D}\left[\operatorname{curl}_{\partial D} \boldsymbol{\phi}\right](x) \operatorname{curl}_{\partial D} \boldsymbol{\phi}(x) d x, \\
& =-\left\langle\mathcal{S}_{D}\left[\operatorname{curl}_{\partial D} \boldsymbol{\phi}\right], \operatorname{curl}_{\partial D} \boldsymbol{\phi}\right\rangle_{L^{2}(\partial D)} .
\end{aligned}
$$

If we equip $H$ with this new scalar product, then we can see by using Proposition 4.4.16 that $\mathcal{M}_{D}$ is self-adjoint and therefore,

$$
\forall \phi \in \mathrm{H}, \quad\left\|\left(\lambda I-\mathcal{M}_{D}\right)^{-1}[\phi]\right\|_{\mathcal{N}} \leq \frac{1}{\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{M}_{D}\right)\right)}\|\phi\|_{\mathrm{H}}
$$

Using the fact that $\mathcal{N}_{D}$ is injective and continuous on $H$, we can go back to the original norm to have

$$
\forall \phi \in \mathrm{H}, \quad\left\|\left(\lambda I-\mathcal{M}_{D}\right)^{-1}[\boldsymbol{\phi}]\right\| \leq \frac{C}{\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{M}_{D}\right)\right)}\|\boldsymbol{\phi}\|_{\mathrm{H}},
$$

which completes the proof.
Proposition 4.4.9. Let $\lambda \in \mathbb{C} \backslash\left[-\frac{1}{2}, \frac{1}{2}\right]$. There exists a positive constant $C$ such that

$$
\begin{equation*}
\forall \phi \in L_{T}^{2}(\partial D), \quad\left\|\left(\lambda I-\mathcal{M}_{D}\right)^{-1}[\phi]\right\|_{L_{T}^{2}(\partial D)} \leq \frac{C}{\operatorname{dist}\left(\lambda, \sigma\left(\mathcal{M}_{D}\right)\right)}\|\boldsymbol{\phi}\|_{L_{T}^{2}(\partial D)} \tag{4.4.20}
\end{equation*}
$$

Proof. Let $\boldsymbol{\psi}, \boldsymbol{\phi} \in\left(L_{T}^{2}(\partial D)\right)^{2}$ be such that

$$
\begin{equation*}
\left(\lambda I-\mathcal{M}_{D}\right)[\boldsymbol{\psi}]=\boldsymbol{\phi} \tag{4.4.21}
\end{equation*}
$$

Using Helmholtz decomposition (4.4.1), we can write

$$
\boldsymbol{\psi}=\nabla_{\partial D} U+\operatorname{curl}_{\partial D} V
$$

with $U \in H^{1}(\partial D)$ and $V \in H^{1 / 2}(\partial D)$. Taking the surface divergence of (4.4.21), together with using (4.4.13), (4.4.15), and the fact that $\nabla_{\partial D} \cdot \operatorname{curl}_{\partial D} f=0, \forall f$, yields

$$
\left(\lambda I-\mathcal{K}_{D}^{*}\right)\left[\Delta_{\partial D} U\right]=\nabla_{\partial D} \cdot \phi
$$

which can be written as

$$
\begin{equation*}
\Delta_{\partial D} U=\left(\lambda I-\mathcal{K}_{D}^{*}\right)^{-1}\left[\nabla_{\partial D} \phi\right] . \tag{4.4.22}
\end{equation*}
$$

Now we deal with the curl part. If we apply $\mathcal{N}_{D}$ on (4.4.21) we get by using (4.4.16) together with Lemma 4.4.4 that

$$
\left(\lambda I-\mathcal{M}_{D}^{*}\right) \mathcal{N}_{D} \operatorname{curl}_{\partial D} V=\mathcal{N}_{D} \phi
$$

or equivalently,

$$
\begin{equation*}
\mathcal{N}_{D} \operatorname{curl}_{\partial D} V=\left(\lambda I-\mathcal{M}_{D}^{*}\right)^{-1} \mathcal{N}_{D} \phi \tag{4.4.23}
\end{equation*}
$$

From the Helmholtz decomposition of $\boldsymbol{\phi}: \phi=\nabla_{\partial D} \phi_{1}+\operatorname{curl}_{\partial D} \phi_{2}$, (4.4.23) becomes

$$
\begin{equation*}
\mathcal{N}_{D} \operatorname{curl}_{\partial D} V=\left(\lambda I-\mathcal{M}_{D}^{*}\right)^{-1} \mathcal{N}_{D}\left[\operatorname{curl}_{\partial D} \phi_{2}\right] . \tag{4.4.24}
\end{equation*}
$$

Now, we can work in the function space $\mathrm{H}=\operatorname{curl}_{\partial D} H^{1 / 2}(\partial D)$. We denote by $\tilde{\mathcal{N}}_{D}$ the operator induced by $\mathcal{N}_{D}$ on H and by $R\left(\tilde{\mathcal{N}}_{D}\right) \subset \mathrm{H}$ the range of the induced operator. $\mathcal{M}_{D}$ also induces an operator $\tilde{\mathcal{M}}_{D}$ on H ; see the proof of (4.4.16).

Next, we want to make sure that $\left(\lambda I-\tilde{\mathcal{M}}_{D}^{*}\right)^{-1} \tilde{\mathcal{N}}_{D} \operatorname{curl}_{\partial D} V$ belongs to $R\left(\tilde{\mathcal{N}}_{D}\right)$ so that we can apply $\tilde{\mathcal{N}}_{D}$ 's left inverse (recall from Lemma 4.4.4 that $\tilde{\mathcal{N}}_{D}$ is injective). For doing so, we show that the range of $\tilde{\mathcal{N}}_{D}$ is stable by $\left(\lambda I-\tilde{\mathcal{M}}_{D}^{*}\right)^{-1}$. Take $f=\tilde{\mathcal{N}}_{D}[g] \in$
$R\left(\tilde{\mathcal{N}}_{D}\right)$. Then,

$$
\begin{aligned}
\left(\lambda I-\tilde{\mathcal{M}}_{D}^{*}\right)^{-1}[f] \in R\left(\tilde{\mathcal{N}}_{D}\right) & \Leftrightarrow \exists h \in \mathrm{H}, \quad\left(\lambda I-\tilde{\mathcal{M}}_{D}^{*}\right)^{-1} \tilde{\mathcal{N}}_{D}[g]=\tilde{\mathcal{N}}_{D}[h] \\
& \Leftrightarrow \exists h \in \mathrm{H}, \quad \tilde{\mathcal{N}}_{D}[g]=\left(\lambda I-\tilde{\mathcal{M}}_{D}^{*}\right) \tilde{\mathcal{N}}_{D}[h] \\
& \Leftrightarrow \exists h \in \mathrm{H}, \quad \tilde{\mathcal{N}}_{D}[g]=\tilde{\mathcal{N}}_{D}\left(\lambda I-\tilde{\mathcal{M}}_{D}\right)[h] \\
& \Leftrightarrow \exists h \in \mathrm{H}, \quad g=\left(\lambda I-\tilde{\mathcal{M}}_{D}\right)[h] \quad\left(\text { by injectivity of } \tilde{\mathcal{N}}_{D}\right) \\
& \Leftrightarrow \exists h \in \mathrm{H}, \quad\left(\lambda I-\tilde{\mathcal{M}}_{D}\right)^{-1}[g]=h .
\end{aligned}
$$

So we have the stability of $R\left(\tilde{\mathcal{N}}_{D}\right)$ by $\tilde{\mathcal{M}}_{D}$ and

$$
\begin{equation*}
\tilde{\mathcal{N}}_{D}^{-1}\left(\lambda I-\tilde{\mathcal{M}}_{D}^{*}\right)^{-1} \tilde{\mathcal{N}}_{D}=\left(\lambda I-\tilde{\mathcal{M}}_{D}\right)^{-1} \tag{4.4.25}
\end{equation*}
$$

Applying this to (4.4.24) we get

$$
\operatorname{curl}_{\partial D} V=\left(\lambda I+\tilde{\mathcal{M}}_{D}\right)^{-1} \operatorname{curl}_{\partial D} \phi_{2} .
$$

Using Lemma 4.4.8 we get the desired result.

### 4.5 Small volume expansion

The aim of this section is to prove Theorems 4.5.9 and 4.5.10.

### 4.5.1 Layer potential formulation

For a given plane wave solution $\left(E^{i}, H^{i}\right)$ to the Maxwell equations

$$
\begin{cases}\nabla \times E^{i}=i \omega \mu_{m} H^{i} & \text { in } \mathbb{R}^{3}, \\ \nabla \times H^{i}=-i \omega \varepsilon_{m} E^{i} & \text { in } \mathbb{R}^{3},\end{cases}
$$

let $(E, H)$ be the solution to the following Maxwell equations

$$
\begin{cases}\nabla \times E=i \omega \mu H & \text { in } \quad \mathbb{R}^{3} \backslash \partial D,  \tag{4.5.1}\\ \nabla \times H=-i \omega \varepsilon E & \text { in } \quad \mathbb{R}^{3} \backslash \partial D, \\ {[\nu \times E]=[\nu \times H]=0} & \text { on } \quad \partial D,\end{cases}
$$

subject to the Silver-Müller radiation condition:

$$
\lim _{|x| \rightarrow \infty}|x|\left(\sqrt{\mu}\left(H-H^{i}\right) \times \hat{x}-\sqrt{\varepsilon}\left(E-E^{i}\right)\right)=0
$$

where $\hat{x}=x /|x|$. Here, $[\boldsymbol{\nu} \times E]$ and $[\boldsymbol{\nu} \times H]$ denote the jump of $\boldsymbol{\nu} \times E$ and $\boldsymbol{\nu} \times H$ along $\partial D$, namely,

$$
[\boldsymbol{\nu} \times E]=\left.(\boldsymbol{\nu} \times E)\right|_{+}-\left.(\boldsymbol{\nu} \times E)\right|_{-}, \quad[\boldsymbol{\nu} \times H]=\left.(\boldsymbol{\nu} \times H)\right|_{+}-\left.(\boldsymbol{\nu} \times H)\right|_{-}
$$

Using the layer potentials defined in section 4.4, the solution to (4.5.1) can be represented as:

$$
E(x)= \begin{cases}E^{i}(x)+\mu_{m} \nabla \times \mathcal{A}_{D}^{k_{m}}[\boldsymbol{\phi}](x)+\nabla \times \nabla \times \mathcal{A}_{D}^{k_{m}}[\boldsymbol{\psi}](x), & x \in \mathbb{R}^{3} \backslash \bar{D}  \tag{4.5.2}\\ \mu_{c} \nabla \times \mathcal{A}_{D}^{k_{c}}[\boldsymbol{\phi}](x)+\nabla \times \nabla \times \mathcal{A}_{D}^{k_{c}}[\boldsymbol{\psi}](x), & x \in D\end{cases}
$$

and

$$
\begin{equation*}
H(x)=-\frac{i}{\omega \mu}(\nabla \times E)(x), \quad x \in \mathbb{R}^{3} \backslash \partial D \tag{4.5.3}
\end{equation*}
$$

where the pair $(\boldsymbol{\phi}, \boldsymbol{\psi}) \in T H(\operatorname{div}, \partial D) \times T H(\operatorname{div}, \partial D)$ is the unique solution to

$$
\left[\begin{array}{cc}
\frac{\mu_{c}+\mu_{m}}{2} I+\mu_{c} \mathcal{M}_{D}^{k_{c}}-\mu_{m} \mathcal{M}_{D}^{k_{m}} & \mathcal{L}_{D}^{k_{c}}-\mathcal{L}_{D}^{k_{m}}  \tag{4.5.4}\\
\mathcal{L}_{D}^{k_{c}}-\mathcal{L}_{D}^{k_{m}} & \left(\frac{k_{c}^{2}}{2 \mu_{c}}+\frac{k_{m}^{2}}{2 \mu_{m}}\right) I+\frac{k_{c}^{2}}{\mu_{c}} \mathcal{M}_{D}^{k_{c}}-\frac{k_{m}^{2}}{\mu_{m}} \mathcal{M}_{D}^{k_{m}}
\end{array}\right]\left[\begin{array}{c}
\phi \\
\psi
\end{array}\right]=\left.\left[\begin{array}{c}
\nu \times E^{i} \\
i \omega \nu \times H^{i}
\end{array}\right]\right|_{\partial D}
$$

The invertibility of the system of equations (4.5.4) on $T H(\operatorname{div}, \partial D) \times T H(\operatorname{div}, \partial D)$ was proved in [130]. Moreover, there exists a constant $C=C(\varepsilon, \mu, \omega)$ such that

$$
\begin{equation*}
\|\boldsymbol{\phi}\|_{T H(\operatorname{div}, \partial D)}+\|\boldsymbol{\psi}\|_{T H(\operatorname{div}, \partial D)} \leq C\left(\left\|E^{i} \times \nu\right\|_{T H(\operatorname{div}, \partial D)}+\left\|H^{i} \times \nu\right\|_{T H(\operatorname{div}, \partial D)}\right) \tag{4.5.5}
\end{equation*}
$$

### 4.5.2 Derivation of the asymptotic formula

We will need the following notation. For a multi-index $\alpha \in \mathbb{N}^{3}$, let $x^{\alpha}=x_{1}^{\alpha_{1}} x_{2}^{\alpha_{2}} x_{3}^{\alpha_{3}}$, $\partial^{\alpha}=\partial_{1}^{\alpha_{1}} \partial_{2}^{\alpha_{2}} \partial_{3}^{\alpha_{3}}$, with $\partial_{j}=\partial / \partial x_{j}$.

Let $D=\delta B+z$, where $B$ is a $\mathcal{C}^{1, \eta}(0<\eta<1)$ domain containing the origin. For any $y \in \partial D$, let $\tilde{y}=\frac{y-z}{\delta} \in \partial B$. Denote by $\tilde{\boldsymbol{\phi}}(\tilde{y})=\boldsymbol{\phi}(y)$ and $\tilde{\boldsymbol{\psi}}(\tilde{y})=\boldsymbol{\psi}(y)$.

## Asymptotics for the operators

We have the following expansions for $\mathcal{M}_{D}^{k}$ and $\mathcal{L}_{D}^{k}$.

Proposition 4.5.1. Let $\phi \in L_{T}^{2}(\partial D)$. As $\delta \rightarrow 0$, we have

$$
\begin{equation*}
\mathcal{M}_{D}^{k}[\boldsymbol{\phi}](x)=\mathcal{M}_{B}[\tilde{\phi}](\tilde{x})+O\left(\delta^{2}\right) \tag{4.5.6}
\end{equation*}
$$

Proof. Let $x \in \partial D$, and write $\tilde{x}=\frac{x-z}{\delta}$. We have

$$
\mathcal{M}_{D}^{k}[\boldsymbol{\phi}](\delta \tilde{x}+z)=-\frac{1}{4 \pi \delta} \int_{\partial D} \boldsymbol{\nu}_{D}(\delta \tilde{x}+z) \times\left(\nabla_{\tilde{x}} \times\left(\frac{e^{i k|\delta \tilde{x}+z-y|}}{|\delta \tilde{x}+z-y|} \boldsymbol{\phi}(y)\right)\right) d \sigma(y) .
$$

Changing $y$ by $\tilde{y}=\frac{y-z}{\delta}$ in the integral we get

$$
\mathcal{M}_{D}^{k}[\phi](\delta \tilde{x}+z)=-\frac{1}{4 \pi \delta} \int_{\partial B} \boldsymbol{\nu}_{D}(\delta \tilde{x}+z) \times\left(\nabla_{\tilde{x}} \times\left(\frac{e^{i k \delta|\tilde{x}-\tilde{y}|}}{\delta|\tilde{x}-\tilde{y}|} \tilde{\boldsymbol{\phi}}(\tilde{y})\right)\right) \delta^{2} d \sigma(\tilde{y}) .
$$

Since $\forall x \in \partial D, \boldsymbol{\nu}_{D}(x)=\boldsymbol{\nu}_{B}\left(\frac{x-z}{\delta}\right)$,

$$
\mathcal{M}_{D}^{k}[\boldsymbol{\phi}](x)=\mathcal{M}_{B}^{\delta k}[\tilde{\phi}](\tilde{x}) .
$$

For any $\tilde{x} \in \delta B$, it follows that

$$
\mathcal{M}_{B}^{\delta k}[\tilde{\boldsymbol{\phi}}](\tilde{x})=\mathcal{M}_{B}[\tilde{\boldsymbol{\phi}}](\tilde{x})+\int_{\partial B} \boldsymbol{\nu}_{B}(\tilde{x}) \times\left(\nabla_{\tilde{x}} \times(i k \delta)\right)+O\left(\delta^{2}\right),
$$

which gives the result.
Proposition 4.5.2. Let $\phi \in T H(\operatorname{div}, \partial \mathrm{D})$. For any $y \in \partial D$, we have

$$
\begin{align*}
& \mathcal{L}_{D}^{k_{m}}[\boldsymbol{\phi}](y)-\mathcal{L}_{D}^{k_{c}}[\boldsymbol{\phi}](y)= \\
& \quad \delta\left(k_{m}^{2}-k_{c}^{2}\right) \boldsymbol{\nu}_{B}(\tilde{y}) \times\left(\mathcal{A}_{B}[\tilde{\phi}](\tilde{y})+\frac{1}{8 \pi} \int_{\partial B} \frac{\tilde{y}-\tilde{y}^{\prime}}{\left|\tilde{y}-\tilde{y}^{\prime}\right|}\left(\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\left(\tilde{y}^{\prime}\right)\right) d \sigma\left(\tilde{y}^{\prime}\right)\right)+O\left(\delta^{2}\right) . \tag{4.5.7}
\end{align*}
$$

Proof. Note that, for $y \in \partial D$,

$$
\mathcal{A}_{D}^{k}[\phi](y)=\delta \mathcal{A}_{B}^{\delta k}[\tilde{\phi}](\tilde{y})
$$

and

$$
\nabla_{\partial D} \mathcal{S}_{D}^{k}\left[\nabla_{\partial B} \cdot \phi\right](y)=\frac{1}{\delta} \nabla_{\partial B} \mathcal{S}_{B}^{\delta k}\left[\nabla_{\partial B} \cdot \tilde{\phi}\right](\tilde{y})
$$

We can expand

$$
\mathcal{A}_{B}^{\delta k}[\tilde{\phi}](\tilde{y})=\mathcal{A}_{B}[\tilde{\phi}](\tilde{y})+O(\delta)
$$

We also have

$$
\begin{aligned}
& \nabla_{\partial B} \mathcal{S}_{B}^{\delta k}\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\right](\tilde{y})=-\frac{1}{4 \pi} \\
\times & \nabla_{\partial B} \int_{\partial B} \frac{1}{\left|\tilde{y}-\tilde{y}^{\prime}\right|}\left(1+k \delta\left|\tilde{y}-\tilde{y}^{\prime}\right|-\frac{1}{2} k^{2} \delta^{2}\left|\tilde{y}-\tilde{y}^{\prime}\right|^{2}+O\left(\delta^{3}\left|\tilde{y}-\tilde{y}^{\prime}\right|^{3}\right)\right) \nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\left(\tilde{y}^{\prime}\right) d \sigma\left(\tilde{y}^{\prime}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\nabla_{\partial B} \mathcal{S}_{B}^{\delta k}\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\right](\tilde{y})=-\frac{1}{4 \pi} \nabla_{\partial B} \int_{\partial B} \frac{1}{\left|\tilde{y}-\tilde{y}^{\prime}\right|} & \nabla_{\partial B} \cdot \tilde{\phi}\left(\tilde{y}^{\prime}\right) d \sigma\left(\tilde{y}^{\prime}\right) \\
& -\frac{1}{2} \nabla_{\partial B} \int_{\partial B}\left|\tilde{y}-\tilde{y}^{\prime}\right| \nabla_{\partial B} \cdot \tilde{\phi}\left(\tilde{y}^{\prime}\right)+O\left(\delta^{3}\right)
\end{aligned}
$$

Now, since $\forall f \in L^{2}(\partial B),\left.\mathcal{S}_{B}[f]\right|_{\bar{B}} \in \mathcal{C}^{1}(\bar{B}),\left.\mathcal{S}_{B}[f]\right|_{\mathbb{R}^{3} \backslash B} \in \mathcal{C}^{1}\left(\mathbb{R}^{3} \backslash B\right)$ and the tangential component of the gradient of $\mathcal{S}[f]$ is continuous across $\partial B$, we can state that

$$
\forall \tilde{y} \in \partial B, \boldsymbol{\nu}_{B}(\tilde{y}) \times\left.\nabla_{\partial B} \mathcal{S}_{B}[f]\right|_{\partial B}(\tilde{y})=\boldsymbol{\nu}_{D}(\tilde{y}) \times\left.\nabla \mathcal{S}_{B}[f]\right|_{\mathbb{R}^{3} \backslash B}(\tilde{y})=\boldsymbol{\nu}_{D}(\tilde{y}) \times\left.\nabla \mathcal{S}_{B}[f]\right|_{\bar{B}}(\tilde{y}) .
$$

Then we can write

$$
\begin{aligned}
\forall \tilde{y} \in \partial B, \boldsymbol{\nu}_{B}(\tilde{y}) \times \nabla_{\partial B} \mathcal{S}_{B}^{\delta k}\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\right](\tilde{y}) & =-\frac{1}{4 \pi} \boldsymbol{\nu}_{B}(\tilde{y}) \times\left[\nabla_{\partial B} \int_{\partial B} \frac{1}{\left|\tilde{y}-\tilde{y}^{\prime}\right|} \nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\left(\tilde{y}^{\prime}\right) d \sigma\left(\tilde{y}^{\prime}\right)\right. \\
& \left.-\frac{1}{2} \int_{\partial B} \frac{\tilde{y}-\tilde{y}^{\prime}}{\left|\tilde{y}-\tilde{y}^{\prime}\right|} \nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}\left(\tilde{y}^{\prime}\right) d \sigma(\tilde{y})+O\left(k^{3} \delta^{3}\right)\right] .
\end{aligned}
$$

The proof is then complete.

## Far-field expansion

Define $\tilde{\boldsymbol{\phi}}_{\beta}$ and $\tilde{\boldsymbol{\psi}}_{\beta}$ for every $\beta \in \mathbb{N}^{3}$ by

$$
\mathcal{W}_{B}^{\delta}\left[\begin{array}{c}
\tilde{\boldsymbol{\phi}}_{\beta}  \tag{4.5.8}\\
\tilde{\boldsymbol{\psi}}_{\beta}
\end{array}\right]=\left[\begin{array}{c}
\nu(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} E^{i}(z)\right) \\
i \omega \nu(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} H^{i}(z)\right)
\end{array}\right]
$$

with

$$
\mathcal{W}_{B}^{\delta}=\left[\begin{array}{cc}
\frac{\mu_{m}+\mu_{c}}{2} I+\mu_{c} \mathcal{M}_{B}^{\delta k_{c}}-\mu_{m} \mathcal{M}_{B}^{\delta k_{m}} & \mathcal{L}_{B, \delta}^{k_{c}}-\mathcal{L}_{B, \delta}^{k_{m}}  \tag{4.5.9}\\
\mathcal{L}_{B, \delta}^{k_{c}}-\mathcal{L}_{B, \delta}^{k_{m}} & \omega^{2}\left(\frac{\varepsilon_{m}+\varepsilon_{c}}{2} I+\varepsilon_{c} \mathcal{M}_{B}^{\delta k_{c}}-\varepsilon_{m} \mathcal{M}_{B}^{\delta k_{m}}\right)
\end{array}\right]
$$

Using (4.5.2) we have the following expansion for $E(x)$ for $x$ far away from $z$ :

$$
\begin{array}{r}
E(x)=E^{i}(x)+\sum_{|\alpha|=0}^{\infty} \sum_{|\beta|=0}^{\infty} \delta^{2+|\alpha|+|\beta|} \frac{(-1)^{|\alpha|}}{\alpha!\beta!}\left(\mu_{m} \nabla \partial^{\alpha} \Gamma_{k_{m}}(x-z) \times \int_{\partial B} \tilde{y}^{\alpha} \tilde{\boldsymbol{\phi}}_{\beta}(\tilde{y}) d \sigma(\tilde{y})\right. \\
\left.+\nabla \times \nabla \partial^{\alpha} \Gamma_{k_{m}}(x-z) \times \int_{\partial B} \tilde{y}^{\alpha} \tilde{\boldsymbol{\psi}}_{\beta}(\tilde{y}) d \sigma(\tilde{y})\right) \tag{4.5.10}
\end{array}
$$

For $\beta \in \mathbb{N}^{3}$, define the tensors by

$$
\begin{equation*}
\mathrm{M}_{\alpha, \beta}^{e}:=\int_{\partial B} \tilde{y}^{\alpha} \tilde{\boldsymbol{\psi}}_{\beta} d \sigma(\tilde{y}) \quad \text { and } \quad \mathrm{M}_{\alpha, \beta}^{h}:=\int_{\partial B} \tilde{y}^{\alpha} \tilde{\boldsymbol{\phi}}_{\beta} d \sigma(\tilde{y}) . \tag{4.5.11}
\end{equation*}
$$

The following lemma holds.
Lemma 4.5.3. For $x \in \mathbb{R}^{3} \backslash \bar{D}$, we have

$$
\begin{align*}
E(x)=E^{i}(x)+\sum_{|\alpha|=0}^{\infty} \sum_{|\beta|=0}^{\infty} \delta^{2+|\alpha|+|\beta|} \frac{(-1)^{|\alpha|}}{\alpha!\beta!} & \left(\mu_{m} \nabla \partial^{\alpha} \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{\alpha, \beta}^{h}\right. \\
& \left.+\nabla \times \nabla \partial^{\alpha} \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{\alpha, \beta}^{e}\right) . \tag{4.5.12}
\end{align*}
$$

## Asymptotics for the potentials

Proposition 4.5.4. Let $\beta \in \mathbb{N}^{3}$. We can write the following expansions for $\tilde{\phi}_{\beta}$ and $\tilde{\psi}_{\beta}:$

$$
\tilde{\boldsymbol{\phi}}_{\beta}=\sum_{n=0}^{\infty} \delta^{n} \tilde{\boldsymbol{\phi}}_{\beta, n}, \quad \tilde{\boldsymbol{\psi}}_{\beta}=\sum_{n=0}^{\infty} \delta^{n} \tilde{\boldsymbol{\psi}}_{\beta, n} .
$$

Moreover, there exists a $C \geq 0$ depending on $B, \beta, E$, and $H$ such that $\forall n \in \mathbb{N},\left\|\tilde{\boldsymbol{\phi}}_{\beta, n}\right\|_{\mathrm{TH}(\mathrm{div}, \partial B)} \leq C^{(n+1)}\left(\frac{1}{\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\mathcal{M}_{B}\right)\right)}\right)^{\lfloor n / 2\rfloor+1}\left(\frac{1}{\operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\mathcal{M}_{B}\right)\right)}\right)^{\lfloor n / 2+1\rfloor}$, $\forall n \in \mathbb{N},\left\|\tilde{\boldsymbol{\psi}}_{\beta, n}\right\|_{\mathrm{TH}(\mathrm{div}, \partial B)} \leq C^{(n+1)}\left(\frac{1}{\operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\mathcal{M}_{B}\right)\right)}\right)^{\lfloor n / 2\rfloor+1}\left(\frac{1}{\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\mathcal{M}_{B}\right)\right)}\right)^{\lfloor n / 2+1\rfloor}$.

Proof. We proceed by induction. Using Propositions 4.5.1 and 4.5.2 we find that

$$
\begin{align*}
\tilde{\boldsymbol{\phi}}_{\beta, 0} & =\left(\mu_{c}-\mu_{m}\right)^{-1}\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)^{-1}\left[\boldsymbol{\nu}(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} E(z)\right],\right.  \tag{4.5.14}\\
\tilde{\boldsymbol{\psi}}_{\beta, 0} & =i \omega^{-1}\left(\varepsilon_{c}-\varepsilon_{m}\right)^{-1}\left(\lambda_{\varepsilon} I+\mathcal{M}_{B}\right)^{-1}\left[\boldsymbol{\nu}(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} H(z)\right] .\right.
\end{align*}
$$

Note that $\nabla_{\partial B} \cdot \tilde{\phi}_{\beta, 0}=0$. Indeed,

$$
\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}=\left(\mu_{c}-\mu_{m}\right)^{-1}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} E(z)\right)\right]\right.
$$

and

$$
\begin{aligned}
\nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} E(z)\right)\right. & =\boldsymbol{\nu}(\tilde{y}) \cdot\left(\nabla \times\left[\tilde{y}^{\beta} E(z)\right]\right) \\
& =0
\end{aligned}
$$

In the same way we have $\nabla_{\partial B} \cdot \tilde{\boldsymbol{\psi}}_{\beta, 0}=0$. Using Proposition 4.4.9, we get the result.
For the first-orders the equations satisfied by $\tilde{\boldsymbol{\phi}}_{\beta, 1}$ and $\tilde{\boldsymbol{\psi}}_{\beta, 1}$ are

$$
\begin{align*}
\left(\mu_{c}-\mu_{m}\right)\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)\left[\tilde{\boldsymbol{\phi}}_{\beta, 1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\psi}}_{\beta, 0}\right] & =0,  \tag{4.5.15}\\
\omega^{2}\left(\varepsilon_{c}-\varepsilon_{m}\right)\left(\lambda_{\varepsilon} I+\mathcal{M}_{B}\right)\left[\tilde{\boldsymbol{\psi}}_{\beta, 1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{\beta, 0}\right] & =0 .
\end{align*}
$$

The fact that $\mathcal{A}_{B}$ is bounded together with Proposition 4.4 .9 gives the estimate of $\left\|\tilde{\boldsymbol{\phi}}_{\beta, 1}\right\|_{L_{T}^{2}(\partial B)}$ and $\left\|\tilde{\boldsymbol{\phi}}_{\beta, 1}\right\|_{L_{T}^{2}(\partial B)}$. If we take the surface divergence of (4.5.15), we get

$$
\begin{array}{r}
\left(\mu_{c}-\mu_{m}\right)\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{\beta, 1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\psi}}_{\beta, 0}\right]\right)=0, \\
\omega^{2}\left(\varepsilon_{c}-\varepsilon_{m}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\psi}}_{\beta, 1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{\beta, 0}\right]\right)=0 .
\end{array}
$$

Since $\nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\psi}}_{\beta, 0}\right]\right)=\boldsymbol{\nu}(\tilde{y}) \cdot\left(\nabla \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{\beta, 0}\right]\right)$ and $f \mapsto \boldsymbol{\nu} \cdot \nabla \times \mathcal{A}_{B}[f]$ is bounded from $L_{T}^{2}(\partial B)$ into $L^{2}(\partial B)$, we can estimate the $L^{2}$ norm of $\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{\beta, 1}$ as follows

$$
\left\|\frac{1}{\mu_{c}-\mu_{m}}\left(\lambda_{\mu}-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu}(\tilde{y}) \cdot\left(\nabla \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{\beta, 0}\right]\right)\right]\right\|_{L^{2}(\partial B)} \leq \frac{c}{\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\mathcal{K}_{B}\right)\right)}\left\|\tilde{\boldsymbol{\phi}}_{\beta, 0}\right\|_{L_{T}^{2}} .
$$

Since $\sigma\left(\mathcal{M}_{B}\right)=\sigma\left(\mathcal{K}_{D}\right)$ (see Proposition 4.4.7) we get the result. The estimate for $\left\|\nabla_{\partial B} \cdot \tilde{\boldsymbol{\psi}}_{\beta, 1}\right\|_{L^{2}}$ is obtained in the same way.

Now, fix $n \in \mathbb{N}^{*} ; \tilde{\boldsymbol{\phi}}_{\beta, n+1}$ and $\tilde{\boldsymbol{\psi}}_{\beta, n+1}$ satisfy the following system:

$$
\begin{aligned}
\left(\mu_{c}-\mu_{m}\right)\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)\left[\tilde{\boldsymbol{\phi}}_{\beta, i+1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \boldsymbol{\nu}(\tilde{y}) \times\left(\mathcal{A}_{B}\left[\tilde{\boldsymbol{\psi}}_{\beta, i}\right]+\mathcal{B}_{B}\left[\tilde{\boldsymbol{\psi}}_{\beta, i}\right]\right)=0, \\
\omega^{2}\left(\varepsilon_{c}-\varepsilon_{m}\right)\left(\lambda_{\varepsilon} I+\mathcal{M}_{B}\right)\left[\tilde{\boldsymbol{\psi}}_{\beta, 0}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \boldsymbol{\nu}(\tilde{y}) \times\left(\mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{\beta, i}\right]+\mathcal{B}_{B}\left[\tilde{\boldsymbol{\phi}}_{\beta, i}\right]\right)=0,
\end{aligned}
$$

where the operator $\mathcal{B}_{D}$ is defined by

$$
\mathrm{TH}(\text { div }, \partial B) \longrightarrow \mathrm{TH}(\operatorname{div}, \partial B)
$$

$$
f \longmapsto \frac{1}{8 \pi} \int_{\partial B} \frac{\tilde{y}-\tilde{y}^{\prime}}{\left|\tilde{y}-\tilde{y}^{\prime}\right|}\left(\nabla_{\partial B} \cdot f\left(\tilde{y}^{\prime}\right)\right) d \sigma\left(\tilde{y}^{\prime}\right)
$$

The operator $\mathcal{B}_{B}$ is bounded, and we can get the norm estimates for $\tilde{\boldsymbol{\phi}}_{\beta, n+1}, \tilde{\boldsymbol{\psi}}_{\beta, n+1}$, $\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{\beta, n+1}$ and $\nabla_{\partial B} \cdot \tilde{\boldsymbol{\psi}}_{\beta, n+1}$, as before.

## Derivation of the leading-order tensors

By Lemma 4.5.3, for $x \in \mathbb{R}^{3} \backslash \bar{D}$,

$$
\begin{array}{r}
E(x)=E^{i}(x)+\delta^{2}\left(\mu_{m} \nabla \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{0,0}^{h}+\nabla \times \nabla \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{0,0}^{e}\right) \\
+\delta^{3}\left(\mu_{m} \nabla \Gamma_{k_{m}}(x-z) \times \sum_{j=1}^{3} \mathrm{M}_{0, j}^{h}+\nabla \times \nabla \Gamma_{k_{m}}(x-z) \times \sum_{j=1}^{3} \mathrm{M}_{0, j}^{e}\right)  \tag{4.5.16}\\
-\delta^{3}\left(\mu_{m} \sum_{j=1}^{3} \nabla \partial_{j} \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{j, 0}^{h}+\nabla \times \sum_{j=1}^{3} \nabla \partial_{j} \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{j, 0}^{e}\right) \\
+O\left(\delta^{4}\right) .
\end{array}
$$

We start by computing $\mathrm{M}_{0,0}^{h}$ :

$$
\begin{aligned}
& \mathrm{M}_{0,0}^{h}=\int_{\partial B} \tilde{\phi}_{0}(\tilde{y}) d \sigma(\tilde{y}), \\
& \mathrm{M}_{0,0}^{h}=\int_{\partial B} \tilde{\boldsymbol{\phi}}_{0}(\tilde{y}) \nabla \tilde{y} d \sigma(\tilde{y}), \\
& \mathrm{M}_{0,0}^{h}=\int_{\partial B} \tilde{y} \nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{0}(\tilde{y}) d \sigma(\tilde{y}) .
\end{aligned}
$$

Now, using the expansion of $\tilde{\boldsymbol{\phi}}$ given in Proposition 4.5 . 4 we have

$$
\mathrm{M}_{0,0}^{h}=\int_{\partial B} \tilde{y} \nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{0,0}(\tilde{y}) d \sigma(\tilde{y})+\int_{\partial B} \tilde{y} \nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{0,1}(\tilde{y}) d \sigma(\tilde{y})+O\left(\delta^{2}\right) .
$$

Recall (4.5.14) for $\beta=0$ :

$$
\begin{aligned}
\tilde{\boldsymbol{\phi}}_{0,0} & =\left(\mu_{c}-\mu_{m}\right)^{-1}\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)^{-1}[\boldsymbol{\nu}(\tilde{y}) \times E(z)] \\
\tilde{\boldsymbol{\psi}}_{0,0} & =i \omega^{-1}\left(\varepsilon_{c}-\varepsilon_{m}\right)^{-1}\left(\lambda_{\varepsilon} I+\mathcal{M}_{B}\right)^{-1}[\boldsymbol{\nu}(\tilde{y}) \times H(z)] .
\end{aligned}
$$

We can see, using (4.4.13) and the fact that

$$
\nabla_{\partial B} \cdot\left(E^{i}(z) \times \boldsymbol{\nu}(\tilde{y})\right)=\nabla_{\partial B} \cdot\left(H^{i}(z) \times \boldsymbol{\nu}(\tilde{y})\right)=0,
$$

that

$$
\nabla_{\partial B} \cdot \tilde{\phi}_{0,0}=\nabla_{\partial B} \cdot \tilde{\boldsymbol{\psi}}_{0,0}=0 .
$$

Now, taking the surface divergence of (4.5.15) for $\beta=0$, it follows that

$$
\begin{array}{r}
\left(\mu_{c}-\mu_{m}\right)\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\phi}}_{0,1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\psi}}_{0,0}\right]\right)=0 \\
\omega^{2}\left(\varepsilon_{c}-\varepsilon_{m}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)\left[\nabla_{\partial B} \cdot \tilde{\boldsymbol{\psi}}_{0,1}\right]+\left(k_{c}^{2}-k_{m}^{2}\right) \nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]\right)=0 \tag{4.5.17}
\end{array}
$$

Since $\nabla_{\partial B} \cdot(\boldsymbol{\nu} \times \mathrm{L})=\boldsymbol{\nu} \cdot(\nabla \times \mathrm{L})$ we need to study the quantities

$$
\nu \cdot \nabla \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]
$$

and

$$
\boldsymbol{\nu} \cdot \nabla \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\psi}}_{0,0}\right]
$$

The following lemma holds.
Lemma 4.5.5. We have
$\nabla \times \mathcal{A}_{B}\left[\tilde{\phi}_{0,0}\right]= \begin{cases}\frac{1}{\mu_{c}-\mu_{m}} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] & \text { in } \quad \mathbb{R}^{3} \backslash \bar{B}, \\ \frac{1}{\mu_{c}} E^{i}(z)+\frac{\mu_{m}}{\mu_{c}^{2}-\mu_{m} \mu_{c}} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] & \text { in } \\ B,\end{cases}$
and
$\nabla \times \mathcal{A}_{B}\left[\tilde{\psi}_{0,0}\right]= \begin{cases}\frac{i}{\omega\left(\varepsilon_{c}-\varepsilon_{m}\right)} \nabla \mathcal{S}_{B}\left(\lambda_{\varepsilon} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right] & \text { in } \mathbb{R}^{3} \backslash \bar{B}, \\ \frac{i}{\omega \varepsilon_{c}} H^{i}(z)+\frac{i \varepsilon_{m}}{\omega\left(\varepsilon_{c}^{2}-\varepsilon_{m} \varepsilon_{c}\right)} \nabla \mathcal{S}_{B}\left(\lambda_{\varepsilon} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right] & \text { in } B .\end{cases}$

Proof. We only prove (4.5.18). We shall consider the solution to the following system

$$
\begin{cases}\Delta u=0 & \text { in } \mathbb{R}^{3}  \tag{4.5.20}\\ \left.\boldsymbol{\nu} \cdot \nabla u\right|_{-}=\left.\boldsymbol{\nu} \cdot \nabla u\right|_{+} & \text {on } \partial B \\ \mu_{c} \nu \times\left.\nabla u\right|_{-}-\mu_{m} \nu \times\left.\nabla u\right|_{+}=\boldsymbol{\nu} \times E^{i}(z) & \text { on } \partial B \\ u=O\left(|x|^{-1}\right) & |x| \rightarrow \infty\end{cases}
$$

We can see that both the left-hand side and the right-hand side of (4.5.18) are divergence free. We want to prove that they are both equal to the field $\nabla u$ in $\mathbb{R}^{3}$. First we check that they satisfy the jump relations. We already have the continuity of the
normal part of the curl of a vectorial single layer potential [51]. Recall that

$$
\tilde{\boldsymbol{\phi}}_{0,0}=\left(\mu_{c}-\mu_{m}\right)^{-1}\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)^{-1}\left[\boldsymbol{\nu}(\tilde{y}) \times E^{i}(z)\right] .
$$

Then,

$$
\boldsymbol{\nu} \times \nabla \times\left.\mathcal{A}_{D}\left[\tilde{\phi}_{0,0}\right]\right|_{ \pm}=\frac{1}{\mu_{c}-\mu_{m}}\left(\mp \frac{I}{2}+\mathcal{M}_{B}\right)\left(\lambda I+\mathcal{M}_{B}\right)^{-1}\left[\boldsymbol{\nu}(\tilde{y}) \times E^{i}(z)\right]
$$

so we have

$$
\mu_{c} \boldsymbol{\nu} \times \nabla \times\left.\mathcal{A}_{D}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]\right|_{-}-\mu_{m} \boldsymbol{\nu} \times \nabla \times\left.\mathcal{A}_{D}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]\right|_{+}=\boldsymbol{\nu}(\tilde{y}) \times E^{i}(z) .
$$

The continuity of the tangential derivative of a scalar single layer potential gives

$$
\begin{aligned}
& \mu_{c} \boldsymbol{\nu} \times\left(\left.\frac{1}{\mu_{c}-\mu_{m}} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right]\right|_{-}\right)=\mu_{m} \boldsymbol{\nu} \times\left(\frac{1}{\mu_{c}} E^{i}(z)\right. \\
&\left.+\left.\frac{\mu_{m}}{\mu_{c}^{2}-\mu_{m} \mu_{c}} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right]\right|_{+}\right)
\end{aligned}
$$

and the jump of the normal derivative of a scalar single layer potential can be written as follows

$$
\left.\boldsymbol{\nu} \cdot \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right]\right|_{ \pm}=\left(\mp \frac{I}{2}+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right]
$$

which gives the correct jump relation for the normal derivative.
The only problem left is to prove the uniqueness of the system. Now let $\tilde{u}$ be the solution to (4.5.20) with the term $\boldsymbol{\nu} \times E^{i}(z)$ replaced by vector 0 on $\partial B$. Note that $\mu_{c} \nu \times\left.\nabla \tilde{u}\right|_{-}=\mu_{m} \nu \times\left.\nabla \tilde{u}\right|_{+}$is equivalent to

$$
\left.\mu_{c} \frac{\partial \tilde{u}}{\partial T}\right|_{-}=\left.\mu_{m} \frac{\partial \tilde{u}}{\partial T}\right|_{+},
$$

where $T$ is any tangential direction on $\partial B$. Then by choosing any test function in $H^{1}(\partial B)$ and integrating by parts we can get $\left.\mu_{c} \tilde{u}\right|_{-}=\left.\mu_{m} \tilde{u}\right|_{+}$on $\partial B$. Thus,

$$
0 \leq \int_{\mathbb{R}^{3}} \mu|\nabla \tilde{u}|^{2} d x=-\left.\left.\int_{\partial B} \mu_{m} \frac{\partial \tilde{u}}{\partial \boldsymbol{\nu}}\right|_{+} \tilde{u}\right|_{+}+\left.\left.\int_{\partial B} \mu_{c} \frac{\partial \tilde{u}}{\partial \boldsymbol{\nu}}\right|_{-} \tilde{u}\right|_{-}=0,
$$

which proves $\tilde{u}=0$ and completes the proof.

It is worth mentioning that it was proved in [67] that

$$
\nabla \times \mathcal{A}_{B}\left(\frac{1}{2} I+\mathcal{M}_{B}\right)^{-1}\left[\nu \times E^{i}(z)\right]=E^{i}(z) \quad \text { in } \quad B
$$

which, by taking $\mu_{m}=0$ (or let $\mu_{c}=\infty$ ), can be seen as the extreme case in (4.5.18).
Now that we have a better understanding of $\boldsymbol{\nu} \times \nabla \times \mathcal{A}_{D}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]$, by Lemma 4.5.5, we can introduce the unique solutions $u^{e}, u^{h} \in H^{1}(B)$ up to constants such that $\nabla u^{e}=\nabla \times \mathcal{A}_{B}\left[\tilde{\phi}_{0,0}\right], \nabla u^{h}=\nabla \times \mathcal{A}_{B}\left[\tilde{\psi}_{0,0}\right]$ with $u^{e}, u^{h}$ satisfying

$$
\begin{cases}\Delta u^{e}=0 & \text { in } \quad B  \tag{4.5.21}\\ \left.\nu \cdot \nabla u^{e}\right|_{-}=\nu \cdot\left(\nabla \times \mathcal{A}_{B}\left[\tilde{\phi}_{0,0}\right]\right) & \text { on } \quad \partial B\end{cases}
$$

and

$$
\begin{cases}\Delta u^{h}=0 & \text { in } \quad B  \tag{4.5.22}\\ \left.\nu \cdot \nabla u^{h}\right|_{-}=\nu \cdot\left(\nabla \times \mathcal{A}_{B}\left[\tilde{\psi}_{0,0}\right]\right) & \text { on } \quad \partial B .\end{cases}
$$

The expressions of $\nabla u^{e}$ and $\nabla u^{h}$ are given by Lemma 4.5.5. Now, by using equation (4.5.17), we can compute the surface divergence of $\tilde{\phi}_{0,1}$ and $\tilde{\psi}_{0,1}$ :

$$
\begin{aligned}
& \nabla_{\partial B} \cdot \tilde{\phi}_{0,1}=\frac{k_{c}^{2}-k_{m}^{2}}{\mu_{c}-\mu_{m}}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{h}}{\partial \nu}\right|_{-}\right] \\
& \nabla_{\partial B} \cdot \tilde{\psi}_{0,1}=\frac{k_{c}^{2}-k_{m}^{2}}{\omega^{2}\left(\varepsilon_{c}-\varepsilon_{m}\right)}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{e}}{\partial \nu}\right|_{-}\right]
\end{aligned}
$$

Then we have the following lemma.
Lemma 4.5.6. Let $v^{e}$ be the solution to

$$
\begin{cases}\Delta v^{e}=0 & x \in \mathbb{R}^{3} \backslash \partial B  \tag{4.5.23}\\ \left.v^{e}\right|_{+}-\left.v^{e}\right|_{-}=0 & x \in \partial B \\ \left.\varepsilon_{m} \frac{\partial v^{e}}{\partial \nu}\right|_{+}-\left.\varepsilon_{c} \frac{\partial v^{e}}{\partial \nu}\right|_{-}=\left.\left(\varepsilon_{c}-\varepsilon_{m}\right) \nabla u^{e} \cdot \nu\right|_{-} & x \in \partial B \\ v^{e} \rightarrow 0 & |x| \rightarrow \infty\end{cases}
$$

and let $v^{h}$ be the solution to

$$
\begin{cases}\Delta v^{h}=0 & x \in \mathbb{R}^{3} \backslash \partial B  \tag{4.5.24}\\ \left.v^{h}\right|_{+}-\left.v^{h}\right|_{-}=0 & x \in \partial B \\ \left.\mu_{m} \frac{\partial \partial^{h}}{\partial \nu}\right|_{+}-\left.\mu_{c} \frac{\partial v^{h}}{\partial \nu}\right|_{-}=\left.\left(\mu_{c}-\mu_{m}\right) \nabla u^{h} \cdot \nu\right|_{-} & x \in \partial B \\ v^{h} \rightarrow 0 & |x| \rightarrow \infty\end{cases}
$$

Then the following asymptotic expansions hold:

$$
\begin{aligned}
& \mathrm{M}_{0,0}^{e}=\delta \frac{k_{m}^{2}-k_{c}^{2}}{\omega^{2} \varepsilon_{m}} \int_{B} \nabla\left(u^{e}+v^{e}\right)+O\left(\delta^{2}\right) \\
& \mathrm{M}_{0,0}^{h}=\delta \frac{k_{m}^{2}-k_{c}^{2}}{\mu_{m}} \int_{B} \nabla\left(u^{h}+v^{h}\right)+O\left(\delta^{2}\right)
\end{aligned}
$$

Proof. By Proposition 4.5.4, we have

$$
\begin{aligned}
\mathrm{M}_{0,0}^{h} & =\int_{\partial B} \tilde{\phi}_{0} d \sigma(\tilde{y})=\delta \int_{\partial B} \tilde{\phi}_{0,1} d \sigma(\tilde{y})+O\left(\delta^{2}\right) \\
& =-\delta \int_{\partial B} \tilde{y} \nabla_{\partial B} \cdot \tilde{\phi}_{0,1} d \sigma(\tilde{y})+O\left(\delta^{2}\right) \\
& =\delta \frac{k_{m}^{2}-k_{c}^{2}}{\mu_{c}-\mu_{m}} \int_{\partial B} \tilde{y}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{h}}{\partial \nu}\right|_{-}\right] d \sigma(\tilde{y})+O\left(\delta^{2}\right) .
\end{aligned}
$$

Using the fact that

$$
\lambda_{\mu}=\frac{1}{2}+\frac{\mu_{m}}{\mu_{c}-\mu_{m}},
$$

we get that for $f \in L^{2}(\partial B)$,

$$
f=\frac{\mu_{c}-\mu_{m}}{\mu_{m}}\left[\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)[f]+\left(-\frac{I}{2}+\mathcal{K}_{D}^{*}\right)[f]\right]
$$

Then,

$$
\mathrm{M}_{0,0}^{h}=\delta \frac{k_{m}^{2}-k_{c}^{2}}{\mu_{m}}\left(\left.\int_{\partial B} \tilde{y} \frac{\partial u^{h}}{\partial \nu}\right|_{-} d \sigma(\tilde{y})+\int_{\partial B} \tilde{y}\left(-\frac{I}{2}+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{h}}{\partial \nu}\right|_{-}\right] d \sigma(\tilde{y})\right)+O\left(\delta^{2}\right) .
$$

An integration by parts gives

$$
\left.\int_{\partial B} \tilde{y} \frac{\partial u^{h}}{\partial \nu}\right|_{-} d \sigma(\tilde{y})=\int_{B} \nabla u^{h} d x .
$$

We now take a look at the transmission problem (4.5.24) solved by $v^{h}$. Using the jump relation of the normal derivative of the scalar single layer potential we find that, writing $v^{h}=\mathcal{S}_{B}[f]$ with $f$ being such that $\left(\lambda_{\mu} I-\mathcal{K}^{*}\right)[f]=\frac{\partial u^{h}}{\partial \nu}$ gives

$$
\left(-\frac{I}{2}+\mathcal{K}_{B}^{*}\right)[f]=\left.\frac{\partial v^{h}}{\partial \boldsymbol{\nu}}\right|_{-}
$$

and hence,

$$
\left(-\frac{I}{2}+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{h}}{\partial \nu}\right|_{-}\right]=\left.\frac{\partial v^{h}}{\partial \boldsymbol{\nu}}\right|_{-} .
$$

Integrating by parts we get

$$
\mathrm{M}_{0,0}^{h}=\delta \frac{k_{m}^{2}-k_{c}^{2}}{\mu_{m}}\left(\int_{B} \nabla u^{h} d x+\int_{B} \nabla v^{h} d x\right)+O\left(\delta^{2}\right) .
$$

The evaluation for $\mathrm{M}_{0,0}^{e}$ can be done in exactly the same way.

## Derivation of the leading-order tensors

Lemma 4.5.7. We have

$$
\begin{align*}
& \mathrm{M}_{\alpha, \beta}^{e}=\frac{i}{\omega \varepsilon_{m}}\left(\int_{B} \nabla\left(x^{\alpha} x^{\beta}\right) \times \partial^{\beta} H^{i}(z)+i \omega\left(\varepsilon_{c}-\varepsilon_{m}\right) \int_{B} \nabla \times\left(x^{\alpha} \nabla \times \mathcal{A}_{B}\left[\tilde{\psi}_{\beta, 0}\right]\right)\right)+O(\delta),  \tag{4.5.25}\\
& \mathrm{M}_{\alpha, \beta}^{h}=\frac{1}{\mu_{m}}\left(\int_{B} \nabla\left(x^{\alpha} x^{\beta}\right) \times \partial^{\beta} E^{i}(z)-\left(\mu_{c}-\mu_{m}\right) \int_{B} \nabla \times\left(x^{\alpha} \nabla \times \mathcal{A}_{B}\left[\tilde{\phi}_{\beta, 0}\right]\right)\right)+O(\delta) . \tag{4.5.26}
\end{align*}
$$

In particular, we have

$$
\begin{align*}
& \mathrm{M}_{j, 0}^{e}=\frac{i}{\omega \varepsilon_{m}}|B| e_{j} \times H^{i}(z)-\frac{\varepsilon_{c}-\varepsilon_{m}}{\varepsilon_{m}} e_{j} \times \int_{B} \nabla u^{h}+O(\delta),  \tag{4.5.27}\\
& \mathrm{M}_{j, 0}^{h}=\frac{1}{\mu_{m}}|B| e_{j} \times E^{i}(z)-\frac{\mu_{c}-\mu_{m}}{\mu_{m}} e_{j} \times \int_{B} \nabla u^{e}+O(\delta),  \tag{4.5.28}\\
& \mathrm{M}_{0, j}^{e}=\frac{i}{\omega \varepsilon_{m}}|B| e_{j} \times \partial_{j} H^{i}(z)-\frac{\varepsilon_{c}-\varepsilon_{m}}{\varepsilon_{m}} \int_{B} \nabla \mathcal{S}_{B}\left[\nabla_{\partial B} \cdot \tilde{\psi}_{j, 0}\right]+O(\delta),  \tag{4.5.29}\\
& \mathrm{M}_{0, j}^{h}=\frac{1}{\mu_{m}}|B| e_{j} \times \partial_{j} E^{i}(z)-\frac{\mu_{c}-\mu_{m}}{\mu_{m}} \int_{B} \nabla \mathcal{S}_{B}\left[\nabla_{\partial B} \cdot \tilde{\phi}_{j, 0}\right]+O(\delta), \tag{4.5.30}
\end{align*}
$$

where $\left(e_{1}, e_{2}, e_{3}\right)$ is an orthonormal basis of $\mathbb{R}^{3}$.
Proof. We shall only consider $\mathrm{M}_{\alpha, \beta}^{h} . \mathrm{M}_{\alpha, \beta}^{e}$ can be calculated in exactly the same way. We have

$$
\mathrm{M}_{\alpha, \beta}^{h}=\mathrm{M}_{\alpha, \beta}^{h, 0}+O(\delta),
$$

where $\mathrm{M}_{\alpha, \beta}^{h, 0}$ is given by

$$
\mathrm{M}_{\alpha, \beta}^{h, 0}=\int_{\partial B} \tilde{y}^{\alpha} \tilde{\phi}_{\beta, 0} d \sigma(\tilde{y}) .
$$

Since $\lambda_{\mu}=\frac{1}{2}+\frac{\mu_{m}}{\mu_{c}-\mu_{m}}$ we have that for any $f \in L_{T}^{2}(\partial B)$,

$$
\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)[f]-\left(\frac{I}{2}+\mathcal{M}_{B}\right)[f]=\frac{\mu_{m}}{\mu_{c}-\mu_{m}} f .
$$

By applying Lemma 4.5.4, it follows that

$$
\begin{aligned}
\mathrm{M}_{\alpha, \beta}^{h, 0}=\frac{1}{\mu_{m}} \int_{\partial B} \tilde{y}^{\alpha} \nu(\tilde{y}) & \times\left(\tilde{y}^{\beta} \partial^{\beta} E^{i}(z)\right) d \sigma(\tilde{y}) \\
& -\frac{1}{\mu_{m}} \int_{\partial B} \tilde{y}^{\alpha}\left(\frac{I}{2}+\mathcal{M}_{B}\right)\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)^{-1}\left[\nu(\tilde{y}) \times \tilde{y}^{\beta} \partial^{\beta} E^{i}(z)\right] d \sigma(\tilde{y}) .
\end{aligned}
$$

Using the jump relations on $\mathcal{M}_{B}$ and the fact that

$$
\tilde{\boldsymbol{\phi}}_{\beta, 0}=\frac{1}{\mu_{c}-\mu_{m}}\left(\lambda_{\mu} I+\mathcal{M}_{B}\right)^{-1}\left[\nu(\tilde{y}) \times \tilde{y}^{\beta} \partial^{\beta}\right],
$$

we can write

$$
\begin{aligned}
\mathrm{M}_{\alpha, \beta}^{h, 0}=\frac{1}{\mu_{m}} \int_{\partial B} \tilde{y}^{\alpha} \nu(\tilde{y}) \times\left(\tilde{y}^{\beta} \partial^{\beta} E^{i}(z)\right) & d \sigma(\tilde{y}) \\
& -\frac{\mu_{c}-\mu_{m}}{\mu_{m}} \int_{\partial B} \tilde{y}^{\alpha} \nu(\tilde{y}) \times \nabla \times\left.\mathcal{S}_{B}\left[\tilde{\phi}_{\beta, 0}\right]\right|_{-} d \sigma(\tilde{y}) .
\end{aligned}
$$

The curl theorem yields

$$
\mathrm{M}_{\alpha, \beta}^{h, 0}=\frac{1}{\mu_{m}} \int_{B} \nabla\left(x^{\alpha} x^{\beta}\right) \times \partial^{\beta} E^{i}(z) d x-\frac{\mu_{c}-\mu_{m}}{\mu_{m}} \int_{B} \nabla \times\left(x^{\alpha} \nabla \times \mathcal{S}_{B}\left[\tilde{\phi}_{\beta, 0}\right]\right) d x,
$$

and thus (4.5.26) holds. By using the definition of $u^{e}$ and $u^{h}$ we get the case where $|\alpha|=1,|\beta|=0$.

## Derivation of the polarization tensor

Denote by $G(x, z)$ the matrix valued function (Dyadic Green function)

$$
G(x, z)=\varepsilon_{m}\left(\Gamma_{k_{m}}(x-z) I+\frac{1}{k_{m}^{2}} D_{x}^{2} \Gamma_{k_{m}}(x-z)\right) .
$$

It can be seen that $G(x, z)$ satisfies

$$
\nabla_{x} \times \frac{1}{\varepsilon_{m}} \nabla_{x} \times G(x, z)-\omega^{2} \mu_{m} G(x, z)=-\delta_{z} I
$$

We can also easily check that

$$
\nabla \times G(x, z)=\varepsilon_{m} \nabla \times\left(\Gamma_{k_{m}}(x-z) I\right)=\varepsilon_{m} \nabla \Gamma_{k_{m}}(x-z) \times I .
$$

Theorem 4.5.8. Define the polarization tensors

$$
\begin{equation*}
M^{e}:=\int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}[\nu] d \sigma(\tilde{y}) \quad \text { and } \quad M^{h}:=\int_{\partial B} \tilde{y}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}[\nu] d \sigma(\tilde{y}) . \tag{4.5.31}
\end{equation*}
$$

Then the following far-field expansion holds:

$$
\begin{equation*}
E(x)-E^{i}(x)=-\delta^{3} \omega^{2} \mu_{m} G(x, z) M^{e} E^{i}(z)-\delta^{3} \frac{i \omega \mu_{m}}{\varepsilon_{m}} \nabla \times G(x, z) M^{h} H^{i}(z)+O\left(\delta^{4}\right) . \tag{4.5.32}
\end{equation*}
$$

Before we proceed, we stress that the polarization tensors $M^{e}, M^{h}$ defined above are matrix with each entry $m_{i j}^{e}$ and $m_{i j}^{h}, i, j=1,2,3$, defined by (4.2.16) with $\lambda=\lambda_{\varepsilon}$ and $\lambda=\lambda_{\mu}$, respectively.

They are different from the vector valued tensors we defined in equation (4.5.11). Proof. We shall give the analysis term by term in (4.5.16). It is easy to check that

$$
\sum_{j=1}^{3} e_{j} \times \partial_{j} E^{i}(z)=i \omega \mu_{m} H^{i}(z) \quad \text { and } \quad \sum_{j=1}^{3} e_{j} \times \partial_{j} H^{i}(z)=-i \omega \varepsilon_{m} E^{i}(z)
$$

and

$$
\sum_{j=1}^{3} \nabla \partial_{j} \Gamma_{k_{m}}(x-z) \times e_{j} \times E^{i}(z)=\omega^{2} \mu_{m} G(x, z) E^{i}(z)
$$

Then by Lemma 4.5.7 it follows that

$$
\begin{aligned}
\nabla \times \sum_{j=1}^{3} \nabla \partial_{j} \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{j, 0}^{e} & = \\
\omega^{2} \mu_{m} \nabla & \times G(x, z)\left(\frac{i}{\omega \varepsilon_{m}}|B| H^{i}(z)-\frac{\varepsilon_{c}-\varepsilon_{m}}{\varepsilon_{m}} \int_{B} \nabla u^{h}\right)+O(\delta),
\end{aligned}
$$

and

$$
\begin{aligned}
& \mu_{m} \sum_{j=1}^{3} \nabla \partial_{j} \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{j, 0}^{h}=\omega^{2} \mu_{m} G(x, z)\left(|B| E^{i}(z)-\left(\mu_{c}-\mu_{m}\right) \int_{B} \nabla u^{e}\right) \\
&+O(\delta) .
\end{aligned}
$$

Furthermore, we obtain from Lemma 4.5.4 that

$$
\begin{aligned}
& \sum_{j=1}^{3} \nabla_{\partial B} \cdot \tilde{\phi}_{j, 0}=\frac{1}{\mu_{c}-\mu_{m}}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\sum_{j=1}^{3} \nabla_{\partial B} \cdot\left(\boldsymbol{\nu}(\tilde{y}) \times\left(\tilde{y}_{j} \partial_{j} E^{i}(z)\right)\right)\right], \\
& \sum_{j=1}^{3} \nabla_{\partial B} \cdot \tilde{\phi}_{j, 0}=\frac{1}{\mu_{c}-\mu_{m}}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\sum_{j=1}^{3} \boldsymbol{\nu}(\tilde{y}) \cdot\left(\nabla \times\left(\tilde{y}_{j} \partial_{j} E^{i}(z)\right)\right)\right],
\end{aligned}
$$

which gives

$$
\sum_{j=1}^{3} \nabla_{\partial B} \cdot \tilde{\phi}_{j, 0}=-\frac{i \omega \mu_{m}}{\mu_{c}-\mu_{m}}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right] .
$$

Similarly, we have

$$
\sum_{j=1}^{3} \nabla_{\partial B} \cdot \tilde{\psi}_{j, 0}=-\frac{\varepsilon_{m}}{\varepsilon_{c}-\varepsilon_{m}}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] .
$$

Recall from (4.5.29) that

$$
\mathrm{M}_{0, j}^{e}=\frac{i}{\omega \varepsilon_{m}}|B| e_{j} \times \partial_{j} H^{i}(z)-\frac{\varepsilon_{c}-\varepsilon_{m}}{\varepsilon_{m}} \int_{B} \nabla \mathcal{S}_{B}\left[\nabla_{\partial B} \cdot \tilde{\psi}_{j, 0}\right]+O(\delta) .
$$

Summing over $j$ gives

$$
\begin{aligned}
\nabla \times \nabla \Gamma_{k_{m}}(x-z) \times \sum_{j=1}^{3} \frac{i}{\omega \varepsilon_{m}}|B| e_{j} \times \partial_{j} H^{i}(z) & =\nabla \times \nabla \Gamma_{k_{m}}(x-z) \times\left(\frac{i}{\omega \varepsilon_{m}}|B| \nabla_{z} \times H^{i}(z)\right) \\
& =-\nabla \times \nabla \Gamma_{k_{m}}(x-z) \times|B| E^{i}(z) \\
& =-\nabla \times \nabla \times G(x, z)|B| E^{i}(z) \\
& =\omega^{2} \mu_{m} G(x, z)|B| E^{i}(z)
\end{aligned}
$$

Hence, we can deduce that

$$
\nabla \times \nabla \Gamma_{k_{m}}(x-z) \times \sum_{j=1}^{3} \mathrm{M}_{0, j}^{e}=\omega^{2} \mu_{m} G(x, z)\left(|B| E^{i}\left(z+\int_{B} \nabla \mathcal{S}_{B}\left[\boldsymbol{\nu} \cdot H^{i}(z)\right]\right)+O(\delta)\right.
$$

A similar computation yields

$$
\begin{aligned}
& \mu_{m} \nabla \Gamma_{k_{m}}(x-z) \times \sum_{j=1}^{3} \mathrm{M}_{0, j}^{h}= \\
& \quad i \omega \mu_{m} \nabla \Gamma_{k_{m}}(x-z) \times\left(|B| H^{i}(z)+\int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right]\right)+O(\delta)
\end{aligned}
$$

and therefore,

$$
\begin{aligned}
& \mu_{m} \nabla \Gamma_{k_{m}}(x-z) \times \sum_{j=1}^{3} \mathrm{M}_{0, j}^{h}= \\
& i \omega \frac{\mu_{m}}{\varepsilon_{m}} \nabla \times G(x-z)\left(|B| H^{i}(z)+\int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right]\right)+O(\delta) .
\end{aligned}
$$

Moreover, Lemma 4.5.6 gives

$$
\begin{aligned}
& \nabla \times \nabla \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{0,0}^{e}=\delta \frac{\mu_{m}}{\varepsilon_{m}}\left(k_{m}^{2}-k_{c}^{2}\right) G(x, z) \int_{B} \nabla\left(u^{e}+v^{e}\right)+O\left(\delta^{2}\right) \\
& \mu_{m} \nabla \Gamma_{k_{m}}(x-z) \times \mathrm{M}_{0,0}^{h}=\delta \frac{\left(k_{m}^{2}-k_{c}^{2}\right)}{\varepsilon_{m}} \nabla \times G(x, z) \int_{B} \nabla\left(u^{h}+v^{h}\right)+O\left(\delta^{2}\right) .
\end{aligned}
$$

Combining the previous asymptotic expansions we arrive at

$$
\begin{align*}
E(x)- & E^{i}(x)=\delta^{3} \frac{1}{\varepsilon_{m}} G(x, z)\left(\mu_{m}\left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} \nabla\left(u^{e}+v^{e}\right)\right. \\
& \left.+\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \int_{B} \nabla u^{e}+k_{m}^{2} \int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right]\right) \\
+ & \delta^{3} \frac{1}{\varepsilon_{m}} \nabla \times G(x, z)\left(\left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} \nabla\left(u^{h}+v^{h}\right)+\omega^{2} \mu_{m}\left(\varepsilon_{c}-\varepsilon_{m}\right) \int_{B} \nabla u^{h}\right. \\
& \left.+i \omega \mu_{m} \int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right]\right)+O\left(\delta^{4}\right) . \tag{4.5.33}
\end{align*}
$$

The proof is then complete.
We shall analyze further (4.5.33). Recall that, from the proof of Lemma 4.5.6, we have

$$
\int_{B} \nabla\left(u^{e}+v^{e}\right) d x=\frac{\varepsilon_{m}}{\varepsilon_{c}-\varepsilon_{m}} \int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{e}}{\partial \nu}\right|_{-}\right] d \sigma(x)
$$

and

$$
\int_{B} \nabla\left(u^{h}+v^{h}\right) d x=\frac{\mu_{m}}{\mu_{c}-\mu_{m}} \int_{\partial B} \tilde{y}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{h}}{\partial \nu}\right|_{-}\right] d \sigma(x) .
$$

Noticing that

$$
\mu_{m}\left(k_{m}^{2}-k_{c}^{2}\right)=\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \frac{\mu_{m} \varepsilon_{m}-\mu_{c} \varepsilon_{c}}{\left(\mu_{c}-\mu_{m}\right)\left(\varepsilon_{c}-\varepsilon_{m}\right)},
$$

we get

$$
\begin{aligned}
& \mu_{m}\left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} \nabla\left(u^{e}+v^{e}\right)+\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \int_{B} \nabla u^{e}= \\
& \quad\left(\mu_{c}-\mu_{m}\right) k_{m}^{2}\left(\frac{\mu_{m} \varepsilon_{m}-\mu_{c} \varepsilon_{c}}{\left(\mu_{c}-\mu_{m}\right)\left(\varepsilon_{c}-\varepsilon_{m}\right)} \int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{e}}{\partial \nu}\right|_{-}\right]+\left.\int_{\partial B} \tilde{y} \frac{\partial u^{e}}{\partial \nu}\right|_{-}\right) .
\end{aligned}
$$

Moreover, for any $f$, we have

$$
\begin{aligned}
& \frac{\mu_{m} \varepsilon_{m}-\mu_{c} \varepsilon_{c}}{\left(\mu_{c}-\mu_{m}\right)\left(\varepsilon_{c}-\varepsilon_{m}\right)}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}[f]+f= \\
& \quad \frac{\mu_{m} \varepsilon_{m}-\mu_{c} \varepsilon_{c}}{\left(\mu_{c}-\mu_{m}\right)\left(\varepsilon_{c}-\varepsilon_{m}\right)}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}[f]+\left(\lambda_{\varepsilon} I-\mathcal{K}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}[f] .
\end{aligned}
$$

so that

$$
\frac{\mu_{m} \varepsilon_{m}-\mu_{c} \varepsilon_{c}}{\left(\mu_{c}-\mu_{m}\right)\left(\varepsilon_{c}-\varepsilon_{m}\right)}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}[f]+f=\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}[f]
$$

We can then write

$$
\begin{aligned}
\mu_{m}\left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} \nabla\left(u^{e}+v^{e}\right) & +\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \int_{B} \nabla u^{e}= \\
& -\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \int_{\partial B} \tilde{y}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\left.\frac{\partial u^{e}}{\partial \nu}\right|_{-}\right] .
\end{aligned}
$$

Recall that by definition,

$$
\left.\frac{\partial u^{e}}{\partial \boldsymbol{\nu}}\right|_{-}=\boldsymbol{\nu} \cdot \nabla \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]
$$

Then, by using Lemma 4.5.5, we obtain

$$
\boldsymbol{\nu} \cdot \nabla \times \mathcal{A}_{B}\left[\tilde{\boldsymbol{\phi}}_{0,0}\right]=\frac{1}{\mu_{c}} \boldsymbol{\nu} \cdot E^{i}(z)+\left.\frac{\mu_{m}}{\mu_{c}^{2}-\mu_{m} \mu_{c}} \boldsymbol{\nu} \cdot \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right]\right|_{-}
$$

which together with the jump relations for the normal derivative of the scalar layer potential yields

$$
\begin{aligned}
\mu_{m}\left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} & \nabla\left(u^{e}+v^{e}\right)+\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \int_{B} \nabla u^{e}= \\
& \quad-\frac{\mu_{c}-\mu_{m}}{\mu_{c}} k_{m}^{2} \int_{B} \tilde{y}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] \\
-\frac{\mu_{m}}{\mu_{c}} k_{m}^{2} & \int_{\partial B} \tilde{y}\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left(-\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)\left(\lambda_{\mu} I+\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] .
\end{aligned}
$$

If we set $\lambda_{\varepsilon}=-\frac{1}{2}+\frac{\varepsilon_{c}}{\varepsilon_{c}-\varepsilon_{m}}$, then we can write

$$
-\frac{\mu_{m}}{\mu_{c}}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left(-\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]=-\frac{\mu_{m}}{\mu_{c}}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left(-\frac{\varepsilon_{c}}{\varepsilon_{c}-\varepsilon_{m}} I+\mathcal{K}_{B}^{*}\right)\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]
$$

or equivalently,

$$
\begin{aligned}
-\frac{\mu_{m}}{\mu_{c}}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left(-\frac{1}{2} I\right. & \left.+\mathcal{K}_{B}^{*}\right)\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]= \\
& -\frac{\mu_{m}}{\mu_{c}} \boldsymbol{\nu} \cdot E^{i}(z)+\frac{\varepsilon_{c} \mu_{m}}{\mu_{c}\left(\varepsilon_{c}-\varepsilon_{m}\right)}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]
\end{aligned}
$$

Then, since

$$
\begin{aligned}
-\frac{\mu_{c}-\mu_{m}}{\mu_{c}}\left(\lambda_{\mu} I+\right. & \left.\mathcal{K}_{B}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]= \\
& \frac{\mu_{c}-\mu_{m}}{\mu_{c}} \boldsymbol{\nu} \cdot E^{i}(z)-\frac{\mu_{c}-\mu_{m}}{\mu_{c}}\left(\lambda_{\mu}-\lambda_{\varepsilon}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]
\end{aligned}
$$

we can write

$$
\begin{aligned}
&-\frac{\mu_{c}-\mu_{m}}{\mu_{c}}\left(\lambda_{\mu} I+\right.\left.\mathcal{K}_{B}^{*}\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right] \\
&-\frac{\mu_{m}}{\mu_{c}}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left(-\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)\left[\boldsymbol{\nu} \cdot E^{i}(z)\right] \\
&=\boldsymbol{\nu} \cdot E^{i}(z)+\left(\frac{\varepsilon_{c} \mu_{m}}{\mu_{c}\left(\varepsilon_{c}-\varepsilon_{m}\right)}-\frac{\mu_{c}-\mu_{m}}{\mu_{c}}\left(\lambda_{\mu}-\lambda_{\varepsilon}\right)\right)\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]
\end{aligned}
$$

A direct computation gives

$$
\frac{\varepsilon_{c} \mu_{m}}{\mu_{c}\left(\varepsilon_{c}-\varepsilon_{m}\right)}-\frac{\mu_{c}-\mu_{m}}{\mu_{c}}\left(\lambda_{\mu}-\lambda_{\varepsilon}\right)=\frac{1}{2}+\lambda_{\varepsilon}
$$

and therefore,

$$
\begin{aligned}
& \mu_{m}\left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} \nabla\left(u^{e}+v^{e}\right)+\left(\mu_{c}-\mu_{m}\right) k_{m}^{2} \int_{B} \nabla u^{e}= \\
& \quad k_{m}^{2} \int_{\partial B} \tilde{y} \boldsymbol{\nu} \cdot E^{i}(z) d \sigma(\tilde{y})-k_{m}^{2}\left(\frac{1}{2}+\lambda_{\varepsilon}\right) \int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right] d \sigma(\tilde{y}) .
\end{aligned}
$$

A similar computation yields

$$
\begin{aligned}
& \left(k_{m}^{2}-k_{c}^{2}\right) \int_{B} \nabla\left(u^{h}+v^{h}\right)+\omega^{2} \mu_{m}\left(\varepsilon_{c}-\varepsilon_{m}\right) \int_{B} \nabla u^{h}= \\
& \quad i \omega \mu_{m} \int_{\partial B} \tilde{y} \boldsymbol{\nu} \cdot H^{i}(z) d \sigma(\tilde{y})-i \omega \mu_{m}\left(\frac{1}{2}+\lambda_{\mu}\right) \int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot H^{i}(z)\right] d \sigma(\tilde{y}) .
\end{aligned}
$$

Now it remains to compute the last term in (4.5.33) which is
$k_{m}^{2} \int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] d \tilde{y}=\left.k_{m}^{2} \int_{\partial B} \tilde{y} \frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}\right|_{-}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right] d \sigma(\tilde{y})$.
Writing that $\lambda_{\varepsilon}=\frac{1}{2}+\frac{\varepsilon_{m}}{\varepsilon_{c}+\varepsilon_{m}}$ together with the fact that $\left.\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}\right|_{-}=\left(-\frac{1}{2} I+\mathcal{K}_{B}^{*}\right)$, we obtain

$$
\frac{\partial}{\partial \boldsymbol{\nu}} \mathcal{S}_{B}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]=-\boldsymbol{\nu} \cdot E^{i}(z)+\frac{\varepsilon_{m}}{\varepsilon_{c}+\varepsilon_{m}}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right]
$$

Hence,

$$
\begin{aligned}
&\left.k_{m}^{2} \int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] d \tilde{y}=-k_{m}^{2} \int_{\partial B} \tilde{y} \boldsymbol{\nu} \cdot E^{i}(z)\right] d \sigma(\tilde{y}) \\
&+k_{m}^{2}\left(\lambda_{\varepsilon}-\frac{1}{2}\right) \int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot E^{i}(z)\right] d \sigma(\tilde{y}) .
\end{aligned}
$$

Similarly, we have

$$
\begin{aligned}
i \omega \mu_{m} \int_{B} \nabla \mathcal{S}_{B}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right] & =i \omega \mu_{m} \int_{\partial B} \tilde{y} \boldsymbol{\nu} \cdot H^{i}(z) d \sigma(\tilde{y}) \\
& +i \omega \mu_{m}\left(\lambda_{\mu}-\frac{1}{2}\right) \int_{\partial B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\boldsymbol{\nu} \cdot H^{i}(z)\right] d \sigma(\tilde{y}) .
\end{aligned}
$$

Finally, we arrive at

$$
\begin{aligned}
& E(x)-E^{i}(x)=-\delta^{3} \omega^{2} \mu_{m} G(x, z) \int_{\cdot B} \tilde{y}\left(\lambda_{\varepsilon} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot E^{i}(z)\right] \\
&-\delta^{3} \frac{i \omega \mu_{m}}{\varepsilon_{m}} \nabla \times G(x, z) \int_{\cdot B} \tilde{y}\left(\lambda_{\mu} I-\mathcal{K}_{B}^{*}\right)^{-1}\left[\nu \cdot H^{i}(z)\right]+O\left(\delta^{4}\right) .
\end{aligned}
$$

When a plasmonic resonance occurs, the term $\lambda_{\varepsilon}=\frac{\varepsilon_{c}+\varepsilon_{m}}{2\left(\varepsilon_{c}-\varepsilon_{m}\right)}$ can have a real part that is lower than $\frac{1}{2}$, and become close to an eigenvalue of the operator $\mathcal{K}_{B}^{*}$.

Using Lemma 4.5 .4 we can easily see that each of the potentials $\boldsymbol{\phi}_{\beta, n}$ and $\boldsymbol{\psi}_{\beta, n}$ are controlled in norm by powers of $\frac{1}{d_{\sigma}}$, where $d_{\sigma}$ is the distance of $\lambda_{\varepsilon}$ to the spectrum $\sigma\left(\mathcal{M}_{B}\right)=-\sigma\left(\mathcal{K}_{B}^{*}\right) \backslash\{-1 / 2\}$. So the asymptotic development given by Theorem 4.5.8 is valid when $\delta / d_{\sigma} \ll 1$, which ensures that the reminder of the asymptotic expansion is still small compared to the first-order term.

The following results are our main results in this chapter.

Theorem 4.5.9. Let $d_{\sigma}:=\min \left\{\operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\mathcal{K}_{B}^{*}\right)\right)\right.$, $\left.\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\mathcal{K}_{B}^{*}\right)\right)\right\}$. The following uniform far-field expansion holds:

$$
\begin{align*}
E(x)-E^{i}(x)= & -\delta^{3} \omega^{2} \mu_{m} G(x, z) M^{e} E^{i}(z)-\delta^{3} \frac{i \omega \mu_{m}}{\varepsilon_{m}} \nabla \times G(x, z) M^{h} H^{i}(z) \\
& +O\left(\frac{\delta^{4}}{d_{\sigma}}\right) \tag{4.5.34}
\end{align*}
$$

where $M^{e}$ and $M^{h}$ are defined by (4.5.31).
The above theorem can be generalized to the case of multiple particles.
Theorem 4.5.10. Let $M^{e}$ and $M^{h}$ be the polarization tensors associated with $D_{1} \cup D_{2}$ and $\lambda_{\varepsilon}$ and $\lambda_{\mu}$, respectively. Let $d_{\sigma}:=\min \left\{\operatorname{dist}\left(\lambda_{\varepsilon}, \sigma\left(\mathbb{K}_{B}^{*}\right)\right)\right.$, $\left.\operatorname{dist}\left(\lambda_{\mu}, \sigma\left(\mathbb{K}_{B}^{*}\right)\right)\right\}$. Then the following uniform far-field expansion holds:

$$
\begin{align*}
E(x)-E^{i}(x)= & -\delta^{3} \omega^{2} \mu_{m} G(x, z) M^{e} E^{i}(z)-\delta^{3} \frac{i \omega \mu_{m}}{\varepsilon_{m}} \nabla \times G(x, z) M^{h} H^{i}(z) \\
& +O\left(\frac{\delta^{4}}{d_{\sigma}}\right) \tag{4.5.35}
\end{align*}
$$

where $M^{e}$ and $M^{h}$ are defined by (4.3.4) with $\lambda=\lambda_{\varepsilon}$ and $\lambda=\lambda_{\mu}$, respectively.
Theorems 4.5 .9 and 4.5 .10 show the uniform validity with respect to the nanoparticle's bulk electron relaxation rate of the quasi-static approximation of the Maxwell's equations.

Finally, two more remarks are in order. First, in view of Theorems 4.5.9 and 4.5.10 and the blow up of the polarization tensors, it is clear that at plasmonic resonances the scattered electric field is enhanced. Secondly, from the representation formula (4.5.2) for the electric field in $D$ and the estimates of the densities, it can be seen that the electric field inside the particle is enhanced as well and therefore, the absorbed energy, given by $\varepsilon^{\prime \prime} \int_{D}|E|^{2}(y) d y$, is enhanced at dielectric plasmonic resonances. Note that the scattering enhancement when the particles are illuminated at their plasmonic resonances can be used for nano-resolved imaging from the far-field data while the absorption enhancement for thermotherapy applications as well as for photoacoustic imaging to remotely measure and control the local temperature within a medium [132].

### 4.6 Numerical illustrations

We illustrate the plasmon phenomenon numerically by computing the polarization tensor $M^{e}$ for some different two-dimensional shapes. We use the values for the
parameters given in section 4.6. The wavelength of the incoming plane wave $c / \omega$, where $c=3.10^{8}$ is the speed of light, belongs to [ 80,1100$] \cdot 10^{-9} \mathrm{~m}$. Figures 4.6.1 and 4.6.2 show respectively the values of real and imaginary parts of $\varepsilon_{c}$ and $\lambda_{\varepsilon}$ as a function of the wavelength.

Then we compute the matrix $M^{e}$ defined by (4.2.16) with $\lambda=\lambda_{\varepsilon}$. We plot the value of its norm with respect to the incoming wavelength. Figure 4.6 .3 shows that if the shape $B$ is a disk, then one has a resonant peak. This peak corresponds to $\lambda_{\varepsilon}=0$. Figure 4.6 .4 shows that for an ellipse, one can observe two resonant frequencies, one corresponding to each axis. This was experimentally observed in [55] for elongated particles. The two peaks correspond to $\lambda_{\varepsilon}=(a-b) /(a+b) \approx 0.33$ and $\lambda_{\varepsilon}=((a-b) /(a+b))^{2} \approx 0.11$, where $a=1, b=1 / 2$ are the semi-axis lengths of the ellipse. Figure 4.6.5 gives the norm of the polarization tensor for a star-shaped particle. One can observe that there are many resonant frequencies. This observation is also in agreement with the experimental results published in [69].

Finally, it is shown in Figure 4.6.7 that when two disks are close to each other, a strong interaction occurs and the plasmonic resonance frequencies are close to those of an equivalent ellipse.

### 4.7 Concluding remarks

In this chapter, we have provided a mathematical framework for localized plasmon resonance of nanoparticles. We have derived a uniform small volume expansion for the solution to Maxwell's equations in the presence of nanoparticles excited at their plasmonic resonances. We have presented a variety of numerical results to illustrate our main findings. As the particle size increases and moves away from the quasi-static approximation, high-order polarization tensors [27] should be included in order to compute the plasmonic resonances, which become size-dependent [76]. This would be the subject of a forthcoming work. We hope to be able to compute size-dependant plasmonic frequency for a given particle without solving the full 3D Maxwell system. Our approach in this chapter opens also a door for a numerical and mathematical framework for optimal shape design of resonant nanoparticles and their super resolved imaging [25].


Figure 4.6.1 Values of the parameter $\varepsilon(\omega)$.


Figure 4.6.2 Values of the parameter $\lambda_{\varepsilon}(\omega)$.



Figure 4.6.3 Norm of the polarization tensor for a circular inclusion.



Figure 4.6.4 Norm of the polarization tensor for an elliptic inclusion.



Figure 4.6.5 Norm of the polarization tensor for a flower-shaped inclusion.


Figure 4.6.6 Different couplings between two disks.


Figure 4.6.7 Norm of the polarization tensor for multiple disks for various separating distances.
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### 5.1 Introduction

Second-harmonic microscopy is a promising imaging technique based on a phenomenon called second-harmonic generation (SHG) or frequency-doubling. SHG requires an intense laser beam passing through a material with non vanishing second-order susceptibility [68]. A second electromagnetic field is emitted at exactly twice the frequency of the incoming field. Roughly speaking,

$$
\begin{equation*}
\mathbf{E}_{2 \omega} \sim \mathbf{E}_{\omega} \chi^{(2)} \mathbf{E}_{\omega}, \tag{5.1.1}
\end{equation*}
$$

where $\chi^{(2)}$ is the second-order susceptibility tensor. A condition for an object to have non vanishing second-order susceptibility tensor is to have a noncentrosymmetric structure. Thus SHG only occurs in a few types of physical bodies: crystals [102], interfaces like cell membranes [43, 70, 105], nanoparticle [75, 138], and natural structures like collagen or neurons [41, 100]. This makes SHG a very good contrast mechanism for microscopy, and has been used in biomedical imaging. SHG signals have a very low intensity because the coefficients in $\chi^{(2)}$ have a typical size of picometer $/ V[48]$. This is the reason why a high intensity laser beam is required in order to produce a second-harmonic field that is large enough to be detected by the microscope. Second-harmonic microscopy has several advantages. Among others, the fact that the technique does not involve excitation of molecules so it is not subject to phototoxicity effect or photobleaching. The excitation uses near infrared light which has a very good penetration capacity, and a lot of natural structures (like collagen for instance) exhibit strong SHG properties, so there is no need for probes or dyes in certain cases. SHG images can be collected simultaneously with standard microscopy and two-photon-excitation-fluorescence microscopy for membrane imaging (see, for instance, [43]).

The coherent nature of the SHG signal allows us to use nonlinear holography for measuring the complex two-dimensional (amplitude and phase) SHG signal [73, 116]. The idea is quite similar to conventional linear holography [52, 124]. A frequency doubling crystal is used to produce a coherent reference beam at the second-harmonic frequency, which allows to measure the phase of the one emitted from the reflector [72].

On the other hand, since only the dye/membrane produces the second-harmonic signal, SHG microscopy allows a precise imaging of the dye/membrane, clear from any scattering from the surrounding medium, contrary to the fundamental frequency image, where the signal measured is produced by both the reflector and the medium. As it will be shown in this chapter, this is the main feature which makes second-harmonic imaging very efficient when it is not possible to obtain an image of the medium without
the dye in order to filter the medium noise. In practical situations [72], it is not possible to get an image without the reflector. The main purpose of this work is to justify that the second-harmonic generation acts in such situations as a powerful contrast imaging approach.

More precisely, we study the case of a nanoparticle with non vanishing second-order susceptibility tensor $\chi^{(2)}$ embedded in a randomly heterogeneous medium illuminated by an incoming electromagnetic field at a fixed frequency $\omega$. We give asymptotic formulas for the electromagnetic field diffracted by the particle and the medium at the fundamental frequency and at the second-harmonic frequency. Then we use a backpropagation algorithm in order to recover the position of the particle from boundary measurements of the fields. We study the images obtained by backpropagation both in terms of resolution and stability. In particular, we elucidate that the secondharmonic field provides a more stable image than that from fundamental frequency imaging, with respect to medium noise, and that the signal-to-noise ratio for the second-harmonic image does not depend neither on $\chi^{(2)}$ nor on the volume of the particle. The aforementioned are the main findings of this study.

The chapter is organized as follows. In section 5.2 we formulate the problem of SHG. In section 5.3, asymptotic expansions in terms of the size of the small reflector (the nanoparticle) of the scattered field at the fundamental frequency and the secondharmonic generated field are derived. In section 5.4, we introduce backpropagation imaging functions for localizing the point reflector using the scattered field at the fundamental frequency as well as the second-harmonic field. In section 5.5, we perform a stability and resolution analysis of the backpropagation imaging functions. We show that the medium noise affects the stability and resolution of the imaging functions in different ways. We prove that using the second-harmonic field renders enhanced stability for the reconstructed image. Our main findings are delineated by a few numerical examples in section 5.6. The chapter ends with a short discussion.

### 5.2 Problem formulation

In this chapter we consider a small electric reflector $\Omega_{r}$ with a non vanishing secondorder susceptibility tensor $\chi$ embedded in a randomly heterogeneous medium. The reflector is illuminated by a plane electromagnetic wave. We assume that the plane wave is polarized in the transverse magnetic direction and the second-harmonic field is in the transverse electric mode. The polarization of the second-harmonic field is given by symmetry properties of the second-order susceptibility tensor. This transverse
magnetic--transverse electric polarization mode is known to be supported by a large class of optical nonlinear materials [127]. We choose this polarization mode so that the full Maxwell equations reduce to a Helmholtz equation in $\mathbb{R}^{2}$ and therefore, a two-dimensional study of the second harmonic generation with scalar fields would be possible. The results would be pretty similar in a general three-dimensional case for the full Maxwell equations, but the computations would be much elusive.

In order to describe the mathematical model, we assume that the medium has random fluctuations described by a given random process $\mu$ with Gaussian statistics and mean zero. Furthermore, we assume that $\mu$ has a small amplitude and is compactly supported in $\mathbb{R}^{2}$ and let $\Omega_{\mu}:=\operatorname{supp}(\mu)$. We refer to $\mu$ as the medium noise. We also assume that the refractive index of the background homogeneous medium $\mathbb{R}^{2} \backslash \overline{\Omega_{\mu}}$ is 1 . The medium is illuminated by a plane wave at frequency $\omega>0$, intensity $U_{I}>0$, and direction $\theta \in \mathbb{S}^{1}$ :

$$
\begin{equation*}
U_{0}(x)=U_{I} e^{i \omega \theta \cdot x} \tag{5.2.1}
\end{equation*}
$$

with $\mathbb{S}^{1}$ being the unit circle.
The small-volume reflector $\Omega_{r}$ is in $\Omega_{\mu}$ and has a refractive index given by

$$
\begin{equation*}
\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}(x), \tag{5.2.2}
\end{equation*}
$$

where $\sigma_{r}$ is the refractive index contrast of the reflector, $\Omega_{r}$ is compactly supported in $\Omega_{\mu}$ with volume $\left|\Omega_{r}\right|$, and $1_{\Omega_{r}}$ is the characteristic function of $\Omega_{r}$. The squared refractive index $n(x)$ in the whole space has then the following form:

$$
\begin{equation*}
\frac{1}{n(x)}=\left(1+\mu(x)+\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}(x)\right) . \tag{5.2.3}
\end{equation*}
$$

The scattered field $u_{s}$ generated by the plane wave satisfies the Helmholtz equation:

$$
\begin{equation*}
\nabla \cdot\left(\left(\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+\mu+1\right) \nabla\left(u_{s}+U_{0}\right)\right)+\omega^{2}\left(u_{s}+U_{0}\right)=0 \quad \text { in } \mathbb{R}^{2} \tag{5.2.4}
\end{equation*}
$$

together with the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} \sqrt{|x|}\left(\frac{\partial u_{s}}{\partial|x|}-i \omega u_{s}\right)=0 \tag{5.2.5}
\end{equation*}
$$

The point reflector also scatters a second field $v$ at frequency $2 \omega$. Since

$$
n(x)=\frac{(2 \omega)^{2}}{\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+1}\left(1-\frac{\mu}{\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+1}\right)+O\left(\|\mu\|_{L^{\infty}\left(\Omega_{\mu}\right)}^{2}\right),
$$

the field $v$ satisfies, up to $O\left(\|\mu\|_{L^{\infty}\left(\Omega_{\mu}\right)}^{2}\right)$, the following Helmholtz equation [39, 68, 129]:

$$
\begin{equation*}
\left(\Delta+\frac{(2 \omega)^{2}}{\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+1}\left(1-\frac{\mu}{\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+1}\right)\right) v=\sum_{k, l=1,2} \chi_{k l} \partial_{x_{k}} U \partial_{x_{l}} U \mathbf{1}_{\Omega_{r}} \quad \text { in } \mathbb{R}^{2} \tag{5.2.6}
\end{equation*}
$$

subject to the Sommerfeld radiation condition

$$
\begin{equation*}
\lim _{|x| \rightarrow \infty} \sqrt{|x|}\left(\frac{\partial v}{\partial|x|}-2 i \omega v\right)=0 \tag{5.2.7}
\end{equation*}
$$

where $\chi$ is the electric polarization of the reflector, and can be written as $\chi(x)=$ $\left(\chi_{i j}\right)_{i, j=1,2} \mathbf{1}_{\mathrm{r}}(x)$ and $U=u_{s}+U_{0}$ is the total field. The coupled problems (5.2.4)-(5.2.5) and (5.2.6)-(5.2.7) have been mathematically investigated in [31, 32, 35].

Let us consider $\Omega$ to be a domain large enough so that $\Omega_{\mu}=\operatorname{supp}(\mu) \Subset \Omega$ and measure the fields $u_{s}$ and $v$ on its boundary $\partial \Omega$. The goal of the imaging problem is to locate the reflector from the far-field measurements of the scattered field $u_{s}$ at the fundamental frequency and/or the second-harmonic generated field $v$. It will be shown in this chapter that, in the presence of medium noise, the use of the second-harmonic field yields a better stability properties for imaging the small reflector $\Omega_{r}$ than the use of the scattered field at the fundamental frequency.

### 5.3 Small-volume expansions

In this section, we establish small-volume expansions for the solutions of problems (5.2.4)-(5.2.5) and (5.2.6)-(5.2.7). We assume that the reflector is of the form $\Omega_{r}=$ $z_{r}+\delta B$, where its characteristic size $\delta$ is small, $z_{r}$ is its location, and $B$ is a smooth domain such that $B \subset B(0,1)$ with $B(0,1)$ being the ball of radius 1 and center the origin 0 . We derive asymptotic expansions of $u_{s}$ and $v$ as $\delta$ goes to zero.

### 5.3.1 Fundamental frequency problem

Before deriving an asymptotic expansion of $u_{s}$ as $\delta$ goes to zero, we first approximate the background solution, i.e., the field that would be observed without the reflector in terms of the amplitude of the random process $\mu$. We construct its first-order correction as a function of $\mu$.

Let $U^{(\mu)}=u_{s}^{(\mu)}+U_{0}$ be the total field that would be observed in the absence of any reflector. The scattered field $u_{s}^{(\mu)}$ satisfies

$$
\left\{\begin{array}{r}
\nabla \cdot\left((1+\mu) \nabla\left(u_{s}^{(\mu)}+U_{0}\right)\right)+\omega^{2}\left(u_{s}^{(\mu)}+U_{0}\right)=0 \quad \text { in } \mathbb{R}^{2}  \tag{5.3.1}\\
\lim _{|x| \rightarrow \infty} \sqrt{|x|}\left(\frac{\partial u_{s}^{(\mu)}}{\partial|x|}-i \omega u_{s}^{(\mu)}\right)=0 .
\end{array}\right.
$$

Therefore,

$$
\nabla \cdot(1+\mu) \nabla u_{s}^{(\mu)}+\omega^{2} u_{s}^{(\mu)}=-\nabla \cdot \mu \nabla U_{0} \quad \text { in } \mathbb{R}^{2} .
$$

Since $\Omega_{\mu} \Subset \Omega$, the following estimate holds

$$
\begin{equation*}
\left\|u_{s}^{(\mu)}\right\|_{H^{1}(\Omega)} \leq C\|\mu\|_{L^{\infty}} \tag{5.3.2}
\end{equation*}
$$

for some positive constant $C$ independent of $\mu$. Here, $H^{1}(\Omega)$ is the set of functions in $L^{2}(\Omega)$, whose weak derivatives are in $L^{2}(\Omega)$. We refer the reader to Appendix B. 1 for a proof of (5.3.2), which uses the same arguments as those in $[1,2]$. Actually, one can prove that

$$
u_{s}^{(\mu)}(x)=-\int_{\Omega_{\mu}} \mu(y) \nabla U_{0}(y) \cdot \nabla G_{\omega}^{(0)}(x, y) d y+O\left(\|\mu\|_{L^{\infty}}^{2}\right), \quad x \in \Omega
$$

Moreover, writing

$$
\nabla \cdot\left((1+\mu) \nabla\left(u_{s}^{(\mu)}+U_{0}\right)\right)=-\omega^{2}\left(u_{s}^{(\mu)}+U_{0}\right),
$$

it follows by using Meyers' theorem [101] (see also [37, pp. 35-45]) that there exists $\eta>0$ such that for all $0 \leq \eta^{\prime} \leq \eta$,

$$
\begin{aligned}
\left\|\nabla u_{s}^{(\mu)}\right\|_{L^{2+\eta^{\prime}\left(\Omega^{\prime}\right)}} & \leq\left\|\nabla\left(u_{s}^{(\mu)}+U_{0}\right)\right\|_{L^{2+\eta^{\prime}}(\Omega)}+\left\|\nabla U_{0}\right\|_{L^{2+\eta^{\prime}}(\Omega)} \\
& \leq C\left\|u_{s}^{(\mu)}+U_{0}\right\|_{L^{2}+\eta^{\prime}(\Omega)}+\left\|\nabla U_{0}\right\|_{L^{2}+\eta^{\prime}(\Omega)} \\
& \leq C\left\|u_{s}^{(\mu)}\right\|_{L^{2+\eta^{\prime}}(\Omega)}+C^{\prime}
\end{aligned}
$$

for some positive constants $C$ and $C^{\prime}$, where $\Omega^{\prime} \Subset \Omega$. From the continuous embedding of $H^{1}(\Omega)$ into $L^{2+\eta^{\prime}}(\Omega)$ and (5.3.2) we obtain

$$
\left\|u_{s}^{(\mu)}\right\|_{L^{2+\eta^{\prime}}(\Omega)} \leq C^{\prime \prime}
$$

for some constant $C^{\prime \prime}$ independent of $\mu$. Therefore,

$$
\begin{equation*}
\left\|\nabla u_{s}^{(\mu)}\right\|_{L^{2+\eta^{\prime}}\left(\Omega^{\prime}\right)} \leq C \tag{5.3.3}
\end{equation*}
$$

for some constant $C$ independent of $\mu$.
Now, we turn to the derivation of an asymptotic expansion of $u_{s}$ as $\delta$ goes to zero. On one hand, by subtracting (5.2.4) from (5.3.1), we get

$$
\begin{array}{r}
\nabla \cdot\left(\left(\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+\mu+1\right) \nabla\left(u_{s}-u_{s}^{(\mu)}\right)\right)+\omega^{2}\left(u_{s}-u_{s}^{(\mu)}\right)=-\nabla \cdot\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla U_{0} \\
-\nabla \cdot\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla u_{s}^{(\mu)} \quad \text { in } \mathbb{R}^{2} . \tag{5.3.4}
\end{array}
$$

On the other hand, we have

$$
\begin{aligned}
\left\|\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla u_{s}^{(\mu)}\right\|_{L^{2}(\Omega)} & \leq C\left|\Omega_{r}\right|^{\frac{\eta}{8+2 \eta}}\left\|\nabla u_{s}^{(\mu)}\right\|_{L^{2+\frac{\eta}{2}}(\Omega)} \\
& \leq C\left|\Omega_{r}\right|^{\frac{\eta}{8+2 \eta}}\left\|\nabla u_{s}^{(\mu)}\right\|_{L^{2}(\Omega)}^{\frac{1}{4+\eta}}\left\|\nabla u_{s}^{(\mu)}\right\|_{L^{2+\eta}(\Omega)}^{\frac{1}{4+\eta}},
\end{aligned}
$$

and hence, by (5.3.2) and (5.3.3), we arrive at

$$
\left\|\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla u_{s}^{(\mu)}\right\|_{L^{2}(\Omega)} \leq C\left|\Omega_{r}\right|^{\frac{\eta}{8+2 \eta}}\|\mu\|_{L^{\infty}}^{\frac{2}{4+\eta}} .
$$

Therefore, we can neglect in (5.3.4) the term $\nabla \cdot\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla u_{s}^{(\mu)}$ as $\|\mu\|_{L^{\infty}} \rightarrow 0$.
Let $w^{(\mu)}$ be defined by

$$
\begin{equation*}
\nabla \cdot\left(1+\mu+\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}\right) \nabla w^{(\mu)}+\omega^{2} w^{(\mu)}=\nabla \cdot\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla\left(x-z_{r}\right) \quad \text { in } \mathbb{R}^{2}, \tag{5.3.5}
\end{equation*}
$$

subject to the Sommerfeld radiation condition

$$
\lim _{|x| \rightarrow \infty} \sqrt{|x|}\left(\frac{\partial w^{(\mu)}}{\partial|x|}-i \omega w^{(\mu)}\right)=0
$$

Using the Taylor expansion

$$
U_{0}(x)=U_{0}\left(z_{r}\right)+\left(x-z_{r}\right) \cdot \nabla U_{0}\left(z_{r}\right)+O\left(\left|x-z_{r}\right|^{2}\right)
$$

one can derive the inner expansion

$$
\begin{equation*}
\left(u_{s}-u_{s}^{(\mu)}\right)(x)=w^{(\mu)}(x) \cdot \nabla U_{0}\left(z_{r}\right)+O\left(\delta^{2}\right), \tag{5.3.6}
\end{equation*}
$$

for $x$ near $z_{r}$. The following estimate holds. We refer the reader to Appendix B. 2 for its proof.

Proposition 5.3.1. There exists a positive constant $C$ independent of $\delta$ such that

$$
\left\|u_{s}-u_{s}^{(\mu)}-w^{(\mu)}(x) \cdot \nabla U_{0}\left(z_{r}\right)\right\|_{H^{1}(\Omega)} \leq C \delta^{2} .
$$

Let $G_{\omega}^{(\mu)}$ be the outgoing Green function in the random medium, that is, the solution to

$$
\begin{equation*}
\left(\nabla \cdot(1+\mu) \nabla+\omega^{2}\right) G_{\omega}^{(\mu)}(., z)=-\delta_{z} \quad \text { in } \mathbb{R}^{2} \tag{5.3.7}
\end{equation*}
$$

subject to the Sommerfeld radiation condition

$$
\lim _{|x| \rightarrow \infty} \sqrt{|x|}\left(\frac{\partial G_{\omega}^{(\mu)}}{\partial|x|}-i \omega G_{\omega}^{(\mu)}\right)=0
$$

Here, $\delta_{z}$ is the Dirac mass at $z$. An important property satisfied by $G_{\omega}^{(\mu)}$ is the reciprocity property [20]:

$$
\begin{equation*}
G_{\omega}^{(\mu)}(x, z)=G_{\omega}^{(\mu)}(z, x), \quad x \neq z \tag{5.3.8}
\end{equation*}
$$

Let us denote by $G_{\omega}^{(0)}$ the outgoing background Green function, that is, the solution to

$$
\begin{equation*}
\left(\Delta+\omega^{2}\right) G_{\omega}^{(0)}(., z)=-\delta_{z} \quad \text { in } \mathbb{R}^{2} \tag{5.3.9}
\end{equation*}
$$

subject to the Sommerfeld radiation condition.
The Lippmann-Schwinger representation formula:

$$
\begin{aligned}
\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(x, z_{r}\right)= & \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(\mu)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y \\
= & \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y \\
& +\int_{\Omega_{\mu}} \mu(y) \nabla\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y
\end{aligned}
$$

holds for $x \in \partial \Omega$. Since $\Omega_{\mu} \Subset \Omega$, we have

$$
\begin{gathered}
\left|\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(x, z_{r}\right)-\int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y\right| \leq \\
\|\mu\|_{L^{\infty}}\left\|\nabla G_{\omega}^{(0)}(x, \cdot)\right\|_{L^{\infty}\left(\Omega_{\mu}\right)}\left\|\nabla\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(\cdot, z_{r}\right)\right\|_{L^{2}\left(\Omega_{\mu}\right)} .
\end{gathered}
$$

Similarly to (5.3.2), one can prove that

$$
\begin{equation*}
\left\|\nabla\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(\cdot, z_{r}\right)\right\|_{L^{2}\left(\Omega_{\mu}\right)} \leq C\|\mu\|_{L^{\infty}}, \tag{5.3.10}
\end{equation*}
$$

and hence, there exists a positive constant $C$ independent of $\mu$ such that

$$
\begin{equation*}
\left|\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(x, z_{r}\right)-\int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y\right| \leq C| | \mu \|_{L^{\infty}}^{2} \tag{5.3.11}
\end{equation*}
$$

uniformly in $x \in \partial \Omega$.
Since

$$
\begin{equation*}
\left\|\nabla \nabla G_{\omega}^{(0)}(x, \cdot)\right\|_{L^{\infty}\left(\Omega_{\mu}\right)} \leq C \tag{5.3.12}
\end{equation*}
$$

uniformly in $x \in \partial \Omega$, the estimate

$$
\begin{equation*}
\left|\nabla\left(G_{\omega}^{(\mu)}-G_{\omega}^{(0)}\right)\left(x, z_{r}\right)-\nabla \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y\right| \leq C\|\mu\|_{L^{\infty}}^{2} \tag{5.3.13}
\end{equation*}
$$

holds in exactly the same way as in (5.3.11). Therefore, the following Born approximation holds.

Proposition 5.3.2. We have

$$
\begin{aligned}
& G_{\omega}^{(\mu)}\left(x, z_{r}\right)=G_{\omega}^{(0)}\left(x, z_{r}\right)-\int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y+O\left(\|\mu\|_{L^{\infty}}^{2}\right), \\
& \nabla G_{\omega}^{(\mu)}\left(x, z_{r}\right)=\nabla G_{\omega}^{(0)}\left(x, z_{r}\right)-\nabla \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y+O\left(\|\mu\|_{L^{\infty}}^{2}\right)
\end{aligned}
$$

uniformly in $x \in \partial \Omega$.
We now turn to an approximation formula for $w^{(\mu)}$ as $\|\mu\|_{L^{\infty}} \rightarrow 0$. By integrating by parts we get

$$
w^{(\mu)}(x)=\left(1-\sigma_{r}\right) \int_{\Omega_{r}} \nabla\left(w^{(\mu)}(y)-\left(y-z_{r}\right)\right) \cdot \nabla G_{\omega}^{(\mu)}(x, y) d y, \quad x \in \mathbb{R}^{2} .
$$

Using (5.3.12) we have, for $x$ away from $\Omega_{r}$,

$$
\begin{equation*}
w^{(\mu)}(x)=\left(1-\sigma_{r}\right)\left[\int_{\Omega_{r}} \nabla\left(w^{(\mu)}(y)-\left(y-z_{r}\right)\right) d y\right] \cdot\left[\nabla G_{\omega}^{(\mu)}\left(x, z_{r}\right)+O(\delta)\right] . \tag{5.3.14}
\end{equation*}
$$

Now let $\mathbf{1}_{B}$ denote the characteristic function of $B$. Let $\widetilde{w}$ be the solution to

$$
\left\{\begin{array}{l}
\nabla \cdot\left(1+\left[\sigma_{r}-1\right] \mathbf{1}_{B}\right) \nabla \widetilde{w}=0 \quad \text { in } \mathbb{R}^{2}  \tag{5.3.15}\\
\widetilde{w}(\widetilde{x})-\widetilde{x} \rightarrow 0 \quad \text { as }|\xi| \rightarrow+\infty
\end{array}\right.
$$

The following result holds. We refer the reader to Appendix B. 3 for its proof.
Proposition 5.3.3. We have

$$
\begin{equation*}
\nabla\left(w^{(\mu)}(y)-\left(y-z_{r}\right)\right)=\delta \nabla \widetilde{w}(\widetilde{y})+O\left(\delta\left[\|\mu\|_{L^{\infty}}+(\delta \omega)^{2}\right]\right) \tag{5.3.16}
\end{equation*}
$$

where the scaled variable

$$
\widetilde{y}=\frac{y-z_{r}}{\delta}
$$

From (5.3.16), it follows that

$$
\begin{equation*}
\int_{\Omega_{r}} \nabla\left(w^{(\mu)}(y)-\left(y-z_{r}\right)\right) d y=\delta^{2} \int_{B} \nabla \widetilde{w}(\widetilde{x}) d \widetilde{x}+O\left(\delta^{3}\left[\|\mu\|_{L^{\infty}}+(\delta \omega)^{2}\right]\right) \tag{5.3.17}
\end{equation*}
$$

Define the polarization tensor associated to $\sigma_{r}$ and $B$ by (see [26])

$$
M\left(\sigma_{r}, B\right):=\left(\sigma_{r}-1\right) \int_{B} \nabla \widetilde{w}(\widetilde{x}) d \widetilde{x}
$$

where $\widetilde{w}$ is the solution to (5.3.15). The matrix $M\left(\sigma_{r}, B\right)$ is symmetric definite (positive if $\sigma_{r}>1$ and negative if $\left.\sigma_{r}<1\right)$. Moreover, if $B$ is a disk, then $M\left(\sigma_{r}, B\right)$ takes the form [26]:

$$
M\left(\sigma_{r}, B\right)=\frac{2\left(\sigma_{r}-1\right)}{\sigma_{r}+1}|B| I_{2},
$$

where $I_{2}$ is the identity matrix.
To obtain an asymptotic expansion of $u_{s}(x)-u_{s}^{(\mu)}(x)$ in terms of the characteristic size $\delta$ of the scatterer, we take the far-field expansion of (5.3.6). Plugging formula (5.3.17) into (5.3.14), we obtain the following small-volume asymptotic expansion.

Proposition 5.3.4. We have

$$
\begin{equation*}
u_{s}(x)=u_{s}^{(\mu)}(x)-\delta^{2} M\left(\sigma_{r}, B\right) \nabla U_{0}\left(z_{r}\right) \cdot \nabla G_{\omega}^{(\mu)}\left(x, z_{r}\right)+O\left(\delta^{3}\left[1+\|\mu\|_{L^{\infty}}+(\delta \omega)^{2}\right]\right), \tag{5.3.18}
\end{equation*}
$$

uniformly in $x \in \partial \Omega$.
Finally, using (5.3.13) we arrive at the following result.
Theorem 5.3.5. We have as $\delta$ goes to zero

$$
\begin{align*}
\left(u_{s}-u_{s}^{(\mu)}\right)(x)= & -\delta^{2} M\left(\sigma_{r}, B\right) \nabla U_{0}\left(z_{r}\right) \cdot\left[\nabla G_{\omega}^{(0)}\left(x, z_{r}\right)+\nabla \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y\right] \\
& +O\left(\delta^{3}\left[1+\|\mu\|_{L^{\infty}}+(\delta \omega)^{2}\right]+\delta^{2}\|\mu\|_{L^{\infty}}^{2}\right), \tag{5.3.19}
\end{align*}
$$

uniformly in $x \in \partial \Omega$.

Theorem 5.3.5 shows that the asymptotic expansion (5.3.19) is uniform with respect to $\omega$ and $\mu$, provided that $\omega \leq C / \delta$ and $\|\mu\|_{L^{\infty}} \leq C^{\prime} \sqrt{\delta}$ for two positive constants $C$ and $C^{\prime}$.

### 5.3.2 Second-harmonic problem

We apply similar arguments to derive a small-volume expansion for the second-harmonic field $v$ at frequency $2 \omega$. Here the derivation is simpler than before. It is based on Born approximations with respect to both the size of the reflector and the amplitude of the medium noise. It is worth emphasizing that the asymptotic expansion with respect to the size of the reflector does not involve the notion of polarization tensor.

Introduce $G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}(., z)$ the outgoing solution of

$$
\left(\Delta+\frac{(2 \omega)^{2}}{\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+1}\left(1-\frac{\mu}{\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}+1}\right)\right) G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}(., z)=-\delta_{z} \quad \text { in } \mathbb{R}^{2}
$$

Let $G_{2 \omega}^{(0)}$ be the solution to (5.3.9) subject to the Sommerfeld radiation condition with $\omega$ replaced by $2 \omega$.

Similarly to (5.3.19), an asymptotic expansion for $G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}$ in terms of $\delta$ can be derived. We have

$$
\left(G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}-G_{2 \omega}^{(\mu)}\right)(x, z)=O\left(\delta^{2}\right)
$$

for $x \neq z$ and $x, z$ away from $z_{r}$. Here $G_{2 \omega}^{(\mu)}$ is the solution to (5.3.7) with $\omega$ replaced by $2 \omega$. Moreover, the Born approximation yields

$$
\left(G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}-G_{2 \omega}^{(0)}\right)(x, z)=-(2 \omega)^{2} \int_{\Omega_{\mu}} \mu(y) G_{2 \omega}^{(0)}(y, z) G_{2 \omega}^{(0)}(x, y) d y+O\left(\delta^{2}+\|\mu\|_{L^{\infty}}^{2}\right)
$$

for $x \neq z$ and $x, z$ away from $z_{r}$. From the integral representation formula:

$$
v(x)=-\int_{\Omega_{r}} \sum_{k, l=1,2} \chi_{k l} \partial_{x_{k}} U(y) \partial_{x_{l}} U(y) G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}(x, y) d y
$$

it follows that

$$
v(x)=-\delta^{2}|B|\left(\sum_{k, l} \chi_{k l} \partial_{x_{k}} U\left(z_{r}\right) \partial_{x_{l}} U\left(z_{r}\right)\right) G_{2 \omega}^{\left(\sigma_{r}, \mu\right)}\left(x, z_{r}\right)+O\left(\delta^{3}\right),
$$

where $|B|$ denotes the volume of $B$, and hence, keeping only the terms of first-order in $\mu$ and of second-order in $\delta$ :

$$
\begin{aligned}
& v(x)=-\delta^{2}|B|\left(\sum_{k, l} \chi_{k l} \partial_{x_{k}} U\left(z_{r}\right) \partial_{x_{l}} U\left(z_{r}\right)\right) \\
& {\left[G_{2 \omega}^{(0)}\left(x, z_{r}\right)-4 \omega^{2} \int_{\Omega} \mu(y) G_{2 \omega}^{(0)}(x, y) G_{2 \omega}^{(0)}\left(y, z_{r}\right) d y+O\left(\|\mu\|_{\left.L^{\infty}\right)}^{2}\right)\right]+O\left(\delta^{3}\right) . }
\end{aligned}
$$

We denote by $(S)^{\theta}$ the source term (the source term strongly depends on the angle $\theta$ of the incoming plane wave):

$$
(S)^{\theta}=\left(\sum_{k, l} \chi_{k l} \partial_{x_{k}} U\left(z_{r}\right) \partial_{x_{l}} U\left(z_{r}\right)\right) .
$$

Now, since

$$
U(x)=U_{I} e^{i \omega \theta \cdot x}+\int_{\Omega} \mu(y) \nabla G_{\omega}^{(0)}(x, y) \cdot \nabla U_{0}(y) d y+O\left(\|\mu\|_{L^{\infty}}^{2}+\delta\right)
$$

which follows by using the Born approximation and the inner expansion (5.3.6), we can give an expression for the partial derivatives of $U$. We have

$$
\partial_{x_{k}} U(x)=i \omega \theta_{k} U_{I} e^{i \omega \theta \cdot x}-i \omega \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{k}} G_{\omega}^{(0)}(x, y) d y+O\left(\|\mu\|_{L^{\infty}}^{2}+\delta\right)
$$

We can rewrite the source term as

$$
\begin{aligned}
& \left(\sum_{k, l} \chi_{k, l} \partial_{x_{k}} U\left(z_{r}\right) \partial_{x_{l}} U\left(z_{r}\right)\right)=-\omega^{2} U_{I}^{2} \sum_{k, l} \chi_{k l}\left[\theta_{k} \theta_{l} e^{i \omega \theta \cdot z_{r}}\right. \\
& -\theta_{k} \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y-\theta_{l} \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{k}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y \\
& \left.\quad+\theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{k}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y\right] \\
& \\
& +O\left(\|\mu\|_{L^{\infty}}^{2}+\delta\right) .
\end{aligned}
$$

Assume that $\mu \in \mathcal{C}^{0, \alpha}$ for $0<\alpha<1 / 2$. From

$$
\begin{align*}
\int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y & =\int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}-\mu\left(z_{r}\right) e^{i \omega \theta \cdot z_{r}}\right) \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y \\
& =-\int_{\Omega} \nabla \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right)\left(\mu(y) e^{i \omega \theta \cdot y}-\mu\left(z_{r}\right) e^{i \omega \theta \cdot z_{r}}\right) d y \tag{5.3.20}
\end{align*}
$$

one can show that, for $0<\alpha^{\prime} \leq \alpha$, we have [63]

$$
\left|\theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{k}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y\right| \leq C\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}}^{2},
$$

where $C$ is a positive constant independent of $\mu$.
So, if we split $(S)^{\theta}$ into a deterministic part and a random part:

$$
(S)^{\theta}=(S)_{d e t}^{\theta}+(S)_{\text {rand }}^{\theta}+O\left(\|\mu\|_{\mathcal{C}^{0, \alpha}}^{2}+\delta\right)
$$

we get

$$
\begin{equation*}
(S)_{d e t}^{\theta}=-\omega^{2} U_{I}^{2} e^{i 2 \omega \theta \cdot z_{r}} \sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}, \tag{5.3.21}
\end{equation*}
$$

and

$$
\begin{align*}
(S)_{\text {rand }}^{\theta}= & \omega^{2} \sum_{k, l} \chi_{k, l}\left[\theta_{k} \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y\right.  \tag{5.3.22}\\
& \left.+\theta_{l} \theta \cdot \int_{\Omega} \nabla\left(\mu(y) e^{i \omega \theta \cdot y}\right) \partial_{x_{k}} G_{\omega}^{(0)}\left(z_{r}, y\right) d y\right]
\end{align*}
$$

Finally, we obtain the following result.
Theorem 5.3.6. Assume that $\mu \in \mathcal{C}^{0, \alpha}$ for $0<\alpha<1 / 2$. Let $0<\alpha^{\prime} \leq \alpha$. The following asymptotic expansion holds for $v$ as $\delta$ goes to zero:

$$
\begin{array}{r}
v(x)=-\delta^{2}|B|\left((S)_{d e t}^{\theta}\left[G_{2 \omega}^{(0)}\left(x, z_{r}\right)-4 \omega^{2} \int_{\Omega} \mu(y) G_{2 \omega}^{(0)}(x, y) G_{2 \omega}^{(0)}\left(y, z_{r}\right) d y\right]+(S)_{r a n d}^{\theta} G_{2 \omega}^{(0)}\left(x, z_{r}\right)\right) \\
+O\left(\delta^{3}+\delta^{2}\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}}^{2}\right) \tag{5.3.23}
\end{array}
$$

uniformly in $x \in \partial \Omega$.

### 5.4 Imaging functional

In this section, two imaging functionals are presented for locating small reflectors. For the sake of simplicity, we assume that $B$ and $\Omega$ are disks centered at 0 with radius 1 and $R$, respectively.

### 5.4.1 The fundamental frequency case

We assume that we are in possession of the following data: $\left\{u_{s}(x), x \in \partial \Omega\right\}$. We introduce the backpropagation imaging functional (or time - reversal)

$$
\begin{equation*}
\forall z^{S} \in \Omega, I\left(z^{S}\right)=\int_{\partial \Omega \times \mathbb{S}^{1}} \frac{1}{i \omega} e^{-i \omega \theta \cdot z^{S}} \theta^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} u_{s}(x) d \sigma(x) d \sigma(\theta), \tag{5.4.1}
\end{equation*}
$$

where $T$ denotes the transpose. Introduce the matrix:

$$
\begin{equation*}
R_{\omega}\left(z_{1}, z_{2}\right)=\int_{\partial \Omega} \overline{\nabla G_{\omega}^{(0)}\left(x, z_{1}\right)} \nabla G_{\omega}^{(0)}\left(x, z_{2}\right)^{\top} d \sigma(x), \quad z_{1}, z_{2} \in \Omega^{\prime} \Subset \Omega \tag{5.4.2}
\end{equation*}
$$

Using (5.3.19), we have the following expansion for $I\left(z^{S}\right), z^{S} \in \Omega^{\prime}$,

$$
\begin{array}{r}
I\left(z^{S}\right)=\int_{\partial \Omega \times \mathbb{S}^{1}} \frac{1}{i \omega} e^{-i \omega \theta \cdot z^{S}} \theta^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} u_{s}^{(\mu)}(x) d \sigma(x) d \sigma(\theta) \\
\quad-\frac{2 \pi \delta^{2}\left(\sigma_{r}-1\right)}{\sigma_{r}+1} U_{I} \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z_{r}\right)} \theta^{\top}\left[R_{\omega}\left(z^{S}, z_{r}\right)\right. \\
\left.+\int_{\partial \Omega} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)}\left(\nabla \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y\right)^{\top} d \sigma(x)\right] \theta d \sigma(\theta) \\
\quad+O\left(\delta^{3}+\delta^{2}\|\mu\|_{L^{\infty}}^{2}\right) . \tag{5.4.3}
\end{array}
$$

Note that

$$
\begin{aligned}
\int_{\partial \Omega} & \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)}\left(\nabla \int_{\Omega_{\mu}} \mu(y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right) \cdot \nabla G_{\omega}^{(0)}(x, y) d y\right)^{\top} d \sigma(x) \\
& =\int_{\Omega_{\mu}} \mu(y) \int_{\partial \Omega} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)}\left(\nabla \nabla G_{\omega}^{(0)}(x, y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right)\right)^{\top} d \sigma(x) d y .
\end{aligned}
$$

Remark 5.4.1. Here, the fact that not only we backpropagate the boundary data but also we average it over all the possible illumination angles in $\mathbb{S}^{1}$ has two motivations. As will be shown later in section 5.5, the first reason is to increase the resolution and make the peak at the reflector's location isotropic. If we do not sum over equidistributed illumination angles over the sphere, we get more of "8-shaped" spot, as shown in Figure 5.6.7. The second reason is that an average over multiple measurements increases the stability of the imaging functional with respect to measurement noise.

Remark 5.4.2. If we could take an image of the medium in the absence of reflector before taking the real image, we would be in possession of the boundary data $\left\{u_{s}-\right.$ $\left.u_{s}^{(\mu)}, x \in \partial \Omega\right\}$, and thus we would be able to detect the reflector in a very noisy
background. But in some practical situations [72], it is not possible to get an image without the reflector. As it will be shown in section 5.5, second-harmonic generation can be seen as a powerful contrast imaging approach [72]. In fact, we will prove that the second harmonic image is much more stable with respect to the medium noise and to the volume of the particle than the fundamental frequency image.

### 5.4.2 Second-harmonic backpropagation

If we write a similar imaging functional for the second-harmonic field $v$, assuming that we are in possession of the boundary data $\{v(x), x \in \partial \Omega\}$, we get

$$
\begin{equation*}
\forall z^{S} \in \Omega, \quad J_{\theta}\left(z^{S}\right)=\int_{\partial \Omega \times \mathbb{S}^{1}} v(x) \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} e^{-2 i \omega \theta \cdot z^{S}} d \sigma(x) d \sigma(\theta) . \tag{5.4.4}
\end{equation*}
$$

As before, using (5.3.23) we can expand $J$ in terms of $\delta$ and $\mu$. Considering first-order terms in $\delta$ and $\mu$ we get

$$
\begin{aligned}
J\left(z^{S}\right)=-\pi \delta^{2} & \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot z^{S}}\left[( S ) _ { d e t } ^ { \theta } \left(\int_{\partial \Omega} \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} G_{2 \omega}^{(0)}\left(x, z_{r}\right) d \sigma(x)\right.\right. \\
& \left.-4 \omega^{2} \int_{\partial \Omega} \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} \int_{\Omega} \mu(y) G_{2 \omega}^{(0)}(y, x) G_{2 \omega}^{(0)}\left(y, z_{r}\right) d y d \sigma(x)\right) \\
& \left.+(S)_{r a n d}^{\theta} \int_{\partial \Omega} \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} G_{2 \omega}^{(0)}\left(x, z_{r}\right) d \sigma(x)\right] d \sigma(\theta)+O\left(\delta^{3}+\delta^{2}\|\mu\|_{\mathcal{C}^{0}, \alpha^{\prime}}^{2}\right)
\end{aligned}
$$

where $0<\alpha^{\prime} \leq \alpha$. Now, if we define $Q_{2 \omega}$ as

$$
\begin{equation*}
Q_{2 \omega}(x, z)=\int_{\partial \Omega} G_{2 \omega}^{(0)}(y, x) \overline{G_{2 \omega}^{(0)}(y, z)} d \sigma(y) \tag{5.4.5}
\end{equation*}
$$

We have

$$
\begin{align*}
J\left(z^{S}\right)=-\pi \delta^{2} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot z^{S}} & {\left[(S)_{d e t}^{\theta}\left(Q_{2 \omega}\left(z_{r}, z^{S}\right)-4 \omega^{2} \int_{\Omega_{\mu}} \mu(y) G_{2 \omega}^{(0)}\left(y, z_{r}\right) Q_{2 \omega}\left(y, z^{S}\right) d y\right)\right.} \\
& \left.+(S)_{\text {rand }}^{\theta} Q_{2 \omega}\left(z_{r}, z^{S}\right)\right] d \sigma(\theta)+O\left(\delta^{3}+\delta^{2}\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}}^{2}\right) . \tag{5.4.6}
\end{align*}
$$

### 5.5 Statistical analysis

In this section, we perform a resolution and stability analysis of both functionals. Since the image we get is a superposition of a deterministic image and of a random field created by the medium noise, we can compute the expectation and the covariance
functions of those fields in order to estimate the signal-to-noise ratio. For the reader's convenience we give our main results in the following proposition.

Proposition 5.5.1. Let $l_{\mu}$ and $\sigma_{\mu}$ be respectively the correlation length and the standard deviation of the process $\mu$. Assume that $l_{\mu}$ is smaller than the wavelength $2 \pi / \omega$. Let $(S N R)_{I}$ and $(S N R)_{J}$ be defined by

$$
\begin{equation*}
(S N R)_{I}=\frac{\mathbb{E}\left[I\left(z_{r}\right)\right]}{\left(\operatorname{Var}\left[I\left(z_{r}\right)\right]\right)^{1 / 2}}, \tag{5.5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
(S N R)_{J}=\frac{\mathbb{E}\left[J\left(z_{r}\right)\right]}{\left(\operatorname{Var}\left[J\left(z_{r}\right)\right]\right)^{\frac{1}{2}}} . \tag{5.5.2}
\end{equation*}
$$

We have

$$
\begin{equation*}
(S N R)_{I} \approx \frac{\sqrt{2} \pi^{3 / 2} \omega \delta^{2} U_{I}}{\sigma_{\mu} l_{\mu} \sqrt{\omega \operatorname{diam} \Omega_{\mu}}} \frac{\left|\sigma_{r}-1\right|}{\sigma_{r}+1}, \tag{5.5.3}
\end{equation*}
$$

and

$$
\begin{equation*}
(S N R)_{J} \geq \frac{l_{\mu}^{\alpha}\left(\int_{\mathbb{S}^{1}}\left(\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right) d \theta\right)}{\sqrt{C} \sigma_{\mu} \min \left(\omega^{-\alpha}, 1\right) \max _{k, l}\left|\chi_{k, l}\right| \sqrt{\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha}+1}} \tag{5.5.4}
\end{equation*}
$$

Here, diam denotes the diameter, $\alpha$ is the upper bound for Holder-regularity of the random process $\mu$ (see section 5.5.1).

### 5.5.1 Assumptions on the random process $\mu$

Let $z(x), x \in \mathbb{R}^{2}$ be a stationary random process with Gaussian statistics, zero mean, and a covariance function given by $R(|x-y|)$ satisfying $R(0)=\sigma_{\mu}^{2},|R(0)-R(s)| \leq$ $\sigma_{\mu}^{2} \frac{s^{2 \alpha} \sum_{\mu}^{2 \alpha}}{2}$ and $R$ is decreasing. Then, $z$ is a $\mathcal{C}^{0, \alpha^{\prime}}$ process for any $\alpha^{\prime}<\alpha$ ([3, Theorem 8.3.2]). Let $F$ be a smooth odd bounded function, with derivative bounded by one. For example $F=\arctan$ is a suitable choice. Take

$$
\mu(x)=F[z(x)] .
$$

Then $\mu$ is a bounded $\mathcal{C}^{0, \alpha^{\prime}}$ stationary process with zero mean. We want to compute the expectation of its norm. Introduce

$$
p(h)=\max _{\|x-y\| \leq \sqrt{2} h} \mathbb{E}|z(x)-z(y)| .
$$

One can also write $p(u)=\sqrt{2} \sqrt{R(0)-R(\sqrt{2} u)}$. According to [3], for all $h, t \in \Omega_{\mu}$, almost surely,

$$
|z(t+h)-z(t)| \leq 16 \sqrt{2}[\log (B)]^{1 / 2} p\left(\frac{|h|}{l_{\mu}}\right)+32 \sqrt{2} \int_{0}^{\frac{|h|}{l_{\mu}}}(-\log u)^{1 / 2} d p(u)
$$

where $B$ is a positive random variable with $\mathbb{E}\left[B^{n}\right] \leq(4 \sqrt{2})^{n}$ ([3, Formula 3.3.23]). We have that

$$
p(|h|) \leq \sqrt{2}^{1+\alpha} \sigma_{\mu} \frac{|h|^{\alpha}}{l_{\mu}^{\alpha}} .
$$

By integration by parts we find that

$$
\int_{0}^{\frac{|h|}{l_{\mu}}}(-\log u)^{1 / 2} d p(u)=\left[(-\log u)^{1 / 2} p(u)\right]_{0}^{\frac{|h|}{l_{\mu}}}+\frac{1}{2} \int_{0}^{\frac{|h|}{l_{\mu}}}(-\log u)^{-1 / 2} u^{-1} p(u) d u
$$

For any $\varepsilon>0$, since $s^{\varepsilon} \sqrt{-\log s} \leq \frac{1}{\sqrt{\varepsilon}} e^{1 / 2}$ on $[0,1]$, we have, as $|h|$ goes to 0 , that

$$
\left[(-\log u)^{1 / 2} p(u)\right]_{0}^{\frac{|h|}{l_{\mu}}} \leq e^{\frac{1}{2}} \frac{\sqrt{2}^{1+\alpha} \sigma_{\mu}}{\sqrt{\varepsilon}} \frac{|h|^{\alpha-\varepsilon}}{l_{\mu}^{\alpha}}
$$

Similarly, when $|h|<\frac{1}{2 e}$, for every $0<u<|h|$,

$$
(-\log u)^{-1 / 2} s^{-1} p(u) \leq \sqrt{2}^{1+\alpha} \sigma_{\mu} \frac{u^{\alpha-1}}{l_{\mu}^{\alpha}}
$$

So we get, when $|h|$ goes to 0 , for every $\varepsilon>0$,

$$
\int_{0}^{\frac{|h|}{l_{\mu}}}(-\log u)^{1 / 2} d p(u) \leq \frac{e^{\frac{1}{2}} \sqrt{2}^{1+\alpha} \sigma_{\mu}}{\sqrt{\varepsilon}} \frac{|h|^{\alpha-\varepsilon}}{l_{\mu}^{\alpha}}+\frac{\sqrt{2}^{1+\alpha} \sigma_{\mu}}{\alpha} \frac{|h|^{\alpha}}{l_{\mu}^{\alpha}} .
$$

Therefore, when $|h|$ goes to zero, we have for any $\varepsilon>0$ :

$$
|z(t+h)-z(t)| \leq 32 \sqrt{2}^{\alpha} \log (B)^{1 / 2} \sigma_{\mu} \frac{|h|^{\alpha}}{l_{\mu}^{\alpha}}+64 e^{\frac{1}{2}} \sqrt{2}{ }^{\alpha} \sigma_{\mu} \frac{1}{l_{\mu}^{\alpha}}\left[\frac{1}{\sqrt{\varepsilon}}|h|^{\alpha-\varepsilon}+\frac{1}{2}|h|^{\alpha}\right] .
$$

Since $F^{\prime} \leq 1$, composing by $F$ yields, for any $x, y \in \mathbb{R}^{2}$,

$$
|\mu(x)-\mu(y)| \leq|z(x)-z(y)| .
$$

We get the following estimate on $\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}}$, for any $\left.\alpha^{\prime} \in\right] 0, \alpha[$, almost surely

$$
\begin{gathered}
\sup _{\substack{x, y \in \Omega_{\mu} \\
|x-y| \leq h}} \frac{|\mu(x)-\mu(y)|}{|x-y|^{\alpha^{\prime}}} \leq \\
\hline 22 \sqrt{2}{ }^{\alpha} \log (B)^{1 / 2} \sigma_{\mu} \frac{h^{\alpha-\alpha^{\prime}}}{l_{\mu}^{\alpha}}+64 e^{\frac{1}{2}} \sqrt{2}{ }^{\alpha} \sigma_{\mu} \frac{1}{l_{\mu}^{\alpha}}\left[\frac{1}{\sqrt{\alpha-\alpha^{\prime}}}+\frac{1}{2} h^{\alpha-\alpha^{\prime}}\right] \\
\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}} \leq 64 \sqrt{2} \frac{e^{\alpha} e^{\frac{1}{2}}\left[\log (B)^{1 / 2}+1\right]}{\sqrt{\alpha-\alpha^{\prime}}} \frac{\sigma_{\mu}}{l_{\mu}^{\alpha}},
\end{gathered}
$$

which gives, since $\mathbb{E}[\log B] \leq \mathbb{E}[B]-1 \leq 4 \sqrt{2}-1$

$$
\begin{equation*}
\mathbb{E}\left[\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}}^{2}\right] \leq 64^{2} 2^{4+\alpha} \frac{e}{\alpha-\alpha^{\prime}} \frac{\sigma_{\mu}^{2}}{l_{\mu}^{2 \alpha}} \tag{5.5.5}
\end{equation*}
$$

### 5.5.2 Standard backpropagation

## Expectation

We use (5.4.3) and the fact that $\mathbb{E}(\mu)(x)=0, \forall x \in \Omega$, to find that

$$
\begin{equation*}
\mathbb{E}\left[I\left(z^{S}\right)\right]=-2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I} \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z_{r}\right)} \theta^{\top} R_{\omega}\left(z^{S}, z_{r}\right) \theta d \theta \tag{5.5.6}
\end{equation*}
$$

We now use the Helmholtz-Kirchoff theorem . Since (see [20]):

$$
\lim _{R \rightarrow \infty} \int_{|x|=R} \nabla G_{\omega}^{(0)}(x, y){\overline{\nabla G_{\omega}^{(0)}(z, y)}}^{\top} d y=\frac{1}{\omega} \nabla_{z} \nabla_{x} \operatorname{Im}\left[G_{\omega}^{(0)}(x, z)\right]
$$

and

$$
\begin{equation*}
\operatorname{Im}\left[G_{\omega}^{(0)}(x, z)\right]=\frac{1}{4} J_{0}(\omega|x-z|) \tag{5.5.7}
\end{equation*}
$$

we can compute an approximation of $R_{\omega}$.

$$
\begin{align*}
\frac{1}{\omega} \nabla_{z} \nabla_{x} \operatorname{Im}\left[G_{\omega}^{(0)}(x, z)\right] & =\frac{1}{4}\left[\omega J_{0}(\omega|x-z|)\left(\frac{(x-z)}{|x-z|} \frac{(x-z)^{\top}}{|x-z|}\right)\right. \\
- & \frac{2 J_{1}(\omega|x-z|)}{|x-z|}\left(\frac{(x-z)}{|x-z|} \frac{(x-z)^{\top}}{|x-z|}\right) \\
& \left.+\frac{J_{1}(\omega|x-z|)}{|x-z|} I_{2}\right] \tag{5.5.8}
\end{align*}
$$

where $I_{2}$ is the $2 \times 2$ identity matrix. We can see that $R_{\omega}$ decreases as $\left|z_{r}-z^{S}\right|^{-\frac{1}{2}}$. The imaging functional has a peak at location $z^{S}=z_{r}$. Evaluating $R_{\omega}$ at $z^{S}=z_{r}$ we get

$$
R_{\omega}\left(z_{r}, z_{r}\right)=\frac{\omega}{8} I_{2} .
$$

So we get the expectation of $I$ at point $z_{r}$ :

$$
\begin{equation*}
\mathbb{E}\left[I\left(z_{r}\right)\right] \approx-\frac{\pi^{2}\left(\sigma_{r}-1\right)}{2\left(\sigma_{r}+1\right)} \omega \delta^{2} U_{I} . \tag{5.5.9}
\end{equation*}
$$

## Covariance

Let

$$
\begin{equation*}
\operatorname{Cov}\left(I\left(z^{S}\right), I\left(z^{S^{\prime}}\right)\right)=\mathbb{E}\left[\left(I\left(z^{S}\right)-\mathbb{E}\left[I\left(z^{S}\right)\right]\right) \overline{\left(I\left(z^{S^{\prime}}\right)-\mathbb{E}\left[I\left(z^{S^{\prime}}\right)\right]\right)}\right] \tag{5.5.10}
\end{equation*}
$$

Define

$$
\widetilde{R}_{\omega}\left(z^{S}, z_{r}, y\right)=\int_{\partial \Omega} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)}\left(\nabla \nabla G_{\omega}^{(0)}(x, y) \nabla G_{\omega}^{(0)}\left(y, z_{r}\right)\right)^{\top} d \sigma(x)
$$

Using (5.4.3) and (5.5.9), we get

$$
\begin{aligned}
I\left(z^{S}\right)-\mathbb{E}\left[I\left(z^{S}\right)\right]= & \int_{\partial \Omega \times \mathbb{S}^{1}} \frac{1}{i \omega} e^{-i \omega \theta \cdot z^{S}} \theta^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)^{\top}} u_{s}^{(\mu)}(x) d x d \theta \\
& -2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I} \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z_{r}\right)}\left[\int_{\Omega} \mu(y) \theta^{\top} \widetilde{R}_{\omega}\left(z^{S}, z_{r}, y\right) \theta d y\right] d \theta
\end{aligned}
$$

The computations are a bit tedious. For brevity, we write the quantity above as

$$
I\left(z^{S}\right)-\mathbb{E}\left[I\left(z^{S}\right)\right]=A_{I}\left(z^{S}\right)+B_{I}\left(z^{S}\right)
$$

with

$$
A_{I}\left(z^{S}\right)=\int_{\partial \Omega \times \mathbb{S}^{1}} \frac{1}{i \omega} e^{-i \omega \theta \cdot z^{S}} \theta^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} u_{s}^{(\mu)}(x) d x d \theta
$$

and

$$
B_{I}\left(z^{S}\right)=-2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I} \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z_{r}\right)}\left[\int_{\Omega} \mu(y) \theta^{\top} \widetilde{R}_{\omega}\left(z^{S}, z_{r}, y\right) \theta d y\right] d \theta
$$

We now compute each term of the product in (5.5.10) separately.

Main speckle term: We need to estimate the typical size of $A_{I}$. From (5.3.2), keeping only terms of first-order in $\mu$ yields
$A_{I}\left(z^{S}\right)=-\int_{\partial \Omega \times \mathbb{S}^{1}} \frac{1}{i \omega} e^{-i \omega \theta \cdot z^{S}} \theta^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} \int_{\Omega} \mu(y) \nabla G_{\omega}^{(0)}(x, y) \cdot \nabla U_{0}(y) d y d x d \theta+O\left(\|\mu\|_{\infty}^{2}\right)$,
so we have:

$$
A_{I}\left(z^{S}\right)=-U_{I} \int_{\Omega \times \mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-y\right)} \mu(y) \theta^{\top} R_{\omega}\left(z^{S}, y\right) \theta d y d \theta
$$

and hence,

$$
\begin{aligned}
A_{I}\left(z^{S}\right) \overline{A_{I}\left(z^{S^{\prime}}\right)}=U_{I}^{2} & \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z^{s^{\prime}}\right)} \\
& {\left[\iint_{\Omega \times \Omega} e^{i \omega \theta \cdot\left(y-y^{\prime}\right)} \mu(y) \mu\left(y^{\prime}\right) \theta^{\top} R_{\omega}\left(z^{S}, y\right) \overline{R_{\omega}\left(z^{S^{\prime}}, y^{\prime}\right)} \theta d y d y^{\prime}\right] d \theta . }
\end{aligned}
$$

We assume that the medium noise is localized and stationary on its support $\Omega_{\mu}$. We also assume that the correlation length $l_{\mu}$ is smaller than the wavelength. We note $\sigma_{\mu}$ the standard deviation of the process $\mu$. We can then write:

$$
\mathbb{E}\left[A_{I}\left(z^{S}\right) \overline{A_{I}\left(z^{S^{\prime}}\right)}\right]=U_{I}^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \int_{\mathbb{S}^{1}} e^{i \omega \theta \cdot\left(z^{S}-z^{s^{\prime}}\right)} \int_{\Omega_{\mu}} \theta^{\top} R_{\omega}\left(z^{S}, y\right) \overline{R_{\omega}\left(z^{S^{\prime}}, y\right)} \theta d y d \theta
$$

We introduce

$$
\begin{equation*}
P_{\omega}\left(z^{S}, y, z^{S^{\prime}}\right):=\int_{\mathbb{S}^{1}} e^{i \omega \theta \cdot\left(z^{S}-z^{S^{\prime}}\right)} \theta^{\top} R_{\omega}\left(z^{S}, y\right) \overline{R_{\omega}\left(z^{S^{\prime}}, y\right)} \theta d \theta \tag{5.5.11}
\end{equation*}
$$

where $R_{\omega}$ is defined by (5.4.2). Therefore, we have

$$
\begin{equation*}
\mathbb{E}\left[A_{I}\left(z^{S}\right) \overline{A_{I}\left(z^{S^{\prime}}\right)}\right]=U_{I}^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \int_{\Omega_{\mu}} P_{\omega}\left(z^{S}, y, z^{S^{\prime}}\right) d y \tag{5.5.12}
\end{equation*}
$$

Hence, $A_{I}$ is a complex field with Gaussian statistics of mean zero and covariance given by (5.5.12). It is a speckle field and is not localized.

We compute its typical size at point $z^{S}=z^{S^{\prime}}=z_{r}$, in order to get signal-to-noise estimates. Using (5.5.8), we get that for $|x-z| \gg 1$ :

$$
\lim _{R \rightarrow \infty} \int_{|x|=R} \nabla G_{\omega}^{(0)}(x, y){\overline{\nabla G_{\omega}^{(0)}(z, y)}}^{\top} d y=\frac{\omega}{4} J_{0}(\omega|x-z|)\left(\frac{(x-z)}{|x-z|} \frac{(x-z)^{\top}}{|x-z|}\right) .
$$

Since we have, for $|x-z| \gg 1$,

$$
J_{0}(\omega|x-z|) \sim \frac{\sqrt{2} \cos \left(\omega|x-z|-\frac{\pi}{4}\right)}{\sqrt{\pi \omega|x-z|}}
$$

we obtain that

$$
\begin{equation*}
R_{\omega}(x, z) \approx \frac{\sqrt{\omega} \cos (\omega|x-z|-\pi / 4)}{2 \sqrt{2 \pi}}|x-z|^{-1 / 2}\left(\frac{(x-z)}{|x-z|} \frac{(x-z)^{\top}}{|x-z|}\right) \text { for }|x-z| \gg 1 . \tag{5.5.13}
\end{equation*}
$$

Now we can write

$$
\mathbb{E}\left[A_{I}\left(z_{r}\right) \overline{A_{I}\left(z_{r}\right)}\right] \approx U_{I}^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \int_{\Omega_{\mu}}\left(\frac{\sqrt{\omega}}{2 \sqrt{2 \pi}}\right)^{2} \frac{1}{2}\left|y-z_{r}\right|^{-1} \int_{\mathbb{S}^{1}} \theta^{\top}\left(\frac{\left(y-z_{r}\right)}{\left|y-z_{r}\right|} \frac{\left(y-z_{r}\right)^{\top}}{\left|y-z_{r}\right|}\right) \theta d \theta d y .
$$

If we compute the term:

$$
\int_{\mathbb{S} 1} \theta^{\top}\left(\frac{\left(y-z_{r}\right)}{\left|y-z_{r}\right|} \left\lvert\, \frac{\left(y-z_{r}\right)^{\top}}{\left|y-z_{r}\right|}\right.\right) \theta d \theta=\int_{0}^{2 \pi}\left[\left(\frac{\left(y-z_{r}\right)_{1}}{\left|y-z_{r}\right|}\right)^{2} \cos ^{2} \theta+\left(\frac{\left(y-z_{r}\right)_{2}}{\left|y-z_{r}\right|}\right)^{2} \sin ^{2} \theta\right] d \theta
$$

then, after linearization and integration, we get

$$
\int_{\mathbb{S}^{1}} \theta^{\top}\left(\frac{\left(y-z_{r}\right)}{\left|y-z_{r}\right|} \frac{\left(y-z_{r}\right)^{\top}}{\left|y-z_{r}\right|}\right) \theta d \theta=\pi .
$$

So we have:

$$
\mathbb{E}\left[A_{I}\left(z_{r}\right) \overline{A_{I}\left(z_{r}\right)}\right] \approx \pi U_{I}^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \int_{\Omega_{\mu}}\left(\frac{\sqrt{\omega}}{4 \sqrt{\pi}}\right)^{2}\left|y-z_{r}\right|^{-1} d y
$$

and therefore,

$$
\begin{equation*}
\mathbb{E}\left[A_{I}\left(z_{r}\right) \overline{A_{I}\left(z_{r}\right)}\right] \approx \pi \frac{\omega}{8} U_{I}^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \operatorname{diam} \Omega_{\mu} . \tag{5.5.14}
\end{equation*}
$$

Secondary speckle term: We have

$$
\begin{aligned}
& B_{I}\left(z^{S}\right) \overline{B_{I}\left(z^{S^{\prime}}\right)}=\left(2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I}\right)^{2} \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z^{S^{\prime}}\right)} \\
& \quad\left[\int_{\Omega} \mu(y) \mu\left(y^{\prime}\right) \theta^{\top} \widetilde{R}_{\omega}\left(z^{S}, z_{r}, y\right) \overline{\widetilde{R}_{\omega}\left(z^{S^{\prime}}, z_{r}, y^{\prime}\right)} \theta d y d y^{\prime}\right] d \theta .
\end{aligned}
$$

So we get the expectation:

$$
\begin{aligned}
& \mathbb{E}\left[B_{I}\left(z^{S}\right) \overline{B_{I}\left(z^{S^{\prime}}\right)}\right]=\left(2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I}\right)^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \\
& \int_{\mathbb{S}^{1}} e^{-i \omega \theta \cdot\left(z^{S}-z^{S^{\prime}}\right)} \theta^{\top}\left[\int_{\Omega_{\mu}} \widetilde{R}_{\omega}\left(z^{S}, z_{r}, y\right) \overline{\widetilde{R}_{\omega}\left(z^{S^{\prime}}, z_{r}, y\right)} d y\right] \theta d \theta
\end{aligned}
$$

This term also creates a speckle field on the image. As before, we compute the typical size of this term at point $z_{r}$. We first get an estimate on $\widetilde{R}_{\omega}$.

$$
\left|\left(\widetilde{R}_{\omega}\left(z^{S}, z_{r}, y\right)\right)_{i, j}\right| \leq\left|\partial_{j} G_{\omega}^{(0)}\left(y, z_{r}\right)\right|\left|\sum_{k=1,2} \int_{\partial \Omega} \partial_{y_{i}} \overline{G_{\omega}^{(0)}\left(x, z^{S}\right)} \partial_{y_{i}} \partial_{y_{k}} G_{\omega}^{(0)}(x, y) d \sigma(x)\right|
$$

We recall the Helmholtz-Kirchoff theorem

$$
\int_{\partial \Omega} \overline{G_{\omega}^{(0)}(x, y)} G_{\omega}^{(0)}(x, z) d \sigma(x) \sim \frac{1}{4 \omega} J_{0}(\omega|y-z|) \quad \text { as } R \rightarrow \infty
$$

from which

$$
\int_{\partial \Omega} \partial_{y_{i}} \overline{G_{\omega}^{(0)}\left(x, z^{S}\right)} \partial_{y_{i}} \partial_{y_{k}} G_{\omega}^{(0)}(x, y) d \sigma(x)=\frac{1}{4 \omega}\left(\partial_{i} \partial_{i} \partial_{k} f\right)\left(z^{S}-y\right),
$$

where $f$ is defined by $f(x)=J_{0}(\omega|x|)$. We have
$\partial_{i} \partial_{j} \partial_{k} f(x)=\omega\left(\frac{3\left(a_{i, j, k}(x)-b_{i, j, k}(x)\right)}{|x|^{2}}\left[J_{0}^{\prime}(\omega|x|)-\omega|x| J_{0}^{\prime \prime}(\omega|x|)\right]+a_{i, j, k}(x) \omega^{2} J_{0}^{(3)}(\omega|x|)\right)$,
where $a_{i, j, k}$ and $b_{i, j, k}$ are rational fractions in the coefficients of $x$ bounded by 1 . Now, recall the power series of $J_{0}$ :

$$
J_{0}(z)=\sum_{k}(-1)^{k} \frac{\left(\frac{1}{4} z^{2}\right)^{k}}{(k!)^{2}}
$$

We can write

$$
J_{0}^{\prime}(\omega|x|)-\omega|x| J_{0}^{\prime \prime}(\omega|x|)=-\frac{\omega^{3}}{4}|x|^{3}+o\left(|x|^{3}\right) .
$$

Hence, since $J_{0}^{(3)}(x) \sim \frac{3}{4} x$ when $x \rightarrow 0$, we can prove the following estimate for $x$ around 0 :

$$
\frac{1}{4 \omega}\left(\partial_{i} \partial_{j} \partial_{k} f\right)(x) \sim \frac{3 b_{i, j, k}(x)}{16} \omega^{3}|x|
$$

In order to get the decay of $\widetilde{R}_{\omega}$ for large arguments we use the following formulas: $J_{0}^{\prime}=-J_{1}, J_{0}^{\prime \prime}=\frac{1}{x} J_{1}-J_{0}$, and $J_{0}^{(3)}=J_{1}-\frac{1}{x^{2}} J_{1}+\frac{1}{x} J_{0}$. We get

$$
\frac{1}{4 \omega}\left|\partial_{i} \partial_{j} \partial_{k} f(x)\right| \leq \omega^{2}(\omega|x|)^{-1 / 2} \quad \text { as } x \rightarrow \infty
$$

We also have the following estimate:

$$
\left|\nabla G_{\omega}^{(0)}\left(y, z_{r}\right)\right| \leq\left(\frac{2}{\pi}\right)^{1 / 2} \max \left(\frac{1}{\left|y-z_{r}\right|}, \frac{\omega}{\sqrt{\omega\left|y-z_{r}\right|}}\right)
$$

We can now write the estimate on $\widetilde{R_{\omega i}}, j$

$$
\left|\widetilde{R_{\Omega}}\left(z^{S}, z_{r}, y\right)_{i, j}\right| \leq \omega^{2}\left(\frac{2}{\pi}\right)^{1 / 2} \min \left(\omega\left|y-z_{r}\right|, \frac{1}{\sqrt{\omega\left|y-z^{S}\right|}}\right) \max \left(\frac{1}{\omega\left|y-z_{r}\right|}, \frac{1}{\sqrt{\omega\left|y-z_{r}\right|}}\right) .
$$

We can now go back to estimating the term $B_{I}$. We split the domain of integration $\Omega_{\mu}=B\left(z_{r}, \omega^{-1}\right) \cup \Omega_{\mu} \backslash B\left(z_{r}, \omega^{-1}\right)$ to get

$$
\begin{aligned}
&\left|\mathbb{E}\left[B_{I}\left(z_{r}\right) \overline{B_{I}\left(z_{r}\right)}\right]\right| \leq\left(2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I}\right)^{2} \sigma_{\mu}^{2} l_{\mu}^{2} \\
& 4 \pi \omega^{4} \frac{2}{\pi}\left[\int_{\Omega_{\mu} \backslash B\left(z_{r}, \omega^{-1}\right)} \frac{1}{\left|y-z_{r}\right|^{2}} d y+\int_{B\left(z_{r}, \omega^{-1}\right)} \omega^{2} d y\right] .
\end{aligned}
$$

Hence,

$$
\begin{equation*}
\left|\mathbb{E}\left[B_{I}\left(z_{r}\right) \overline{B_{I}\left(z_{r}\right)}\right]\right| \leq 8\left(2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I}\right)^{2} \omega^{4} \sigma_{\mu}^{2} l_{\mu}^{2} \log \left(\omega \operatorname{diam} \Omega_{\mu}\right) . \tag{5.5.15}
\end{equation*}
$$

Double products: The double products $A_{I} \overline{B_{I}}$ and $B_{I} \overline{A_{I}}$ have a typical amplitude that is the geometric mean of the typical amplitudes of $A_{I}$ and $B_{I}$. So they are always smaller than one of the main terms $\left|A_{I}\right|^{2}$ or $\left|B_{I}\right|^{2}$.

## Signal-to-noise ratio estimates

We can now give an estimate of the signal-to-noise ratio $(S N R)_{I}$ defined by (5.5.1). Using (5.5.9), (5.5.14), and (5.5.15) we get

$$
\begin{equation*}
(S N R)_{I} \approx \frac{\frac{\pi^{2}\left(\sigma_{r}-1\right)}{2\left(\sigma_{r}+1\right)} \omega \delta^{2} U_{I}}{\sigma_{\mu} l_{\mu}\left(\pi \frac{\omega}{8} \operatorname{diam} \Omega_{\mu}+8\left(2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I}\right)^{2} \omega^{4} \log \left(\omega \operatorname{diam} \Omega_{\mu}\right)\right)^{1 / 2}}, \tag{5.5.16}
\end{equation*}
$$

Since $\delta \ll \frac{2 \pi}{\omega}$ we have that $\delta \omega \ll 1$, so we can estimate $(S N R)_{I}$ as follows

$$
\begin{equation*}
(S N R)_{I} \approx \frac{\sqrt{2} \pi^{3 / 2} \frac{\sigma_{r}-1}{\sigma_{r}+1} \omega \delta^{2} U_{I}}{\sigma_{\mu} l_{\mu} \sqrt{\omega \operatorname{diam} \Omega_{\mu}}} \tag{5.5.17}
\end{equation*}
$$

The perturbation in the image $I$ comes from different phenomena. The first one, and the most important is the fact that we image not only the field scattered by the reflector, but also the field scattered by the medium's random inhomogeneities. This is why the signal-to-noise ratio depends on the volume and the contrast of the particle we are trying to locate. It has to stand out from the background. The other terms in the estimate (5.5.16) of $(S N R)_{I}$ are due to the phase perturbation of the field scattered by the particle when it reaches the boundary of $\Omega$ which can be seen as a travel time fluctuation of the scattered wave by the reflector. Both the terms are much smaller than the first one. $(S N R)_{I}$ depends on the ratio $\omega / l_{\mu}$. If the medium noise has a shorter correlation length, then the perturbation induced in the phase of the fields will more likely self average.

### 5.5.3 Second-harmonic backpropagation

## Expectation

We have:

$$
\begin{align*}
\mathbb{E}\left[J\left(z^{S}\right)\right]=-\pi \delta^{2} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot z^{S}}[ & (S)_{d e t}^{\theta} \int_{\partial \Omega} \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} G_{2 \omega}^{(0)}\left(x, z_{r}\right) d x \\
& \left.+\mathbb{E}\left[(S)_{\text {rand }}^{\theta}\right] \int_{\partial \Omega} \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} G_{2 \omega}^{(0)}\left(x, z_{r}\right) d x\right] d \theta \tag{5.5.18}
\end{align*}
$$

Since $\mathbb{E}\left[(S)_{\text {rand }}^{\theta}\right]=0$ we obtain by using (5.3.21) that

$$
\begin{equation*}
\mathbb{E}\left[J\left(z^{S}\right)\right]=\pi \delta^{2} \omega^{2} U_{I}^{2} \int_{\mathbb{S}^{1}}\left(\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right) e^{2 i \omega \theta \cdot\left(z_{r}-z^{S}\right)} d \theta \int_{\partial \Omega} \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} G_{2 \omega}^{(0)}\left(x, z_{r}\right) d x \tag{5.5.19}
\end{equation*}
$$

If we define $\widetilde{Q}_{2 \omega}$ as

$$
\begin{equation*}
\widetilde{Q}_{2 \omega}(x, y)=\int_{\mathbb{S}^{1}}\left(\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right) e^{2 i \omega \theta \cdot(x-y)} d \theta, \tag{5.5.20}
\end{equation*}
$$

then it follows that

$$
\mathbb{E}\left[J\left(z^{S}\right)\right]=\delta^{2} \omega^{2} U_{I}^{2} \widetilde{Q}_{2 \omega}\left(z_{r}, z^{S}\right) Q_{2 \omega}\left(z_{r}, z^{S}\right)
$$

where $Q_{2 \omega}$ is given by (5.4.5). To get the typical size of this term we first use the Helmholtz-Kirchhoff theorem [20]:

$$
\begin{equation*}
Q_{2 \omega}\left(z_{r}, z^{S}\right) \sim \frac{1}{2 \omega} \operatorname{Im}\left(G_{2 \omega}^{(0)}\left(z_{r}, z^{S}\right)\right) \tag{5.5.21}
\end{equation*}
$$

Therefore, we obtain that

$$
\begin{equation*}
\mathbb{E}\left[J\left(z_{r}\right)\right]=\frac{\pi}{8} \delta^{2} \omega U_{I}^{2} \int_{\mathbb{S}^{1}}\left(\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right) d \theta . \tag{5.5.22}
\end{equation*}
$$

## Covariance

We have:

$$
\begin{aligned}
J\left(z^{S}\right)-\mathbb{E}[J]\left(z^{S}\right)=\pi \delta^{2} & \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot z^{S}}\left[(S)_{d e t}^{\theta} 4 \omega^{2} \int_{\Omega} G_{2 \omega}^{(0)}\left(s, z_{r}\right) \mu(s) Q_{2 \omega}\left(s, z^{S}\right) d s\right. \\
& \left.-(S)_{\text {rand }}^{\theta} Q_{2 \omega}\left(z_{r}, z^{S}\right)\right] d \theta
\end{aligned}
$$

Denote by

$$
A_{J}\left(z^{S}\right)=4 \pi \delta^{2} \omega^{2} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot z^{S}}(S)_{d e t}^{\theta} \int_{\Omega} G_{2 \omega}^{(0)}\left(s, z_{r}\right) \mu(s) Q_{2 \omega}\left(s, z^{S}\right) d s d \theta
$$

and

$$
B_{J}\left(z^{S}\right)=\pi \delta^{2} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot z^{S}}(S)_{\text {rand }}^{\theta} Q_{2 \omega}\left(z_{r}, z^{S}\right) d \theta
$$

Then we can write the covariance function,

$$
\operatorname{Cov}\left(J\left(z^{S}\right), J\left(z^{S^{\prime}}\right)\right)=\mathbb{E}\left[\left(J\left(z^{S}\right)-\mathbb{E}\left[J\left(z^{S}\right)\right]\right) \overline{\left(J\left(z^{S^{\prime}}\right)-\mathbb{E}\left[J\left(z^{S^{\prime}}\right)\right]\right)}\right]
$$

in the form
$\operatorname{Cov}\left(J\left(z^{S}\right), J\left(z^{S^{\prime}}\right)\right)=\mathbb{E}\left[A\left(z^{S}\right) \overline{A\left(z^{S^{\prime}}\right)}+B\left(z^{S}\right) \overline{B_{J}\left(z^{S^{\prime}}\right)}+A_{J}\left(z^{S}\right) \overline{B_{J}\left(z^{S^{\prime}}\right)}+\overline{A_{J}\left(z^{S}\right)} B_{J}\left(z^{S^{\prime}}\right)\right]$.
We will now compute the first two terms separately and then we deal with the double products.

The speckle term $A_{J} \overline{A_{J}}$ : From

$$
\begin{aligned}
A_{J}\left(z^{S}\right) \overline{A_{J}\left(z^{S^{\prime}}\right)} & =16 \pi^{2} \delta^{4} \omega^{4} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot\left(z^{S}-z^{s^{\prime}}\right)}\left|(S)_{d e t}^{\theta}\right|^{2} \\
& \iint_{\Omega \times \Omega} G_{2 \omega}^{(0)}\left(s, z_{r}\right) \overline{G_{2 \omega}^{(0)}\left(s^{\prime}, z_{r}\right)} \mu(s) \overline{\mu\left(s^{\prime}\right)} Q_{2 \omega}\left(s, z^{S}\right) \overline{Q_{2 \omega}\left(s^{\prime}, z^{S^{\prime}}\right)} d s d s^{\prime} d \theta,
\end{aligned}
$$

it follows by using (5.3.21) that

$$
\begin{aligned}
A_{J}\left(z^{S}\right) \overline{A_{J}\left(z^{S^{\prime}}\right)}= & 16 \pi^{2} \delta^{4} \omega^{8} U_{I}^{4} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot\left(z^{S}-z^{s^{\prime}}\right)}\left|\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right|^{2} d \theta \\
& \iint_{\Omega \times \Omega} G_{2 \omega}^{(0)}\left(s, z_{r}\right) \overline{G_{2 \omega}^{(0)}\left(s^{\prime}, z_{r}\right)} \mu(s) \overline{\mu\left(s^{\prime}\right)} Q_{2 \omega}\left(s, z^{S}\right) \overline{Q_{2 \omega}\left(s^{\prime}, z^{S^{\prime}}\right)} d s d s^{\prime} .
\end{aligned}
$$

If we write $C_{\mu}\left(s, s^{\prime}\right)=\mathbb{E}\left[\mu(s) \mu\left(s^{\prime}\right)\right]$, then we find that

$$
\begin{aligned}
\mathbb{E}\left[A_{J}\left(z^{S}\right) \overline{A_{J}\left(z^{S^{\prime}}\right)}\right]= & 16 \pi^{2} \delta^{4} \omega^{8} U_{I}^{4} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot\left(z^{S}-s^{s^{\prime}}\right)}\left|\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right|^{2} d \theta \\
& \iint_{\Omega \times \Omega} G_{2 \omega}^{(0)}\left(s, z_{r}\right) \overline{G_{2 \omega}^{(0)}\left(s^{\prime}, z_{r}\right)} C_{\mu}\left(s, s^{\prime}\right) Q_{2 \omega}\left(s, z^{S}\right) \overline{Q_{2 \omega}\left(s^{\prime}, z^{S^{\prime}}\right)} d s d s^{\prime},
\end{aligned}
$$

since $\mu$ is real.
As previously, we assume that the medium noise is localized and stationary on its support (which is $\Omega_{\mu}$ ). We note $\sigma_{\mu}$ the standard deviation of the process $\mu$ and $l_{\mu}$ its correlation length. We can then write

$$
\begin{aligned}
& \mathbb{E}\left[A_{J}\left(z^{S}\right) \overline{A_{J}\left(z^{S^{\prime}}\right)}\right]=16 \pi^{2} \delta^{4} \omega^{8} U_{I}^{4} \sigma_{\mu}^{2} l_{\mu}^{2} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot\left(z^{S}-z^{s^{\prime}}\right)}\left|\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right|^{2} d \theta \\
& \int_{\Omega_{\mu}}\left|G_{2 \omega}^{(0)}\left(s, z_{r}\right)\right|^{2} Q_{2 \omega}\left(s, z^{S}\right) \overline{Q_{2 \omega}\left(s, z^{S^{\prime}}\right)} d s
\end{aligned}
$$

The term $\mathbb{E}\left[A_{J}\left(z^{S}\right) \overline{A_{J}\left(z^{S^{\prime}}\right)}\right]$ shows the generation of a non localized speckle image, creating random secondary peaks. We will later estimate the size of those peaks in order to find the signal-to-noise ratio. We compute the typical size of this term. We get, using (5.5.21):

$$
\begin{align*}
& \mathbb{E}\left[A_{J}\left(z^{S}\right) \overline{A_{J}\left(z^{S^{\prime}}\right)}\right] \approx 4 \pi^{2} U_{I}^{4} \delta^{4} \omega^{6} \sigma_{\mu}^{2} l_{\mu}^{2} \\
& \quad \int_{\mathbb{S}^{1}}\left|\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right|^{2} d \theta \int_{\Omega_{\mu}}\left|G_{2 \omega}^{(0)}\left(s, z_{r}\right)\right|^{2} \operatorname{Im} G_{2 \omega}^{(0)}\left(s, z^{S}\right) \operatorname{Im} G_{2 \omega}^{(0)}\left(s, z^{S^{\prime}}\right) d s . \tag{5.5.23}
\end{align*}
$$

Then we use the facts that

$$
\left|G_{2 \omega}^{(0)}(x, y)\right| \approx \frac{1}{4 \sqrt{\pi 2 \omega}}|x-y|^{-1 / 2}
$$

and

$$
\operatorname{Im} G_{2 \omega}^{(0)}(x, y)=\frac{1}{4} J_{0}(2 \omega|x-y|) \approx \frac{\cos (2 \omega|x-y|-\pi / 4)}{4 \sqrt{\pi \omega}}|x-y|^{-1 / 2}
$$

if $|x-y| \gg 1$. Then, as previously, we write $\Omega_{\mu}=\Omega_{\mu} \backslash B\left(z_{r}, \omega^{-1}\right) \cup B\left(z_{r}, \omega^{-1}\right)$. Using (5.5.23), we arrive at

$$
\begin{aligned}
\mathbb{E}\left[A_{J}\left(z_{r}\right) \overline{A_{J}\left(z_{r}\right)}\right] \approx 4 \pi^{2} U_{I}^{4} \delta^{4} \omega^{6} \sigma_{\mu}^{2} l_{\mu}^{2} \int_{\mathbb{S}^{1}}\left|\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right|^{2} d \theta \\
\left(\frac{1}{512 \pi^{2} \omega^{2}} \int_{\Omega_{\mu} \backslash B\left(z_{r}, \omega^{-1}\right)} \frac{\cos ^{2}\left(2 \omega\left|s-z_{r}\right|-\pi / 4\right)}{\left|s-z_{r}\right|^{2}} d s+\frac{1}{16} \int_{B\left(z_{r}, \omega^{-1}\right)}\left|G_{2 \omega}^{(0)}\left(s, z_{r}\right)\right|^{2} J_{0}\left(2 \omega\left|s-z_{r}\right|\right)^{2} d s\right),
\end{aligned}
$$

which yields

$$
\begin{equation*}
\mathbb{E}\left[A_{J}\left(z_{r}\right) \overline{A_{J}\left(z_{r}\right)}\right] \approx \frac{\pi}{128} U_{I}^{4} \delta^{4} \omega^{4} \sigma_{\mu}^{2} l_{\mu}^{2} \log \left(\omega \operatorname{diam} \Omega_{\mu}\right) \int_{\mathbb{S}^{1}}\left|\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right|^{2} d \theta \tag{5.5.24}
\end{equation*}
$$

The localized term $B_{J} \overline{B_{J}}$ : We have

$$
B_{J}\left(z^{S}\right) \overline{B_{J}\left(z^{S^{\prime}}\right)}=\pi^{2} \delta^{4} Q_{2 \omega}\left(z_{r}, z^{S}\right) \overline{Q_{2 \omega}\left(z_{r}, z^{S^{\prime}}\right)} \int_{\mathbb{S}^{1}} e^{-2 i \omega \theta \cdot\left(z^{S}-z^{s^{S}}\right)}\left|(S)_{r a n d}^{\theta}\right|^{2} d \theta .
$$

Using (5.3.22) and (5.3.20) we have that $(S)_{\text {rand }}^{\theta}$ can be re-written as

$$
\begin{aligned}
&(S)_{\text {rand }}^{\theta}=-\omega^{2} U_{I}^{2} \int_{\Omega}\left(\mu(y) e^{i \omega \theta \cdot y}-\mu\left(z_{r}\right) e^{i \omega \theta \cdot z_{r}}\right) \\
& {\left[\sum_{k, l} \chi_{k, l}\left(\theta_{k} \theta \cdot \nabla \partial_{x_{l}} G_{\omega}^{(0)}\left(z_{r}, y\right)+\theta_{l} \theta \cdot \nabla \partial_{x_{k}} G_{\omega}^{(0)}\left(z_{r}, y\right)\right)\right] d y }
\end{aligned}
$$

We need to get an estimate on $S_{\text {rand }}^{\theta}$ 's variance. As in section 5.2 we have the following estimate for any $0<\alpha^{\prime}<1 / 2$ :
$\frac{1}{4}\left|y-z_{r}\right|^{\alpha^{\prime}}\left|\partial_{x_{k}} \partial_{x_{l}} H_{0}^{1}\left(\omega\left|y-z_{r}\right|\right)\right| \leq \frac{1}{2} \min \left(1, \sqrt{\frac{2}{\pi}} \omega^{3 / 2}\left|y-z_{r}\right|^{\alpha^{\prime}-1 / 2}\right) \max \left(1,\left|y-z_{r}\right|^{\alpha^{\prime}-2}\right)$.

We get, for any $\alpha^{\prime}<\min \left(\alpha, \frac{1}{2}\right)$,

$$
\left|S_{r a n d}^{\theta}\right| \leq \omega^{2} U_{I}^{2}\|\mu\|_{\mathcal{C}^{0}, \alpha^{\prime}} \max _{k, l}\left|\chi_{k, l}\right| \omega^{2-2 \alpha^{\prime}}\left[\frac{8 \sqrt{2 \pi}}{3 / 2+\alpha^{\prime}}\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3 / 2+\alpha^{\prime}}+\frac{\pi}{\alpha^{\prime}}\right]
$$

and

$$
\begin{aligned}
&\left|\mathbb{E}\left[B_{J}\left(z^{S}\right) \overline{B_{J}\left(z^{S^{\prime}}\right)}\right]\right| \leq \frac{128 \pi^{3}}{\left(3 / 2+\alpha^{\prime}\right)^{2}} \omega^{4-2 \alpha^{\prime}} \delta^{4} U_{I}^{4} \max _{k, l}\left|\chi_{k, l}\right|^{2} \mathbb{E}\left[\|\mu\|_{\mathcal{C}^{0, \alpha^{\prime}}}^{2}\right] \\
& {\left[\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha^{\prime}}+\frac{1}{\alpha^{\prime}}\right] Q_{2 \omega}\left(z_{r}, z^{S}\right) \overline{Q_{2 \omega}\left(z_{r}, z^{S^{\prime}}\right)} }
\end{aligned}
$$

Note that $Q_{2 \omega}\left(z_{r}, z^{S}\right)$, defined in (5.4.5), behaves like $\frac{1}{8 \omega} J_{0}\left(2 \omega\left|z_{r}-z^{S}\right|\right)$ which decreases like $\left|z_{r}-z^{S}\right|^{-1 / 2}$ as $\left|z_{r}-z^{S}\right|$ becomes large. The term $B_{J}$ is localized around $z_{r}$. It may shift, lower or blur the main peak but it will not contribute to the speckle field on the image. We still need to estimate its typical size at point $z_{r}$ in order to get the signal-to-noise ratio at point $z_{r}$. Using (5.5.21) and (5.5.5) we get
$\mathbb{E}\left[B_{J}\left(z_{r}\right) \overline{B_{J}\left(z_{r}\right)}\right] \leq \frac{2^{17+\alpha} \pi^{3}}{\left(3 / 2+\alpha^{\prime}\right)^{2}} \frac{e}{\alpha-\alpha^{\prime}} \omega^{2-2 \alpha^{\prime}} \delta^{4} U_{I}^{4} \max _{k, l}\left|\chi_{k, l}\right|^{2}\left[\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha^{\prime}}+\frac{1}{\alpha^{\prime}}\right] \frac{\sigma_{\mu}^{2}}{l_{\mu}^{2 \alpha}}$.
We can write $\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha^{\prime}} \leq\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha}+1$. We can take $\alpha^{\prime}=\frac{\alpha}{2}$. Let $C=\frac{2^{18+1 / 2} \pi^{3} e}{(3 / 2)^{2}}$. We get that

$$
\begin{equation*}
\mathbb{E}\left[B_{J}\left(z_{r}\right) \overline{B_{J}\left(z_{r}\right)}\right] \leq C \omega^{2} \min \left(\omega^{-2 \alpha}, 1\right) \delta^{4} U_{I}^{4} \max _{k, l}\left|\chi_{k, l}\right|^{2} \frac{\sigma_{\mu}^{2}}{l_{\mu}^{2 \alpha}}\left[\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha}+1\right] \tag{5.5.25}
\end{equation*}
$$

Remark 5.5.2. We note that even though the term $B_{J}$ is localized, meaning it would not create too much of a speckle far away from the reflector, it is still the dominant term of the speckle field around the reflector's location.

The double products $A_{J} \overline{B_{J}}$ and $\overline{A_{J}} B_{J}$ : This third term has the size of the geometric mean of the first two terms $A_{J}$ and $B_{J}$. So we only need to concentrate on the first two terms. Also this term is still localized because of $Q\left(z_{r}, z^{S}\right)$ that decreases as $\left|z_{r}-z^{S}\right|^{-1 / 2}$.

## Signal-to-noise ratio

As before, we define the signal-to-noise ratio $(S N R)_{J}$ by (5.5.2). Using (5.5.22), (5.5.24) and (5.5.25),

$$
\frac{\mathbb{E}\left[J\left(z_{r}\right)\right]}{\left(\operatorname{Var}\left(J\left(z_{r}\right)\right)^{\frac{1}{2}}\right.} \geq \frac{l_{\mu}^{\alpha}\left(\int_{\mathbb{S}^{1}}\left(\sum_{k, l} \chi_{k, l} \theta_{k} \theta_{l}\right) d \theta\right)}{\sqrt{C} \sigma_{\mu} \min \left(\omega^{-\alpha}, 1\right) \max _{k, l}\left|\chi_{k, l}\right| \sqrt{\left(\omega \operatorname{diam} \Omega_{\mu}\right)^{3+2 \alpha}+1}}
$$

The difference here with the standard backpropagation is that the (SNR) does not depend on neither the dielectric contrast of the particle, the nonlinear susceptibility nor even the particle's volume. All the background noise created by the propagation of the illuminating wave in the medium is filtered because the small inhomogeneities only scatter waves at frequency $\omega$. The nanoparticle is the only source at frequency $2 \omega$ so it does not need to stand out from the background. The perturbations seen on the image $J$ are due to travel time fluctuations of the wave scattered by the nanoparticle (for the speckle field) and to the perturbations of the source field at the localization of the reflector (for the localized perturbation). The second-harmonic image is more resolved than the fundamental frequency image.

### 5.5.4 Stability with respect to measurement noise

We now compute the signal-to-noise ratio in the presence of measurement noise without any medium noise $(\mu=0)$. The signal $u_{s}$ and $v$ are corrupted by an additive noise $\nu(x)$ on $\partial \Omega$. In real situations it is of course impossible to achieve measurements for an infinity of plane waves illuminations. So in this part we assume that the functional $J$ is calculated as an average over $n$ different illuminations, uniformly distributed in $\mathbb{S}^{1}$. We consider, for each $j \in[0, n]$, an independent and identically distributed random process $\nu^{(j)}(x), x \in \partial \Omega$ representing the measurement noise. We use the model of [21]: if we assume that the surface of $\Omega$ is covered with sensors half a wavelength apart and that the additive noise has variance $\sigma$ and is independent from one sensor to another one, we can model the additive noise process by a Gaussian white noise with covariance function:

$$
\mathbb{E}\left(\nu(x) \overline{\nu\left(x^{\prime}\right)}\right)=\sigma_{\nu}^{2} \delta\left(x-x^{\prime}\right),
$$

where $\sigma_{\nu}=\sigma^{2} \frac{\lambda}{2}$.

## Standard backpropagation

We write, for each $j \in[0, n], u_{s}^{(j)}$ as

$$
u_{s}^{(j)}(x)=-2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I} e^{i \omega \theta^{(j)} \cdot z_{r}} \nabla G_{\omega}^{(0)}\left(x, z_{r}\right) \cdot\left(i \omega \theta^{(j)}\right)+o\left(\delta^{2}\right)+\nu^{(j)}(x)
$$

where $\nu^{(j)}$ is the measurement noise associated with the $j$-th illumination. We can write $I$ as

$$
I\left(z^{S}\right)=\frac{1}{n} \sum_{j=1}^{n} \int_{\partial \Omega} \frac{1}{i \omega} e^{-i \omega \theta^{(j)} \cdot z^{S}}\left(\theta^{(j)}\right)^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} u_{s}(x) d x
$$

Further,

$$
\begin{aligned}
I\left(z^{S}\right)=-2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I} \frac{1}{n} \sum_{j=1}^{n} & e^{i \omega \theta^{(j)} \cdot\left(z_{r}-z^{S}\right)}\left(\theta^{(j)}\right)^{\top} R_{\omega}\left(z_{r}, z^{S}\right) \theta^{(j)} \\
& +\frac{1}{n} \sum_{j=1}^{n} \int_{\partial \Omega} \frac{1}{i \omega} e^{-i \omega \theta^{(j)} \cdot z^{S}}\left(\theta^{(j)}\right)^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} \nu^{(j)}(x) d x
\end{aligned}
$$

We get that

$$
\mathbb{E}\left[I\left(z^{S}\right)\right]=-2 \pi \delta^{2} \frac{\sigma_{r}-1}{\sigma_{r}+1} U_{I} \frac{1}{n} \sum_{j=1}^{n} e^{i \omega \theta^{(j)} \cdot\left(z_{r}-z^{S}\right)}\left(\theta^{(j)}\right)^{\top} R_{\omega}\left(z_{r}, z^{S}\right) \theta^{(j)}
$$

so that, using (5.5.8) and (5.5.7)

$$
\begin{equation*}
\mathbb{E}\left[I\left(z_{r}\right)\right] \sim-\frac{\pi\left(\sigma_{r}-1\right)}{4\left(\sigma_{r}+1\right)} \omega \delta^{2} U_{I} . \tag{5.5.26}
\end{equation*}
$$

We compute the covariance

$$
\begin{aligned}
& \operatorname{Cov}\left(I\left(z^{S}\right), I\left(z^{S^{\prime}}\right)\right)=\mathbb{E}\left[\frac{1}{n^{2}}\left(\sum_{j=1}^{n} \frac{1}{i \omega} e^{-i \omega \theta^{(j)} \cdot z^{S}} \int_{\partial \Omega} \nu^{(j)}(x)\left(\theta^{(j)}\right)^{\top} \overline{\nabla G_{\omega}^{(0)}\left(x, z^{S}\right)} d x\right)\right. \\
&\left.\left(\sum_{l=1}^{n} \frac{-1}{i \omega} e^{i \omega \theta^{(l)} \cdot z^{S^{\prime}}} \int_{\partial \Omega} \nu^{(l)}\left(x^{\prime}\right)\left(\theta^{(l)}\right)^{\top} \nabla G_{\omega}^{(0)}\left(x^{\prime}, z^{S^{\prime}}\right) d x^{\prime}\right)\right],
\end{aligned}
$$

and obtain that

$$
\operatorname{Cov}\left(I\left(z^{S}\right), I\left(z^{S^{\prime}}\right)\right)=\sigma^{2} \frac{\lambda}{2} \frac{1}{\omega^{2} n^{2}} \sum_{j=1}^{n} e^{-i \omega \theta^{(j)} \cdot\left(z^{S}-z^{S^{\prime}}\right)}\left(\theta^{(j)}\right)^{\top} R_{\omega}\left(z^{S}, z^{S^{\prime}}\right) \theta^{(j)}
$$

The signal-to-noise ratio is given by

$$
(S N R)_{I}=\frac{\mathbb{E}\left[I\left(z_{r}\right)\right]}{\left(\operatorname{Var}\left(I\left(z_{r}\right)\right)^{\frac{1}{2}}\right.}
$$

If we compute

$$
\operatorname{Var}\left(I\left(z_{r}\right)\right) \sim \sigma^{2} \frac{\pi}{8 \omega^{2} n}
$$

then $(S N R)_{I}$ can be expressed as

$$
(S N R)_{I}=\frac{\sqrt{\pi n} \delta^{2} \omega^{2}\left[\sigma_{r}-1\right] U_{I}}{\left[\sigma_{r}+1\right] \sigma}
$$

The backpropagation functional is very stable with respect to measurement noise. Of course, the number of measurements increases the stability because the measurement noise is averaged out. We will see in the following that the second-harmonic imaging is also pretty stable with respect to measurement noise.

## Second-harmonic backpropagation

We write, for each $j \in[0, n], v_{j}$ as

$$
v^{(j)}(x)=-\delta^{2}(2 \omega)^{2}\left(\sum_{k, l} \chi_{k, l} \partial_{x_{k}} U^{(j)}\left(z_{r}\right) \partial_{x_{l}} U^{(j)}\left(z_{r}\right)\right) G_{2 \omega}^{(0)}\left(x, z_{r}\right)+\nu^{(j)}(x)
$$

where $\nu_{j}$ is the measurement noise at the $j$-th measurement. Without any medium noise the source term $(S)$ can be written as

$$
(S)^{\theta^{(j)}}=\sum_{k, l} \chi_{k, l} \partial_{x_{k}} U^{(j)}\left(z_{r}\right) \partial_{x_{l}} U^{(j)}\left(z_{r}\right)=-\omega^{2} U_{I}^{2} e^{2 i \omega \theta^{(j)} \cdot z_{r}} \sum_{k, l} \chi_{k, l} \theta_{k}^{(j)} \theta_{l}^{(j)} .
$$

So we can write $J$ as

$$
J\left(z^{S}\right)=\frac{1}{n} \sum_{j=1}^{n} \int_{\partial \Omega} v^{(j)}(x) \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} e^{-2 i \omega \theta^{(j) \cdot z^{S}}} d x
$$

or equivalently,

$$
\begin{aligned}
J\left(z^{S}\right)=-\delta^{2}(2 \omega)^{2} \frac{1}{n} \sum_{j=1}^{n}(S)^{\theta^{(j)}} \int_{\partial \Omega} G_{2 \omega}^{(0)}( & \left.x, z_{r}\right) \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} e^{-2 i \omega \theta^{(j)} \cdot z^{S}} d x \\
& +\frac{1}{n} \sum_{j=1}^{n} \int_{\partial \Omega} \nu^{(j)}(x) \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} e^{-2 i \omega \theta^{(j)} \cdot z^{S}} d x .
\end{aligned}
$$

We get that

$$
\mathbb{E}\left[J\left(z^{S}\right)\right]=-\delta^{2}(2 \omega)^{2} \frac{1}{n} \sum_{j=1}^{n}(S)^{\theta^{(j)}} e^{-2 i \omega \theta^{(j)} \cdot z^{S}} Q_{2 \omega}\left(z_{r}, z^{S}\right),
$$

so that, using (5.5.21):

$$
\mathbb{E}\left[J\left(z_{r}\right)\right] \sim \delta^{2} U_{I}^{2} \frac{\omega^{3}}{2 n} \sum_{k, l, j} \chi_{k, l} \theta_{k}^{(j)} \theta_{l}^{(j)}
$$

We can compute the covariance

$$
\begin{aligned}
& \operatorname{Cov}\left(J\left(z^{S}\right), J\left(z^{S^{\prime}}\right)\right)=\mathbb{E}\left[\frac{1}{n^{2}}\left(\sum_{j=1}^{n} e^{-2 i \omega \theta^{(j)} \cdot z^{S}} \int_{\partial \Omega} \nu^{(j)}(x) \overline{G_{2 \omega}^{(0)}\left(x, z^{S}\right)} d x\right)\right. \\
&\left.\left(\sum_{l=1}^{n} e^{2 i \omega \theta^{(l)} \cdot z^{S^{\prime}}} \int_{\partial \Omega} \nu^{(l)}(x) G_{2 \omega}^{(0)}\left(x^{\prime}, z^{S^{\prime}}\right) d x^{\prime}\right)\right],
\end{aligned}
$$

which yields

$$
\operatorname{Cov}\left(J\left(z^{S}\right), J\left(z^{S^{\prime}}\right)\right)=\sigma^{2} \frac{\lambda}{2} Q_{2 \omega}\left(z^{S^{\prime}}, z^{S}\right) \frac{1}{n^{2}} \sum_{j=1}^{n} e^{-2 i \omega \theta^{(j)} \cdot\left(z^{S}-z^{S^{\prime}}\right)}
$$

Now we have

$$
\operatorname{Var}\left(J\left(z_{r}\right)\right)^{1 / 2} \sim \frac{\sigma}{2 \omega} \sqrt{\frac{\pi}{2 n}}
$$

The signal-to-noise ratio,

$$
(S N R)_{J}=\frac{\mathbb{E}\left[J\left(z_{r}\right)\right]}{\left(\operatorname{Var}\left(J\left(z_{r}\right)\right)^{\frac{1}{2}}\right.},
$$

is given by

$$
(S N R)_{J}=\frac{2 \delta^{2} \omega^{2} U_{I}\left(\sum_{j} \sum_{k, l} \chi_{k, l} \theta_{k}^{(j)} \theta_{l}^{(j)}\right)}{\pi \sigma \sqrt{n}}
$$

Even though it appears that the $(S N R)$ is proportional to $\frac{1}{\sqrt{n}}$, the term $\sum_{j} \theta_{k}^{(j)} \theta_{l}^{(j)}$ is actually much bigger. In fact, if we pick $\theta^{(j)}=\frac{2 j \pi}{n}$ we get that

$$
\sum_{k, l} \chi_{k, l} \sum_{j} \theta_{k}^{(j)} \theta_{l}^{(j)}=\sum_{j=1}^{n}\left(\chi_{1,1} \cos ^{2} \frac{2 j \pi}{n}+\chi_{2,2} \sin ^{2} \frac{2 j \pi}{n}+2 \chi_{1,2} \sin \frac{2 j \pi}{n} \cos \frac{2 j \pi}{n}\right)
$$

and hence,

$$
\sum_{k, l} \chi_{k, l} \sum_{j} \theta_{k}^{(j)} \theta_{l}^{(j)} \sim \frac{n}{2} \max \left[\chi_{1,1}, \chi_{2,2}\right]
$$

Therefore, we can conclude that

$$
(S N R)_{J}=\frac{\delta^{2} \omega^{2} U_{I}^{2} \sqrt{n} \max \left[\chi_{1,1}, \chi_{2,2}\right]}{\pi \sigma_{\nu}}
$$

The signal-to-noise ratio is very similar to the one seen in the classic backpropagation case. So the sensitivity with respect to relative measurement noise should be similar. It is noteworthy that in reality, due to very small size of the (SHG) signal ( $\chi$ has a typical size of $10^{-12} \mathrm{~m} / V$ ), the measurement noise levels will be higher for the second-harmonic signal.

### 5.6 Numerical results

### 5.6.1 The direct problem

We consider the medium to be the square $[-1,1]^{2}$. The medium has an average propagation speed of 1, with random fluctuations with Gaussian statistics (see Figure 5.6.2). To simulate $\mu$ we use the algorithm described in [21] which generates random Gaussian fields with Gaussian covariance function and take a standard deviation equal to 0.02 and a correlation length equal to 0.25 . We consider a small reflector in the medium $\Omega_{r}=z_{r}+\delta B(0,1)$ with $z_{r}=(-0.2,0.5)$ and $\delta=0.004 / \pi$, represented on Figure 5.6.1. The contrast of the reflector is $\sigma_{r}=2$. We fix the frequency to be $\omega=8$. We get the boundary data $u_{s}$ when the medium is illuminated by the plane wave $U_{I}(x)=e^{i \omega \theta \cdot x}$. The correlation length of the medium noise was picked so that it has a similar size as the wavelength of the illuminating plane wave. We get the boundary data by using an integral representation for the field $u_{s, \theta}$. We also compute the boundary data for the second-harmonic field $v$. We compute the imaging functions $I$ and $J$ respectively defined in (5.4.1) and (5.4.4), averaged over two different lightning settings. (see Figures 5.6.7 and 5.6.8 for instance).

### 5.6.2 The imaging functionals and the effects of the number of plane wave illuminations

We compute the imaging functionals $I$ and $J$ respectively defined in (5.4.1) and (5.4.4), averaged over four different illuminations settings. We fix the noise level ( $\sigma_{\mu}=0,02$ ), the volume of the particle $\left(v_{r}=10^{-2}\right)$ and the contrast $\sigma_{r}=2$. In Figures 5.6.7 and 5.6 .8 the image is obtained after backpropagating the boundary data from one
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Figure 5.6.3 Incoming field $U_{I}$.
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Figure 5.6.6
illumination $(\theta=0)$. On the following graphs, we average over several illumination angles:

- 4 uniformly distributed angles for Figures 5.6.9 and 5.6.10.
- 8 uniformly distributed angles for Figures 5.6.11 and 5.6.12.
- 32 uniformly distributed angles for Figures 5.6.13 and 5.6.14.

As predicted, the shape of the spot on the fundamental frequency imaging is very dependant on the illumination angles, whereas with second-harmonic imaging we get an acceptable image with only one illumination. In applications, averaging over different illumination is useful because it increases the stability with respect to measurement noise. It is noteworthy that, as expected, the resolution of the second-harmonic image is twice higher than the regular imaging one.
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### 5.6.3 Statistical analysis

Stability with respect to medium noise
Here we show numerically that the second-harmonic imaging is more stable with respect to medium noise. In Figure 5.6.15, we plot the standard deviation of the error $\left|z_{e s t}-z_{r}\right|$ where $z_{\text {est }}$ is the estimated location of the reflector. For each level of medium noise we compute the error over 120 realizations of the medium, using the same parameters, as above. The functional imaging $J$ is clearly more robust than earlier.

## Effect of the volume of the particle

We show numerically that the quality of the second-harmonic image does not depend on the volume of the particle. We fix the medium noise level ( $\sigma_{\mu}=0.02$ ) and plot the standard deviation of the error with respect to the volume of the particle (Figure 5.6.16).

Stability with respect to medium noise level


Figure 5.6.15 Standard deviation of the localization error with respect to the medium noise level for standard backpropagation (top) and second-harmonic image (bottom).

We can see that if the particle is too small, the fundamental backpropagation algorithm cannot differentiate the reflector from the medium and the main peak gets buried in the speckle field. The volume of the particle does not have much influence on the second-harmonic image quality.

## Stability with respect to measurement noise

We compute the imaging functionals with a set of data obtained without any medium noise and perturbed with a Gaussian white noise for each of 8 different illuminations. For each noise level, we average the results over 100 images. Figure 5.6 .17 shows that both functionals have similar behaviors.

As mentioned before, in applications, the weakness of the SHG signal will induce a much higher relative measurement noise than in the fundamental data. Since the model we use for measurement noise has a zero expectation, averaging measurements over different illuminations can improve the stability significantly as shown in Figure 5.6.18, where the images have been obtained with 16 illuminations instead of 8 .

Effect of the volume of the particle


Figure 5.6.16 Standard deviation of the localization error with respect to the reflector's volume (log scale) for standard backpropagation (top) and second-harmonic image (bottom).

### 5.7 Concluding remarks

We have studied how second-harmonic imaging can be used to locate a small reflector in a noisy medium, gave asymptotic formulas for the second-harmonic field, and investigated statistically the behavior of the classic and second-harmonic backpropagation functionals. We have proved that the backpropagation algorithm is more stable with respect to medium noise. Our results can also be extended to the case of multiple scatterers as long as they are well-separated.


Figure 5.6.17 Standard deviation of the localization error with respect to measurement noise level for standard backpropagation (top) and second-harmonic image (bottom).

Stability with respect to measurement noise level (16 illuminations)


Figure 5.6.18 Standard deviation of the localization error with respect to measurement noise level, when averaged over 16 illuminations of angles uniformly distributed between 0 and $2 \pi$ for standard backpropagation (top) and second-harmonic image (bottom).

## Conclusion

This thesis is divided in two parts: some mathematical modeling of new hybrid imaging techniques, and a theoretical study of nanoparticle imaging using wave equations.

In the first part we showed how hybrid techniques allowed the recovery of highresolution images from internal data, as opposed to boundary data for "single-wave" classical imaging processes. A new class of inverse problems arises from these new methods. We adapted some classical methods to this new class of problems - such as the optimal control least square approach - and we also introduced a new direct stable reconstruction method, called the viscosity method, for recovering the electrical conductivity from an internal current. The viscosity method is an evolution in conductivity imaging as it provides a fast and stable reconstruction of the electrical conductivity. In the first chapter, we were able to prove that the reconstruction converges for a broad class of discontinuous coefficients that model well the regularity of the coefficients one can expect in vivo. In the second chapter we proved the convergence for a class of smoother coefficients and different boundary conditions. We expect it can be adapted to different boundary conditions modeling different experiments. These new hybrid imaging techniques have a great potential and the knowledge of internal data opens the way to imaging anisotropic quantities such as conductivity tensors or elasticity tensors.

Regarding surface plasmons, recovering the resonance of the far field from Maxwell's equations is only the first step. The final goal is to be able to quantitatively understand the phenomenon and to be able to predict the behavior of one or many particles without solving the full $3 D$ Maxwell system. The small volume approximation done in Chapter 4 erases the size dependence of the eigen value problem: it becomes only shape dependent. The next step is to recover the size dependance that has been observed experimentally as well as the higher order multipolar moments. For instance, for larger particles $(\sim 100 \mathrm{~nm})$ a quadrupole moment can be measured [89]. An understanding of the near field would allow the computation of the temperature field in a radius of a few nanometers around the particle where temperature measurements are very challenging.

This is a crucial step for the development of fluence measurement techniques [115] and photothermal therapy [74], one of the most promising cancer therapy method.

In our study of second harmonic generation, we quantified the efficiency of a backpropagation algorithm in the presence of medium noise when the data satisfies the Helmholtz equation. These algorithms are currently being used in the next generation of ultrasound imaging in order to obtain a very high number of image per second [59]. The computations done here contribute to quantifying the numerical efficiency of backpropagation algorithms in the electromagnetic case and can be extended to similar cases in acoustics.

## Appendix A

## Proof of the jump formula for the curl of $\mathcal{A}_{D}$

We want to prove the jump formula (4.4.8) for $\boldsymbol{\nu} \times \nabla \times \mathcal{A}_{D}$. The continuity of $\mathcal{A}_{D}^{k}[\boldsymbol{\phi}]$ is a consequence of the continuity of single layer potentials. Assume that $\phi$ is a continuous tangential field. We first prove the jump relation for $k=0$. For $z \in \mathbb{R}^{3} \backslash \partial D$,

$$
\nabla \times \mathcal{A}_{D}[\boldsymbol{\phi}](z)=\int_{\partial D} \nabla_{z} \times(\boldsymbol{\phi}(y) \Gamma(z, y)) d \sigma(y)
$$

So if $x \in \partial D$ and $z=x+h \boldsymbol{\nu}(x)$, then by using vector calculus we have:

$$
\boldsymbol{\nu}(x) \times \nabla \times \mathcal{A}_{D}[\boldsymbol{\phi}](z)=\int_{\partial D}\left[(\boldsymbol{\phi}(y) \cdot \boldsymbol{\nu}(x)) \nabla_{z} \Gamma(z, y)-\left(\nabla_{z} \Gamma(z, y) \cdot \boldsymbol{\nu}(x)\right) \boldsymbol{\phi}(y)\right] d \sigma(y) .
$$

Since $\boldsymbol{\phi}$ is tangential, we have $\forall y \in \partial D, \boldsymbol{\nu}(y) \cdot \boldsymbol{\phi}(y)=0$, so we can write

$$
\boldsymbol{\nu}(x) \times \nabla \times \mathcal{A}_{D}[\boldsymbol{\phi}](z)=\int_{\partial D}\left[(\boldsymbol{\phi}(y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]) \nabla_{z} \Gamma(z, y)-\left(\nabla_{z} \Gamma(z, y) \cdot \boldsymbol{\nu}(x)\right) \boldsymbol{\phi}(y)\right] d \sigma(y) .
$$

Here, following the same idea as the one in the proof of the jump of the double layer potential in [51], we introduce

$$
\mathcal{D}_{D}[1](z)=\int_{\partial D} \frac{\partial \Gamma}{\partial \boldsymbol{\nu}(y)}(z, y) d \sigma(y), \quad z \in \mathbb{R}^{3} \backslash \partial D
$$

which takes the following values ([51, p. 48]):

$$
\mathcal{D}_{D}[1](z)=\left\{\begin{array}{lcr}
0 \quad \text { if } & z \in \mathbb{R}^{3} \backslash \bar{D},  \tag{A.0.1}\\
-\frac{1}{2} & \text { if } & z \in \partial D, \\
-1 & \text { if } & z \in D
\end{array}\right.
$$

We write

$$
\boldsymbol{\nu}(x) \times \nabla \times \mathcal{A}_{D}[\boldsymbol{\phi}](z)=\boldsymbol{\phi}(x) \mathcal{D}_{D}[1](z)+f(z)
$$

with

$$
\begin{aligned}
& f(z)=\int_{\partial D}\left[(\boldsymbol{\phi}(y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]) \nabla_{z} \Gamma(z, y)\right. \\
- & \left.\left(\nabla_{z} \Gamma(z, y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]\right) \boldsymbol{\phi}(y)-\left(\nabla_{z} \Gamma(z, y) \cdot \boldsymbol{\nu}(y)\right) \boldsymbol{\phi}(y)-\frac{\partial \Gamma}{\partial \boldsymbol{\nu}(y)}(z, y) \boldsymbol{\phi}(x)\right] d \sigma(y) .
\end{aligned}
$$

Using the fact that $\nabla_{z} \Gamma(z, y)=-\nabla_{y} \Gamma(z, y)$ we get

$$
\begin{align*}
f(z) & =\int_{\partial D}\left[(\boldsymbol{\phi}(y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]) \nabla_{z} \Gamma(z, y)\right. \\
& \left.-\left(\nabla_{z} \Gamma(z, y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]\right) \boldsymbol{\phi}(y)+\frac{\partial \Gamma}{\partial \boldsymbol{\nu}(y)}(z, y)(\boldsymbol{\phi}(y)-\boldsymbol{\phi}(x))\right] d \sigma(y) . \tag{A.0.2}
\end{align*}
$$

Now, we have only to prove that $f$ is continuous across $\partial D$, i.e., when $t \rightarrow 0, f(z)=$ $f(x+t \boldsymbol{\nu}(x)) \longrightarrow f(x)$. If we assume that it is true, then we can write for $z \in \mathbb{R}^{3} \backslash \bar{D}$,

$$
\boldsymbol{\nu}(x) \times \nabla \times \mathcal{A}_{D}[\boldsymbol{\phi}](z)=\left[\boldsymbol{\phi}(x) \mathcal{D}_{D}[1](z)-\boldsymbol{\phi}(x) \mathcal{D}_{D}[1](x)+f(z)\right]-\frac{\phi}{2}(x),
$$

since $\mathcal{D}_{D}[1](x)=-1 / 2$. So, when $t \rightarrow 0^{+}$, we get

$$
\boldsymbol{\nu}(x) \times \nabla \times\left.\mathcal{A}_{D}[\boldsymbol{\phi}](x)\right|_{+}=\left[-\boldsymbol{\phi}(x) \mathcal{D}_{D}[1](x)+f(x)\right]-\frac{\phi}{2}(x) .
$$

Now we see that since $\boldsymbol{\phi}(y) \cdot \boldsymbol{\nu}(y)=0, \quad \forall y \in \partial D$

$$
\begin{aligned}
& -\boldsymbol{\phi}(x) \mathcal{D}_{D}[1](x)+f(x)=-\int_{\partial D} \frac{\partial \Gamma}{\partial \boldsymbol{\nu}(y)}(x, y) \boldsymbol{\phi}(x) d \sigma(y) \\
& \quad+\int_{\partial D}\left[(\boldsymbol{\phi}(y) \cdot \boldsymbol{\nu}(x)) \nabla_{x} \Gamma(x, y)-\left(\nabla_{x} \Gamma(x, y) \cdot \boldsymbol{\nu}(x)\right)+\frac{\partial \Gamma}{\partial \nu(y)}(x, y) \boldsymbol{\phi}(x)\right] d \sigma(y)
\end{aligned}
$$

which is exactly

$$
-\boldsymbol{\phi}(x) \mathcal{D}_{D}[1](x)+f(x)=\int_{\partial D} \boldsymbol{\nu}(x) \times \nabla_{x} \times[\Gamma(x, y) \boldsymbol{\phi}(y)] d \sigma(y)
$$

So the limit can be expressed as

$$
\boldsymbol{\nu}(x) \times \nabla \times\left.\mathcal{A}_{D}[\boldsymbol{\phi}](x)\right|_{+}=\int_{\partial D} \boldsymbol{\nu}(x) \times \nabla_{x} \times[\Gamma(x, y) \boldsymbol{\phi}(y)] d \sigma(y)-\frac{\phi}{2}(x)
$$

The limit when $t \rightarrow 0^{-}$is computed similarly and we find (4.4.8) for $k=0$. The extension to $k>0$ can be done because the difference between the double layer potential with kernel $\Gamma^{k}$ and $\Gamma$ is continuous; see, for instance, [51, p.47].

Now, we go back to the continuity of $f$ defined by (A.0.2). We apply several results from [51] to get the continuity. The following lemma, which we state here for the sake of completeness, can be found in [51].

Lemma A.0.1. Assume that the kernel $K$ is continuous for all $x$ in a neighborhood $D_{h}$ of $\partial D, y \in \partial D$ and $x \neq y$. Assume that there exists $M>0$ such that

$$
|K(x, y)| \leq M|x-y|^{-2}
$$

and assume that there exists $m \in \mathbb{N}$ such that

$$
\left|K\left(x_{1}, y\right)-K\left(x_{2}, y\right)\right| \leq M \sum_{j=1}^{m}\left|x_{1}-y\right|^{-2-j}\left|x_{1}-x_{2}\right|^{j}
$$

for all $x_{1}, x_{2} \in D_{h}, y \in \partial D$ with $2\left|x_{1}-x_{2}\right| \leq\left|x_{1}-y\right|$ and that

$$
\left|\int_{\partial D \backslash S_{x, r}} K(z, y) d \sigma(y)\right| \leq M
$$

for all $x \in \partial D$ and $z=x+h \boldsymbol{\nu}(x) \in D_{h}$ and all $0<r<R$. Then,

$$
u(z)=\int_{\partial D} K(z, y)[\phi(y)-\phi(x)] d \sigma(y)
$$

belongs to $\mathcal{C}^{0, \alpha}\left(D_{h}\right)$ if $\phi \in \mathcal{C}^{0, \alpha}(\partial D)$.
It can be shown that

$$
\left|\frac{\partial \Gamma(x, y)}{\partial \boldsymbol{\nu}(y)}-\frac{\partial \Gamma(z, y)}{\partial \boldsymbol{\nu}(y)}\right| \leq C \frac{|x-z|}{|z-y|^{3}} .
$$

Using the above lemma with $m=1$ and the kernel associated with the double layer potential gives

$$
\int_{\partial D} \frac{\partial \Gamma}{\partial \boldsymbol{\nu}(y)}(z, y)[\boldsymbol{\phi}(y)-\boldsymbol{\phi}(x)] d \sigma(y) \longrightarrow \int_{\partial D} \frac{\partial \Gamma}{\partial \boldsymbol{\nu}(y)}(x, y)[\boldsymbol{\phi}(y)-\boldsymbol{\phi}(x)] d \sigma(y)
$$

as $z \rightarrow x \in \partial D$.
We now make use of the following lemma from [51].
Lemma A.0.2. Assume that the kernel $K(x, y)$ is continuous for all $x$ in a closed domain $\Omega$ containing $\partial D$ in its interior, $y \in \partial D$ and $x \neq y$. Assume that there exists $M>0$ and $\alpha \in] 0,2]$ such that

$$
|K(x, y)| \leq M|x-y|^{\alpha-2}
$$

and assume that there exists $m \in \mathbb{N}$ such that

$$
\left|K\left(x_{1}, y\right)-K\left(x_{2}, y\right)\right| \leq M \sum_{j=1}^{m}\left|x_{1}-y\right|^{\alpha-2-j}\left|x_{1}-x_{2}\right|^{j}
$$

for all $x_{1}, x_{2} \in D_{h}, y \in \partial D$ with $2\left|x_{1}-x_{2}\right| \leq\left|x_{1}-y\right|$. Then

$$
u(x)=\int_{\partial D} K(x, y) \phi(y) d \sigma(y), \quad x \in \Omega
$$

belongs to $\mathcal{C}^{0, \beta}(\Omega)$ if $\phi \in \mathcal{C}^{0, \alpha}(\partial D)$. $\left.\left.\beta \in\right] 0, \alpha\right]$ if $\left.\alpha \in\right] 0,1[, \beta \in] 0,1[$ if $\alpha=1$ and $\left.\beta \in] 0,1\right]$ if $\alpha \in] 1,2[$.

Using the fact that $\partial D$ is of class $\mathcal{C}^{2}$, we have

$$
|\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)| \leq|x-y|, \quad \forall x, y \in \partial D
$$

We can apply Lemma A. 0.2 with $\alpha=1$ and $m=1$ to the second and third terms of $f$ and get the continuity of

$$
\begin{equation*}
\int_{\partial D}\left[(\boldsymbol{\phi}(y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]) \nabla_{z} \Gamma(z, y)-\left(\nabla_{z} \Gamma(z, y) \cdot[\boldsymbol{\nu}(x)-\boldsymbol{\nu}(y)]\right) \boldsymbol{\phi}(y)\right] d \sigma(y) \tag{A.0.3}
\end{equation*}
$$

when $z \rightarrow x \in \partial D$, which conclude the proof for a continuous tangential field $\phi$. The formula can be extended to $L_{T}^{2}$ by a density argument .

## Appendix B

## Proofs of some estimates in Chapter 5

## B. 1 Proof of (5.3.2)

Let $R$ be large enough so that $\Omega_{\mu} \Subset B_{R}$, where $B_{R}$ is the ball of radius $R$ and center 0 . Let $S_{R}=\partial B_{R}$ be the sphere of radius $R$, and introduce the Dirichlet-to-Neumann operator $\mathcal{T}$ on $S_{R}$ :

$$
\begin{align*}
\mathcal{T}: H^{1 / 2}\left(S_{R}\right) & \longrightarrow H^{-1 / 2}\left(S_{R}\right)  \tag{B.1.1}\\
u & \longmapsto \mathcal{T}[u] .
\end{align*}
$$

According to [110], $\mathcal{T}$ is continuous and satisfies

$$
\begin{equation*}
-\operatorname{Re}\langle\mathcal{T}[u], u\rangle \geq \frac{1}{2 R}\|u\|_{L^{2}\left(S_{R}\right)}^{2}, \quad \forall u \in H^{1 / 2}\left(S_{R}\right), \tag{B.1.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}\langle\mathcal{T}[u], u\rangle>0 \text { if } u \neq 0 \tag{B.1.3}
\end{equation*}
$$

Here, $\langle$,$\rangle denotes the duality pair between H^{1 / 2}\left(S_{R}\right)$ and $H^{-1 / 2}\left(S_{R}\right)$. Now introduce the continuous bilinear form $a$ :

$$
\begin{align*}
H^{1}\left(B_{R}\right) \times H^{1}\left(B_{R}\right) & \longrightarrow \mathbb{C} \\
(u, v) & \longmapsto a(u, v)=\int_{B_{R}}(1+\mu) \nabla u \cdot \overline{\nabla v}-\omega^{2} \int_{B_{R}} u \bar{v}-\langle\mathcal{T}[u], v\rangle, \tag{B.1.4}
\end{align*}
$$

as well as the continuous bilinear form $b$ :

$$
\begin{align*}
H^{1}\left(B_{R}\right) & \longrightarrow \mathbb{C} \\
v & \longmapsto b(v)=\int_{B_{R}} \mu \nabla U_{0} \cdot \overline{\nabla v} . \tag{B.1.5}
\end{align*}
$$

Problem (5.2.4)-(5.2.5) has the following variational formulation: Find $u \in H^{1}\left(B_{R}\right)$ such that

$$
\begin{equation*}
a(u, v)=b(v) \quad \forall v \in H^{1}\left(B_{R}\right) . \tag{B.1.6}
\end{equation*}
$$

With (B.1.2) one can show that

$$
\begin{equation*}
\operatorname{Re} a(u, u) \geq C_{1}\|\nabla u\|_{L^{2}\left(B_{R}\right)}^{2}-C_{2}\|u\|_{L^{2}\left(B_{R}\right)}^{2}, \tag{B.1.7}
\end{equation*}
$$

so that $a$ is weakly coercive with respect to the pair $\left(H^{1}\left(B_{R}\right), L^{2}\left(B_{R}\right)\right)$. Since the imbedding of $H^{1}\left(B_{R}\right)$ into $L^{2}\left(B_{R}\right)$ is compact we can apply Fredholm's alternative to problem (B.1.6). Hence, we deduce existence of a solution from uniqueness of a solution which easily follows by using identity (B.1.3).

Now we want to prove that if $u$ is the solution of (B.1.6) then

$$
\begin{equation*}
\|u\|_{H^{1}\left(B_{R}\right)} \leq\|\mu\|_{\infty} . \tag{B.1.8}
\end{equation*}
$$

We proceed by contradiction. Assume that $\forall n \in \mathbb{N}$, there exists $\mu_{n} \in L^{\infty}\left(B_{R}\right)$ compactly supported and $u_{n} \in H^{1}\left(B_{R}\right)$ solution of (B.1.6) such that

$$
\left\|v_{n}\right\|_{H^{1}\left(B_{R}\right)}=1, \quad\left\|\mu_{n}\right\|_{\infty} \longrightarrow 0
$$

$\left(v_{n}\right)_{n \in \mathbb{N}}$ is bounded in $H^{1}\left(B_{R}\right)$ so there exists a subsequence still denoted by $v_{n}$ and $v^{*} \in H^{1}\left(B_{R}\right)$ such that $v_{n} \rightharpoonup v^{*}$ in $H^{1}\left(B_{R}\right)$ and $v_{n} \rightarrow v^{*}$ in $L^{2}\left(B_{R}\right)$. We want to prove that $v_{n}$ converges strongly in $H^{1}\left(B_{R}\right)$ to $v^{*}$ and that $v^{*}=0$. This will contradict the fact that $\forall n,\left\|v_{n}\right\|_{H^{1}\left(B_{R}\right)}=1$. Now since $v_{n}$ is a solution of (B.1.6), we have

$$
\int_{B_{R}}\left(1+\mu_{n}\right) \nabla v_{n} \cdot \overline{\nabla v_{n}}-\omega^{2} \int_{B_{R}} v_{n} \overline{v_{n}}-\left\langle\mathcal{T} v_{n}, v_{n}\right\rangle=\int_{B_{R}} \mu_{n} \nabla U_{0} \cdot \overline{\nabla v_{n}} .
$$

We can write

$$
\tilde{a}\left(v_{n}, v_{n}\right) \longrightarrow 0,
$$

where

$$
\tilde{a}(u, v)=\int_{B_{R}} \nabla u \cdot \overline{\nabla v}-\omega^{2} \int_{B_{R}} u \bar{v}-\langle\mathcal{T} u, v\rangle, \quad \forall(u, v) \in H^{1}\left(B_{r}\right) .
$$

Since $v_{n} \rightharpoonup v^{*}$ in $H^{1}\left(B_{R}\right), \widetilde{a}\left(v_{n}, v^{*}\right) \longrightarrow \widetilde{a}\left(v^{*}, v^{*}\right)$. Using (B.1.6) we get

$$
\widetilde{a}\left(v_{n}, v^{*}\right)=\int_{B_{R}} \mu_{n}\left[\nabla U_{0} \cdot \overline{\nabla v^{*}}-\nabla v_{n} \cdot \overline{\nabla v^{*}}\right] \longrightarrow 0 \quad(n \rightarrow \infty) .
$$

hence

$$
\widetilde{a}\left(v^{*}, v^{*}\right)=0 .
$$

We can also write

$$
\widetilde{a}\left(v_{n}-v^{*}, v_{n}-v^{*}\right)=\widetilde{a}\left(v_{n}, v_{n}\right)-\widetilde{a}\left(v_{n}, v^{*}\right)-\widetilde{a}\left(v^{*}, v_{n}\right)+\widetilde{a}\left(v^{*}, v^{*}\right) .
$$

Since $\widetilde{a}$ is strongly continous on $\left.H^{( } B_{R}\right), \widetilde{a}\left(v_{n}, v^{*}\right) \longrightarrow \widetilde{a}\left(v^{*}, v^{*}\right)=0(n \rightarrow \infty)$ and $\widetilde{a}\left(v_{n}, v_{n}\right) \longrightarrow 0$. So,

$$
\widetilde{a}\left(v_{n}-v^{*}, v_{n}-v^{*}\right) \longrightarrow 0 .
$$

Now we decompose $\widetilde{a}=\widetilde{a_{c}}+\widetilde{a_{w}}$ into a coercive part

$$
\widetilde{a_{c}}(u, v)=\int_{B_{R}} \nabla u \cdot \overline{\nabla v}-\langle\mathcal{T} u, v\rangle
$$

and a weakly continuous part:

$$
\widetilde{a_{w}}(u, v)=-\omega^{2} \int_{B_{R}} u \bar{v} .
$$

Since $\widetilde{a_{w}}$ is weakly continuous, $\widetilde{a_{w}}\left(v_{n}-v^{*}, v_{n}-v^{*}\right) \longrightarrow 0$. Hence

$$
\begin{equation*}
\widetilde{a_{c}}\left(v_{n}-v^{*}, v_{n}-v^{*}\right)=\widetilde{a}\left(v_{n}-v^{*}, v_{n}-v^{*}\right)-\widetilde{a_{w}}\left(v_{n}-v^{*}, v_{n}-v^{*}\right) \longrightarrow 0, \quad(n \rightarrow \infty) . \tag{B.1.9}
\end{equation*}
$$

Using equation (B.1.9) together with the coercivity of $\widetilde{a_{c}}$ we get the strong convergence of $v_{n}$ in $H^{1}\left(B_{R}\right)$ :

$$
\left\|v_{n}-v^{*}\right\|_{H^{1}\left(B_{R}\right)} \longrightarrow 0 \quad(n \rightarrow \infty) .
$$

Using the fact that $\widetilde{a}$ is weakly coercive with respect to the pair $\left(H^{1}\left(B_{R}\right), L^{2}\left(B_{R}\right)\right)$ together with (B.1.3) we can show that

$$
\widetilde{a}\left(v^{*}, v^{*}\right)=0 \Rightarrow v^{*}=0 .
$$

Hence the contradiction: $\left\|v_{n}\right\|_{H^{1}\left(B_{R}\right)}=1$ and $v_{n} \longrightarrow 0$ strongly in $H^{1}\left(B_{R}\right)$.

## B. 2 Proof of Proposition (5.3.1)

Denote $V=u_{s}-u_{s}^{(\mu)}-w^{(\mu)} \cdot \nabla U_{0}\left(z_{r}\right) . V$ is a solution on $\mathbb{R}^{2}$ of

$$
\begin{equation*}
\nabla \cdot\left(1+\mu+\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}\right) \nabla V+\omega^{2} V=-\nabla \cdot\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla\left[U_{0}-\nabla\left(x-z_{r}\right) \cdot \nabla U_{0}\left(z_{r}\right)\right] \tag{B.2.1}
\end{equation*}
$$

subject to the Sommerfeld radiation condition. Now, define $V_{0}$ as the solution on $\mathbb{R}^{2}$ of:

$$
\begin{equation*}
\nabla \cdot\left(1+\mu+\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}\right) \nabla V_{0}=-\nabla \cdot\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}} \nabla\left[U_{0}-\nabla\left(x-z_{r}\right) \cdot \nabla U_{0}\left(z_{r}\right)\right] . \tag{B.2.2}
\end{equation*}
$$

with the condition $V_{0}(x) \longrightarrow 0(x \rightarrow \infty)$.
From [7, Lemma A.1], there exist three positive constants $C, \widetilde{C}$ and $\kappa$ independent of $\mu$ and $\delta$ such that

$$
\begin{equation*}
\left\|\nabla V_{0}\right\|_{L^{2}\left(B_{R}\right)} \leq C \delta\left\|\nabla\left[U_{0}-\nabla\left(x-z_{r}\right) \cdot \nabla U_{0}\left(z_{r}\right)\right]\right\|_{L^{\infty}\left(\Omega_{r}\right)}, \tag{B.2.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|V_{0}\right\|_{L^{2}\left(B_{R}\right)} \leq \widetilde{C} \delta^{1+\kappa}\left\|\nabla\left[U_{0}-\nabla\left(x-z_{r}\right) \cdot \nabla U_{0}\left(z_{r}\right)\right]\right\|_{L^{\infty}\left(\Omega_{r}\right)} . \tag{B.2.4}
\end{equation*}
$$

If we write $W=V-V_{0}$, we have that $W$ solves:

$$
\begin{equation*}
\nabla \cdot\left(1+\mu+\left[\sigma_{r}-1\right] \mathbf{1}_{\Omega_{r}}\right) \nabla W+\omega^{2} W=-\omega^{2} V_{0}, \tag{B.2.5}
\end{equation*}
$$

with the boundary condition $\frac{\partial W}{\partial \nu}-\mathcal{T}_{\omega}(W)=\mathcal{T}_{\omega}(V)-\mathcal{T}_{0}\left(V_{0}\right)$ on $\partial B_{R}$, where $\mathcal{T}_{\omega}$ is the Dirichlet-to-Neumann map on $S_{R}$ defined in (B.1.1) associated with the frequency $\omega$. The condition can be re-written : $\frac{\partial W}{\partial \nu}-\mathcal{T}_{\omega}(W)=\left(\mathcal{T}_{\omega}-\mathcal{T}_{0}\right)\left(V_{0}\right)$. So, based on the well posedness of (B.2.5), there exist a constant $C^{\prime}$ independent of $\mu$ and $\delta$ such that

$$
\begin{equation*}
\|W\|_{H^{1}\left(B_{R}\right)} \leq C^{\prime}\left(\left\|V_{0}\right\|_{L^{2}\left(B_{R}\right)}+\left\|\left[\mathcal{T}_{\omega}-\mathcal{T}_{0}\right]\left(V_{0}\right)\right\|_{L^{2}(\partial B)}\right) . \tag{B.2.6}
\end{equation*}
$$

Now, we can write that, for some constant still denoted $C$ independent of $\mu$ and $\delta$ :

$$
\begin{equation*}
\|V\|_{H^{1}\left(B_{R}\right)} \leq C\left(\left\|V_{0}\right\|_{H^{1}\left(B_{R}\right)}+\left\|V_{0}\right\|_{L^{2}\left(B_{R}\right)}\right) . \tag{B.2.7}
\end{equation*}
$$

Since $\delta<1$, using (B.2.3) and (B.2.4) we get

$$
\begin{equation*}
\|V\|_{H^{1}\left(B_{R}\right)} \leq C \delta^{2} \tag{B.2.8}
\end{equation*}
$$

## B. 3 Proof of Proposition 5.3.3

Denote $\phi: y \longrightarrow \widetilde{y}=\phi(y)=\frac{y-z_{r}}{\delta}$. If we define $\forall \widetilde{y} \in B(0,1): \widetilde{w}^{(\mu)}(\widetilde{y})=\frac{1}{\delta} w^{(\mu)}\left(\phi^{-1}(\widetilde{y})\right)$, we want to prove the following:

$$
\begin{equation*}
\left\|\widetilde{w}^{(\mu)}(\widetilde{y})-\widetilde{y}-\widetilde{w}(\widetilde{y})\right\|_{H^{1}(B(0,1))} \leq C\left(\|\mu\|_{\infty}+\delta \omega^{2}\right) \tag{B.3.1}
\end{equation*}
$$

Now, using (5.3.5), one can see that $\widetilde{w}^{(\mu)}$ satisfies the following equation:

$$
\begin{equation*}
\nabla \cdot\left(1+\left[\sigma_{r}-1\right] \mathbf{1}_{B}+\widetilde{\mu}\right) \nabla \widetilde{w}^{(\mu)}+\omega^{2} \delta \widetilde{w}^{(\mu)}=\nabla \cdot\left(\left[\sigma_{r}-1\right] \mathbf{1}_{B} \nabla \widetilde{y}\right), \tag{B.3.2}
\end{equation*}
$$

where $\widetilde{\mu}=\mu \circ \phi^{-1}$, equipped with the Sommerfeld radiation condition. Using equation (5.3.15) we get that

$$
\begin{equation*}
\nabla \cdot\left(1+\left[\sigma_{r}-1\right] \mathbf{1}_{B}+\widetilde{\mu}\right) \nabla\left(\widetilde{w}^{(\mu)}-\widetilde{y}-\widetilde{w}\right)=-\nabla \cdot\left(\widetilde{\mu} \nabla \widetilde{w}^{(\mu)}\right)-\omega^{2} \delta \widetilde{w}^{(\mu)} \tag{B.3.3}
\end{equation*}
$$

Now, using Meyer's theorem [101], we get the following estimate:

$$
\begin{equation*}
\left\|\nabla\left(\widetilde{w}^{(\mu)}(\widetilde{y})-\widetilde{y}-\widetilde{w}(\widetilde{y})\right)\right\|_{L^{2}(B)} \leq C\left(\left\|\widetilde{\mu} \nabla \widetilde{w}^{(\mu)}\right\|_{L^{2}(B)}+\omega \delta^{2}\left\|\widetilde{w}^{(\mu)}\right\|_{L^{2}(B)}\right) . \tag{B.3.4}
\end{equation*}
$$

We need to estimate $\left\|\widetilde{w}^{(\mu)}\right\|_{H^{1}(B(0,1))}$. Introduce $\widetilde{w}_{0}^{(\mu)}$ as the solution of

$$
\begin{equation*}
\nabla \cdot\left(1+\left[\sigma_{r}-1\right] \mathbf{1}_{B}+\widetilde{\mu}\right) \nabla \widetilde{w}_{0}^{(\mu)}=\nabla \cdot\left(\left[\sigma_{r}-1\right] \mathbf{1}_{B} \nabla \widetilde{y}\right) \tag{B.3.5}
\end{equation*}
$$

with the condition $\widetilde{w}_{0}^{(\mu)}(\widetilde{y}) \longrightarrow 0$ as $\widetilde{y} \rightarrow \infty$. Meyers theorem gives:

$$
\begin{equation*}
\left\|\widetilde{w}_{0}^{(\mu)}\right\|_{H^{1}(B(0,1))} \leq C\left\|\left[\sigma_{r}-1\right] \nabla \widetilde{y}\right\|_{L^{2}(B(0,1))} . \tag{B.3.6}
\end{equation*}
$$

We can see that $\widetilde{w}^{(\mu)}-\widetilde{w}_{0}^{(\mu)}$ is a solution of

$$
\begin{equation*}
\nabla \cdot\left(1+\left[\sigma_{r}-1\right] \mathbf{1}_{B}+\widetilde{\mu}\right) \nabla\left(\widetilde{w}^{(\mu)}-\widetilde{w}_{0}^{(\mu)}\right)+\omega^{2} \delta\left(\widetilde{w}^{(\mu)}-\widetilde{w}_{0}^{(\mu)}\right)=-\omega^{2} \delta \widetilde{w}_{0}^{(\mu)} . \tag{B.3.7}
\end{equation*}
$$

We get that

$$
\left\|\widetilde{w}^{(\mu)}-\widetilde{w}_{0}^{(\mu)}\right\|_{H^{1}(B(0,1))} \leq C \omega^{2} \delta\left\|\widetilde{w}_{0}^{(\mu)}\right\|_{L^{2}(B(0,1))}
$$

So, using (B.3.6) we get

$$
\begin{equation*}
\left\|\widetilde{w}^{(\mu)}\right\|_{H^{1}(B(0,1))} \leq C\left(1+\omega^{2} \delta\right) . \tag{B.3.8}
\end{equation*}
$$

Since $\left\|\widetilde{\mu} \nabla \widetilde{w}^{(\mu)}\right\|_{L^{2}(B(0,1))} \leq\|\widetilde{\mu}\|_{L^{\infty}(B(0,1))}\left\|\widetilde{w}^{(\mu)}\right\|_{H^{1}(B(0,1))}$ and $\|\widetilde{\mu}\|_{L^{\infty}(B(0,1))} \leq\|\mu\|_{\infty}$, using (B.3.4) and (B.3.6) we get

$$
\left\|\nabla\left(\widetilde{w}^{(\mu)}(\widetilde{y})-\widetilde{y}-\widetilde{w}(\widetilde{y})\right)\right\|_{L^{2}(B(0,1))} \leq C\left(\|\mu\|_{\infty}+\delta \omega^{2}\left(1+\|\mu\|_{\infty}+\delta \omega^{2}\right)\right)
$$

which is exactly, as $\|\mu\|_{\infty} \rightarrow 0$ and $\delta \rightarrow 0$, for $y \in \Omega_{r}$

$$
\begin{equation*}
\nabla\left(w^{(\mu)}(y)-\left(y-z_{r}\right)\right)=\delta \nabla \widetilde{w}\left(\frac{y-z_{r}}{\delta}\right)+O\left(\delta\|\mu\|_{\infty}+(\delta \omega)^{2}\right) . \tag{B.3.9}
\end{equation*}
$$
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