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Introduction and aim of this work

The ever increasing need for multifunctional solutions has induced a growing interest in developing new

structural materials with specific properties, able to push the limits of the traditional ones. Therefore, an

active research playground has focused on developing novel strategies allowing to synthesize, character-

ize and produce novel materials. In the last few years, nanocomposites have aroused as a promising al-

ternative to conventional materials, exploiting the combination of properties from the parent constituents

in a single material. Their widespread is intimately linked to their multidisciplinary applications, such

as aircraft devices, catalysis, data storage, bioseparation, and environmental treatment.

Understanding the physics of this new class of materials is an important and fundamental task, in order

to expand our basic knowledge and predict new applications possibilities.

In this thesis, we focus on a precise kind of nanocomposite, where conductive crystalline nanoinclusions

are embedded in a glassy host matrix. Such nanocomposites are expected to show a very low thermal

conductivity, but a good electrical one, which make them good candidates for a number of applications

such as thermal barriers or thermoelectric devices.

In this work, we present a fundamental investigation of the transport properties in composites made

of nanocrystalline inclusions embedded in an amorphous matrix with different contrasts of properties

between the two components. To this aim, we have performed a coupled experimental and theoretical

investigation. For the experimental work, we have selected two composites, based on a metallic and

a chalcogenide glass, where crystalline inclusions were directly obtained from the glass temperature-

induced recrystallization. These composites are thus very easy to prepare, and do not require any

complex material processing for obtaining nanocrystals embedded in an amorphous matrix. Simple

controlled thermal protocols allow to tune the crystalline content and inclusion size.

The choice of these two families allows us to explore systems with very different electric and elastic con-

trast between amorphous and crystalline phase. While in the metallic glass composite, the two phases

have almost no contrast of properties, in the chalcogenide glass composite both electric and elastic prop-

erties are very different. We go from an electrically insulating amorphous phase to a semiconducting

crystalline phase, and the speed of sound increases with crystallization. Therefore, such choice allows

us to investigate the effect of contrast of properties on transport mechanisms in nanocomposites.

For the theoretical work, we have investigated the changes in phonon dynamics and thermal conductivity

while changing not only the crystalline inclusion size but also the elastic contrast between inclusion and

matrix, in order to get a microscopic understanding of our experimental observations.

The structure of this manuscript is the following:

In chapter 1, we provide a background to the physical and transport properties of glasses in general

with a focus on the most prominent theoretical models describing the electronic and thermal transport in

1



0. Introduction 2

metallic and chalcogenide glasses, which are investigated in this thesis. Starting from those properties,

we illustrate the interest of amorphous/crystalline nanocomposites and report the current state of the art

of investigations of their electronic and thermal transport properties.

Chapter 2 is devoted to the presentation of all experimental and theoretical techniques used for the

preparation of nanocomposites and their characterization. Chapter 3 and 4 present our experimental in-

vestigation of a metallic based and a chalcogenide based composite respectively, while theoretical results

are reported in chapter 5. Finally, we conclude, summarizing all results and giving some perspectives

for future work.



Chapter 1

Glasses and composites: an overview

3



1. Glasses and composites: an overview 4

1.1 Physics of Glasses

1.1.1 The glassy state

Glasses, or amorphous materials, are known since many centuries and today are ubiquitous in our daily

life, exploited in various technological applications. They are solids characterized by a disordered atomic

structure which lack the long range order, characteristic of crystals.

There are many ways to produce an amorphous system, from the application of pressure, to high energy

milling, to sputtering. Still, the most common way is cooling a liquid with cooling rates high enough to

avoid crystallization and freeze the system in a disordered structure [1].

Cooling down a liquid below its melting temperature can induce two different phenomena. The first

process is the crystallization which takes place at the melting point Tm. The crystal is formed through

a process of nucleation and growth, where atoms or molecules rearrange to form a long range periodic

structure.

This transformation is a first order transition, characterized by discontinuities in thermodynamic quan-

tities such as volume and entropy. This is schematically shown in Fig. 1.1 where the crystallization

represents an abrupt drop of the volume occurring at Tm. However, if the cooling rate is high enough,

the crystallization can be avoided and the liquid can be supercooled below Tm. By further lowering the

temperature, the viscosity of the liquid increases and the system falls out of equilibrium until it eventu-

ally freezes in a solid disordered state. The temperature at which this happens is called glass transition

temperature Tg and its value depends on the used cooling rate. The slower is the cooling rate, the lower

is the glass transition temperature and the larger is the supercooled region (see Fig. 1.1).

Figure 1.1: Evolution of the volume or enthalpy as a function of temperature at constant pres-

sure. Tm denotes the crystallization temperature characterized by an abrupt contraction of the

volume and Tg is the glass transition temperature around which the slope changes. Tga and

Tgb describe the effect of the cooling rate on the glass transition temperature, slower or faster,

respectively [2].

Depending on the chemical composition, we distinguish many families of glassy materials such as oxide,

chalcogenide, fluoride, bromide and metallic glasses. In the next sections we focus on presenting the
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fundamental properties of two specific types of glasses, namely metallic and chalcogenide glasses which

are the subject of our study. We describe more specifically the thermal properties and the electronic

transport in such glasses. Indeed, the disordered structure substantially alters all physical properties,

being at the basis of glassy-specific mechanisms in thermal and electronic transport.

1.1.1.1 Thermal properties

The thermal conductivity is the sum of two contributions, one coming from the electrons, kel, and the

other from the atomic vibrations, kat.

The electronic contribution can be estimated using the Wiedemann-Franz law such as: kel =
LT
ρ , with

L = 2.45 × 10−8 W Ω K−2 the Lorenz number, T and ρ temperature and electrical resistivity respec-

tively. It is important to remind here that the Lorenz number is not a universal constant. The validity

of the electronic contribution to thermal conductivity via the Wiedemann-Franz law is in fact strongly

dependent on the nature of the material and on its electronic band structure, and it is generally limited

only to high temperature. More details will be given on this issue in the next chapters.

The atomic vibrations contribution is assured by quasi-particles called phonons, characterized by a

wavevector q (or wavelength λ = 2π/q), an energy E = h̄ω and a lifetime τ (or phonon broaden-

ing Γ = 1/τ ). In its lifetime, a phonon with velocity v = h̄ω/q transports over its mean free path l = vτ

a quantum of heat equal to its velocity times its energy.

Using the Boltzmann approach, the total vibrational contribution can be expressed as an integral over all

phonon frequencies [3, 4]:

kat = 1/3

∫ ωmax

0
Cv(ω)v(ω)

2τ(ω)g(ω)dω (1.1)

with Cv(ω) and g(ω) the phonon specific heat and density of states. The integration upper limit ωmax is

defined for each phonon branch by the condition of density of states normalization in the first Brillouin

zone:
∫ ωmax

0 gj(ω)dω = 1, where gj(ω) represents the contribution of the branch j to the density of

states.

Such formulation, developed in the framework of the relaxation time approximation of the Boltzmann

transport theory in crystalline systems, can still be used in amorphous systems, as it has been derived

by Allen and Feldman [5, 6], provided that the calculation is limited to low energy phonons, which are

not over-damped and can still be considered as propagative modes. When the phonon mean free path

becomes comparable with the phonon wavelength, l ≈ λ/2 (Ioffe-Regel limit), the phonon stops to be

propagative and thermal transport becomes diffusive.

In this case Eq. 1.1 changes and can be written as:

k =

∫
C(ω)D(ω)g(ω)dω (1.2)

With D(ω) the phonon diffusivity. At small ω, when the Debye approximation can be used, and modes

are still propagative,D(ω) = v(ω)l(ω)
3 and Eq. 1.2 comes back to Eq. 1.1.

A striking feature of glasses is that they exhibit anomalous behaviors in some thermodynamic properties

such as specific heat and thermal conductivity. These behaviors take place at low temperature and are

markedly different from their crystalline counterparts.
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Heat capacity
The first thermal anomaly common to all glassy materials consists in the different low temperature

behavior of the specific heat (Cp). The first report dates back to 1971 and concerned glassy silica,

compared to crystalline quartz [7]. Cp in crystals is predicted by the Debye model and its temperature

dependence follows ∼ T 3 at low temperature. As for glasses, Cp is found to increase much more slowly

with temperature and can be described adding a linear term as:

Cp ∼ aT + bT 3 (1.3)

At very low temperature (≤ 1 K), Cp(T) vary linearly with T. Glassy materials exhibit an excess of heat

capacity around 10 K and present a bump in Cp/T3. A peak in Cp/T3 is actually observed in crystalline

materials as well but at higher temperature and is usually related to the effect of transverse acoustic

vibrational excitations near the boundary of the first Brillouin zone.

Thermal conductivity
In a crystal the thermal conductivity (k) is dominated by the heat capacity and behaves as T3 at very

low temperatures. At higher temperatures, anharmonic phonon-phonon scattering processes settle in

(Umklapp scattering), reducing the phonon mean free path and giving raise to a decrease of the thermal

conductivity with T−1 , thus resulting in a peak, the so-called Umklapp peak.

In a glass, the situation is different: at low temperature (≤ 1 K) k shows a T2 temperature dependence.

Contrary to crystals no peak is observed in k, instead a plateau region occurs at ∼10 K and k behaves

approximately as T 2, rather than T 3.

The anomalous properties of k and Cp at low temperature were explained in the framework of the "Two

level states" model [8] which suggests the existence of atoms or small groups of atoms which can tunnel

between two configurations of very similar energy (two-level systems, TLS). The intrinsic structural

disorder of glassy solids would produce a random distribution of these in terms of their asymmetry

and tunneling parameters which is able to explain phenomenologically most of the low-temperature

properties of glasses based on the scattering of low energy phonons from the TLS.

1.1.1.2 Vibrational anomalies

Historically, vibrational properties in glasses have been first explored by means of optical spectroscopy,

giving access to optic modes, or neutron time of flight spectroscopy, allowing to measure the whole

vibrational density of states.

Density of states measurements revealed the existence of a vibrational anomaly with respect to crystals:

an excess of modes at an energy of ∼1 THz, with respect to the predictions of the Debye model [9].

Such excess, called Boson Peak (BP) is ubiquitous in all glasses, and has been related to the thermal

anomalies presented above, and a strong scattering of sound waves [10, 11].

Its origin has long been matter of debate and many theories have been developed, identifying the excess

modes with quasi-localized soft-modes [12, 13], or ascribing the scattering to elastic constants hetero-

geneities on the nanometer scale [14, 15, 16, 17].

The most recent experimental results indicate that the BP is nothing else than the disordered-modified

transverse acoustic Van Hove singularity of the corresponding solid phase and no excess of modes is

present [18]. Due to this long-standing open question, great interest has been devoted to the experimen-

tal investigation of phonon dynamics in the THz range. Inelastic neutron scattering measurements of the

collective dynamics in a simple NiZr metallic glass have played a pioneering role [19]. In these exper-
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iments, it was possible to prove the existence of a pseudo-Brillouin-zone with clear zone boundaries at

an exchanged momentum q close to half the position of the first sharp diffraction peak.

However, properties of the collective excitations such as the low-q dispersion relation, the wave-vector

and energy transfer dependence of the velocity of sound remained still unaccessible. This was because

of the kinematic constraints of inelastic neutron scattering, making it impossible to measure in the first

zone collective excitations with high speed of sound, as is typically the case of glasses. This problem

was solved with the development of Inelastic X-ray scattering (IXS) technique which, being free from

any kinematic constraint, has made accessible the low-q low-energy region.

For the first time, the acoustic phonons responsible for the BP, as well as for the plateau of the thermal

conductivity, could be investigated. A strong scattering regime, with a sound attenuation proportional to

q4 was expected, to explain the thermal conductivity plateau. Scopigno et al [20] provided the first mea-

surements on a glassy Ni24Zr76 in the region, where the acoustic excitations are still very well defined.

In this work, it was reported that at low q, the sound attenuation exhibits a q2 behavior, with no hint of a

possible transition towards a q4 dependence.

Thanks to the continuous improvement of IXS, the q4 behavior was finally reported in a number of

very different glasses, from glycerol [21], to silica [22], to sorbitol [23], and found to be systematically

accompanied by an anomalous bending of the sound velocity, dubbed "negative dispersion". This phe-

nomenology could be reproduced as well in molecular dynamics simulations of a Lennard-Jones glass

[24], and was later ascribed to a modification of the whole dynamics due to nanometric elastic hetero-

geneities [25, 26, 27, 28]. Similar observations were reported for many metallic glasses, where however

a positive rather than negative dispersion of the sound velocity was found, e.g. a hardening with respect

to the macroscopic value [29, 30]. In this case, it was explained with a microstructural model for metallic

glasses, based on the coexistence of strongly and weakly bonded regions, e.g., once again, the existence

of elastic heterogeneities on the nanometric scale.

1.1.2 Electronic transport in amorphous materials

Electron transport in disordered materials is still considered as one of the most challenging topics in

condensed matter physics contrary to the case of crystals, where the description of transport can be

exactly done by exploiting the long range order of the structure. The periodicity present in crystals

allows to describe electrons as Bloch waves. The electrical resistivity is then due to the scattering

of electrons from crystalline imperfections, such as impurities, vacancies, dislocations, or from other

electrons or phonons. Such description works very well as far as the crystal can be considered only

weakly disordered. When however disorder is heavily present, the Bloch theorem fails. In disordered

solids, the lack of periodicity and long range order makes a Bloch-based description impossible. Many

theories have been proposed for interpreting electric transport in amorphous materials, which depend

on the localized character of conduction electrons, as well as on the strength of the electron-phonon

scattering. Here we present the theoretical models able to describe the systems investigated in our work,

e.g. a specific Zr-based metallic glass and chalcogenide glasses.

1.1.2.1 Metallic glasses

Mizutani provided a classification of metallic glasses into five groups based on their electronic and mag-

netic properties [31, 32]. Non-magnetic metallic glasses were classified as groups 4 and 5, the former

having the Fermi level in the d band, the latter in the sp band. We focus now on metallic glasses of group

4, our sample belonging to this one.
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For these systems, the electronic transport can be described by the Baym-Meisel-Cote model based on

the Boltzmann transport equation, which explicitly takes into account the electron-phonon interaction

contribution to the electrical resistivity [33]. The temperature dependence of this latter can be approxi-

mated as:

ρ = [ρ0 +Δρ(T )] exp[−2W (T )] (1.4)

where ρ0 is the resistivity at T = 0 K, called residual, Δρ(T ) is a term arising from the inelastic

electron-phonon interaction and the exponential term exp[−2W (T )] represents the so-called Debye-

Waller factor.

The temperature dependence of electrical resistivity can be described using the temperature coefficient

of resistivity TCR =
1

ρ
(
∂ρ

∂T
) whose sign is determined by the interplay between the two quantities:

Δρ(T ) exp[−2W (T )] and ρ0 exp[−2W (T )]. We can thus identify four different regimes:

• In the case of MG in which the residual resistivity is lower than about 50-60 μOhm cm, the term

Δρ(T ) dominates and the electrical resistivity shows a T 2 dependence below 20 K and +T above

30 K. Therefore, the TCR is positive over the whole temperature range 2-300 K.

• For 60 < ρ0 < 100 μOhm cm, the Debye-Waller starts to dominate the temperature dependence.

Therefore, the electrical resistivity follows a +T 2 dependence at low temperature and (1 − βT )

at high temperatures giving rise to a maximum of resistivity at intermediate temperature. This

maximum tends to lower temperatures with increasing ρ0 until vanishing.

• for 100 < ρ0 < 150 μOhm cm, the Debye-Waller factor dominates electronic transport in

the whole temperature range, The electrical resistivity follows then its temperature dependence,

which is (1−αT 2) at low temperatures and (1−βT ) at high temperatures. The crossover between

the two regimes is at several tens of degrees. This case is characterized by a negative TCR over

the whole temperature range.

• Going from low resistivity (50 μOhm cm) to ≈200 μOhm cm the electron mean free path de-

creases, until it is equal to the average interatomic distance for glasses with ρ > 200 μOhm cm.

Here electrons are mostly localized and the TCR is negative in the whole temperature range.

1.1.2.2 Chalcogenide glasses

In chalcogenide glasses, localized trap states play an important role in the electronic transport properties.

We focus in the following paragraphs on describing their physical origin and their influence on the

electronic transport.

Trap states
In perfect crystals, the electronic transport is insured by extended states which have non-localized wave

functions. Carriers occupying extended states are called free carriers. In contrast to crystals, electronic

states which are subject to an aperiodic potential can turn into space-localized states due to high disorder

in the atomic structure [34, 35]. These localized states are denoted as trap states and show an exponential

decaying wave function due to the destructive interference introduced by the disorder.

The notion of trap states exists already in crystals but becomes fundamental in amorphous materials

where the disorder is ubiquitous and dominates all properties.

Depending on their physical origin, trap states can be classified into defect band and band tail states.

Defect band states (Fig. 1.2 (a)) can be caused by over or under coordinated atoms and thus can be
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present in crystals as well. In this case, localized energetic states are created and in case of a high defect

concentration their overlap can result in a band of defect-induced states.

In glasses, the lack of long range order induces additional localized states located in the band tails. The

existence of a large distribution of bond lengths and angles results indeed in spatial fluctuations of the

band edges. As a consequence, there exist regions within the band, where charge carriers can be trapped.

As shown in Fig. 1.2 (b) the usually sharp band edges are replaced by a broad tail extending into the

forbidden gap. States within the band tail are thus separated in localized and extended states by the

so-called mobility edge, Ec and Ev for conduction and valence band respectively.

At zero temperature only charge carriers above Ec (or below Ev) are mobile and contribute to transport,

similarly to a crystal but with shorter mean free path. Charge carriers within the localized band tails (e.g.

within the mobility gap) will be able to move only by thermally activated hopping. The valence band

tail will have a donor character against an acceptor character for the conduction band tail.

In disordered systems the mobility band gap is in general not equal to the optical band gap in contrast to

crystalline systems.

Figure 1.2: (a): Schematic representation of defect bands which can be caused by imperfections

in the structure. (b): Schematic representation of band tail states which exhibit an exponentially

decaying behavior reaching from the mobility edges Ev and Ec into the gap. The trap states are

shown in red in both figures.

Defect states
There exist several band models for describing defect states in chalcogenide glasses. We report here the

Cohen-Fritzsche-Ovshinsky (CFO) [36] and the Valence-Alternation-Pair model (VAP) [37] which are

the most largely renowned. Both of them demonstrate that the Fermi level EF is pinned at mid gap. A

sketch of the electronic band structure as assumed by the two models is reported in Fig. 1.3.

The CFO-model is based on the assumption that the tails of the valence and conduction bands overlap,

e.g. an electron with a given energy in such overlapping range can be in a valence band in some point of

the material and still have a higher energy than an electron in a conduction band in another point of the

material.

It can be thought that empty states in the valence band tail give raise to a randomly distributed positive

charge, while electronic-occupied states in the conduction band tail to a corresponding negative charge.
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The requirement of charge neutrality pins then the Fermi energy level at the center of the gap, where the

density of states is minimum.

In contrast to the CFO model, the VAP model proposes the presence of defects resulting from over or

under-coordination, respectively. Chalcogen atoms present lone pair electrons, that, in an amorphous

structure, are randomly oriented, resulting in wide range of lone-pairs interactions. As a consequence of

their electronic structure, dangling bonds are energy-expensive defects, and tend to be absent, while the

conversion of a lone-pair into a bonding/anti-bonding pair costs very little energy, giving to the glassy

structure a high degree of flexibility.

Divalent chalcogenides would ideally stay in the bonding state C0
2, where C stands for the chalcogenide

atom, the subscript gives the covalent coordination and the superscript the charge state. The lowest en-

ergy defect is thus not a dangling bond, which would be C0
1, but a three-fold coordinated atom, C0

3 which

costs lower energy. Still it is found that this latter is not stable, and actually the lowest-energy defect

consists in a pair of neighboring differently coordinates states(VAP), a three-fold over-coordinated, pos-

itively charged defect C+
3 and a negatively charged, one fold undercoordinated defect C−

1 .

The donor-like defects C+
3 create a defect band energetically located above the Fermi energy EF . The

defect C−
1 creates a band of acceptor states located below the Fermi energy EF . Valence-Alternation

Pairs are estimated to give rise to a large defect concentration in the range of 1017 to 1020 cm−3 in

chalcogenide glasses. The creation of a VAP costs a total energy which is given by the balance between

the coulomb repulsion between two electrons on the same site, the coulomb attraction between the two

sites with opposite charge, and a lattice relaxation energy due to the atomic rearrangements induced by

the VAP creation. The energy balance gives the correlation energy of the defect U. When U is negative,

the Fermi level is pinned within the gap, e.g. it does not change with defect states occupancy.

In contrast, if defects are characterized by a positive U, the Fermi level strongly depends on the trap

occupancy and thus is expected to shift significantly with temperature or doping concentration.

Figure 1.3: (a): Schema of the CFO model: overlapping valence and conduction band tails give

rise to compensated local space charges. (b): Schema of the VAP model: structural defects

result in charged defects known as C+
3 and C−

1 .



1. Glasses and composites: an overview 11

Hopping transport models
Chalcogenide glasses are quite typical amorphous semiconductors, e.g. they show a mostly Arrhenius-

like activated conductivity with an activation energy Ea which is equal to half the mobility gap, e.g.

the position of the pinned Fermi energy. The Arrhenius conductivity is thus given as a function of

temperature T by:

σ(T ) = σ0 exp(− Ea

kBT
) (1.5)

Where kB is the Boltzmann constant and σ0 is in the 150-600 Ω cm−1 range. This thermally activated

conduction mechanism is dominant at room temperature and is called "band-conduction", as it involves

band states.

Another possible conduction mechanism is hopping between localized states withing the gap. Hopping

conduction can be described using the Mott formalism.

If we consider two localized states spatially separated by a distance Rij , the probability for hopping

from a localized state i to an empty localized state j will be: Pij = exp(−2αRij − Ej − Ei

KBT
) for

Ej > Ei, otherwise Pij = exp(−2αRij) for Ej < Ei. Here α is a localization parameter, Ei and Ej

are the energies of the localized states i and j. It can thus be seen that the hopping probability depends

on the spatial and energetic distance between the two states, that is, it will change in a 4-dimensional

hopping space, given by the real space and the energy. When localized states are randomly distributed

in space and energy, the highest hopping probability will be for hopping to nearest neighboring sites in

the 4-dimensional hopping space.

Hopping to nearest neighbors in the 3-dimensional physical space will take place when the first term

dominates in the exponential, e.g. when αR0 � 1, with R0 the average spatial distance to the nearest

neighboring empty localized state. Such condition corresponds to a strong localization and/or low con-

centration of localized states. The hopping distance will thus be R0 and the conduction mechanism is

called nearest neighbor hopping (NNH). The temperature dependence of the electrical conductivity will

be σ = σ0 exp((
−T

T0
)1/4).

In the opposite case, αR0 comparable with unity, or in all cases at sufficiently low temperature, the

second term will dominate the exponential, and hops can take place to sites that are further away in

space but closer in energy. This is the variable range hopping (VRH) process, where the temperature

dependence of the electrical conductivity turns out to be: σ = σ0 exp(
−W

KBT
) with W = Ei − Ej .

Poole-Frenkel model
The Poole Frenkel model describes electric transport due to trapped carriers in presence of an electric

field [38, 39]. In the absence of an electric field, a trapped electron at energy ET has to overcome an

activation barrier of EC-ET to be excited to the band of conduction and the number of released carriers

nc from traps can be estimated as:

nc ∼ exp(−EC − ET

KBT
) (1.6)

Poole and Frenkel modified this equation by considering the fact that the activation barrier can be low-

ered in presence of an electric field E [40]. Traps can be viewed as isolated if their concentration is low

so that they do not influence each other. In this case, the electrical conductivity can be described by the

so-called Poole-Frenkel field [39]:

σPF ∼ exp(−(EC − ET ) + β
√
E

KBT
) (1.7)
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Where β is a constant.

However, in amorphous chalcogenides the trap state density is expected to be very high so that the

nearest neighbor traps may interact with each other. Consequently, the lowering of the potential due to

an electric field can be enhanced further and the electrical conductivity increases exponentially with the

electric field as predicted by the so-called Poole’s law [39]:

σPF ∼ exp(−(EC − ET ) + β′E
KBT

) (1.8)

where β′ is a constant.

1.2 Interest of composites
Face to the growing technological demands in the modern society, the need has arisen of developing

novel multifunctional materials, able to simultaneously insure different functions. To solve this is-

sue, many strategies have been addressed to enhance and improve the properties of existing conven-

tional classes of materials. Recently, advances in the ability to characterize, produce and manipulate

nanometer-scale materials have led to nanocomposites. This new route exploits the combination of

properties from the parent constituents in a single material, allowing to access new optimized properties

compared to traditional materials.

Nowadays nanocomposites are used in a large number of applications in many domains ranging from

biomedical to energy harvesting such as medical prothesis, thermoelectric materials, solar cells, thermal

barriers etc...

We focus here on a precise kind of nanocomposite, where crystalline nanoparticles are embedded in an

amorphous host matrix. Such composites have already proved to display enhanced properties, such as

optical [41] or mechanical [42, 43, 44, 45, 46].

The usually huge contrast of thermal and electric properties between ordered and disordered phases

suggests that such nanocomposites could be of great interest for applications where a low thermal con-

ductivity but a good electrical conductivity are needed, such as in microelectronics, where reduced heat

dissipation is sought, or thermoelectric energy conversion [47].

From a microscopic point of view, the presence of order/ disorder interfaces is expected to play a ma-

jor role, scattering the charge and heat carriers and thus further lowering the conductivity. Such effect

should however be length-scale dependent, due to the presence of different characteristic lengths, such

as the phonon or electron mean free path and wavelength, the nanoparticle size and distance.

In this thesis, we present a fundamental study of thermal and electronic properties in crystalline/amorphous

nanocomposites with the aim of shedding light onto the microscopic mechanism governing the heat and

electronic conduction.

In the next paragraphs, we report some electrical and thermal properties of amorphous/crystalline nanocom-

posites. Finally, we briefly review some models that can be used for transport properties prediction,

based both on macroscopic and microscopic approaches.

1.2.1 Thermal properties of nanocomposites

There is a general agreement that the thermal conductivity can be reduced through nanostructuration.

This idea has proved its effectiveness particularly in the case of nanocomposites. The main reason be-
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hind this reduction is an increased phonon scattering through the grain boundaries depending on the size

of the added particle in the parent matrix. This scattering mechanism takes place when the grain size is

smaller than the acoustic phonon mean free path and comparable with its wavelength.

Recently, Wang et al [48] reported that a significant decrease in the thermal conductivity can be obtained

with a particle size of ≈10 nm.

If the size reduction has been found to significantly affect the thermal conductivity in crystalline ma-

terials, the combination of a naturally low conducting amorphous phase with a crystalline phase has

also shown to be promising. This was indeed reported in nanocomposites made of Si/SiOx core-shell

nanoparticles, where the amorphous oxide shell is shown to further reduce the thermal conductivity with

respect to a material made only of silicon nanoparticles [49, 50]. In one case a thermal conductivity

close to the amorphous limit for silicon was observed [49].

Another remarkable thermal conductivity reduction has also been reported in the case of GeTe based

nanocomposite [51] obtained by partial crystallization from the amorphous bulk phase. The presence

of nanocrystals of 4-8 nm of size leads to a conductivity of 0.6 W/m K instead of 4.2 W/m K in its

crystalline counterpart.

1.2.1.1 Effective thermal conductivity of composites

Maxwell was the first to propose analytical expressions for the effective conductivity of heterogeneous

media in the framework of his work on electricity and magnetism. His theory describes the case of

spherical particles of conductivity k1 embedded in a uniform matrix of conductivity km, where thermal

interactions between filler particles are ignored. The effective thermal conductivity is then given by [52]:

keff
km

= 1 +
3φ

(
k1 + 2km
k1 − km

− φ)

(1.9)

Where φ is the volume fraction of the filler. However, Equation 1.9 was found to be valid only for low

volume fractions (lower than 25%). Later, models were developed to describe composites with higher

volume fractions. One of the most important models, from the historical and practical point of view is the

Effective Medium Theory (EMT) or Effective Medium Approximation (EMA) and belongs to the class

of mean field-theories. They are highly relevant to predict the macroscopic properties of heterogeneous

materials such as composites.

The effective medium theory (EMT) was first introduced by Bruggeman in 1935 [52] in order to calculate

the dielectric constants and polarizabilities for heterogeneous crystalline materials. This theory assumes

that a composite made of several phases can be described as an effective homogeneous medium with

effective properties, depending only on the phases volume fractions and specific properties, and not on

their actual spatial distribution or particle shape.

In particular, they have successfully been exploited to predict the thermal conductivity of composites. In

the presence of two phases the EMT theory gives the following formula:

φ1 =
λ1 − λe

λ1 + 2λe
+

λ2 − λe

λ2 + 2λe
(1.10)

Where φ1 is the volume fraction of the phase 1 and λ1, λ2 are the two phases thermal conductivities. λe

denotes the effective medium thermal conductivity.
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1.2.1.2 The acoustic mismatch model

The acoustic mismatch model describes the physics of heat transfer through interfaces at low temper-

atures at a microscopic scale. It was historically developed first by Kapitza [53] and later by Khalat-

nikov [54] at a microscopic level. In the acoustic mismatch model, the interface is treated as a planar

continuous interface and the phonons as plane waves.

Due to such assumptions, this model is only relevant if the phonons wavelength is much greater than the

interatomic spacing and as such only for low frequency phonons (<100 GHz).

Within such approximation, when the phonon impinges onto the interface, it could be transmitted or

specularly reflected. The transmission probability can be calculated depending on the incidence angle,

anisotropy of the interface and phonon modes.

In the particular case of an isotropic interface between two homogeneous media numbered 1 and 2, and

normal incidence, the transmission will be:

α =
4Z2Z1

(Z1 + Z2)2
(1.11)

The subscripts 1 and 2 correspond to the solid 1 and the solid 2 respectively. Z denotes the acoustic

impedance given by the product: Z = ρc, where ρ is the mass density and c is the phonon velocity.

It can be then seen that the transmission coefficient will depend on the phonon mode only through the

frequency dependence of its sound velocity. The acoustic impedance mismatch is given by the ratio:

Z1/Z2.

1.2.1.3 The diffuse mismatch model

Eisenmenger et al [55] demonstrated that the assumptions of a continuous planar interface and specular

reflectivity breaks down for high energy phonons (> 100 GHz).

Instead, all phonons are diffusely scattered at the interface because of its physical and chemical rough-

ness. This led Swartz and Pohl to propose the diffuse mismatch model, which assumes that phonons

loose their memory after reaching the interface and that the probability of transmission to either side

of the interface depends on the ratio between the densities of states of the two media. The diffuse

transmission is thus defined as:

T =
D1

D1 +D2
(1.12)

Where D1 and D2 denote the phonon density of states of the medium 1 and 2 respectively.

1.2.2 Electronic properties of nanocomposites

It is largely known that the electrical resistivity of glasses decreases with crystalline fraction. This has

been reported in many different systems such as metallic glasses [56, 57, 58] and chalcogenides [59]

where the resistivity continuously decreases during crystallization. Such behavior corresponds to a lack

of any enhanced electron scattering at amorphous/crystalline interfaces.

Depending on the electrical contrast between glass and nanocrystalline grains, the resistivity decrease

with crystallization can be extremely large, up to several orders of magnitude in the case of chalcogenide

glasses. Indeed, composites made of electrically insulating glasses with conductive crystalline particles

have been shown to exhibit a strongly reduced electrical resistivity [60, 61, 62].

However, some studies [63, 64, 65] reported the appearance of a non monotonic evolution of the electri-

cal resistivity where this latter shows a sharp increase in the early stages of crystallization, then followed
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by the usual decrease. This behavior was also observed in thermopower measurements and was under-

stood as due to a strong scattering effect at the amorphous/crystalline interfaces when a large concentra-

tion of very small crystallites is present. The effect would then decrease with the on-going crystallization

due to the crystallites growth.

Amorphous/crystalline composites have also shown an enhancement of the Seebeck coefficient. This

was reported for (Bi2Te3)0.2(Sb2Te3)0.8 containing SiO2 nanoparticles [66] and partially crystallized

CrSi [63, 64]. Such enhancement was ascribed to an energy dependent strong scattering of charge

carriers at the amorphous/crystalline interfaces [64].

1.2.2.1 Effective medium theory for electrical conductivity prediction

In 1952, Landauer [67] derived in an EMT approach the equation for predicting the electrical conduc-

tivity in multi-phasic metallic media. For a composite made of two phases with volume fractions φ1 and

φ2 and electrical conductivities σ1 and σ2, similarly to the case of the thermal conductivity, it is found:

φ1 =
σ1 − σe
σ1 + 2σe

+
σ2 − σe
σ2 + 2σe

(1.13)

σe denotes the effective medium electrical conductivity.
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2.1 Experimental Methods
Two systems have been investigated in this thesis: a composite made starting from a metallic glass

(MG), Zr52.5Cu27Al10Ni8Ti2.5, and one made from a chalcogenide glass, carbon doped GeTe (C-GeTe).

In the first section we present the methods used for preparing the amorphous/crystalline nanocomposites,

from the glass synthesis to the crystallization thermal treatments. The techniques used for monitoring

the crystallization, and investigating crystalline fraction and grain size distribution are described in the

second section. Finally in the last section, we describe the electrical transport and phonon dynamics

measurement techniques used in this thesis.

2.1.1 Sample Preparation

2.1.1.1 Glass Synthesis

The preparation of an amorphous system requires to cool down the liquid fast enough to be able to

overcome crystallization and freeze the system in a disordered structure. Depending on the system, the

critical cooling rate for vitrification can change by orders of magnitude. A system which vitrifies easily,

with quenching rates lower than 100 K/s, is defined as good glass former. This is usually the case of

multi-component alloys, such as the bulk metallic glass investigated here. Zr52.5Cu27Al10Ni8Ti2.5 is

well known for having a very good glass forming ability, so that a quite low cooling rate is needed for

glassyfying the melted alloy and bulk samples can be obtained.

Indeed, we could synthesize rods 8 mm long and 3 mm wide, by arc-melting the pure elements in

stoichiometric concentration under argon atmosphere and quenching the master alloy in a water-cooled

copper mold. Discs up to 2 mm thick were cut from the as-prepared rods for further characterization and

nanocomposite preparation.

The second system studied in this thesis was prepared by our collaborators at the CEA LETI (Grenoble).

100 nm thick films of pure GeTe and Carbon doped GeTe were prepared by cosputtering of the pure

elements on a silicon substrate, topped with 500 nm thick thermal oxyde. After deposition, the thin

films were capped with a 10 nm thick layer of SiO2 in order to prevent any oxidation. Three doping

were prepared, with an atomic carbon content of 4, 9 and 16% at.

Figure 2.1: a) Half of the copper mold on the left and crucible on the right used for casting 3mm

diameter cylinders of bulk metallic glasses. b) The as casted metallic glass rod.
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2.1.1.2 Thermal Protocols

A glass is by definition an out-of-equilibrium system. When fast cooled, from the liquid the system falls

out of equilibrium, meaning that it is trapped in a local minimum of the potential energy, from which it

will slowly evolve with time towards the equilibrium state. When the atoms are provided extra energy,

for example by means of annealings, they will be able to rearrange in a more equilibrium configuration,

ultimately leading to crystallization. This can be achieved by two different annealing protocols: either a

linear annealing, with constant heating rate, either an isothermal annealing.

When the crystallization process is abruptly interrupted by a fast quench, before total crystallization can

be completed, an amorphous/crystalline composite will be obtained, meaning an amorphous matrix with

embedded crystalline inclusions.

In a multicomponent system, crystallization mainly takes place through the precipitation of crystalline

grains with a different stoichiometry. As a consequence, the grains remain nanometric in size, as, for

growing, an important atomic diffusion is needed, the surrounding being depleted of the corresponding

atoms. During an annealing, a competition exists then between the crystals’ nucleation and their growth,

ruled by the heating rate and annealing time. It is thus possible, with a controlled thermal protocol, to

prepare composites with a finely controlled grain size and crystallization fraction.

In this work we prepared MG composites by means of an isothermal annealing, and C-GeTe composites

by means of a linear annealing. Different experimental techniques were used to monitor crystallization

and tune the annealing time depending on the aimed crystalline fraction.

Metallic glasses composites preparation
The amorphous/crystalline composites were prepared by isothermally annealing the glass at a tempera-

ture lying between the glass transition and the crystallization temperature, monitoring the crystallization

by the differential scanning calorimetry (DSC) which is a technique used to study the thermal properties

of materials.

It measures the heat flux between the sample and the environment, thus giving a measurement of the

exchanged enthalpy. It allows thus to track phase transitions which appear as peaks in the enthalpy

change as a function of temperature. Specifically, the DSC measures the heat flux as compared with the

one of a reference sample, for which we used an empty sample holder. When heating a glass, the DSC

allows thus to observe the glass transition temperature and the crystallization, the former giving rise to

a change in the slope of the enthalpy change, and the latter manifesting as an exothermal peak. For our

DSC measurements, we used the Diamond apparatus from Perkin Elmer.

Discs 300 μm to 2 mm thick were cut from the the MG rod, then polished and cleaned with ethanol.

The obtained masses were between 40 and 90 mg. In order to hinder the crystalline growth and get

nanometric crystalline grains, the highest available heating ramp was used, 100 K/min, for which a glass

transition (Tg) and crystallization (Tx) temperature of 724 K and 800 K have been respectively mea-

sured as it can be seen in Fig. 2.2. On the basis of this information, we have chosen as target temperature

for the partial crystallization protocol Ta=740 K and performed an isothermal DSC experiment to first

characterize the whole crystallization process.

In the case of a single crystallization process (e.g. precipitation of a single crystalline phase), the area

underlying the crystallization peak in a DSC scan can be considered as linear with the crystalline frac-

tion, so that, during an isothermal annealing, at each time t the crystalline fraction can be calculated

as

x(t) =

∫ t
t1
H(t′)dt′∫ t2

t1
H(t′)dt′

(2.1)
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Figure 2.2: Enthalpy change measured by DSC during the annealing of the MG sample with a

ramp rate of 10 K/min. The glass transition temperature Tg and the crystallization temperature

Tx are defined respectively by the change of the slope around T=724 K and the beginning of the

exothermal peak around T=800 K

where t1 and t2 mark the time at which the crystallization peak starts and ends. Similarly, for an anneal-

ing with a constant rate (linear annealing), x(t) will be

x(T (t)) =

∫ T (t)
T1

H(t′)dt′∫ T2

T1
H(t′)dt′

(2.2)

where, again, T1 and T2 correspond to the starting and ending temperatures of the crystallization peak.

As a first approximation, such formulas can be used also when a primary crystalline phase dominates

the crystallization process, despite the presence of secondary phases.

Using Eq. 2.1 we have thus been able to extract the annealing time dependence of the crystalline fraction

from the calorimetric signal (see Fig. 2.3), as done in Ref. [68], and use it as a guide for preparing

amorphous/nanocrystalline composites with different crystalline fractions, by changing the annealing

time at T=Ta, while following the calorimetric signal.

Chalcogenide glasses composites preparation
The crystallization of chalcogenide samples was monitored using two methods.

The first one consists in measuring the reflectivity during the sample annealing. Indeed, the amorphous

phase is characterized by a lower reflectivity than the crystalline phase, so when the phase transformation

occurs, the measured reflectivity value increases, allowing to track crystallization (see Fig. 2.4 (a)). Sam-

ples were placed in a vacuum chamber and their reflectivity measured with a red laser beam (λ=670 nm).

A linear annealing was then performed with a heating rate of 20 K/m. The fraction of crystallization

was determined by normalizing the measured reflectivity to the difference of the reflectivity between the

start and the end of crystallization.

The second method was used to monitor full crystallization without getting any quantitative measure-



2. Experimental and theoretical methods 20

Figure 2.3: A typical crystallization fraction curve as a function of time obtained from the

integration of the crystallization peak, at T=740 K.

ment of the crystalline fraction. It consists in measuring the electrical resistivity by means of a four

points probe during a linear annealing, with a heating rate of 20 K/m. It can be seen in Fig. 2.4 (b) that

the electrical resistivity spans many orders of magnitude during crystallization. The advantage of this

method is that not only we check that we are in the fully crystallized sample, but at the same time we

get its electrical characterization at high temperature during cooling down.

Figure 2.4: Crystallization of a pure GeTe sample monitored by reflectivity (a) and electrical

resistivity measurements (b).
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2.1.2 Physical Characterization

In this section we describe the experimental techniques used for characterizing the nanocomposites

structure.

2.1.2.1 Transmission Electron Microscopy (TEM)

The most powerful tool for characterizing the crystalline fraction and grain size distribution is the Trans-

mission Electron Microscopy (TEM), which however, requires a lengthy and careful preparation of the

sample. Here we only describe the TEM measurements that we performed on MG samples, as TEM in

C-GeTe samples was done by our collaborators at the CEA. Prior to TEM measurements, MG samples

were subject to a two steps polishing. First, discs 100-300 μ m have been mechanically polished down

to a thickness of less than 60 μm. Second, they have been ion-polished using PIP Gatan 691 model in

top-bottom mode at 2.5 kV with a milling angle of ± 4◦.

These instrumental parameters have been chosen in order to hinder any possible ion beam induced crys-

tallization, after having tested the resistance of the amorphous phase against crystallization with several

different angles and tensions [69, 70, 71]. TEM was performed using a JEOL 100 JEM2100 equipped

with a LaB6 thermionic electron gun and a High Tilt objective pole piece. The microscope was operated

at 200 keV with a point-to-point resolution of 0.25 nm. The samples were mounted on a double-tilt

beryllium sample holder and the images were recorded on a Gatan Orius SC1000 bottom mount CCD

camera with 4008 × 2672 pixels with a physical size of 9 μm each.

2.1.2.2 X-Ray Diffraction (XRD)

In order to characterize the amorphous/crystalline nature of the samples and get structural information,

we have performed X ray diffraction at the X-ray diffraction center Henry Loncharbon in Lyon, using

a D8 advanced diffractometer in Bragg-Brentano Geometry with λ=1.541 Å. In Fig. 2.5 we report the

typical spectrum as measured on an as-cast MG sample, showing no Bragg peaks, but only a broad peak,

indicating the non-crystalline nature of the material. The XRD pattern of a partially or fully crystallized

sample is made of Bragg peaks, which allow for the identification of the crystalline phases, and the

estimation of crystalline fraction and grain size distribution, as will be explained in chapter 3 with the

experimental results.

2.1.3 Transport Measurements

2.1.3.1 Van Der Pauw (vdp)

One of the effective techniques to measure the electrical resistivity of a thin sample is the Van Der Pauw

method (vdp), whose advantage is that it allows to eliminate the influence of the contacts resistance and

of the geometry of the sample by using a four points probe. This technique requires that the sample is thin

with respect to its lateral dimension, homogeneous in thickness and without holes. If these conditions

hold, then its surface is simply connected using peripheral contacts sufficiently small, ideally point-like

or with a negligible size with respect to the sample size.

By using two different measurement configurations, as described in Fig. 2.6, two resistance values RA

and RB can be obtained, from which the sheet resistance is calculated as:

ρ =
π.d

ln(2)
.
RA +RB

2
.f (2.3)
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Figure 2.5: Diffraction pattern collected on an as-cast MG sample with λ=1.541 Åafter back-

ground subtraction. No sharp peak can be observed confirming that the sample is fully amor-

phous

where f is the correction function which depends on the ratio x = RA

RB
and can be calculated as follows:

x− 1

x+ 1
=

f

ln(2)
. arccos(

exp(ln(2)/f)

2
) (2.4)

Its dependence on the RA

RB
ratio is reported in Fig. 2.7. The vdp measurement setup was mounted on

the cold-finger of a displex cryostat, able to get down to 10 K. MG samples have been contacted using

electrically conductive silver paste, which is designed specifically for such measurements and works

down to cryogenic temperatures. In the case of C-GeTe samples, the procedure was more sophisticated.

First, the SiO2 capping was removed using a HF bath and the surface was plasma-cleaned, then 300 nm

thick Chromium coatings were deposited by thermal evaporation on four points of the surface, properly

masked. Finally these contacts were connected to the tension and current wires of the measuring appa-

ratus via Aluminium wire bonding.

2.1.3.2 Seebeck coefficient

In a thermoelectric material, the application of a temperature gradient at the sample borders results in a

voltage between them. The Seebeck coefficient is then defined as the ratio between the arisen voltage

ΔV and the applied temperature gradient ΔT :

S =
−ΔV

ΔT
(2.5)

To measure S we need to measure two quantities exactly at the same points on the sample, namely the

temperature T and the electrical voltage V . In our setup, the sample is glued on a copper holder, with an

edge in contact with an isolated heater. Two thermocouples of type "T", made of Cooper and Constantin,
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Figure 2.6: The two measurement configurations used in the Van Der Pauw method for measu-

ing the sheet resistance of a thin sample.

Figure 2.7: Van der Pauw Correction factor as a function of the ratio between the resistances

RA and RB measured in the two configurations in a vdp measurement.

are soldered on two metallized spots located as close and as far as possible from the heater. However,

this can result in the formation of further interfaces on the surface of the sample inducing thus additional

electrical and thermal resistances which may hinder the precision of the measurement. For this reason,

it is important to use very thin layers for metallization: in our case we have glued on the sample sur-

face two thin gold layers using a thin and uniform silver paste. The contact sheet was about 200 μ in

lateral size. Our Seebeck measurements were conducted using a home-build set-up mounted on a liquid

nitrogen flux cryostat and operating between 70 and 300 K and employing the differential method [72]

in which a variable temperature gradient is applied, growing linearly with time.

The typical electric scheme is illustrated in Fig. 2.8, The measured voltage ΔV , given by the difference

UDC − UAB and the temperature gradient TC − TH allow to measure the Seebeck coefficient S of the

sample by fitting linearly the quantity −ΔV

ΔT
, as it is reported in Fig. 2.9 where an example of measure-

ment performed on a Nickel sample is shown. It is important to say that in order to reliably extract the

sample Seebeck coefficient, it is necessary to take into account the contributions to the measurement

from the Seebeck coefficients of the thermocouple wires, as well as from the voltage offsets at the con-
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tacts A,B,C,D. These factors affect the temperature reading done with the thermocouples, and thus the

ΔT , as well as the total measured voltage, and thus ΔV . In order to get rid of the errors associated, we

have taken into account all these factors in the ΔT calculation. At this point the slope of −ΔV

ΔT
is only

related to the Seebeck coefficient of the sample.

Figure 2.8: Schematic representation of a Seebeck coefficient measurement. The sample (1) is

subject to a temperature gradient TC −TH generated by a heater (2) glued on one side of it. The

measurement is insured by a pair of thermocouples (3) made of copper and constantan and both

of them are fixed to an isothermal junction, in order to reduce experimental errors related to the

Seebeck coefficient of the wires (4). The thermocouples are finally connected to copper wires

and the voltage measured at points A,B,C and D (5).

Figure 2.9: Example of Seebeck coefficient S measurement on a Nickel sample. The Seebeck

coefficient is obtained by the linear fitting of −ΔV

ΔT
. Here S=-18 μ V/K

2.1.3.3 Scanning Thermal Microscopy (SThM)

Thermal conductivity of MG samples has been measured using Scanning Thermal Microscopy (SThM)

technique which is mainly based on an Atomic Force Microscopy (AFM) set-up whith a miniaturized

sensitive thermal probe[73, 74]. The thermal probe that we have used is a bended Pt 90%/Rh 10%
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wire coated by a silver shell [75], called Wollaston point (see Fig. 2.10). The tip is mounted on a force

sensitive cantilever and the feedback loop is used in order to maintain a constant tip-surface force while

scanning across the sample surface. The tip is heated to a higher temperature than the sample and put

in contact with it. The heat transfer between the tip and the surface changes the sensor temperature

leading to change in the tip resistance. The tip’s temperature change is thus measured and used as an

input in models of the heat flux from the tip to the sample, which allows to estimate the sample thermal

conductivity. Prior to the measurements, a calibration of the probe has been performed on standard

samples spanning a thermal conductivity range from 1.5 W K−1m−1 (SiO2) to 58.6 W K−1m−1(Ge). A

critical point of this setup is the quality of the tip-sample contact, and thus the surface roughness. For

this, we polished our samples with 0.5 μm diamond powder, which was our best possibility but still left

a residual roughness larger than needed resulting in a larger measurement uncertainty.

Figure 2.10: Scanning electron microscopy image of a Wollaston wire probe[75].

2.1.3.4 Inelastic X-rays Scattering (IXS)

IXS is an inelastic technique which allows to probe the excitations of matter, from atomic to electronic,

depending on the probed range of energy transfer. This is illustrated in Fig. 2.11: at high energy transfers,

electronic excitations are probed, while in the meV range atomic vibrations can be investigated. Here

we focus onto this latter range, for accessing which we need a meV resolution. We briefly report the

theory of IXS and present a description of the experimental set-up with reference to Beamline ID28 at

the European Synchrotron Radiation Facility (ESRF).

Figure 2.11: Conceptual schematic of excitations that may be probed using IXS.
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Theory of the IXS experiment
In Fig. 2.11 we report a sketch of a typical inelastic scattering experiment. When an incident photon,

characterized by an energy h̄ωi, a wave-vector �ki and polarization ε̂i, impinges on a sample, it is scattered

by it and collected at an angle 2θ within a solid angle dΩ.

The scattered photon energy, wave-vector and polarization are denoted by: h̄ωf , �kf and ε̂f , respectively.

The incoming beam can interact with the sample, by exchanging an energy h̄ω and a momentum �q with

it, and exciting thus phonons or electrons. Such exchange is ruled by the conservation laws, such that:

h̄ω = h̄(ωf −ωi) and h̄q = h̄(kf −ki) In the case of elastic scattering, where there is no energy transfer

between the incoming photons and the sample,the exchanged momentum is entirely governed by the

scattering angle 2θ, and it is given by:

q = 2ki sin(2θ/2) (2.6)

This is the case, for instance, of x-ray diffraction. When an inelastic scattering process takes place, the

exchanged energy is given by the difference in energy between outcoming and incoming beam. As for

the exchanged momentum �q, it is given by the �kf − �ki difference. However, at the X-ray energies used,

it is ‖ �kf‖� ‖�ki‖, so that �q remains completely determined by �ki and θ, as in Eq. 2.6.

The scattered intensity is proportional to the differential cross section d2σ
dΩdωf

, defined as the ratio between

the scattered and the initial flux of photons and which is related to the dynamical structure factor through

the relation Eq. 2.7.

d2σ

dΩdωf
=

kf
ki

r20 | ε̂f .ε̂i |2 S(q, ω) (2.7)

Where r0 = e2/mc2 is the classical electron radius and S(q, ω) is the dynamical structure factor.

Figure 2.12: Kinematics of a scattering experiment.

Description of the Beamline ID28 at the ESRF
In this section the IXS beamline ID28 at the European Synchrotron Radiation Facility (ESRF) in Greno-

ble will be briefly described. The experimental strategy used for IXS measurements with meV energy

resolution (thus suitable to study the high frequency collective excitations) resembles that of a triple axis

neutron spectrometer (see Fig. 2.13). The first axis is the backscattering monochromator crystal which

selects the energy h̄ωi of the incident photons. The second axis is located at the sample position, and

determines the momentum transfer by selecting the scattering angle. Finally the third axis corresponds

to the analyser crystal, which selects the scattered photon energy, h̄ωf and focuses the scattered radiation

on the detector. The ID28 beamline is equipped with 9 analyzers crystals which allow for the collection

of 9 different IXS spectra, corresponding to 9 different exchange momenta, at the same time.
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Figure 2.13: Principle of an inelastic X-ray spectrometer

The optical layout of the triple axis inelastic x-ray spectrometer is reported in Fig. 2.14. The X-ray

source consists of three undulators with a magnetic period in the 26 mm 35 mm range and a total length

of 4.8 m, placed in a straight section of the electron storage ring. Undulators alternate polarity, imposing

a sinusoidal motion to the electrons, which then emit monochromatized X rays at the highest and lowest

points of the sinusoidal trajectory. At this stage,the beam has a spectral bandwidth ΔE/E ∼ 10−2.

The X-ray beam from the undulators is pre-monochromatized to a bandwidth ΔE/E ≈ 10−4 using a

silicon [111] double crystal monochromator kept in vacuum and cooled by liquid nitrogen. The main

role of the pre-monochromator is to reduce the heat load impinging on the main monochromator. This

is mandatory in order to keep the thermal deformation of the silicon crystal below the limits for which

the energy resolution starts to deteriorate.

The X-ray photons from the pre-monochromator impinge onto the high energy resolution backscattering

monochromator, consisting of an asymmetrically cut silicon crystal oriented along the [111] direction,

operating at a Bragg angle of 89.98◦.

This extreme backscattering geometry insures the minimization of geometrical contributions to the total

energy resolution. The spectral angular acceptance, the so-called Darwin width, is larger than the X-ray

beam divergence, and, therefore, all the photons within the desired energy bandwidth are transmitted.

Moreover, the energy resolution depends at this stage only on the monochromator crystalline quality.

High order Bragg reflections and perfect crystals are required in order to obtain the necessary energy

resolution of ΔE/E ∼ 10−7 ÷ 10−8. For this reason, the silicon monochromator is used at [n n n]

reflections, with n = 7, 8, 9, 11, 12, 13.

The backscattered beam goes then through different optical elements in order to be focused on the

sample.

Two focusing schemes are routinely used at ID28, giving a focus of 250 × 100 μ m2 (H × V) FWHM

obtained with a toroidal mirror, and a focus of 30 × 100 μ m2 (H × V) FWHM obtained with a multilayer

mirror.
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Figure 2.14: Optical layout of the beamline ID28 at the ESRF taken from Ref. [76].

The photons scattered by the sample are then energy-analyzed by the nine spherical analyzers which

are mounted in a horizontal spectrometer at 7 m from the sample. The detectors (Peltier-cooled silicon

diodes) are mounted close to the sample, slightly vertically shifted from the horizontal scattering plane.

Sample, analyzers and detectors lye on a circle, the so-called Rowland circle. Analyzers are spherical

to accept the isotropically scattered intensity, and fully remain on the Rowland circle. They operate

similarly to the backscattering monochromator (e.g. in a near backscattering configuration and at the

same reflection order as the backscattering monochromator). Although the problems connected to the

energy resolution are conceptually the same for the monochromator and for the analyzers, the required

angular acceptance is very different. The monochromator can be realized using a flat perfect crystal. For

the analyzer crystals the optimal angular acceptance is dictated by the desired momentum resolution.

Considering values of δq in the range of 0.1 ÷ 0.5nm−1, the corresponding angular acceptance of the

analyzers crystals must be ∼ 10 mrad or higher, a value much larger than the Darwin width. In addition

the analyzers system has to preserve the single crystal perfection necessary to obtain the desired energy

resolution. This constrain automatically excludes the possibility to consider elastically bent crystals. The

solution adopted at beamline ID28 consists of laying a large number of undistorted perfect flat crystals

on a spherical surface such that the desired energy resolution is not degraded. These analyzers consist

of ∼12000 silicon perfect single crystals of surface size 0.6× 0.6 mm2 and a thickness of 3 mm, glued

on a spherical substrate of a radius equal to the length of the spectrometer arm.

The analyzers are positioned in two rows with a fixed angular offset from each other of ∼ 0.75◦, mounted

on a 7 m long arm that can rotate around the vertical axis passing through the scattering sample in the

0◦ to 45◦ angular range. This configuration allows for recording 9 IXS spectra at the same time, with a

nearly constant q-offset.

Differently from traditional triple axis spectrometers, as a consequence of the extreme backscattering

geometry, the energy difference between analyzers and monochromator cannot be varied modifying the

Bragg angle of one of the two crystals. The energy scans are therefore performed by changing the relative

temperature ΔT of the monochromator with respect to the analyzers. This induces a relative variation

of the lattice parameter, Δd/d = α(T )ΔT , and therefore a relative variation of the diffracted energy,

ΔE/E = −Δd/d, is induced as well. Considering for the thermal expansion coefficient, α, a value of

∼ 2.58· 10−6K−1 at room temperature, the required energy resolution of 10−7-10−8 implies an accuracy

in the temperature control of the monochromator crystal in the mK range. This task is achieved with a

carefully designed temperature bath, and an active feedback system, which insures a temperature control

with a precision of 0.2 mK in the temperature region around 295 K. In order to convert the temperature
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scale into the energy, the following temperature dependence of the thermal expansion is used:

α(T ) = α0 + βΔT (2.8)

where α0=2.581± 0.002 · 10−6 K−1, β=0.016± 0.004 · 10−6 K−2, ΔT = T − T0(22.5) ◦C. From

Eq. 2.8 one can precisely calculate the variation of lattice constants at the temperature T:

Δd/d0 =

∫ T

T0

α0 + β(T ′ − T0)dT
′ = (α0 − βT0)ΔT +

1

2
β(T 2 − T 2

0 ) (2.9)

Finally, the variation of the diffracted energy, ΔE/E = −Δd/d, is easily calculated.

Data Analysis
In general, the IXS spectra from a disordered sample can be formally expressed as:

I(q, ω) = A(q)ω
n(ω) + 1

kBT
SL(q, ω).R(ω) + b(q) (2.10)

where ω is the energy expressed in meV, SL(q, ω) is the dynamic structure factor corresponding to

the longitudinal modes, n(ω) is the Bose factor, A(q) is a normalization factor mainly reflecting the q

dependence of the atomic form factor and b(q) is a baseline accounting for background noise. In Eq. 2.11

the product A(q)ω n(ω)+1
kBT SL(q, ω).R(ω) represents the convolution of the theoretical model with the

instrumental resolution. This latter is generally measured by performing an inelastic scan on a plexiglass

sample at a q corresponding to the maximum of its static structure factor and at low temperature. In such

conditions the phonon contribution is extremely weak and only the elastic scattering is thus measured.

As in a glass the elastic scattering has no intrinsic width, thus should be a delta function, the shape of

the elastic peak thus measured is fully determined by the instrument resolution. The SL(q, ω) can be

modeled as the sum of a delta function to describe the elastic line and a damped harmonic oscillator

model (DHO) for the inelastic component:

SL(q, ω) = S(q)[fqδ(ω) + (1− fq)
1

π

Ω(q)2Γ(q)

[ω2 − Ω(q)2]2 + ω2Γ(q)2
] (2.11)

In this expression the parameter fq is the non-ergodicity factor and corresponds to the elastic to the

total integrated intensity ratio.In our analysis procedure, we have convoluted the model directly with the

measured instrumental resolution rather than a fit of it. This allows to take into account the asymmetry

of the resolution function.

2.2 Numerical Study
In this section, we present the numerical methods that we have used in molecular dynamics for in-

vestigating the vibrational and thermal transport properties of a model composite system, made of a

nanocrystalline particle of variable size embedded in an amorphous matrix. Sections 2.2.2, 2.2.3 and

2.2.4 detail the methods for preparing the atomic system, calculating the vibrational density of states and

dynamical structure factor respectively. Section 2.2.5 illustrates how we have generated and followed

the propagation of a wave-packet of given energy in the system, for getting insight into the phonon mean
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free path and finally section 2.2.6 describes the Green-Kubo method used for calculating the thermal

conductivity of the investigated composites.

2.2.1 Molecular Dynamics (MD)

Molecular dynamics (MD) is a numerical method which allows to simulate real systems at the atomic

scale.It provides a temporal description of the atomic positions by solving the Newton’s equation of

motion for all particles. Among the different algorithms developed to this purpose, the Verlet algorithm

[77] is the most largely used thanks to its stability and the assured energy conservation:

x(t+ dt) = x(t) + v(t)dt+
1

2m
F (t)dt2 + o(dt3) (2.12)

v(t+ dt) = v(t) +
1

2m
[F (t) + F (t+ dt)]dt+ o(dt3) (2.13)

Where x,v and F represent respectively the position, the velocity and the forces which describe the

dynamics.

2.2.2 Sample Preparation

Our MD simulations were conducted on silicon model systems using homemade FORTRAN programs.

The global sizes of the produced samples were between 30 and 100 Å. The large sizes have been used

for accessing low phonons wave-vectors and energies, in order to well describe the acoustic vibrational

properties. The smallest size was selected to provide a correct diagonalization of the dynamical matrix

which requires a small number of atoms(≤ 11 111). Periodic boundary conditions have been used on

the 3 dimensions of space to prevent size effects or evaporation of molecules at the sample boundaries.

There exist several potentials describing the covalent bonding such as the Tersoff and the Stillinger-

Weber (SW) potentials. In our study, we have chosen the SW potential [78], which is the most suitable

one for describing the mechanical properties of silicon [79]. It is based on a two-body term and a

three-body term where the total energy of the system can be written as:

E =
∑
i,j

∑
i<i

V2(rij) +
∑
i,j,k

∑
i �=i

∑
j<k

V3(rij , rik, rjk) (2.14)

Where

V2(Rij) = (Aijr
−pij
ij −Bijr

−qij
ij ) exp(

δij
rij − a

) (2.15)

V3(rij , rik, rjk) = λijk exp(
γij

rij − a
+

δik
rik − a

)(cos(θjik) +
1

3
)2 (2.16)

The angle θjik is the angle between the bonds that link particles ij and ik. a is the cutoff radius corre-

sponding to V2(rij ≥ a) = 0 and V3(rij , rik ≥ a) = 0. In this potential, cos(θjik) = −1/3, which is

the value corresponding to energetically favored positions in diamond-like tetrahedral structure.

To obtain an amorphous matrix, a silicon crystal of 262 144 particles was first melted at a temperature of

3500 K. From the melted state,the liquid was then cooled down to 10K at a quenching rate of 1012 K/s.

When the sample achieved the right temperature, the energy was minimized using damped dynamics

that we describe later in this paragraph. Afterwards, a cubic box was cut from the parent amorphous

structure with the desired size. A spherical hole was then created in its center to be filled by the inclu-
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sion. In parallel, we prepared a crystalline sphere via the repetition of a diamond like primitive cell.

Finally, we merged both amorphous box and crystalline inclusion into a composite structure. At this

stage, the bounds at the amorphous/ crystal boundaries were not still established, nor were the new atom

positions in the final composite system. For this reason, the sample was thus annealed at 100 K during

100 ps and the energy was minimized once more by means of damped dynamics.

Energy minimization and stabilization The energy minimization is performed using the damped

Verlet algorithm, where the particle movements are reduced thanks to the presence of damping forces.

The damped dynamics is performed all along the simulation length (several thousand of steps) and allows

the whole system to get into a close local minimum of the energy basin. The equation of motion reads:

x(t+ dt) = 2x(t)− x(t− dt) +
dt2

m
F (x(t))− γv(x) + o(dt4) (2.17)

where γ is the damping parameter, which in our case is γ=0.61 THz. This value insures the stability of

the system and an efficient minimization of energy.

2.2.3 Dynamical Matrix

The dynamical matrix is a harmonic description of the interactions between the particles which constitute

the structure. Its eigenvectors and eigenvalues give the normal modes of vibration of the system. In a

MD simulation, the equation of motion can be written as:

mi
∂2uαi
∂t2

= −∂Epot

∂xαi
(2.18)

Where uαi denotes the displacement of the ith particle in the direction α and Epot is the potential describ-

ing the multi-body interaction, which is a function of the position of all particles: Epot(x1...xN ). For

small particles mouvements, the force term can be expanded in a Taylor series around the equilibrium

positions of all particles xeqi

− ∂Epot(x
x
1 , ..., x

z
N )

∂xαi
= −∂Epot(x

eq
1 , ..., xeqN )

∂xαi
+
∑
i

∑
β

−∂Epot(x
eq
1 , ..., xeqN )

∂xαi ∂x
β
j

(xβj − xeqj ) + ... (2.19)

By ignoring in the Taylor serie terms with order larger than 2, anharmonic effects may be neglected. We

can thus define the dynamical matrix as:

Mαβ
ij =

1√
mimj

∂2Epot

∂xαi x
β
j

(2.20)

Mαβ
ij thus couples the displacement of the i and j particles in the directions α and β, via the associated

variation of the potential energy [80]. Using Eq. 2.20, Eq. 2.18 becomes:

√
mi

∂2uαi
∂t2

� −
∑
j,β

Mαβ
ij uβj

√
mj (2.21)
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A plane-wave such as uαi = rαi exp iωt is then a solution of Eq. 2.21 leading to:

√
miω

2rαi �
∑
j,β

Mαβ
ij rβj

√
mj (2.22)

Where
√
mir

α
i denote the eigenvectors of the dynamical matrix. The dynamical problem is then reduced

to the problem of finding the 3N eigenmodes of the dynamical matrix, whose eigenvalues ω2 allows

determining the vibration frequencies ω/2π of the global system.

2.2.4 Dynamical Structure Factor

From the knowledge of the dynamical matrix eigenmodes, the phonon dispersion curves can be de-

scribed. It is as well interesting to simulate the dynamical structure factor S(q, ω), which can be directly

compared to experimental data, and from which the phonons lifetime and mean free paths can be ex-

tracted, similarly to what we do in an experiment. In order to simulate S(q, ω), we have used the method

developed by Y.Beltukov et al [81]. It consists first in imposing random velocities to all particles and

follow their position at each time step of the simulations. It is important to remind that the forces are

always governed by the dynamical matrix and the total energy is conserved. Hence, no dissipation or

plastic deformation are expected to occur. This results in an output file containing all the positions at

each time step of the simulation. Starting from this, we can finally carry out a temporal and spatial

Fourier transform on the displacements of all particles which gives the dynamical structure factor:

S(�q, ω) =
2

NT
|

N∑
i=1

∫ T

0
�u(�ri, t)�mq exp(−i�q.�ri) exp(iωt)dt |2 (2.23)

Here T denotes the total length of the MD run and �mq is the polarization vector. By selecting �mq parallel

or perpendicular to �q, we calculate respectively the longitudinal and transverse dynamical structure

factor. In order to analyze these data, we have followed the procedure already described in Ref. [82]: the

simulated S(q, ω) for several values of �q has been convoluted with a typical IXS experimental resolution,

and then the data have been treated in the very same way as experimental data. A DHO fit has been

performed in order to extract the phonon dispersion and energy width. More details will be given in the

results section.

2.2.5 Propagation of a Wave-Packet

In this part, we focus on measuring the mean free path (MFP) of phonons, looking directly at the real

space propagation of a wave-packet. As a first step, we impose a displacement to atoms belonging to the

first 4 Å layer during a MD run such as:

�u(t) = A exp(−(t− 3t0)
2

2t20
)sin(ωt)�e (2.24)

Where A =
4.9 10−3

α ω
, t0 =

3π

ω
and α =

0.1

ω
.

Depending on the orientation of �e, longitudinal (�e = �ex) or transverse (�e. �ex = 0) wave-packets can be

calculated separately. The propagation of the displacement energy along the sample allows to compute

the total kinetic energy evolution as a function of simulation time and with respect to the distance from



2. Experimental and theoretical methods 33

the wave excitation layer (x = 0):

E(x, t) =

N∑
i

EK
i (t)δ(| xi − x |) (2.25)

Where EK
i is the kinetic energy of the ith atom. As already described in Ref. [82], we analyze the

data by plotting E(x, t) for all the timesteps in the course of the simulation. The obtained plot gives the

repartition of the kinetic energy with time along the sample at a given frequency ω. At low frequencies, in

the propagative regime, the envelope of the energy evolution can be fitted with a decreasing exponential

function such as the Beer-Lambert law given by A exp(−x

l
), where l corresponds to the MFP of the

wave-packet. More details will be given in Chapter 5.

2.2.6 Thermal conductivity calculations: Green-Kubo Method

MD allows to compute the phonon contribution to the thermal conductivity of a model system using

equilibrium simulations [83, 84]. The principle relies on Green Kubo formula which is based on the

fluctuation-dissipation theorem [85]. It is mathematically expressed as the time integral of the heat flux

autocorrelation function.

λ(t) =
1

3V kBT 2

∫ t

0
< �J(t′). �J(0) > dt′ (2.26)

Where V is the volume of the system, and J denotes the component of the heat flux vector in a given

direction. The expression of the energy flux vector is given as:

�J =
d

dt

1

V

∑
i

�riEi (2.27)

where �ri is the position vector of atom i and Ei the energy associated to the atom i (potential plus

kinetic), and the sum is over all the atoms in the sample. Thus, the main idea of this method is to

compute the heat flux autocorrelation function, which requires following the dynamics of a system over

time scales a few times larger than the longest relaxation time describing the dynamics of the system.

In our simulations, the relaxation time was 1000 picoseconds. In practice, one needs to record the

instantaneous values of the energy flux vector during a time which is roughly ten times the typical

decay time of the autocorrelation function. Once the autocorrelation function is constructed, the running

integral λ(t) may be calculated and the Green Kubo conductivity is identified with the plateau of the

running integral (Eq. 2.26). An example of the running integral is reported in Fig. 2.15. To improve

the statistics on the determination of the conductivity, one needs to run several independent simulations

to obtain different running integrals (typically 10) and averaging the corresponding integrals to obtain a

converged value for the conductivity.
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Figure 2.15: The running integral λ as a function of time for a bulk amorphous silicon at 300 K

modeled by the Stillinger-Weber potential.
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In this chapter, we present a detailed investigation of the transport properties in a Zr-based bulk metallic

glass and how they are modified in the presence of nanocrystalline inclusions. The first section of this

chapter is devoted to a brief review of the main physical and transport properties of bulk metallic glasses

and their crystalline counterparts. In section 3.2, we describe the experimental tools that allowed to

characterize the structure of our samples. In Sections 3.3 3.4 and 3.5 we present our transport properties

results, including thermal conductivity, electrical resistivity and phonon measurements. In the last sec-

tion 3.6 we report an analytical calculation of the thermal conductivity starting from the experimental

measurements.

3.1 Bulk Metallic Glasses (BMG)
In the last decades, Metallic Glasses (MG) have aroused as revolutionary materials in a number of struc-

tural applications, thanks to their excellent mechanical properties, intimately related to their disordered

atomic structure and lack of grain borders and defects [86, 87, 88].

The first MG has been produced in 1960, by fast quench of the binary liquid alloy Au80Si20 [89]. The

very high quenching rate required (106 K/s) to overcome crystallization has limited for longtime the

development of these materials. Indeed, such quenching rate can be obtained only by melt-spinning the

liquid alloy, thus obtaining the metallic glass as a ribbon less than 100 μ m thick.

More recently, ternary alloys able to vitrify with quenching rates as low as 102-103 K/s have been dis-

covered. Such a low cooling rate can be achieved by the simple injection of the liquid in a macroscopic

water-cooled copper mold, thus allowing to produce millimeter or even centimeter-sized MG, called

then Bulk Metallic Glasses (BMG).

By the end of the 80’s, several bulk metallic glasses were discovered: Mg based [90] and then Zr

based [91, 92] , Pd based [93] and Fe based [94]. In such systems, the cooling rate went down to 0.1 K/s

allowing to synthesize metallic glasses several centimeter long.

Since then, many multicomponent alloys (from 3 to more than 10 elements) have been found that can be

vitrified as BMG, opening the way to new perspectives.

Empirically, it has been found that a multi-component metallic alloy can be vitrified as a BMG if four

fundamental thumb rules are followed:

• Minimum 3 components are required (5 in most of the cases).

• The components have different atomic sizes (at least 12% of difference).

• The binary/ternary phase diagram present deep eutectics, helping to avoid atomic rearrangements.

• The enthalpy of mixture between the main components is negative.

These 4 characteristics define the glass forming ability (GFA) which define the easiness of vitrifying the

liquid alloy and then the thermal stability of the glass. As such, the GFA describes how deep the liquid

can be undercooled before vitrification takes place, being then related to ΔT = Tx − Tg where Tx is the

crystallization temperature and Tg is the glass transition temperature.

As presented in chapter 2, the system that we have chosen for the study of a metallic nanocomposite is

Zr52.5Cu27Al10Ni8Ti2.5. This MG is a bulk metallic glass with a very good GFA, largely investigated

for his excellent mechanical properties. Concerning electronic transport properties, this MG belongs

to the group 4 of the Mizutani classification, thus presenting an electrical resistivity decreasing with
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temperature, as described by the Baym-Meisel-Cote model, and with a residual value at 0 K around

180 μOhm cm [31, 32].

The thermal conductivity of this specific alloy is not reported in litterature, however, Zr-based BMG

generally present a thermal conductivity in the 5-15 W K−1m−1, which weakly increases with tempera-

ture, showing two slope changes at the glass transition and at the crystallization temperatures [95].

As previously mentioned, thermal conductivity is the sum of two contributions, one coming from the

electrons kel and the other from the atomic vibrations kph. Despite their disordered structure, MG gen-

erally display a thermal conductivity dominated by the electrons as typical for classical metals. Indeed,

very small values of kph ≈0.8 W K−1m−1 have been reported in some studies [96, 97].

3.2 Sample Characterization
The investigation of both electrical and thermal properties in metallic composites requires first a deep un-

derstanding of the microstructure of the samples, namely the grain size and distribution of the nanocrys-

talline inclusions. As previously reported, these properties were studied using X-Ray diffraction (XRD)

and Transmission electron microscopy (TEM).

A selection of X ray patterns collected on composites with a crystalline fraction going from 0 to 100% is

reported in Fig. 3.1 (a). The growing of broad peaks with crystallization suggests the nanometric nature

of the crystalline grains.

It is possible to estimate the amorphous fraction (and thus the crystalline one) in the composite, by di-

rectly comparing the XRD pattern collected on the amorphous phase prior to crystallization and the one

after the thermal protocol.

The procedure is simplified by the fact that the two patterns were collected on the very same sample and

in the same experimental conditions, which means that incident intensity and background signal were

the same. As the number and chemical identity of atoms contributing to the signal remains the same,

the ratio of the amorphous component in the composite pattern to the total amorphous signal reflects

the volumetric amorphous fraction. More specifically, after background subtraction, we superpose the

amorphous and composite patterns, and we identify the scaling parameter for which the amorphous sig-

nal matches the composite one in the q regions between crystalline peaks, where the intensity comes

mostly from the amorphous component (Fig. 3.1 (b)). Considering the noise of the measurement and the

precision of such scaling, we estimate that this method gives the volumetric amorphous fraction in the

composite within ≈ 5%.

Once the amorphous content is known, its signal can be subtracted from the composite pattern in order

to get the purely crystalline signal and analyze the crystalline peaks. Contributions from three different

crystalline phases can be identified, Zr2Ni, Zr2Cu and Zr7Cu10, the latter being the major one. From

the width of the diffraction peaks, the crystallites size has been estimated by means of the Scherrer

method [98] given by the following equation:

B =
Kλ

L cos θ
(3.1)

Where L is the peak full width at half maximum in radians (FWHM),λ is the X ray wavelength, K is

a dimensionless Shape constant equal to 1 for spherical crystallites, θ is the Bragg angle, and B is the

mean diameter of the crystallite.

An example of this analysis is shown in Fig. 3.2 on a fully crystallized sample. The majority of crys-

talline peaks correspond to a grain size distribution centered at 5 nm with a standard deviation of only



3. Transport properties in metallic amorphous/crystalline composites 38

20 30 40 50

q (nm−1)
20 30 40 50

q (nm−1)

In
te

ns
ity

 (a
.u

.)
x=100%

x=50%

x=35%

x=10%

x=0%

(b)(a)

Figure 3.1: (a) X-ray diffraction (XRD) patterns measured at room temperature on samples

with different crystalline fraction x (%). The intensity is reported as a function of the scattering

wavevector q after background subtraction. The vertical dashed line marks the position of the

First Sharp Diffraction Peak q0.(b) Estimation of the crystalline fraction from XRD patterns: the

amorphous pattern (shadowed grey) measured prior to crystallization is scaled until it matches

the remaining amorphous contribution in the composite pattern (red). In the reported case, it

results x=35 ± 5 %.

1 nm. However, a few narrow peaks indicate the presence of some larger crystallites with 25 nm diam-

eter. Doing the same analysis in our composites, we have found crystallites size in the [5-20] nm range

depending on the sample.

In order to confirm the results of our XRD analysis, the same samples, after having performed all the

transport measurements, have been investigated by TEM. For each sample, several images were taken

along the hole border drilled by the PIPS procedure which has been described in chapter 1, and analyzed

in order to extract the total crystalline over amorphous areas, and the size distribution for the observed

crystallites. An example of a TEM image is reported in Fig. 3.3, where we find a crystalline volume

fraction of 50% and an average grain size of d ≈ 4 ± 2 nm, whose distribution is reported in the inset.

The results of the TEM investigations were found to be in good agreement with the XRD estimates, as

well as with the predicted DSC crystalline fractions.

3.3 Thermal transport in metallic composites
As first thing, the room temperature thermal conductivity of the metallic glass, a fully crystalline sam-

ple and a composite with 30% crystalline fraction has been measured by scanning thermal microscopy

(SThm) [73, 74]. No difference could be assessed within the experimental uncertainty, as large as 25%,

due to the intrinsic uncertainty of the method and to the surface roughness. Indeed, we found a thermal

conductivity of kT = 5WK−1m−1 in the glass and 4.6 and 4.7 in the composite and polycrystal respec-

tively. Such a low value in the fully crystalline sample is surprising, and can be understood in terms of
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Figure 3.2: Analysis of XRD spectrum of a fully crystallized sample. The major grain size

distribution obtained here were 5±1 nm with a presence of bigger crystallites with ≈25 nm of

diameter.

a heat transport dominated by grain boundaries scattering in the nanometric polycrystal, decreasing its

thermal conductivity towards the amorphous value. The crystalline fraction-independence, on the other

hand, suggests a negligible effect of a partial nanocrystallization on the thermal transport, at least for a

crystalline fraction of 30%.

As previously mentioned, the total thermal conductivity is the sum of two contributions, one coming

from the electrons, kel, and the other from the atomic vibrations, kat. One could thus wonder whether a

lucky compensation of opposite trends in the two contributions could lead to a crystallinity-independent

thermal conductivity. In order to disentangle the interface and partial nanocrystallization effect on the

two contributions, we have performed a separate detailed investigation of both.

3.4 Electrical contribution
The electronic contribution is intimately linked to the electric conductivity, the Wiedemann-Franz law

assessing their proportionality for simple systems: kel = LT
ρ , with L = 2.45 × 10−8 W Ω K−2 the

Lorenz number, T and ρ temperature and electrical resistivity respectively. While this law is not uni-

versally valid, the Lorenz number possibly being different and temperature dependent, its validity in

metallic glasses has been confirmed in several cases [57, 95, 96, 99] with the given value for L.

We have thus investigated the electrical resistivity of the amorphous, the fully crystalline and the com-

posite samples between 50 and 300 K for getting insight into the electronic contribution. First of all, we

focus on the temperature dependence of the resistivity in the fully amorphous sample and its absolute

value at room temperature. As reported in Fig. 3.4, the amorphous exhibits a decreasing electrical resis-

tivity pointing to ρ=179.4±0.5μOhm cm at room temperature.

As already said, our system belongs to the fourth group of the Mizutani classification and the tempera-

ture dependence of the electrical resistivity is described by the Baym-Meisel-Cote theory [100], giving
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Figure 3.3: Dark field TEM image collected in a composite with crystalline fraction x=50%;

from the analysis of the image the crystalline diameters distribution is obtained and shown in

the inset, with a crystallite mean diameter d ≈ 4± 2 nm.

ρ(T ) = (ρ0 + αT )e−W , with ρ0 the residual resistivity at T=0 K and W the Debye-Waller factor. A

negative temperature dependence can here be expected for temperatures above ≈20 K, due to the main

role played by the Debye-Waller factor [31, 32]. This is actually the case, as it is shown in Fig. 3.4

where the electrical resistivity is linearly fitted by the Baym-Meisel cote model. We can quantify the

strength of its temperature dependence through the Temperature Coefficient of the Resistivity, defined

in chapter 1, which here is TCR=-2.19 10−4. We focus now on the fully crystalline and the composite

samples. The observed temperature and crystalline fraction dependencies are reported in Fig. 3.5 (a) and

(b).

Looking at the temperature dependence, it can be seen that all samples but the fully crystalline one dis-

play a negative dependence, the resistivity decreases with temperature, as it can be quantified via the

TCR reported in Fig. 3.5 (c).

Inversely, the resistivity of the fully crystalline sample exhibits the normal metal-like temperature in-

crease, with a linear dependence typical for polycrystalline materials with nanometric grains, due to the

dominant interface effect [101]. From the negative Temperature Coefficient of Resistivity in all com-

posites, we can thus conclude that electronic transport is dominated by the matrix even for crystalline

fractions as large as 50%.

Moreover, the room temperature resistivity decreases with the crystalline fraction, but with a total de-

crease of only 20% from amorphous to fully crystalline sample.

Such a small difference is surprising. Indeed, in several literature works it is reported that the resistivity

decreases by more than 2 orders of magnitude at the crystallization when the crystalline system is made

of micrometric grains. We can understand such discrepancy on the basis of the nanocrystallinity in the

fully crystallized sample, giving raise to a grain boundary dominated transport.

The behaviors of ρ(x) and the Temperature Coefficient of Resistivity are rather smooth, revealing no

enhanced interface effect such as the one reported in Ref. [65], where interface scattering caused a max-

imum in the electrical resistivity at small crystalline fractions. The behaviors here look in fact quite

linear, suggesting that a simple Effective Medium Theory (EMT) could capture the mechanisms at play.

Indeed, we could reproduce both dependencies using the EMT model introduced in chapter 1. Apply-

ing such theory to the case of an amorphous matrix with embedded crystalline particles, the following



3. Transport properties in metallic amorphous/crystalline composites 41

Figure 3.4: Temperature dependance of electrical resistivity in the fully amorphous sample. The

fit with the Baym-Meisel-Cote model is also reported as a blue line

equality is obtained:

x
σc(T )− σe(T )

σc(T ) + 2σe(T )
+ (1− x)

σa(T )− σe(T )

σa(T ) + 2σe(T )
= 0; (3.2)

where x is the crystalline fraction, σ the electrical conductivity and subscripts c, a and e stand for crys-

talline, amorphous and effective medium.

For the two phases, we use the measured values of the temperature dependence of the electrical conduc-

tivity σ(T ) = 1/ρ(T ) for the glass and the fully crystalline sample. This choice corresponds to the idea

that the crystalline component being made of nanometric grains, its electrical conductivity is given by

the one measured on a polycrystal with nanometric grains. In this sense σc implicitly includes the effect

of the finite size on the electric transport of isolated nanometric grains.

With this assumption, Eq. 3.2 gives a calculated electrical resistivity and TCR in a very good agreement

with our measurements, as can be seen in Fig. 3.5 where they are reported as dashed lines. Moreover,

the model allows us to estimate xc = 60% as the critical value of crystallinity for which the crystalline

part starts to dominate over the matrix, causing the change of sign in the TCR.

3.5 Phonons contribution
The understanding of the partial nanocrystallization effect onto the vibrational contribution to thermal

conductivity requires a microscopic investigation. Indeed, the vibrational thermal conductivity cannot

be experimentally directly accessed, unless the system is insulator so that the total thermal conductivity

coincides with the vibrational one. However it is possible to measure the phonon individual proper-

ties in a given energy range by means of inelastic scattering techniques, and estimate the right side of
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Figure 3.5: Electrical Resistivity (a) Temperature dependence of electrical resistivity renor-

malized at the room temperature value, for the amorphous (violet), crystalline (blue) and some

representative composite samples with x=35% (black), x=10% (red), x=60% (green). (b) Room

temperature electrical resistivity as a function of crystalline fraction. The prediction of the

effective medium theory is reported as a dashed line. (c) Evolution of the Temperature Coeffi-

cient of Resistivity (see text) as a function of crystalline fraction. The prediction of the effective

medium theory is reported as a dashed line.

the phonon contribution to the thermal conductivity which, as already described in chapter 1, can be

expressed as an integral over all phonon frequencies:

kat = 1/3

∫ ωmax

0
Cv(ω)v(ω)

2τ(ω)g(ω)dω; (3.3)

with Cv(ω) and g(ω) the phonon specific heat and density of states. We have thus performed an inelas-

tic X ray experiment collecting data on three samples: an amorphous, a fully crystalline and a partially

crystallized one with x=30%. A total of 27 q-points was measured per sample up to the maximum of the

static structure factor, q0 = 26 nm−1.

It is now largely accepted that in a disordered system a pseudo-Brillouin zone can be identified with

q0/2 marking its border. Concerning the polycrystalline sample, the first strong diffraction peak allows

similarly to identify an orientationally averaged pseudo-Brillouin zone, which is pertinent for the com-

parison with the amorphous dynamics data [102]. A selection of spectra of the three samples is reported

in Fig. 3.6, for positive energy transfer, and after subtraction of the elastic line. As it can be seen, the

inelastic excitation remains well defined, although broad, up to very high momentum transfer.

Data have been analyzed using the Damped Harmonic Oscillator (DHO) model, presented in chapter 1,

for the inelastic excitation and a delta function for the elastic line, convoluted with the experimental

resolution [21].

In all samples, two inelastic excitations were needed to fit data for q ≥ 7 nm−1, while in the par-

tially and fully crystalline samples up to three modes were needed in the second pseudo-Brillouin Zone
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Figure 3.6: IXS spectra collected at three different momentum transfer q in the fully amorphous

(x=0, bottom line), partially crystalline (x=30, middle line) and fully crystalline (x=100, top

line) samples, after elastic line subtraction. The first 2 columns correspond to q values in the first

pseudo-Brillouin zone, the right column to a q lying in the second pseudo-Brillouin zone. The

red line corresponds to the fit with a multi-modes model, whose components are also reported

in black, magenta and blue. Details are in the text.

(q ≥ q0/2). The highest energy mode was ascribed to a longitudinal excitation, while the lower ones to

transverse-like excitations.

The fact that we can easily identify only one longitudinal and one transverse mode in the first pseudo-

Brillouin zone in the polycrystal is not trivial. It is known that in a polycrystal the measurement should

yield the orientational average of phonons belonging to all existing branches with the same polarization,

and the broadening corresponds to the width of the branches distribution [103, 102]. One single mode

per polarization should thus be observed in the first pseudo-Brillouin zone for a single-phase polycrystal

with randomly oriented grains. In presence of several phases, as it is the case here, more branches could

be observed, one per crystalline phase and per polarization. The observation of only one longitudinal

and one transverse mode in the first pseudo-Brillouin zone is thus an indication that phonon dynamics is

dominated by the major crystalline phase.

3.5.1 The high frequency dynamics of the metallic glass

We first compare the high frequency longitudinal sound velocity of the amorphous sample with the low

frequency value, as measure by ultrasound technique by our collaborators at SIMaP in Grenoble. As

it can be seen in the left panel of Fig. 3.7, the amorphous sample exhibits a positive dispersion, in the

sense that the low-q limit of its sound velocity (as measured at high frequency here) is higher than the

macroscopic limit as measured by ultrasound techniques at low frequency.

As mentioned in chapter 1, discrepancies between high frequency and low frequency sound velocity

have already been reported in several glasses [21, 29, 104] and ascribed to the existence of nanometric

elastic heterogeneities or relaxation processes [105].

Looking now to the transverse modes which are reported in the right panel of Fig. 3.7, we observe also
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for the transverse mode a positive dispersion of the glass speed of sound, much stronger than in the

longitudinal case, in agreement with recent calculations [105].

Figure 3.7: Acoustic sound velocity in the fully amorphous sample (black squares) measure-

ment by IXS. Left panel: longitudinal modes. Right panel: transverse modes. The green circle

corresponds to the ultrasound value, while the horizontal green line is just a guide to the eye, to

better evidence the positive dispersion.

3.5.2 Phonon dynamics in amorphous/nanocrystalline composites

In the following session we focus on the effects of a partial nanocrystallization on the dynamics of the

glass.

3.5.2.1 Longitudinal Modes

The respective phonon velocities and broadening are reported in Fig. 3.8 and 3.9 for the three samples:

the amorphous, the crystalline and the partially crystallized one.

No difference among the three samples is observed over the whole explored q-range, indicating that the

longitudinal moduli of the three samples are very similar in the investigated lengthscale, which leads to

the conclusion that they have similar local orders and similar inter-atomic forces.

Concerning the longitudinal phonon broadening, it increases in the first half of the pseudo-Brillouin

Zone, before the appearance of the transverse acoustic excitation, then it starts to flatten out. While in

the glass this is inversely proportional to phonon lifetime as far as phonons are not overdamped and we

don’t enter the microscopic regime, this is not true in the polycrystal, where broadening is related to the

branches separation. It is thus surprising that the broadening in the polycrystal is only slightly smaller

than in the glass, the difference being more marked in the second pseudo-Brillouin zone. This suggests

that in our polycrystal an additional broadening contribution is present, due to an enhanced phonons

scattering from grain boundaries, as well as from the existence of contributions from the minor solid

phases. The phonon broadening in the composite is indistinguishable from the amorphous case within
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error bars in the whole explored q-range.
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Figure 3.8: Longitudinal sound velocity (a) and phonon broadening (b) as a function of wave

vector q: for the amorphous sample (black squares), the fully crystalline sample (red circles) and

a composite with x=30 % (blue full diamonds). A vertical dashed gray line marks the pseudo-

Brillouin zone border. (a): The macroscopic longitudinal sound velocity for the amorphous

sample measured by ultrasound technique is also reported as a green square. The low q limit

of the amorphous longitudinal speed of sound, as extrapolated from high frequency data, is

marked with a horizontal dotted line. (b): the red solid line corresponds to the fit of amorphous

data to a q2 behavior.

3.5.2.2 Transverse modes

We focus first on the first Brillouin zone. Differently from the longitudinal case, composite and poly-

crystal display for q ≤ 10 nm−1 a higher transverse speed of sound with respect to the glass, resulting

in a macroscopic shear modulus about 12% higher. Many literature studies report on the increase of

macroscopic elastic moduli in metallic glasses upon crystallization, showing that the main effect is on

the shear modulus. However, the strength of such increase strongly depends on the thermal protocol and

final grain size in the crystallized alloy [106, 107, 108].Therefore, our results allow to access a direct

information on the shear modulus hardening at different lengthscales, going from macroscopic (q → 0)

to the atomic scale (q ≈ q0). Surprisingly, such hardening is observed only on a macroscopic scale,

while at microscopic distances (q ≥ 10 nm−1, corresponding to r ≤ 6) the three systems elastic moduli

are indistinguishable from each other. This result is in agreement with the findings of recent structural

investigations in metallic glasses and composites under uniaxial compression, exploiting novel analysis

methods to access the strain spatial distribution, and thus the local elastic moduli [109, 110].

Concerning the phonons broadening, no difference is detectable within the experimental uncertainty,

which is rather large due to the difficulty of fitting the low energy modes because of a high elastic signal.
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Figure 3.9: Transverse sound velocity (a) and phonon broadening (b) as a function of wavevec-

tor q for the amorphous (black squares), the fully crystalline sample (red circles) and a compos-

ite with x=30% (blue full diamonds). A vertical gray dashed line marks the pseudo-Brillouin

zone border. (a): In the second zone, full and empty red circles and blue diamonds correspond

to the two transverse modes of the fully and partially crystalline samples respectively. The

macroscopic transverse sound velocity of the amorphous sample measured by ultrasound tech-

nique is also reported as a green square. Horizontal lines mark the low q limit for the transverse

speed of sound in the glass (dotted line) and the polycrystal and composite (dot-dashed line)

as extrapolated from high frequency data (b): A representative error bar on the broadening is

reported only for one data point per dataset for better visual clarity. Data for the partially and

fully crystalline samples in the second zone correspond to the sum of the two transverse modes

width in this zone, to be compared with the width of the single transverse mode in the glass.

We focus now on the second pseudo-Brillouin zone. We report in Fig. 3.10 the transverse acoustic

dispersion, for a better visualization of the transverse dynamics. The appearance of two transverse-like

excitations for the crystalline and the composite samples is quite surprising.

This could be understood in terms of a strong elastic anisotropy of the major crystalline phase, mostly

affecting the transverse dynamics, where the orientational average gives then raise to two major con-

tributions, as illustrated in the case of the α-crystobalite polimorph of SiO2 in Ref. [103]. In order to

confirm this interpretation DFT ab-initio calculations of the lattice dynamics of the crystalline phase

would be needed, however this remains beyond the scope of the present work.

From Fig. 3.10 it can be noticed that the glass transverse mode lies between the two transverse modes of

the polycrystal, indicating that the elastic anisotropy is washed out by the overall disorder. Still, some

residual elastic anisotropy remains, as we can deduce from the phonons width looking to the panel b of

Fig. 3.9. Here, for the polycrystal and the composite, we report the single mode width only in the first

zone, while in the second zone, where two modes are present, we have chosen to report the sum of their

widths. It can be seen that such sum corresponds roughly to the width of the transverse phonon in the

glass. This means that the amorphous phonon, via its width, spans the whole branches distribution of



3. Transport properties in metallic amorphous/crystalline composites 47

the inelastically anisotropic polycrystal, thus keeping such anisotropy, meaning that the same anisotropic

local order is present in the amorphous.
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Figure 3.10: Transverse acoustic dispersion for the glass (black square), the polycrystal (full

and empty red circles) and the composite (full and empty blue diamonds). The solid line is a

sinusoidal fit of the glass data, dotted and dashed line describe the two transverse branches of

the polycrystalline and composite samples in the second zone.

3.6 Total Thermal conductivity
Electric and phonons measurements allow us to calculate the electronic and phonon contributions to the

thermal conductivity. We first focus on the metallic glass, where, using the Wiedemann-Franz law, we

can calculate an electronic contribution of kel = 4.20±0.02 W K−1m−1, e.g. ≈84% of the total thermal

conductivity, confirming that this is the dominant heat transport channel, as observed in other metallic

glasses [95, 96, 97].

For estimating the phonon contribution, we need first of all to assess the propagative character of the

measured modes. For the longitudinal modes, we find that in the whole explored energy range it is

Γ < ω/2π, thus the Ioffe-Regel limit is not reached and longitudinal phonons keep a propagative char-

acter over the whole first pseudo-Brillouin zone. As for transverse modes, the opposite is true, the

Ioffe-Regel limit being at q = 7 nm−1. Nevertheless, we decide to use Eq. 3.3 to get a first rough

estimation of the phonons thermal conductivity, considering that the transverse phonons width remains

close to such limit, bypassing it only by 30% at the highest energy point.

We calculate the integral of Eq. 3.3, using all experimental data measured in the first pseudo-Brillouin

zone. In order to do so, we first fit the experimental acoustic dispersions to analytical laws, which allow

us to get an analytical expression for the energy dependence of the phonon sound velocities and then esti-

mate the longitudinal and transverse densities of states and the specific heat [111]. Specifically, we fit the

longitudinal dispersion to a sinusoidal behavior, ωL(q) = 24.3(2)sin(πq/q0), and the transverse one to

a linear behavior for q ≤ 10 nm−1, ωT (q) = 17.2q, and sinusoidal above, ωT (q) = 19.2(4)sin(πq/q0).

The normalization condition for acoustic branch allows us to determine the upper limit to be used in

Eq. 3.3 for longitudinal and transverse modes, ωL
max = 24.3 meV and ωT

max = 17.5 meV.
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We then fit the phonon damping to a quadratic energy dependence for the transverse mode, ΓT (ω) =

0.023ω2, while a multi-regime dependence can be observed for the longitudinal broadening. Indeed,

data lying below 12 meV escape from a quadratic fit and point more to an ω4 dependence, consistent to

what observed in many glasses at energies close to the Boson Peak [21, 22, 112, 113], which in similar

metallic glasses lies in the 5-10 meV range, and in the parent vitreloy MG, Vit4, is at 5 meV [114]. In

our energy range, we thus model the longitudinal broadening as ΓL(ω) = 0.00009ω4 up to 12 meV,

ΓL(ω) = 0.013ω2 for 12 ≤ ω ≤ 20 meV and ΓL(ω) = 5.2 meV for ω > 20 meV.

If we limit the integral of Eq. 3.3 to the experimentally investigated energy range [5–25] meV, a phonon

thermal conductivity contribution of only 0.44 W K−1m−1 is found. In order to estimate the total con-

tribution, we need to extend the integral down to zero energy, thus making a strong hypothesis on the

phonon broadening below our experimental energy range. The ω4 dependence is known to be limited to

a narrow energy range around the Boson Peak, we thus assume that our lowest energy point marks also

the lower limit of such behavior, and we recover the ω2 law for lower energies. With this approxima-

tion, a total phonons contribution of 0.8 W K−1m−1 is calculated, corresponding to ≈16% of the total

(electronic plus phononic) thermal conductivity.

The contributions to the thermal conductivity coming from the different energy ranges here described

can be appreciated from Figure 3.11 (a), where we report the room temperature cumulative thermal

conductivity k(ω, T ), defined as kat(ω) = 1/3
∫ ω
0 Cv(ω)v(ω)

2τ(ω)g(ω)dω normalized to the total in-

tegrated thermal conductivity kT , together with the separate longitudinal and transverse contributions.

It can be here appreciated that about 50% of the total thermal conductivity comes from phonons in our

experimental energy range. Increasing approximately linearly with the energy, the slope changes to a

slower increase at about 9 meV, reflecting the entering in the ω2 regime for the longitudinal attenuation,

followed by a second slowing down, due to the end of the transverse branch. Looking to the correspond-

ing integrands, as reported in Fig. 3.11 (b), it is clear that the contribution from longitudinal phonons is

drastically reduced from the ω4 dependence of the phonon attenuation, in the Boson Peak energy range,

while the transverse contribution is basically constant over the whole energy range, due to the assumed

simple ω2 dependence.

At this point, it is important to remind the strong approximations behind our calculation: 1) we haven’t

modeled the positive dispersion in the speed of sound, thus slightly overestimating the macroscopic

speed of sound, but also neglecting its effects on the calculated density of states [21]; 2) we have under-

looked the very complex energy dependence of phonons lifetime in a glass, with our simplistic modeling

of the longitudinal and transverse broadening, especially for this latter, having used a single quadratic

dependence over all energies. As it can be seen from Fig. 3.11 (b), the introduction of an ω4 dependence

would dramatically reduce the transverse contribution; 3) we have assumed transverse phonons as prop-

agative over the whole energy range, while our experimental data lie above the Ioffe-Regel limit. Despite

such approximations, the calculated value is well consistent with our calculated electronic contribution

and the measured total thermal conductivity, confirming once again that the electronic contribution dom-

inates thermal transport in this glass.

Looking now to the effects of partial and full nanocrystallization on the total thermal conductivity, from

the relative weight of electronic and phonon contributions, it is clear that any change related to this latter

will be almost negligible. We can quantify it, knowing that the relevant effect of crystallization is only

an increase of the transverse speed of sound of ≈6% in the first pseudo-Brillouin zone, while phonons

lifetime is basically unaffected. Such change enters Eq. 3.3 through the phonon velocity and density of

states, leading to a phonon-related change in the total thermal conductivity of less than 2%.
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Figure 3.11: (a): The cumulative thermal conductivity at 300 K is reported as a function of

ω, normalized to the total thermal conductivity kT (300 K) as a solid line. The separate con-

tributions from longitudinal and transverse modes are reported as dashed line and dotted line

respectively. The slope changes reflect the changes in the longitudinal slope and the end of

the transverse branch. (b) Longitudinal (solid line) and transverse (dotted line) contributions to

the integrand of Eq. 3.3 as a function of the phonon energy ω. The dramatic reduction of the

longitudinal integrand due to the ω4 dependence of the phonons attenuation is clearly visible

between 5 and 9 meV.

The effect is much more important on the electronic contribution, where the linear decrease of the

resistivity results in a linear increase of the electron-related total thermal conductivity of about 15%.

Such change, though substantial, is smaller than the experimental uncertainty on our measured values of

thermal conductivity, which explains why we could not detect it. Electric measurements are therefore a

reliable tool for investigating the effect of nanocrystalline inclusions in metallic glasses on their thermal

transport properties, thanks to the higher precision available on electronic measurements with respect to

thermal measurements.

3.7 Discussions and conclusion
In this chapter we have presented an experimental study of the thermal conductivity in amorphous/nanocrystalline

metallic composites by investigating its two contributions: electronic and vibrational one. The electronic

contribution is assessed by measuring the electrical resistivity which decreases linearly with the crys-

talline volume fraction and is weakly affected by presence of nanocrystalline inclusions pointing to 20%

of total change from the amorphous to the fully crystallized sample. This result suggests that no en-

hanced electrons scattering from the interfaces is observed in the range of crystalline fractions and grain

sizes here investigated.

Concerning the vibrational contribution, we find that a partial nanocrystallization of about 30% leads

to an increase of the transverse acoustic speed of sound in the first Brillouin zone, which reflects into
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an increase of the total thermal conductivity, but of only 2%, remaining a negligible contribution in this

metallic system.

The fully crystalline sample on the other hand exhibits a high electric resistivity and important phonon

broadening, which result in electric and thermal transport properties very close to the parent MG, likely

due to the dominant effect of grain boundaries scattering in nanometric grains as well as scattering from

a kind of disorder on the mesoscopic scale, given by the mixture of three solid phases.
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While the previous chapter has been devoted to study the transport properties in metallic composites

where the presence of inclusions do not seem to have a considerable effect, this chapter deals with

composites based on chalcogenide glasses, characterized by a huge contrast of properties between the

inclusion and the matrix.

The first section of this chapter is devoted to a review of structural and physical properties in chalco-

genide glasses and their crystalline counterparts in addition to their transport properties. In the second

section, we show the structural properties of the samples employed in this chapter. In the third section,

we present the transport measurements performed on crystalline GeTe and discuss the effect of carbon

(C) doping on them. Finally, we will present and discuss the effect of a partial nanocrystallization on

electric and vibrational properties of C-doped GeTe.

4.1 Chalcogenide Glasses
The materials investigated in this chapter are based on chalcogenide glasses (CG) e.g. a class of in-

organic amorphous materials containing one or more chalcogen elements: S, Se or Te, which belong

to the family of phase change materials (PCM), characterized by an amorphous phase stable at room

temperature on a years-long time scale [115].

PCM show a great potential in applications such as rewritable optical data storage devices, electronic

non volatile memories and neuromorphic hardwares [116], exploiting a combination of two unique prop-

erties:

• a very high speed of crystallization (order of nanoseconds): the atomic rearrangement required

on recrystallization proceeds on a very fast timescale of ten to one hundred nanoseconds [115,

117, 118]. Generally this fast crystallization is ascribed to the strongly temperature dependent

viscosity of the liquid phase approaching the glass transition temperature [119, 120] and to the

simple crystalline structure [121].

• A usually high contrast between amorphous and crystalline phase in their optical and electrical

properties compared to metals, ionic compounds or ordinary sp3-bonded semiconductors.

Most materials fulfilling the above criteria have been found to be located in the stoichiometric triangle

of Germanium (Ge), Antimony (Sb) and Tellurium (Te) shown in Fig. 4.1 and as such, they are referred

to as GST materials.

For our study we have chosen to work with a simple binary glass, the GeTe, owing to its well understood

atomic structure and large thermal stability, thanks to a high crystallization temperature.

4.1.1 GeTe compound

The amorphous phase of GeTe is characterized by an alternation of Ge and Te atoms in both tetra-

hedral and distorted octahedral environments [123]. Ge-Te bond length was determined to be around

2.6 Å [124] and the presence of homopolar Ge-Ge bonds was confirmed by means of Monte Carlo

simulations and X-ray diffraction experiments [125]. Amorphous GeTe crystallizes at Tc=485 K into a

rhombohedral phase (space group R3m) stable at room temperature [126, 127], which can be viewed as

a distorted rocksalt structure along the [111] direction [128]. In this phase, Ge and Te are sixfold coor-

dinated by each other with subsets of three shorter (2.83 Å) and three longer (3.15 Å) bonds [129, 130]
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Figure 4.1: Phase Change materials reported on the ternary Ge:Sb:Te phase diagram.

Taken from [122]

often described as a Peierl distorsion where the bonding is insured by p-orbitals. It has been found

that the fast crystallization process induces structural defects, such as the presence of homopolar Ge-Ge

bonds, and the germanium segregation, yelding to a large number of vacancies [131].

Rhombohedral GeTe is ferroelectric and undergoes a ferroelectric-to-paraelectric transition at a Curie

temperature of Tc=705 K. The nature of this transition is still a matter of controversy, being described

either as a displacive transition to a rocksalt phase without distortion [132, 133, 127] or as an order-

disorder transition with randomly distributed local distortions [134]. We don’t enter into the detail of

such debate as it is out of the scope of our work.

4.1.2 Carbon-doped GeTe (GeTeC)

It has been found that doping GeTe by carbon [131, 135] or by nitrogen [136, 137] results in an increase

of the crystallization temperature. In the case of carbon doping, this was ascribed to the deep modifica-

tion of the amorphous structure in presence of carbon. Indeed, while, similarly to GeTe, strong chemical

order between Ge and Te and short Ge-Te bonds are present, Ghezzi and coworkers have shown that

strong changes at the second neighbors level take place [135]. Here C centered tetrahedral and trian-

gular units appear with the formation of long carbon chains. Breaking the C-C bonds in such chains

is an extremely endothermic process which could act as a barrier to crystallization [135]. Concerning

crystalline GeTeC, some XRD studies [138, 139] investigated the structural changes induced by carbon

doping, reporting that GeTeC with carbon content lower than 10%at. crystallizes in a rhombohedral

structure, like pure GeTe. But for C concentration higher than 10 %at. the structure becomes more and

more cubic and the distortions vanish. Moreover, the grain size was found to drastically decrease with

C doping from more than 100 nm in pure GeTe down to 20 nm [140]. A structural refinement aiming

to identify the position of carbon atoms in the crystalline phase has not been done however. Recent

studies, based on optic spectroscopies such as Fourier-Transform Infrared (FTIR) and Raman, indicate

that C-Ge or C-Te bonds, present in the glass phase, disappear upon crystallization. This suggests that

C migrates out of the GeTe crystalline grains, cumulating at the grain boundaries, likely limiting their
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growth, similarly to what reported in carbon doped Ge2Sb2Te5 [141].

4.1.3 Electronic properties

Electronic transport in amorphous GeTe takes place through a variable range hopping mechanism at

low temperatures, changing to a Poole-Frenkel mechanism (log σ � 1/T ) above 200 K with an activa-

tion energy for conduction being equal to half the band gap. This is indicative of a Fermi level pinned

in the midgap, a characteristic of chalcogenide glasses. The Seebeck coefficient is positive, typical of

a p-type conduction. The existing values in literature are reported on thin films and range between

S=600 μV/K [142] and S=880 μV/K [143] at room temperature.

Amorphous GeTe displays two striking electronic properties, as it is also the case in other PCM which

are highly relevant for their applications. The first one is the so-called "threshold switching". This term

denotes a phenomenon taking place at a distinct electrical "threshold" field Et ≈ 106 V/m at which the

initially high resistivity is dramatically reduced by orders of magnitude and a conductive state is created.

This state can be maintained unless the field falls below the holding field Eh < Et [115]. Presently, there

are no commonly accepted explanations for this phenomenon. Instead, some models suggest that the

decrease of the resistivity is associated to trap kinetics [144], other models propose an increasing carrier

mobility [145, 146] or field induced crystalline nucleation [147, 148] to be the physical origin of this

effect.

The second one is the so-called "resistivity drift", e.g. the fact that the electrical resistivity in the amor-

phous phase increases with time t after the amorphization [149]. This drift is usually associated to the

on-going structural relaxation and it is empirically described by a power law ρ ∝ (t/t0)
γ with γ ∼ 0.1

at room temperature [150].

Crystalline GeTe is a p-type degenerate semiconductor, which means that the Fermi energy resides in the

valence band, close to the valence band maximum [151, 152], giving raise to a metallic-like conduction.

This p-type behavior was ascribed to the presence of a high concentration of Ge vacancies (8-10%) as

the most easily formed intrinsic defects at equilibrium which represent a native p-type doping with hole

concentration typically higher than 5×1019 cm−3. It was explained by Edwards et al [151] by density

functional calculations which revealed that intrinsic defects like Ge vacancies form empty states at the

top of the valence band forcing the Fermi-level to shift into the valance band and leading thus to the

degeneracy. It was shown that the dominant contribution to the electrical resistivity at low temperatures

comes from temperature independent carrier-defect scattering while at high temperature carrier-phonon

scattering will become important.

The Seebeck coefficient is still positive in crystalline GeTe with a relatively low value in bulk GeTe at

room temperature S∼30 μ V/K [153] compared to thin films where it becomes ≈S=80 μV/K [143]. The

effect of C-doping on the electronic properties of GeTe is the subject of our study and will be presented

later in details.

4.1.4 Thermal properties

Few studies reported measurements of the total thermal conductivity at 300 K for thin films of GeTe in

the amorphous and crystalline phases. The amorphous phase has a very low thermal conductivity kT

∼0.2 W K−1m−1, similar to other chalcogenide glasses [154, 136]. As expected, this value is larger in

the crystalline phase where the reported data are scattered between 1.6 and 6 W K−1m−1 [154, 136, 155].

Such a large spread of values in the crystalline phase has been ascribed to a different content of defects,

namely the Ge vacancies, which depends on the growth process and is difficult to estimate and control.
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Crystalline GeTe exhibits a decreasing thermal conductivity with increasing temperature (higher than

300 K) and the total value is dominated by the electronic contribution [155].

The phonons contribution to the thermal conductivity in crystalline GeTe at room temperature has been

calculated and reported to spread from 0.1 to 4.1 W K−1m−1, following the spread of total thermal

conductivity values. C-doping has been recently found to dramatically affect thermal transport in the

crystalline phase. Indeed Kusiak and coworkers reported the first experimental measurements of the

thermal conductivity of C-doped GeTe thin films, measured by means of a modulated photo thermal

radiometry technique. While the thermal conductivity of the amorphous is basically unaffected, in the

crystalline films it is found to decrease by a factor as large as 10 with respect to pure crystalline GeTe,

independently on the C-content [140].

This is in contrast with the case of N-doped GeTe where it was found that N-doping could reduce the

thermal conductivity only by a factor of 2 [136].

4.1.5 Vibrational properties

The vibrational properties of amorphous GeTe have been largely investigated by optical spectroscopy

techniques, giving insights on the local structure [156]. As for acoustic vibrational properties, more

interesting for the understanding of thermal transport, and measurable with inelastic neutrons or x-rays

techniques, to our knowledge nothing has been reported yet.

The situation is different for the crystalline phase, for which an extended database of optic and acoustic

vibrational properties, measured by Raman spectroscopy [156] and nuclear inelastic scattering [157],

exists, in addition to several computer simulations [158].

Pure GeTe displays a narrow phonon energy range remaining below 25 meV and an acoustic energy

limit of about 12 meV. From density of states calculations, Pereira et al [157] reported a Debye sound

velocity of 1900 m s−1.

As for C-doped GeTe, calculations have shown that C-doping induces a strong decrease of the vibrational

density of states in the low frequency range (below 12 meV). It also induces a reduction of the Boson

Peak, likely related to an increased network rigidity [137].

4.1.6 PCM as potential thermoelectric materials

Crystalline PCM have recently attracted a novel interest for another kind of application than the memory

storage. Indeed their relatively low and tunable electrical resistivity together with a quite low thermal

conductivity makes them interesting materials for thermoelectric applications.

Thermoelectric applications exploit the capacity of a material, subject to a temperature gradient, to con-

vert this latter into an electric tension (in the case of generator) or inversely (in the case of refrigerator).

These transformations benefit from the Seebeck and Peltier effect respectively.

The efficiency of thermoelectric materials is typically described by the temperature dependent and di-

mensionless quantity ZT , defined as:

ZT =
S2

ρkT
.T (4.1)

where S is the Seebeck coefficient, defined as the ratio between the electric potential generated by a tem-

perature gradient and this latter, S =
ΔV

ΔT
, ρ is the electrical resistivity, kT is the thermal conductivity
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and T is the temperature in Kelvin. The ZT equation can be written differently as:

ZT =
P

kT
.T (4.2)

Where P denotes the power factor. Hence, the challenging task to obtain high ZT materials resides in

achieving simultaneously high electronic conductivity (low electrical resistivity), high Seebeck coeffi-

cient and a low thermal conductivity in the same material. So far, the state of the art of ZT points to a

value close to 1. This is illustrated in Fig. 4.2. which is taken from a review on thermoelectric materials

by Sootman et al [159].

Interestingly, many thermoelectric materials contain the same elements as typical PCM, which attracted

more attention to them. All Telluride-based materials show good values of ZT in the high temperature

range, from 300 K to 900 K.

In most cases, doping and alloy engineering approaches are used to optimize the structural stability and

thermoelectric properties of GeTe, such as Bi2Te3/GeTe [153],PbTe/GeTe [160] and SnTe/GeTe [161].

Given the recent results by Kusiak et al [140] on the surprisingly low thermal conductivity of GeTeC,

the crystalline phase of the system here investigated promises to represent a huge improvement on the

thermoelectric potential of GeTe without any complex engineering. In this work, we aim thus to clarify

the thermoelectric potential of fully and partially nanocrystallized GeTeC.

Figure 4.2: Temperature dependence of the thermoelectric figure of merit ZT in a selection of

state of the art thermoelectric materials. Taken from [159]

4.2 Sample preparation and characterization
We first present here the investigation of fully crystalline GeTeC samples, with respect to fully crystalline

GeTe. The aim of this work was first of all to understand the role of carbon on structure and properties

of crystalline GeTeC.
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4.2.1 Sample preparation

The as-prepared films were amorphous, and as such, electrically insulators. Crystallization was then in-

duced by annealing the samples in air, monitoring the resistivity as a function of temperature by means

of a four points probe. As it can be seen in Fig.4.3 the resistivity changes during the thermal protocol by

many orders of magnitude at the crystallization. C-doping induces a shift of the crystallization tempera-

ture, increasing the temperature range of stability of the glass, as previously reported in Refs. [131, 135].

Figure 4.3: Evolution of electrical resistivity as a function of temperature during crystallization

of GeTe and C-doped GeTe thin films.

4.2.2 Structural characterization

The structural characterization by means of XRD on samples from the same batch as ours was already

previously reported in Ref. [140]. Such data, as mentioned in section 4.1, show the disappearance of the

rhombohedral distortion with increasing C-content.

In order to get a better insight into the differences in crystalline structure due to C-doping, we have

investigated the structure of an amorphous and a crystalline sample with 9% at. C-content by means of

high resolution synchrotron based XRD. Such measurements were carried out at the diffraction station

of Beamline ID28 (ESRF) using an X ray beam with 1012 ph/s intensity in a 50 μm spot on the sample

at an energy of 23.7 keV.

The XRD spectra reported in Fig. 4.4 show no signature of texturing. They were further analyzed using

the Scherrer formula [98] in order to obtain the grain sizes. An average grain size of ≈ 18nm was found,

confirming previous reports in Ref. [140].

In the inset, a zoom of the two lowest peaks is reported. The lowest angle one, at ∼13.8 nm−1, is the peak

which in a rhombohedral structure should be splitted in two peaks. Here it is a single peak, suggesting

thus that at this carbon content there is no rhombohedral distortion, in agreement with literature. Still,

due to the broad peak, it is difficult to definitely rule out such distortion, which could be hidden by the

nanometric grain induced peak broadening.

As for the peak at about 14.5 nm−1, it corresponds to the [111] peak of pure Germanium. Similarly to
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pure GeTe, in GeTeC as well crystallization causes a partial Ge segregation, in contradiction with what

was generally thought. The difference is that here Ge is nanocrystalline, as the broad peak demonstrates,

while in pure GeTe, it can precipitate in micrometric crystals.

Figure 4.4: XRD pattern of a fully crystallized GeTeC sample (magenta) and amorphous sample

(blue) with 9%at. carbon content. The inset shows a zoom on the doublet peak around q 14

nm−1, which indicates the presence of rhombohedral distortions

Additional structural informations can be obtained with optical Raman spectroscopy. We have thus in-

vestigated a crystalline pure GeTe and GeTeC 9%at. samples by low-frequency Raman spectroscopy

at room temperature. The excitation laser had a wavelength of 532 nm, and the spectrometer used was

a LabRAM HR Evolution Raman Spectrometer, from Horiba Scientic, at the Centre Commun de Mi-

crospectrometrie Optique (CECOMO) in Lyon. The laser power was reduced to 1% of the normal power

by the introduction of filters, in order to reduce the sample heating, when investigating the low frequency

region. As for the high frequency region, explored for highlighting the presence of C-C vibrational sig-

natures, a weaker filter (5%) was used in order to have a more intense signal.

The low frequency data are reported in Fig. 4.5 (left panel). We find a striking similarity between the

two samples, suggesting no relevant difference between their vibrational properties. Moreover, a narrow

peak at ≈300 cm−1 confirms the presence of isolated Ge in both samples.

The right panel of Fig. 4.5 reports the frequency region around 1500 cm−1 for GeTeC. This is the region

where phonon modes relative to C-C bonds appear. Not only we do observe them, but also they have the

typical spectral appearance as in amorphous carbon [162], suggesting then the presence of amorphous

carbon in our crystalline sample.

Such results would be compatible with the suggestion by Kusiak et al [140] of an amorphous carbon

segregation to GeTe grain boundaries.
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Figure 4.5: Low frequency raman spectra of GeTe and GeTeC(left panel). Raman spectrum of

GeTeC at high frequency(right panel) indicating a typical amorphous carbon appearance.

With the aim of shedding light onto this question, we have performed a TEM investigation of crystalline

GeTeC 9%at. The crystalline sample was polished using Focused Ion Beam (FIB) procedure. The TEM

measurements were conducted by our collaborators at the CEA LETI using FEI TITAN Ultimate appa-

ratus. An example of TEM images is reported in Fig. 4.6, where a grain size in the 10-20 nm range can

be appreciated, confirming XRD results. Within the sensitivity of the technique, we did not observe any

signature of carbon in crystalline grains but only on the grain boundaries, as it can be seen in Fig. 4.7

where a color map of carbon signal is reported.

For the first time, we thus demonstrate that amorphous carbon do segregate during crystallization, pre-

cipitating to the grain borders. This means that GeTeC samples are indeed composites made of core

shells particles, where the core is the crystalline GeTe grain and the shell is amorphous carbon. We

also note a Germanium condensation around the crystalline grains in agreement with XRD and Raman

results on the presence of isolated Ge.

Figure 4.6: TEM images of a fully crystallized GeTe sample doped with 9%at. of carbon

annealed at 773 K. The carbon doping induces a reduction of grain size. Here the mean diameter

obtained is ≈20 nm
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Figure 4.7: Left: TEM image of a selected region in the 9%at. C-doped GeTe. Two crystalline

grains are clearly visible. Right: Image obtained by means of electron energy loss spectroscopy

of the same region as in the left panel. Red color corresponds to presence of carbon. It can be

seen that it concentrates on grain boundaries.

4.3 GeTe Versus carbon-doped GeTe
Our structural characterization has shown that fully crystalline GeTeC is in fact an amorphous/crystalline

nanocomposite made of two different materials: crystalline GeTe and amorphous carbon. As such this

is an ideal system for investigating transport properties in nanocomposites. By tuning the C-doping, we

will tune the amorphous content.

In section 4.3.1 we report and discuss the effect of C-doping on the electrical resistivity and Seebeck

coefficient. Section 4.3.2 will be devoted to the calculation of the power factor P in order to gain

additional informations about the potential of these materials in thermoelectric applications.

4.3.1 Electrical properties

4.3.1.1 Results

In Fig. 4.8 we report electrical resistivity measurements in pure GeTe and carbon doped samples in

the temperature range between 10 and 570 K. For the highest C-doping, we have reported data on two

samples, prepared at two different annealing temperatures. The low temperature data were obtained

using the Van Der Pauw method, while the higher temperature ones were measured using a four points

probe in air. As it can be seen from the figure, the low and high temperature data are in good agreement

within the uncertainty due to different experimental conditions.

Looking to the temperature dependence reported for T<300 K in Fig. 4.9, crystalline GeTe exhibits a

linear and positive TCR in the whole temperature range. This behavior is in agreement with the expected

metallic-like conduction present in a degenerate p-type semiconductor, as mentioned in section 4.1.3.

As for GeTeC samples, the TCR vanishes for the lowest amount of carbon doping (4% at.) before it

becomes negative for samples with C-content higher than 9% at., which indicates a change in the nature

of conduction from metallic to insulator. Moreover, the 16% at. doped sample displays a strongly

negative TCR, together with very high electrical resistivity, which however are both reduced with an

annealing to higher temperature. Hence, two phenomena are here present. The first one is the appearance

of some kind of transition from metal to insulator-like behavior with C-doping and the second one is an

effect of annealing on both absolute value of the electrical resistivity and its TCR.
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Figure 4.8: Temperature dependence of electrical resistivity as a function of temperature. Low

temperature data are reported with circles, high temperature ones with lines. Pure GeTe is

reported in blue, GeTeC in red (4%at.), green (9%at.), magenta (16%at. annealed at 723 K) and

black (16%at. annealed at 773 K). High temperature data for 16 %at. doping annealed to 723 K

are missing.

Fig. 4.10 shows the Seebeck coefficient as a function of temperature between 80 and 300 K for the

GeTe sample together with the C-doped samples. All samples exhibit a linear increasing temperature

dependence. Our measurements on pure GeTe are in a good agreement with the data provided by Chopra

et al in Ref. [143] on 200 nm thick GeTe samples (See Fig 4.10) where the rapid rise of thermopower

with increasing temperature has been ascribed to the enhanced scattering of carriers.

The absolute values at room temperature are 77.7, 61.5, 72.8 and 72±7 μV/K for pure GeTe and C doped

samples with ascending order of C-content, respectively. Hence, we observe only a very small change

with carbon doping, which remains below the error bars. This result suggests that C-doping does not

significantly affect the Seebeck coefficient leading thus to the same trend observed in GeTe thin films.

In addition to the absolute values and the temperature dependencies, the positive sign of the Seebeck

coefficient supports again the classification of all our samples as p-type semiconductors,

4.3.1.2 Discussion

First of all, it should be recalled that the carbon doped samples measured in this section are in fact

composites made of core shells structures, as already discussed in section 4.2.2, where the cores are

the GeTe grains and the shells are filled by the amorphous carbon. One can wonder thus, whether an

effective medium theory (EMT) can describe the variation of the room temperature resistivity upon C-

doping.

As a first step, we need to calculate the carbon volume fractions in each sample, starting from the mass

densities of the two phases and the known carbon atomic contents X . The GeTe density has been

measured by our collaborators at the CEA: ρGeTe = 5.38 g/cm3. For amorphous carbon, we take an

average density from literature ρC = 2.2 g/cm3 [163]. We can thus calculate the atomic volumes for both

components. If we define R =
atomic volume (C)

atomic volume (GeTe)
, the carbon volume fractions can be calculated
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Figure 4.9: Temperature dependence of the low temperature electrical resistivity normalized by

the room temperature value, for the crystalline GeTe sample (blue) and GeTe doped samples;

with 4 %at. (red), 9 %at. (green),16 %at. annealed to 773 K (magenta) and with 16 %at.

annealed to 723 K (black)

with Eq. 4.3.

f =
R.X

R.X + 1−X
(4.3)

We then obtain f=1.2, 2.8 and 5.3% for X=4, 9 and 16 %at. The volume fractions are thus very low and

below the percolation threshold. We have tried first to fit our data using a model describing a conductive

system presenting insulating inclusions given by the following formula:

σ = (1− D.f

d− 1
)

d

D (4.4)

Where d is the dimensionality of the system, d=3, and D is the fractal dimension (<3). However, this

model could not reproduce the peculiar behavior of the resistivity at room temperature and its important

increase for f = 5.3%, with physically meaningful parameters. We try thus to fit our data with the

generalized EMT presented in Ref. [164] given by:

ϕ1
σ
1/t
1 − σ

1/t
e

σ
1/t
1 −A.σ

1/t
e

+ ϕ2
σ
1/t
2 − σ

1/t
e

σ
1/t
2 −A.σ

1/t
e

= 0 (4.5)

Where ϕ1 and ϕ2 are the volume fractions of the phases 1 and 2 respectively, A is a constant that depends

on the percolation threshold ϕc (of the phase 2 in the phase 1) through the equation A = (1 − ϕc)/ϕc

and t is a constant representing the asymmetry of the microstructure in terms of connection between the

grains. The best fit with the generalized EMT is reported in Fig. 4.11. It can be seen that such model

fails in describing our data, suggesting that not only interface scattering plays here a role, differently

from the case of metallic glasses, but its role is also dominant. The EMT succeeds actually in predicting

the sign change in the temperature derivative of resisitivity (TDR) with C-content, still it cannot predict
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Figure 4.10: Seebeck measurement of crystalline GeTe and GeTeC samples, as a function of

temperature, compared with literature data from Chopra [143] on a 200 nm thick pure GeTe

film (green solid line).

the high electrical resistivity for our sample with the highest C-content. It is important to underline that

the sample reported for this tentative fit is the one annealed at the highest temperature, and thus with

the lowest room temperature resistivity and slope. As for the fitting parameters we find for amorphous

carbon an electrical resistivity going as ρ = 5300 − 3.5T ; the shape parameter t results t=2 and an

unphysical percolation threshold of ϕc=99% is found.

We focus first on the change of the temperature dependence upon C-doping and the fact that it becomes

negative.

C-doping causes a crystalline grain size reduction from ∼160 to ∼20 nm. One may thus wonder if an

enhanced grain border scattering could play a major role in GeTeC. In fact, Siegrist et al [165] reported

that the electron mean free path in GeTe is around 29 Å which is much smaller than the size of the

crystallites, thus ruling out any grain boundary scattering effect. Hence, we have to look elsewhere

for the explanation of our observations and more likely to possible electronic states localization effects

due to disorder. Here, a similar phenomenology (metallic to insulator transition) has been observed

in single crystalline GeTe nanowires with pre-induced structural defects. Indeed, under short voltage

pulses [166] or ion irradiation [167], dislocations and antiphase boundaries can be created, ultimately

leading to carrier localization and to a transition in GeTe from metal to dirty metal first and insulator

then. This latter state is achieved when a high degree of disorder is introduced, but still the system retains

its single-crystalline long-range order.

In our case, we can speculate that the difficult crystallization process, due to the need of breaking C-Ge

bonds and diffusing C atoms to the grain boundaries, causes a bad crystallization, so that crystalline

GeTe grains present more defects than when pure GeTe is crystallized. This can explain why even the

lowest C-content has already a remarkable effect on electronic properties. Still, such intrinsic defects

are likely not enough for inducing the transition from metal-like to insulator-like behavior. This can

be likely the result of a localization of charge carriers in the grain boundaries which are now filled by

amorphous carbon.

Grain boundaries can be described as potential barriers that the carriers need to overcome. It has been

recently shown that, if a random distribution of such barriers is assumed in granular semiconductors,
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Figure 4.11: Left: room temperature electrical resistivity and TDR (right) as a function of

carbon fraction (f).

energy filtering and carrier localization can take place [168].

On the other hand, the Seebeck coefficient does not exhibit much change with the carbon doping, which

means that the localization of electronic states does not have any effect on the Seebeck.

In the framework of the Bolzmann transport equation, the Seebeck coefficient can be written as [168]:

S =
1

qT
.

∫∞
0 Eτ(E)(E − Ef )g(E)∂Ef0dE∫∞

0 Eτ(E)(E)g(E)∂Ef0dE
(4.6)

Where g(E) is the density of electronic states,f0(E) is the Fermi-Dirac distribution function, q is the

carrier charge, τ(E) is the energy dependent carrier relaxation time, Ef is the Fermi energy and T is the

absolute temperature.

The localization would affect the relaxation time τ , which however appears both at numerator and de-

nominator in Eq. 4.6. If despite the localization, τ(E) keeps a fairly weak energy dependence, the

modified τ(E) can be extracted from the integral in both numerator and denominator and will cancel

out, thus leading to a lack of strong effect on the Seebeck coefficient. This picture is compatible as well

with the findings of Ref. [168], where it is reported that the effect on the Seebeck coefficient strongly

depends on the nature of grain boundaries and potential barriers distribution.

In the cited work, it was reported that the Seebeck coefficient should depend on the ratio between elec-

trical conductivity and localized carriers fraction χ: S = Ef −B(
σ

χ
)2/5 where Ef is the Fermi energy,

σ is the electrical conductivity and B is a parameter depending on material electronic properties. The

independence of the Seebeck coefficient on the carrier localization implies that the electrical conductiv-

ity is proportional to the amount of localized carriers χ.

Assuming this proportionality, and reminding that the EMT does not work here, we deduce that such

amount is not simply proportional to the carbon volume fraction. A more complex connection must

exist, related to the exact nature and geometry of the grain boundaries. Indeed, the localized carrier

concentration depends on the threshold mobility, which in turn depends on the potential barrier width
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on one hand, e.g. the thickness of grain boundaries, and its height on the other, e.g. the atomic bonds at

play. In order to get more insight on the relation between localized carriers and carbon content, further

investigations, such as Hall mobility measurements, would be needed, which however remain beyond

the scope of this work.

In the framework of a localization-dominated electron transport in GeTeC, the change in the slope and

absolute value of the resistivity with annealing can be explained as due to a partial removal of local-

ization and disorder with temperature. Indeed, it is largely known that TDR increases with decreasing

defect density [169, 170]. We can thus understand the observed phenomenology as due to a temperature

induced structural defects annihilation within the crystalline grains.

4.3.2 Thermoelectric potential of GeTeC nanocomposites

All sets of experimental data provided in this section have been combined to calculate the power factor

P =
S2

ρ
which is represented in Fig. 4.12. All alloys display a rising trend in P over the entire temper-

ature range comprised between 80 and 300 K used in Seebeck measurements. Crystalline GeTe exhibits

the highest power factor pointing to P=0.35±0.06 W/mK at 300 K. As for the C-doped samples, it is

clear that high C-content such as 16 %at. ultimately leads to very low power factors, due to the increased

electrical resistivity.

Figure 4.12: Power factor P =
S2

ρ
measured for crystalline GeTe and GeTeC samples. Here

we have reported only the sample at 16% at. content annealed at 723 K.

We calculate now the ZT using the thermal conductivity values provided in Ref. [140]. As shown

in Fig. 4.13, only small values of ZT were obtained for crystalline GeTe with a maximum value of

0.25±0.14 at 300 K. For the C-doped samples, higher thermoelectric efficiencies are observed with a

maximum value of ≈ 0.9 at 300 K in the samples doped with 4 and 9% at. As expected, the sample doped

with 16% at. displays the lowest ZT. However, this value can be enhanced to 0.95 by further annealing

the sample to 773 K, assuming that the annealing will not affect the Seebeck coefficient. Moreover, as
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Figure 4.13: Thermoelectric figure of merit ZT =
P

kT
calculated from the experimental data

for the crystalline GeTe and GeTeC samples. Here we have reported only the sample at 16% at.

content annealed at 723 K.

all alloys display a rising trend in ZT over the entire measured temperature range, we may expect to

reach even better thermoelectric efficiencies at temperatures above 300 K.

GeTeC composites appear then as very promising for thermoelectric applications. Still such promise

relies on the exceptionally low thermal conductivity of the C-doped crystalline phases.

We can use our electric measurements in order to obtain an indirect confirmation of Kusiak’s thermal

conductivity data, by calculating the electronic contribution. This can be done using the Wiedeman-

Franz law kel =
LT

ρ
, and calculating L with the model proposed by Kim et al [171] based on the

measured Seebeck coefficient S: L = 1.5 + exp(−| S |
116

). We then find for crystalline GeTe kel=1.2 W

K−1m−1 and for crystalline GeTeC kel=0.81, 0.95 and 0.14 W K−1m−1 for 4, 9 and 16%at. (annealed at

723 K) respectively. With the exception of the highest C-content, the electronic contribution in GeTeC

is surprisingly much larger than the total thermal conductivity reported by Kusiak et al [140] (kT =

0.2 ± 0.02 W K−1m−1), shedding a doubt on the reliability of their measurements. An experimental

verification of the values reported by Kusiak is thus mandatory for definitely assessing the potential of

these composites for thermoelectricity.

4.4 Effect of a partial crystallization
In the spirit of increasing the amorphous fraction in the GeTeC composites, rather than further increas-

ing the C-content, we have investigated partially crystallized samples. This section deals thus with com-

posites made of core-shells nanoparticles (crystalline GeTe grains surrounded by amorphous carbon)

embedded in a GeTeC amorphous matrix. In the first paragraph, we investigate the electrical properties

of partially crystalline GeTeC with 16 %at. C-content, chosen for its higher insulator behavior. In the

second paragraph, we address the thermal properties of our composites by a microscopic point of view.

As previously said, the thermoelectric potential of these materials resides in their reported low thermal
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conductivity. Since there are not any other macroscopic data to confirm it, we use x-ray inelastic scatter-

ing for investigating the phonons velocity and lifetime properties and getting a microscopic insight into

the thermal transport properties. For this study GeTeC with 9 %at. C-content has been selected as the

alloy with the best thermoelectric potential.

4.4.1 Electrical properties

We present here the investigation of the effect of a partial crystallization on the low temperature electrical

resistivity of GeTeC with 16 %at. C-content. Two samples, with 40 % and 60 % crystalline content, have

been measured between 10 and 300 K. Lower crystalline fractions resulted in highly insulator samples,

beyond the technical capability of our equipment. The temperature and crystalline fraction dependen-

cies are presented in Fig. 4.14. The room temperature resistivity decreases with the crystalline fraction

(Fig. 4.15), as expected.

Figure 4.14: Temperature dependence of electrical resistivity normalized by the room temper-

ature value for of GeTeC samples (16% at. of C-content) with crystalline fractions x=40%

(magenta), x=60% (blue) and x=100% annealed at 773 K (green).

The temperature dependence is illustrated in Fig. 4.15 where we report the Temperature Coefficient of

Resistivity TCR =
1

ρ0
(
∂ρ

∂T
) as a function of crystalline fraction, where ρ0 is the residual resistivity and

the quantity
∂ρ

∂T
is obtained by fitting the data for 150<T<300 K. Both measured composite samples

display a negative TCR, together with the fully crystallized sample, arising from the same insulator-

like behavior observed in the fully crystallized sample. Despite the negative sign, we can still observe an

increase of the TCR with increasing the crystalline fraction. This seems quite obvious, since the disorder

decreases with the crystallization.

In addition to electrical resistivity measurements, we have also looked into the effect of the partial

crystallization on Seebeck coefficient. Fig. 4.16 shows the temperature dependence of a composite

sample with a total crystalline fraction x = 60% compared to the fully crystallized one. Surprisingly, no
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effect has been observed: absolute value as well as temperature dependence are completely unaffected

by the partial amorphization of the sample. At this stage, we don’t have any explanation for this result.

More data on samples with different crystalline fractions are needed.

Figure 4.15: Left: Room temperature electrical resistivity of partially crystallized GeTeC as

a function of the crystalline fraction. Right: Temperature coefficient of resisitivity (TCR) in

GeTeC with 16% of C content, as a function of the crystalline fraction. Here the fully crystal-

lized sample is annealed at 773 K.

Figure 4.16: Temperature dependence of Seebeck coefficient in a 60% crystallized GeTeC sam-

ple with 16%at. C-content compared to a fully crystallized sample annealed at 723 K

4.4.2 Phonons transport

In order to have a better understanding of the underlying lattice dynamics responsible for the low thermal

conductivity in crystalline GeTeC, it is necessary to learn more about the phonon dynamics in such

material.
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We focus now on the phonon contribution in GeTeC with 9%at. of C-content. To this aim we performed

IXS measurements at ID28 at ESRF to measure phonons in two samples: a fully crystallized sample and

a partially crystallized one with x = 30%. The fully amorphous sample could not be measured due to

an extremely intense elastic line hiding all inelastic features. Data were collected in grazing incidence

geometry mounting the sample vertically and slightly tilted. The X ray energy was 17.8 keV, giving an

energy resolution of 3 meV. Three q points below 4 nm−1 could be measured as well using an X ray

incident energy of 23.7 keV with an energy resolution of 1.4 meV. The incident grazing angle was chosen

in order to reduce the silicon substrate contribution to the IXS signal. Then, data have been analyzed

using a DHO model for the inelastic excitation and a delta function for the elastic line, convoluted with

the experimental resolution.

We focus first on the fully crystallized sample. A selection of the obtained spectra is reported in Fig. 4.17,

for positive energy transfer and after subtraction of the elastic line. Despite the noisy signals, we can still

observe well defined modes. Two inelastic excitations were needed for q ≥ 7nm−1 where the highest

energy modes are ascribed to optic modes.

Figure 4.17: Inelastic X ray spectra in a fully crystallized GeTeC sample with 9%at. C-content.

The result of the fit with a DHO model is reported as well as a red line. In the bottom line two

excitations have been used for modeling the data, and are reported as dashed lines.

Fig. 4.18 shows the experimental phonon dispersions of the fully crystallized GeTeC sample, compared

with unpublished DFT calculations performed by J.-Y. Raty on a pure GeTe crystalline sample [172].

Only longitudinal acoustic modes are reported from theory.

We have marked in blue the experimental modes that we interpret as longitudinal, and in green and red

the optic modes. The lowest q-points, reported as squares, correspond to measurements performed at

23.7 KeV with a 1.4 meV resolution.

It can be seen that our longitudinal dispersion lies well in between the calculated longitudinal branches,

as it would be expected for a polycrystal dispersion. Indeed, in a polycrystal the observed longitudinal

dispersion is the orientational average of all directions in the single crystal. Starting from q=8.4 Å−1,

we start to see other modes, dubbed optic. More specifically, the longitudinal dispersion is stopped by
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the low-lying optic mode at ∼12 meV, here reported in green.

The agreement between our experimental data and the DFT calculations indicates that C-doping does

not affect the sound velocity, and in general the vibrational properties, of pure GeTe. This result is

in agreement with our findings on low-frequency optic modes as measured by Raman spectroscopy,

and ultimately is consistent with the picture of a composite made of crystalline GeTe nanograins with

unmodified elastic constants, with an amorphous carbon shell,

Figure 4.18: Longitudinal acoustic and optic phonon dispersion of a fully crystallized GeTeC

sample with 9%at. C-content. Data are reported as symbols, with the following color code:

blue for longitudinal acoustic modes, green for the low-lying optic mode, red for higher energy

optic modes. Blue squares correspond to high resolution data collected with an incident energy

of 23.7 keV, bullets to data collected with an incident energy of 17.8 keV. Phonon branches

calculated by DFT on a single crystalline pure GeTe sample are reported for comparison (lines,

J.Y. Raty [172]).

As said, in polycrystalline materials, we measure a phonon dispersion which is the result of an orienta-

tional average of the phonon branches over all directions. In absence of external sources of a dramatic

phonon damping, the experimental phonon broadening corresponds then to the width of the branches

distribution.

In Fig. 4.19 we report the acoustic longitudinal phonons below q=8.4 nm−1, compared again with cal-

culations. In this case, however, we report as errorbars the experimental phonon broadening. It can be

seen that, starting from q=4 nm−1 and up to q∼8 nm−1 the phonon width is well compatible with the

longitudinal branches separation calculated by DFT. For q>8 nm−1 a large phonon broadening sets in,

due to the coming in of many optic modes, that we cannot experimentally resolve. Such observation

would indicate that we are not measuring an intrinsic longitudinal phonon lifetime for q>4 nm−1.

To get more insight on the longitudinal phonon lifetime, the longitudinal phonon broadening given by

the energy width at each wave vector q, is plotted in Fig. 4.20. As we have previously mentioned,

the IXS signal is given by the dynamic structure factor, convoluted with the experimental resolution

of the spectrometer. Analytically, during a fit, we convolute a theoretical model with the experimental

energy resolution. In such convolution/deconvolution procedure we can reliably extract from our data
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Figure 4.19: Longitudinal acoustic and optic phonon dispersion of a fully crystallized GeTeC

sample with 9%at. C-content. Data are reported as symbols, with the following color code:

blue for longitudinal acoustic modes, green for the low-lying optic mode, red for higher energy

optic modes. Blue squares correspond to high resolution data collected with an incident energy

of 23.7 keV, bullets to data collected with an incident energy of 17.8 keV. The errorbars are here

reported as equal to the experimental phonon broadening. Phonon branches calculated by DFT

on a single crystalline pure GeTe sample are reported for comparison (lines, J.Y. Raty [172]).

only intrinsic phonon lifetimes larger than ∼ Γmin = Eres

5 . This defines then a lower experimentally

accessible broadening Γmin. On the other hand, the q resolution plays a role as well. Due to the

finite size of the horizontal slit in front of the analyzers, we do not measure a single point q in the

phase space, but a small q-range. In our experimental setup we measure Δq ∼ 0.34 nm−1. Such

q-spread converts into an energy-spread, due to the local slope of the acoustic dispersion, as each q

within this range will correspond to a phonon with different energy. It results then that an additional

experimental q-related energy resolution arises given by ΔEq =
∂E

∂q
.Δq. We report in Fig. 4.20 Γmin

calculated for an incident energy of 23.7 KeV (green) and 17.8 KeV (purple), and the calculated ΔEq

as a dashed line. It can be seen that the lowest q-value measured at 17.8 KeV (red data) is below the

minimum accessible broadening, and thus its numerical value is not meaningful. The same is true for

the lowest q value measured at 23.7 KeV (blue data). The q=3.4 nm−1 value measured at 23.7 KeV

corresponds in fact to the q-related energy resolution. Thus only broadenings measured for q>4 nm−1

are beyond the experimental resolution. Still, as observed from Fig. 4.18, at such values the measured

width corresponds to the branches separation. We can therefore conclude that in this sample we are

unable to access intrinsic phonon lifetimes, for any explored q.

Concerning the partially crystallized sample, we could obtain only 3 scans due to the bad quality of

signal and the high elastic line. We report them in Fig. 4.21, after subtraction of the elastic line. We have

chosen to fit the data with only one excitation: indeed, when the optic mode is visible (for example at

q=6.6 nm−1), it is weak and well distinct from the acoustic mode, so that neglecting it does not change

significantly the fitting results on the acoustic energy and width.

It can be seen from Fig. 4.22 and 4.23 that the partially crystalline sample exhibits a lower speed of
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Figure 4.20: Longitudinal phonon broadening of a fully crystallized GeTeC sample with 9%at.

C-content. of a fully crystallized GeTeC sample with 9%at. C-content. Blue bullets corre-

spond to high resolution data collected with an incident energy of 23.7 keV, red squares to data

collected with an incident energy of 17.8 keV. The green and purple lines correspond to Γmin,

calculated for an incident energy of 23.7 meV and 17.8 meV, respectively, and the black line

corresponds to the calculated experimental resolution ΔEq.

sound, and a much stronger acoustic phonon damping. From our data, we see that in the partially crys-

talline sample we do measure an intrinsic phonon broadening, going well beyond the phonon branches

separation of the fully crystalline sample, likely due to the important amorphous component.

Such contrast between composite and polycrystal, very different from what we have observed in the

metallic glass case, likely reflects an even stronger contrast of properties between amorphous and poly-

crystal. Indeed, as we don’t have data on the amorphous sample, we can only infer from these results

that in the glass the speed of sound would likely be even lower and phonon broadening even larger.

Moreover, our results shed another strong doubt on the thermal conductivity data by Kusiak on the fully

crystalline sample, concerning the vibrational contribution. We have seen that already the electronic con-

tribution as calculated using the Wiedemann-Franz law and our measured electric resistivities exceed the

thermal conductivity reported by Kusiak. One could argue that the validity of the Wiedemann-Franz law

is at this day still a matter of debate. However, when one looks at our vibrational results, it can be seen

that even disregarding the electronic contribution, our results are in contradiction with Kusiak’s data.

The first thing to notice is that in the amorphous sample the total thermal conductivity is fully vibra-

tional, the glass being insulator, and equal to 0.2 W K−1m−1. As Kusiak has reported the same total

thermal conductivity in the crystal, where normally the electronic contribution should not be absent, the

vibrational contribution in the crystal should be even smaller than in the glass. This could eventually

happen for a smaller phonon lifetime or a reduced acoustic phonon phase space in the crystal than in the

glass.

We have already seen that GeTeC has the same acoustic dispersion as GeTe, which means that there

is no reduction of the phonon phase space useful for heat transport with carbon doping. The speed of

sound of the fully crystalline sample is moreover about 20% higher than in the composite, and thus in
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Figure 4.21: Inelastic X ray spectra, for 3 different q-points, are reported after subtraction of the

elastic line for the 30% crystallized sample. The result of the fit with a DHO model is reported

as well as a red line.

the glass. It does remain thus only a short phonon lifetime as explanation for a low thermal conductivity

in crystalline GeTeC. More specifically, as the speed of sound is higher in crystalline than amorphous

GeTeC, phonon lifetime should be quite smaller in the former than in the latter in order to explain a

similar vibrational thermal conductivity.

In the fully crystalline sample we are not able to measure the intrinsic lifetime, as we in fact measure

only the experimental resolution at low q and the inter-branches separation at high q. We can only set

the experimental resolution broadening as un upper limit to the intrinsic phonon broadening in the poly-

crystal, Γmin=0.3 meV for q<4nm−1 and Γmin =2 meV for larger q, as limited by the phonon branches

separation.

On the other side, the phonon broadening in the composite can be taken as a lower limit for the one in

a fully amorphous sample, e.g. Γam ≥ 8 meV for q>5 nm−1. Taking the phonon at 5.4 nm−1 as rep-

resentative, the fully crystalline sample thus presents an acoustic phonon lifetime which is more than 4

times the one in the amorphous phase, resulting then in a thermal conductivity which, in a simple kinetic

formulation, should be about 6 times the one of the glass, taking into account the velocity increase with

crystallization. Our results thus strongly contradict Kusiak’s data, and challenge the interest of such

materials for thermoelectricity.

Finally, we can comment on the effect of the partial crystallization on phonon dynamics. A partial amor-

phisation induces an elastic moduli softening, as seen from the sound velocity decrease, and lifetime

reduction. Such behavior is different from the case of the metallic glass composite, where the same

crystalline fraction was leading to the same elastic moduli as in the polycrystal, and similar phonon

broadening.
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Figure 4.22: Longitudinal velocity of sound as a function of the wavevector q for the fully

crystalline sample and the partially crystallized one

Figure 4.23: Longitudinal phonon broadening as a function of wavevector q for the fully crys-

talline sample and the partially crystallized one

4.5 Conclusion
In this chapter, we have presented an experimental study of the transport properties of carbon-doped

GeTe. Two types of amorphous/crystalline composites have been considered. The first one is formed

by direct crystallization of glassy GeTeC. The so-obtained composite is in fact a polycrystal of core-

shell particles, composed of crystalline GeTe nanograins with amorphous carbon shells. The second

composite is obtained by partial crystallization of glassy GeTeC, thus resulting in core-shell nanograins

embedded in an amorphous GeTeC matrix.
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In the former composite, C-doping has been shown to induce metallic-like to insulator-like transition

in the electronic transport properties, which has been explained as due to a charge localization at amor-

phous grain boundaries. No strong effect is observed on the Seebeck coefficient, consistent with a picture

where the effect on Seebeck coefficient strongly depends on the geometry and energy details of the en-

ergy barriers at the grain boundaries. Interestingly, once the electronic contribution to the total thermal

conductivity is calculated, a strong disagreement with the ultra-low thermal conductivity reported by

Kusiak for crystalline GeTeC samples is observed, shedding a doubt on the reliability of literature re-

ports.

We have reported as well an electronic and vibrational characterization of partially crystallized GeTeC.

Once again the Seebeck coefficient is not affected while the electric resistivity displays a more and more

insulating behavior as the amorphous component increases.

Concerning vibrational properties, we find that the behavior is remarkably different from the one of

the metallic glass composite. In the case of GeTeC, the vibrational dynamics of the 30% composite is

dominated by the amorphous component, displaying a decrease of the sound velocity and strong phonon

attenuation.

Unable to measure the intrinsic phonon lifetime in crystalline GeTeC, we have used the experimental

data for setting a lower limit for it. Such value has been compared with the phonon lifetime as measured

in the composite, which represents an upper limit for the amorphous phase. The comparison clearly

points to a vibrational contribution to the thermal conductivity which is in the crystal at least 4 times

larger than in the glass, thus challenging once more the findings of Kusiak.

To summarize, we have here investigated a system which does present a strong contrast of electronic

and acoustic properties. Such contrast translates into the arising of charge localization effects at grain

boundaries, and in a different vibrational behavior with a partial crystallization with respect to the metal-

lic glass composite. Indeed the vibrational dynamics is now dominated by the amorphous component

for the same crystalline fraction at which in the metallic glass it was crystal-dominated.



Chapter 5

Thermal transport in
amorphous/crystalline composites:
numerical simulations

76



5. Thermal transport in amorphous/crystalline composites: numerical simulations 77

In the previous two chapters, we have presented an experimental investigation of the transport proper-

ties in amorphous/crystalline composites where we emphasized the importance of contrast of properties

between the crystalline inclusion and the amorphous matrix. In the present chapter we provide simula-

tions of the vibrational properties performed by means of molecular dynamics. We focus particularly

on investigating the effect of rigidity contrast between the inclusion and the amorphous matrix. In the

Stillinger-Weber potential introduced in Chapter 2, the parameter λ allows to tune the three-body term,

finally changing the system’s rigidity. In Ref. [173] it can be seen that all elastic moduli depend linearly

on λ. In this work the amorphous matrix is always described by a potential with λ = 21, while for the

inclusion we have used once λ = 21 and once λ = 100. A linear extrapolation of the elastic moduli as a

function of λ from Ref. [173] allows to estimate the expected change in the Young (E), the bulk (B) and

the shear (G) moduli. Specifically, it results E(λ = 100) = 4.6E(λ = 21), from which we can define

the rigidity contrast between inclusion and matrix as χ = E(inclusion)
E(matrix) . Therefore, in the first composite

we have χ = 1 and in the second χ = 4.6.

In the first part of this chapter, we report calculations of the vibrational density of states in an amorphous

sample and in the two composites with different χ. The section 5.2 reports a detailed analysis of the

dynamical structure factor providing insights on the sound velocity and the phonon lifetime. The effect

of rigidity contrast on the phonon mean free path is presented in section 5.3 by following the propa-

gation of a wave-packet at a given frequency. Finally in section 5.4, calculations of the total thermal

conductivity are provided.

5.1 Density of Vibrational States
The diagonalization of the dynamical matrix allows one to access the eigenmodes and the eigenfrequen-

cies of the system. The vibrational density of states (VDOS) can thus be obtained.

We have then calculated the vibrational density of states for three samples, one fully amorphous and

two composites with a different rigidity contrast, by summing the number of eigenmodes existing for

each frequency interval δω = 0.1 THz. This kind of calculations being heavily time-demanding, we

have kept the sample size reasonably small. In all cases we used a sample box with side of 30 Å. The

inclusion is spherical with radius 10 Å, which gives a crystalline volume fraction of 15%.

Examples of such eigenmodes can be seen in Fig. 5.1 for five distinct frequencies for the three samples.

The direction of each arrow represents the displacement direction of the corresponding particle and the

size of the arrow represents the amplitude of this displacement. At low frequencies (<1.8 THz), we can

observe propagating waves in the amorphous sample. For the two composite samples, the propagating

character is still visible and the particles belonging to both the crystalline and the amorphous part are

now moving together and become faster for the sample with χ = 4.6, due to the higher velocity of

sound inside the crystalline inclusion. At higher frequency (<6.2 THz), we don’t see any remarkable

difference among the three samples. Modes become more and more localized, for the highest frequency

(∼17.84 THz). Interestingly, while the spacial modes localization in the amorphous phase is random, in

the composite, modes appear to be localized around the inclusion, as it can be easily seen in the com-

posite with χ = 4.6.

The corresponding VDOS have been calculated around equilibrium at T=0 K and are reported in Fig. 5.2.

First of all, we notice that the VDOS starts at ω = 1 THz, being zero for lower frequencies. This is in

fact an artifact due to the limited size of our sample box. Indeed, the box side L imposes a lower limit

for the wave-vector and thus frequency that can be explored, qmin = π/L. Here it is qmin = 0.1 Å−1

which corresponds to ωmin � 1 THz. Looking now to the three samples, it can be seen that the DOS
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of the composite where there is no rigidity contrast between inclusion and matrix is basically indistin-

guishable from the DOS of the fully amorphous sample. Weak differences can be seen at high frequency

(ω > 10 THz), which seem to correspond to a shift of modes from the 16 THz peak.

The composite with a rigidity contrast χ = 4.6 shows stronger differences. Already in the acoustic part

of the DOS where both transverse and longitudinal modes are present (ω < 5 THz) we can see that the

slope of the DOS is smaller, which comes from a higher speed of sound. Moreover, the redistribution of

modes which were first localized in the 16 THz peak in the amorphous is now clearer: a density increase

can be in fact seen not only in the 10-14 THz region but also at high frequency, up to 25 THz.

The presence of the inclusion implies then a weak increase of the optic modes in the 10-14 THz for both

composites and for the composite with χ = 4.6 the appearance of modes above 20 THz. Such high

frequency modes can be understood when one considers that the normal modes of the inclusion will

shift to higher frequency with the stiffening of the elastic constants. One could expect that phonons with

a wave-length comparable to the inclusion size would be more affected by its presence. In our case this

corresponds to a q = 0.3 Å−1, which, as we will see in the next section, corresponds to energies between

1 THz (transverse) and 3 THz (longitudinal). We don’t see any special modification of the DOS in this

energy range. However, such energies remain at the limits of our calculations because of the limited box

size. We cannot therefore rule out an effect of the inclusion on these phonons. The lack of differences

in the acoustic part of the DOS for χ = 1 suggests that the thermal conductivity would not show a clear

change unless the phonon mean free path is strongly affected by the presence of the inclusion.

Figure 5.2: Vibrational density of states (VDOS) calculated for three samples, one fully amor-

phous (black) and two composites (volume crystalline fraction of 15 %) with a different rigidity

contrast between the amorphous matrix and the crystalline inclusion corresponding to χ = 1
(blue) and χ = 4.6 (red). More details can be found in the text.
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amorphous χ = 1 χ = 4.6

Figure 5.1: Example of modes of vibration for the amorphous and the two composite samples

with χ = 1 and χ = 4.6. Each row corresponds to a given frequency in THz. 1st row: 1.15,

2nd row: 1.79, 3rd row: 6.21, 4th row: 10.27, 5th row:17.84. The red dashed circles indicate the

perimeter of the crystalline inclusion.
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5.2 Dynamical Structure Factor
We present here the investigation of the dynamical structure factor in the same two composites with

χ = 1 and χ = 4.6. In order to get rid of any size effect and to be able to access lower wave-vectors

and thus energies, we have prepared relatively large samples. The amorphous box side was 60 Å, and

the inclusion radius 25 Å, giving thus a crystalline volume fraction of 30 %.

Using the protocol described in Chapter 2, we have calculated the longitudinal and transverse dynamical

structure factors at an effective temperature T = 100 K.

The intensity maps of the longitudinal and transverse dynamical structure factor is reported in Fig. 5.3

and Fig. 5.4 respectively for the two composites. It can already be seen in these intensity maps, that a

clear longitudinal and transverse acoustic branch is visible for χ = 1, while secondary, weaker branches

appear for χ = 4.6.

Figure 5.3: Intensity map of the longitudinal S(q,ω) in two composite samples with χ = 1 (on

the left) and χ = 4.6 (on the right)

Figure 5.4: Intensity map of the transverse S(q,ω) in two composite samples with χ = 1 (on the

left) and χ = 4.6 (on the right)

In order to treat these simulated data in a similar way to the one routinely used in IXS experiments, we

have followed what was done in Damart et al [82]. We have first convoluted the data with an experi-

mental resolution from the ID28 beamline of ESRF, corresponding to an incident energy of 23.7 keV.

This has allowed us to get rid of the noise of the data and obtain well resolved peaks.

We have then fitted such peaks using the same fitting function as the one used for our experiments on

metallic and chalcogenide glasses, made of a damped harmonic oscillator (DHO) model convoluted with
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the instrument resolution. We have thus obtained longitudinal and transverse dispersions and attenua-

tions.

5.2.1 Longitudinal Modes

The acoustic longitudinal modes for both rigidity contrasts χ = 1 and χ = 4.6 are shown in Fig. 5.5.

In this figure, the modes intensity has been multiplied by the squared phonon energy for better visibility

of higher frequency and much less intense phonons. The composite with χ = 1 exhibits a well defined

single phonon in the whole investigated q range, e.g. up to q = 0.7 Å−1. In the sample with χ = 4.6

instead, already for q = 0.2 Å−1 the phonon is splitted into several modes, giving rise to an envelop

which broadens as q increases, due to the different speed of sound of the single modes. Such spread of

the phonon can be thought of as a loss of propagative character. Usually, it is agreed upon, that beyond

the Ioffe-Regel limit the plane-wave phonon does not exist anymore, q is not a good quantum number

anymore and the observed mode is in fact the superposition of many modes. In this sense, the spread

of the phonon in many different phonons mimics what happens at the Ioffe-Regel limit in a glass, and

marks the end of the propagative regime [174].

Figure 5.5: Longitudinal acoustic phonons in two composite samples withχ = 1 (left panel)

and χ = 4.6 (right panel). As mentioned in the text, the intensity has been multiplied by the

squared phonon energy for better visibility. The two arrows in the right panel indicate the most

intense modes at q=0.3 Å−1.

Fig. 5.6 reports the corresponding longitudinal acoustic dispersions, together with data from Damart et

al [82] on a fully amorphous sample. It is important to mention here that the sample in Damart et al.

was prepared in the same way as ours (from the box size and the atomic potential used to the calculations

and data treatment of the S(q,ω)).

From the figure we notice that the sample with χ = 1 is in perfect agreement with the amorphous sam-

ple. This suggests that in the absence of rigidity contrast acoustic phonon energies are not perturbed by

the inclusion, in agreement with our results on the DOS.

In the case of the sample with χ = 4.6, we had to fit the data with several modes, sometimes up to 5

different modes. We have chosen to report here only the dispersion of the most intense two modes (as

indicated by two arrows in Fig. 5.5), together with the position of the center of mass of the phonons

envelop.

Surprisingly, the phonon here breaks up in slower and faster modes, but its center of mass has almost
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the same dispersion than in the sample with χ = 1, e.g. the one of the amorphous matrix.

From Ref. [173] , we can estimate the change in longitudinal (M = B + 4
3G) and transverse modulus

(G) with χ. We find
M(χ=4.6)
M(χ=1) = 2.8 and

G(χ=4.6)
G(χ=1) = 5. Remembering that longitudinal and transverse

sound velocities are defined as vL =
√

M/ρM and vT =
√

G/ρM , with ρM the mass density, it will be

vL(χ = 4.6) = 1.7 vL(χ = 1) and vT (χ = 4.6) = 2.2 vT (χ = 1).

Using the Reuss approximation for the homogenized calculation of the moduli [175, 176], for a crys-

talline fraction of 30%, we would expect Meff = ( x
Mc

+ 1−x
Ma

)−1, with M the longitudinal modulus,

with subscript a or c for amorphous and crystalline phase, and x is the crystalline fraction. The same

is true for the shear modulus. Using then the longitudinal and shear moduli for χ = 4.6, and calling

vaL/T the longitudinal/transverse velocity of the amorphous matrix, we find for x=30% vL = 1.11vaL and

vT = 1.14vaT .

Such increase is obviously not reproduced by the center of mass of the envelop, which closely follows

the phonon velocity in the amorphous sample, nor by all modes of the envelop, which present higher

and lower velocities. The effective medium approach cannot thus reproduce anything of the observed

phenomenology.

Fig. 5.7 reports the phonon broadening for the two samples, together with data on the amorphous sample

from Damart et al [82]. Here the perfect agreement between our sample χ = 1 and the amorphous one

confirms once again that in absence of rigidity contrast the dynamics is fully determined by the matrix.

This is quite interesting, as it means that the scattering from the interface, which would be expected to

further decrease the phonon lifetime, has in fact no effect when there is no rigidity contrast. The story

is different for the sample with χ = 4.6. Here both the two most intense phonons present a much larger

broadening, corresponding to a strong reduction of their lifetime. For q > 0.1 Å−1, their lifetime is

reduced by a factor of 2.

In order to quantify the information that the phonon is "single" for χ = 1 but breaks up into an envelop

of several modes for χ = 4.6, we report in Fig. 5.8 the full width at half maximum of the phonon en-

velop for the two samples, without deconvolution from the instrument resolution. The dramatic increase

of the envelop width in the χ = 4.6 sample, corresponds to such breaking into phonons much slower and

much faster than the ones of the amorphous matrix. All these observations suggest that heat transport is

dramatically affected when a rigidity contrast is present.
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Figure 5.6: Longitudinal acoustic dispersion for our samples compared with literature data:

composite with χ = 1 (green circles), the two most intense modes for the composite with

χ = 4.6 (violet square and red diamond), data from T. Damart et al. [82] (blue stars). The

dashed line represents the center of mass of the envelop of phonons for χ = 4.6.

Figure 5.7: Longitudinal acoustic attenuation for our samples compared with literature data:

composite with χ = 1 (green circles), the two most intense modes for the composite with

χ = 4.6 (violet square and red diamond), data from T. Damart et al. [82] (blue stars).
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Figure 5.8: Full width at half maximum (FWHM) of the longitudinal phonon envelop as mea-

sured on the spectra convoluted with the instrumental resolution, in the two composite samples.

As such, the FWHM is larger than the real envelop width, as there is still the broadening con-

tribution from the experimental resolution.

5.2.2 Transverse Modes

Fig. 5.9 reports the acoustic transverse modes for both rigidity contrasts with χ = 1 and χ = 4.6. In

both cases, we can observe well defined single phonons only up to q = 0.4 Å−1. Beyond q = 0.4 Å−1,

the single mode breaks down in several modes in both samples.

Figure 5.9: Transverse acoustic phonons in two composite samples withχ = 1 (left panel) and

χ = 4.6 (right panel). As for longitudinal modes, the intensity has been multiplied by the

squared phonon energy for better visibility.

The transverse acoustic dispersions are shown in Fig. 5.10. We report here for both samples only the

dispersion of the most intense mode, together with the position of the center of mass of the phonons
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envelop for χ = 4.6. We report as well, as dashed and dotted lines, the most intense higher and lower

energy modes in the phonon envelop for q>0.4 Å−1. Surprisingly,the dominant mode is the same in the

two composites and follows the phonon in the amorphous phase. The two "side-modes" are very close

to each other between the two composites, and have higher and lower speed of sound with respect to

the dominant mode. Other, less intense, modes are present at higher and lower frequency. The rigidity

contrast plays a role only at high energies: weak peaks with high energies up to 6 THz at q=0.7 Å−1

appear in the sample with χ = 4.6, as it can be seen in Fig. 5.9.

We report in Fig. 5.11 the broadening of the dominant mode in the composites, compared with the

phonon mode in the amorphous sample from Damart et al. [82]. The presence of an inclusion with no

rigidity contrast does not affect the phonon lifetime, while for χ = 4.6 a lifetime reduction of about a

factor of 2 is observed for q>0.3 Å−1.

We follow now the width of the phonon envelop in the two composites without deconvolution from the

instrument resolution as reported in Fig. 5.12. We observe that while at low q the behavior is very similar

between the two composites, the envelop for χ = 4.6 is clearly larger for q>0.4 Å−1.

It is important to notice that even in the fully amorphous sample a breaking of the transverse mode in

an envelop of modes was reported at high q [82]. So, this breaking is not related to the inclusion, but

does correspond to the crossing of the Ioffe-Regel limit in the amorphous matrix. The inclusion effect

appears only in the composite with a rigidity contrast, which exhibits a larger envelop FWHM when

such breaking takes place. It is worth underlying that when we calculate the FWHM of the envelop,

we neglect the lower intensity modes, which are shifted to much higher and lower frequencies, and thus

would even increase the envelop FWHM in the composite with χ = 4.6.

Figure 5.10: Transverse acoustic dispersion for the composite samples: χ = 1 (blue circles)

and χ = 4.6 (red squares). The magenta dashed and black dotted lines denote the most intense

higher and lower energy modes in the phonon envelop for χ = 1 and χ = 4.6, respectively
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Figure 5.11: Transverse acoustic attenuation for the amorphous from Damart et al [82] (blue

stars) and the composite samples with χ = 1 (green circles) and χ = 4.6 (red squares)

Figure 5.12: Full width at half maximum (FWHM) of the transverse phonon envelop as mea-

sured on the spectra convoluted with the instrumental resolution, in the two composite samples.

As such, the FWHM is larger than the real envelop width, as there is still the broadening con-

tribution from the experimental resolution.

5.2.3 Discussion

Summing up, we have seen different behaviors with the rigidity contrast in longitudinal and transverse

phonons in the composites.

In absence of rigidity contrast, phonon dynamics is unperturbed: speed of sound and phonon damping
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remain the same in the composite χ = 1 with respect to the amorphous sample for both polarizations.

In presence of a rigidity contrast, longitudinal dynamics is strongly perturbed as well: the single phonon

breaks down in several modes since the smallest investigated q. Transverse dynamics however is very

similar to the case χ = 1, with no evident rigidity effect on the phonons dispersion. When looking at

the dominant mode lifetime, the rigidity contrast reduces it by a factor of ∼2, for both polarizations.

In both samples and polarizations therefore, dynamics remains dominated by the amorphous matrix, as

the phonon envelop still moves on with the speed of sound determined by the amorphous sample, but the

single phonon lifetime decreases of about a factor of 2 when the rigidity contrast increases by a factor

of ∼5.

One can wonder where does the phonon splitting come from. As said, the breaking of the single mode

in an envelop of modes was already reported in Damart et al [82] for the transverse polarization in the

fully amorphous sample. This is likely the manifestation of the crossing of the Ioffe-Regel limit. The

novelty in the composite with χ = 4.6 is that the longitudinal mode splits as well in an envelop of

modes, and this since the lowest q investigated, and the envelop generated by the transverse mode is

much larger than in the composite without rigidity contrast. We can speculate that in presence of the

inclusion, the splitting is larger because the amorphous phonon is projected onto new modes introduced

by the inclusion, among the crystalline acoustic branches with different speeds of sound due to the elastic

contrast.

Our observations thus suggest that the transport mechanism changes in presence of crystalline inclusions

with high rigidity contrast due to a larger phonon splitting and single mode lifetime reduction. We would

thus expect to observe a reduction of the thermal conductivity.

5.3 Propagation of a Wave-Packet
Successively, we have investigated the propagation of a longitudinal wave-packet centered at an energy

of 5 THz, in the two composites, at 100 K. For this study we have chosen a box side of 60 Å, and a

radius of the inclusion R of 10 and 25 Å, corresponding to crystalline volume fractions of 1.9 and 30%

respectively. A series of 12 boxes aligned along the propagation direction has been used, in order to let

the wave-packet well propagate without reflection effects from the end of the system.

First of all, we have followed the displacement of the wave-packet center of mass in the 4 systems

(R=10 Å and R=25 Å with χ = 1 and χ = 4.6). We report it in Fig. 5.13: here it can be seen that

for R=10 Å the center of mass position increases linearly with time whatever the value of χ, which

corresponds to a propagation of the wave-packet. However, for R=25 Å and large rigidity contrast, the

wave-packet is seen to move diffusively. We can analyze the propagation of the wave-packet at short

times. Following the protocol described in Chapter 2, we calculate the repartition of the kinetic energy

along the sample during the wave-packet propagation. The resulting kinetic energy envelopes are re-

ported in Fig. 5.14 and Fig. 5.15 corresponding to the composites with inclusions radii R=10 Å and

R=25 Å respectively. We fit the envelope of all energy profiles using the Beer-Lambert law [177],

E = A exp(−x/l) where l is the mean free path of the wave-packet. All our results for the 4 systems

are summarized in table 5.1.
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R=10 Å R=25 Å

l (Å) for χ = 1 594 477

l (Å) for χ = 4.6 778 111

Table 5.1: Mean free path obtained from the fitting of the envelopes of propagating wave-

packets with the Beer-Lambert Law for two composites with different radii and rigidity contrast

(see text for details)

We notice that:

• For R=10 Å corresponding to a small inclusion volume fraction (1.9%), the phonon mean free

path (MFP) l surprisingly increases by 30% from χ = 1 to χ = 4.6. As we don’t see any

reduction of l, as we would expect in case of an enhanced diffusion at the interface, we deduce

that the inclusion is too small for giving a noticeable interface effect. The unexpected mean

free path increase is likely related to the higher velocity of the longitudinal wave-packet in the

composite with χ = 4.6. Still, when we look at the velocity of the center of mass, we find that

it increases only by 5% changing χ by a factor of 4.6. The wave-packet velocity alone cannot

thus explain such MFP increase. At this stage, we don’t have an explanation for it and further

investigations are required.

• When the inclusion size increases giving rise to a larger volume fraction of crystal (30%) and in

the absence of rigidity contrast, the MFP decreases by 24%. Such a crystalline fraction change

would give, in the EMT approach, an increase of the sound velocity by 15%. The decrease of the

MFP with the inclusion size is then due to a major importance of the interface, which is now able

to scatter the wave-packet and reduce its lifetime, more than what would be in a fully amorphous

sample.

This effect is more pronounced when χ = 4.6 where the MFP decreases by a factor of 7, increas-

ing the crystalline volume fraction, suggesting thus that the wave-packet is much more scattered

at the interface in the presence of rigidity contrast.

• For R=25 Å, the effect is the most dramatic. Here we have 30% crystalline fraction and we find

a decrease in l which approximately mimics the rigidity contrast increase, as it decreases by a

factor of 4. In the case of χ = 4.6, l corresponds in fact to an attenuation length, as the regime is

totally diffusive. Using an EMT approach, we would expect a velocity increase of 34% with the

rigidity contrast. Despite such higher velocity, the fact that l decreases indicates the presence of a

strong interface scattering, dramatically decreasing the wave-packet lifetime.

We globally can conclude thus that the rigidity contrast plays indeed the major role, still the inclusion

needs to be large enough for the interface to effectively scatter the wave-packet. At this point, we can

wonder whether we can relate the results for the inclusion radius 25 Å to our results on the longitudinal

dynamic structure factor reported in section 2 for the very same system. The longitudinal wave-packet

with an energy of 5 THz corresponds to a longitudinal phonon with q=0.6 Å−1. From the previous

section, we know that at this q the single longitudinal phonon does not exist anymore in the χ = 4.6

composite but is broken in an envelop of modes with higher and lower velocities. The single mode

lifetime is reduced only by a factor of 2, which cannot explain the strong MFP reduction observed for the

wave-packet here. However, when the phonon breaks into an envelop of modes, its energy is obviously

spreaded all over them and will thus be carried with different velocities and in different directions, as
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determined by the inclusion orientation. This is likely the real reason behind the strong reduction of the

MFP of a propagating longitudinal wave-packet in presence of rigidity contrast.

Figure 5.13: The center of mass R(t) of a traveling wave-packet is reported as a function of time

and rigidity contrast in a composite with an inclusion radius of 10 Å (left) and R=25 Å(right).

Figure 5.14: The evolution of the kinetic energy envelopes (E) along the direction x resulting

from the propagation of waves in two composites with an inclusion radius R=10 Å and different

rigidity contrast.
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Figure 5.15: The evolution of the kinetic energy envelopes (E) along the direction x resulting

from the propagation of waves in two composites with an inclusion radius R=25 Å and different

rigidity contrast.

5.4 Thermal conductivity
As described in chapter 2, we computed the thermal conductivity using the Green-Kubo formalism. The

simulations were performed on composites made of a spherical inclusion embedded in a cubic amor-

phous matrix. As for the previous simulations, two rigidity contrasts have been investigated considering

the case χ = 1 and χ = 4.6. In order to prepare samples with different crystalline fractions, we have

modified both the box and inclusion sizes, the inclusion radius ranging from 5 to 30 Å, and the box

side from 30 to 100 Å. One could wonder whether samples with different box sizes are comparable or

whether finite size effects could appear in the smallest box. The consistency of all our results, inde-

pendently on the box size, confirm that all data are indeed comparable and we don’t have any finite size

effect. This is consistent with Ref. [178], where a study of the thermal conductivity of amorphous silicon

as a function of the box size has shown that the size effect is strong only for box size less than 30 Å.

Between 30 and 100 Å, it is very weak, leading to an increase of kT from 1.5 to 1.7 W/mK.

In Fig. 5.16, the thermal conductivity is plotted as a function of crystalline volume fraction at room

temperature for the two configurations. The uncertainties are estimated by calculating the difference be-

tween the maximum and minimum values in the conductivity plateau. In the bulk amorphous sample, the

thermal conductivity is 1.7±0.2 W K−1m−1, which is in a good agreement with literature [179, 180].

Concerning the composite samples, the thermal conductivity increases linearly with the crystalline frac-

tion for the two rigidity contrasts. Surprisingly, the rigidity contrast does not have any effect on the

conductivity: the two curves exhibit indeed the same trend and are very close. We report in Fig. 5.17

the same data normalized to the amorphous thermal conductivity: here we can see that for a crystalline

fraction of 43% the total change in the thermal conductivity is about 55% independently of the rigidity

contrast.
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Figure 5.16: Thermal conductivity as a function of crystalline fraction, at room temperature

Figure 5.17: Thermal conductivity as reported in Fig. 5.16, normalized by the conductivity of

the amorphous sample (kamorph) plotted as a function of crystalline fraction, at room tempera-

ture

Generally speaking, we would expect two possible opposite cases:

• Due to the acoustic mismatch, the phonons lifetime should be reduced in the sample with χ = 4.6,

leading to a smaller thermal conductivity than in the sample with χ = 1.

• Due to the increased speed of sound, the thermal conductivity in the sample with χ = 4.6 should

be higher than in the sample with χ = 1.
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We have seen that the DOS changes remarkably when the rigidity contrast is increased, even if only in

the high frequency part of the vibrational spectrum. A slope cange at low energy corresponds to a higher

speed of sound in the composite with χ = 4.6.

Concerning the speed of sound, when we look at our results on the dynamical structure factor S(q, ω),

we see that in the sample with higher rigidity phonons lose very rapidly their propagative character,

breaking down into an envelop of modes with different sound velocities, going from slower to faster

with respect to the composite with no contrast. The envelop center of mass basically has the same speed

of sound than in the amorphous sample. Concerning the single phonon lifetime, it strongly decreases in

the sample with χ = 4.6, and the propagative to diffusive crossover takes place much earlier than in the

sample χ = 1 and the amorphous alike, thus we would expect to see a thermal conductivity reduction

in the sample with the higher rigidity contrast. It is true that the S(q,ω) simulations were carried out at

low temperature ≈ 10 K, so that we do not have any certitude about expecting the same MFP reduction

at room temperature. Still, it seems reasonable that the observed phonon lifetime reduction would hold

at room temperature as well. It remains thus difficult to understand the lack of rigidity contrast in the

results on the thermal conductivity when we look only to the acoustic dynamics.

We can instead understand it when we look at the relative acoustic and optic contributions to the ther-

mal conductivity. Indeed, it has been reported ([180]) that the room temperature thermal conductivity

in amorphous silicon is due to acoustic modes only for 30%, the main contribution coming from the

diffusive optic modes. Therefore, even if the differences that we have observed on the acoustic modes

propagation lead to different acoustic contributions, they will account only for 30% of the total thermal

conductivity.

In presence of a diffusive transport mechanism, the thermal conductivity is not related to phonon life-

time or mean free path, but to the phonon diffusivity. We can thus understand our results assuming that

the optic modes diffusivity is not strongly affected by the rigidity difference between the matrix and the

inclusion.

We may expect to see a different behavior at low temperature, where optic modes are not thermally

populated and the thermal conductivity only arises from acoustic modes. At this point, the effect of the

rigidity contrast onto the phonon propagation will necessarily lead to an effect on the thermal conduc-

tivity. From Ref. [180] we see that already below T = 100 K the thermal conductivity is determined

basically only by acoustic modes. Taking into account quantum effects in classical molecular dynam-

ics simulations on disordered systems is however not trivial. Several techniques have been developed

([178, 180]), but we have not used them in this thesis work. This remains indeed as an interesting

perspective of our study.

5.5 Summary
In this chapter, our results of numerical simulations of vibrational properties in composite systems have

been presented. We have observed that the rigidity contrast causes a considerable modification of the

vibrational density of states making evidence of the appearance of additional optic modes at high fre-

quencies. In addition, our simulations of the dynamical structure factor and that of the propagation of

a longitudinal wave-packet indicate that the sound velocity, the phonon lifetime and mean free path can

be dramatically affected by the presence of a rigidity contrast between the inclusion and the amorphous

matrix. Despite such strong effects reported in the acoustic dynamics, we don’t have observed any effect

of the rigidity contrast on the room temperature thermal conductivity. This is quite surprising, but could
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be explained by the fact that at room temperature acoustic modes account for only 30% of the thermal

conductivity. Future work should thus look at the effect of the rigidity contrast on optic modes and

on their diffusivity in order to explain the thermal conductivity results, or to the thermal conductivity

at low temperature. Indeed, acoustic dynamics dominates heat transport only at low temperature, T <

100 K. However, the calculation of the thermal conductivity at such temperatures requires the use of

other molecular dynamics techniques, taking explicitly into account quantum effects.



Conclusion

This thesis presents a coupled experimental and theoretical investigation of the transport properties in

amorphous/crystalline nanocomposites. Our work specifically focuses on the effect of the contrast of

electric and elastic properties between the two phases on transport in the nanocomposite. To this aim,

on the experimental side we have chosen 2 different composites, based on a metallic glass and a chalco-

genide glass, going from no contrast to a great properties contrast. On the theoretical side, we have

realized ideal silicon-based systems where we have artificially modified the elastic moduli of the crys-

talline nanoinclusion, from no contrast to a rigidity contrast of a factor of about 5.

All our results point to a relevant importance of the properties contrast, so that in absence of an important

contrast of properties, electrical resistivity of the composite can be described by an effective medium

theory, taking only into account the nanometric size of the crystalline grains, and phonon transport

properties are essentially identical between the fully amorphous, fully nanocrystalline and composite

samples. This is the case of the MG based composite, where the nanocrystalline grain nature of the fully

crystalline sample, as well as the presence of minority crystalline phases, is responsible for an enhanced

electron and phonon scattering, so that its electrical resistivity is only 20% smaller than in the glass, and

its phonon attenuation is very similar.

As a consequence, we have found that the electrical resistivity linearly decreases from the glass to the

polycrystal with no enhanced interface scattering effect. As for the phonon transport, we find that while

phonon attenuation is not affected, the transverse velocity of the composite and the fully crystalline sam-

ple is higher than in the glass, on a macroscopic and mesoscopic lenghtscale. Such shear hardening can

be in fact related to the glass matrix structural relaxation, which takes place during the thermal protocol

for preparing the composite. It affects thermal transport with an almost negligible increase of the vibra-

tional component of only 2%.

More interesting is the case where there is contrast of properties between the two phases. This is the

case of chalcogenide based composites. In particular, we have focused on carbon doped GeTe systems,

GeTeC. Such system has allowed us to investigate two kinds of composites: the one made out of glassy

GeTeC by partial crystallization, and the one represented by the fully crystallized GeTeC.

Indeed, during this thesis work, we have found out that crystallized GeTeC is in fact a nanocompos-

ite made of core-shell nanograins: GeTe crystalline grains surrounded of amorphous carbon. As such,

while the amorphous component is very small (a few percent in volume), it presents a huge contrast of

properties between the two phases. The composite obtained by partial crystallization of GeTeC is still a

composite with a good contrast of properties, as the electrical resistivity drops by orders of magnitude

at the crystallization.

The core-shell nanoparticles composite is found to be the most interesting. Concerning electric transport,
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we find that a metal-like to insulator-like transition takes place with the carbon addition, as a function of

carbon content, which cannot be explained with the simple effective medium approach. Still, the See-

beck coefficient is apparently not affected by the carbon addition with respect to a pure GeTe polycrys-

talline film with larger grains. We have interpreted such observations as due to the electron localization

at the amorphous grain boundaries, in agreement with many theoretical studies on nanocomposites and

nanograins in polycrystalline chalcogenides. The lack of effect on the Seebeck coefficient is consis-

tent with this picture, as its sensitivity to heterogeneities is reported to strongly depend on the potential

barriers width and heigth at the grain boundaries.

Concerning thermal transport, the core-shell system has been reported to exhibit the same thermal con-

ductivity as the fully amorphous GeTeC. This is extremely intriguing, and makes this system promising

for thermoelectric applications, even if the Seebeck coefficient is unaffected by the nanostructuration.

However, our results are in contradiction with such reports. Indeed, already the electronic contribution

to thermal conductivity as calculated from our electric measurements, is larger than the reported total

thermal conductivity, shedding thus a doubt on its reliability. Moreover, we have performed phonon

measurements by inelastic x ray scattering and found that the phonon attenuation in a 30% crystallized

sample is much larger than in the fully crystalline system. In this latter we are not measuring the intrinsic

phonon broadening, due to the fact that we measure in fact a distribution of phonon branches, and thus

the broadening of this latter. Still, we can assess an upper limit for the intrinsic phonon broadening,

which results several times smaller than in the composite.

As the phonon broadening in the composite likely corresponds to a lower limit for the one in the fully

amorphous sample, such result tells us that the core-shell system has phonons with much longer lifetime

than the amorphous, and higher velocity as well. Our results point thus to a better vibrational thermal

transport contribution than in the fully amorphous. As this is the conclusion from our electric data as

well, we can only conclude that the thermal conductivity of the core-shell system is necessarily much

larger than in the amorphous.

Concerning the electric properties of the second type of chalcogenide composite, the partially crystal-

lized GeTeC, the electric transport is always insulator-like, with an increase of the insulating behavior

with the amorphous content, as it can be expected.

Our experimental results can be fully understood at the light of our numerical simulations findings.

Indeed we have found that in absence of rigidity contrast no effect is visible in the vibrational properties:

phonon density of states, acoustic modes velocity and lifetime, are exactly the same as in the fully

amorphous sample.

In presence of rigidity contrast we find that the vibrational dynamics is dramatically affected. Beside

the mild changes of the density of states, both longitudinal and transverse phonons break down in an

envelop of modes and the individual phonon lifetime is strongly reduced.

We can get a good insight on the changes in the thermal conductivity looking at the propagation of a

phonon wave-packet in the system. For this, we have investigated the propagation of a longitudinal

phonon wave-packet centered at 5 THz, with a wavelength smaller than the inclusion size. Here we

can see that the introduction of the rigidity contrast dramatically affects the propagation of the wave-

packet when the inclusion size is large enough to give rise to interface scattering. The mean free path

is strongly reduced, and a diffusive regime appears in the wave-packet propagation. Unfortunately all

these intriguing microscopic results do not reflect into a modified room temperature thermal conduc-

tivity, as simulated with the Green-Kubo formalism in composites with different volume fractions. We

have understood such a lack of effects as probably due to the fact that at room temperature heat is mainly
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assured by non propagating optic modes, while we have investigated only the acoustic dynamics, and

only at low temperature.

The results obtained in the framework of this thesis have thus provided a combined macroscopic and mi-

croscopic point of view of the thermal and electronic transport in crystalline/amorphous nanocomposites.

Many aspects of this thesis require more investigations. In particular, an accurate measurement of ther-

mal conductivity in crystalline GeTeC is necessary to solve the contradiction with our microscopic re-

sults and assess the potential of GeTeC for thermoelectricity. Furthermore, Hall mobility measurements

in GeTeC would be needed in order to better understand the C-doping induced electronic localization.

On the other hand, more work should be done in order to understand the effects of amorphous/crystalline

heterogeneities on the Seebeck coefficient. In this perspective, theoretical investigations would be

needed in order to shed more light on the role of the grain boundaries with tuning the geometry and

size of energy barriers at crystalline/amorphous interfaces.

Beyond the specific systems here studied, the future experimental work should focus on the effect of

the properties contrast on transport, spanning different systems, where the crystalline inclusions are not

made of the same elements as the matrix. GeTeC represents indeed a first step in this direction, but

the amorphous content is likely too small to really affect phonons. Larger C-contents should be thus

investigated, despite the resistivity increase associated. Other systems, made ad hoc for getting strong

contrast, are the natural continuation of this work, with inclusions harder and softer than the matrix, as

well as more and less insulating.

Concerning our theoretical results, more numerical simulations require to be done, in particular thermal

conductivity simulations at low temperature where we expect to see a considerable effect. As said in the

manuscript, such calculations require corrections to the simulations, for taking into account the quantum

effects for a reliable study at low temperature. The same kind of correction would allow to calculate

the cumulative thermal conductivity and thus isolate the effects of the acoustic dynamics change onto

thermal transport at room temperature as well.

During this thesis work, some trainees have started to investigate the same systems by finite elements

modeling, which allows to simulate much larger systems, with very short simulation times. The first

results on the propagation of a longitudinal wave-packet are in a very good agreement with ours.

This method will allow mapping the effect of rigidity contrast, inclusion size and spacial distribution on

the propagation of a wave-packet much more rapidly than with molecular dynamics, then identifying

the most interesting systems to be investigated with molecular dynamics for a microscopic view. This is

indeed a very exciting perspective for the theoretical work.
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L’effet d’une nanocristallisation partielle sur les propriétés de transport dans les composites
amorphe/cristal

Les besoins technologiques toujours grandissants dans la société moderne suscitent la nécessité de

développer des matériaux multifonctionnels innovants. Ceci est vrai surtout dans des domaines de

pointe, tels que la microélectronique et la conversion d’énergie, où on demande aux matériaux de limiter

la dissipation de chaleur tout en ayant de bonnes propriétés électroniques.

L’optimisation d’un tel type de matériaux est toutefois complexe: une forte réduction de la conductivité

thermique se fait en général aux dépenses de la conductivité électrique. Une stratégie qui a été récem-

ment introduite est de développer des matériaux hétérogènes à l’échelle nanométrique, dits "nanocom-

posites". Malgré le potentiel dont ils ont déjà fait preuve, à ce jour la compréhension fondamentale de

leurs propriétés reste encore limitée.

Dans cette thèse nous présentons une étude fondamentale des propriétés de transport dans des compos-

ites basés sur une matrice amorphe contenant des inclusions cristallines de tailles nanométriques, afin

d’acquérir une compréhension microscopique des mécanismes en jeu.

Pour ce faire, nous avons effectué une étude expérimentale dans deux composites intermétalliques, un

verre métallique et un verre chalcogénure, obtenus par cristallisation directe du verre. Nous avons pu

mettre en évidence un comportement fortement dépendant du contraste de propriétés entre la matrice

vitreuse et les inclusions cristallines. Nos conclusions ont trouvé confirmation dans des simulations

numériques par dynamique moléculaire que nous avons effectué sur des systèmes modèles, qui ont en

effet permis de mettre en évidence l’effet d’un contraste de rigidité sur les propriétés vibrationnelles de

ce type de composite.

The effect a partial nanocrystallization on the transport properties of amorphous/crystalline
composites

Face to the growing technological needs in the modern society, the need has arisen of developing novel

multifunctional materials, able to simultaneously assure different functions.

This is especially important in advanced technologies, such as microelectronics and energy harvesting,

where heat dissipation reduction is essential, while keeping good electrical properties.

Optimizing such materials represents however a challenging task: lowering thermal conductivity gener-

ally implies lowering the electrical conductivity as well. A new strategy has recently aroused consisting

in exploiting heterogeneous materials at the nanoscale, so-called "nanocomposites". Despite their great

potential, the fundamental understanding of their properties is still lacking.

In this thesis, we present a fundamental investigation of the transport properties in composites made of

nano-inclusions embedded in an amorphous matrix, aimed to get a microscopic insight into the mecha-

nisms ruling transport in such materials.

To this purpose, we have carried on an experimental study in two intermetallic composites, based on

a metallic glass and a chalcogenide glass, where crystalline inclusions were directly obtained from the

glass temperature-induced recrystallization.

We find that transport behavior is strongly dependent on the properties contrast between the amorphous

matrix and the crystalline inclusions.

Our findings are comforted by our theoretical results, obtained by molecular dynamics simulations on a

model composite system, which highlight the effect of the rigidity contrast on the vibrational properties

of such material, and thus on thermal transport.
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