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Résumé en Français

De par le monde, l’utilisation d’énergie conventionnelle est confrontée aux problèmes
d’épuisement progressif des ressources en combustibles fossiles, à une mauvaise efficacité
énergétique et une pollution environnementale importante. Ces problèmes ont conduit à
une nouvelle tendance visant à transformer localement l’énergie de sources non convention-
nelles/renouvelables en énergie électrique et l’intégrer dans un réseau de distribution élec-
trique. Parmi ces sources d’énergie conventionnelles, on peut trouver le biogaz, l’énergie
éolienne, l’énergie hydrauliques, l’énergie photovoltaïques, les piles à combustible à travers
l’hydrogène, la production combinée de chaleur, la cogénération et les moteurs Stirling. Ce
type de production d’électricité est qualifié de génération décentralisée (DG) et les sources
d’énergie sont désignées comme des ressources énergétiques distribuées (DER). Le terme
"Génération décentralisée" (DG) a été conçu pour distinguer ce concept de la génération
centralisée. Un micro-réseau est un réseau de distribution électrique actif conçu pour four-
nir l’énergie électrique à un regroupement d’habitation et/ou d’industrie de petite taille,
comme par exemple un lotissement urbain ou suburbain, une zone universitaire, un quar-
tier commerçant, un site industriel, etc. . . Un micro-réseau doit permettre l’intégration
des DER et des consommateurs locaux. Il peut être connecté à d’autres réseaux élec-
triques ou fonctionner en mode îloté pour garantir un niveau de fiabilité élevée. Ainsi, le
développement récent des micro-réseaux dans la distribution locale d’électricité nécessite
d’importantes études par rapport aux problématiques suivantes :

• Amélioration de l’efficacité énergétique impliquant des changements technologiques,

• Amélioration des systèmes de stockage d’énergie,

• Amélioration de la fiabilité globale et de la disponibilité du réseau,

• Intégration accrue de ressources d’énergie distribuée,

• Amélioration de qualité d’énergie,

• Alimentation des lois de gestion décentralisée de l’énergie.

Cette thèse a été réalisée au "Groupe de Recherche en Électronique et Électrotechnique
de Nancy" (GREEN) de Université de lorraine - Nancy, France. Le principal objectif porte
sur l’amélioration des lois de gestion d’énergie décentralisées dans des micro-réseaux AC
îlotés. L’interconnexion des DER à un micro-réseau électrique AC s’effectue généralement
en utilisant des convertisseurs d’interface distribué (DIC), réalisé autour d’onduleurs de
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Figure 1 : Réponse transitoire d’un générateur synchrone.

tension (VSI) à base de composant d’électronique de puissance, associé à un module de
contrôle. La thèse commence par un état de l’art des différentes lois de contrôle décen-
tralisées. Le principe général porte sur les fonctions de statisme de type "Droop Control"
permettant d’équilibrer la distribution de puissance entre les différentes sources reliées au
micro-réseau et les différentes charges. Ceci garanti une flexibilité élevée du système et
un fonctionnement optimal. L’idée principale associée aux lois de contrôle décentralisées
s’inspire du comportement d’un générateur synchrone. Lors d’une modification du point
de fonctionnement de la source ou de la charge conduisant à une modification de la fré-
quence du réseau électrique, l’énergie stockée dans les générateurs synchrones est utilisée
pour maintenir l’équilibre entre la production et la consommation par le biais de la dé-
célération ou l’accélération de la vitesse de rotation des générateurs. La variation de la
fréquence du système évolue proportionnellement à l’inertie totale du système. La Figure
1 illustre la réponse dynamique d’un générateur synchrone lors d’une augmentation de la
puissance absorbée par la charge. L’augmentation de la charge 4P génère une diminution
de la fréquence électrique 4f du réseau.

Le contrôleur interne de l’onduleur de tension (VSI) est conçu pour assurer les meilleures
performances du système. L’architecture la plus généralement utilisée reste le contrôleur
linéaire de type PI. Dans les applications industrielles, le régulateur PI présente l’avantage
d’être mis en œuvre aussi bien de manière analogique que numérique. Cependant, en
présence de fortes non linéarités, les performances en régulation sont réduites. Dans ce
cas, il est préférable de mettre en œuvre des contrôleurs non linéaires. De nombreux
algorithmes sont présents dans la littérature. Suite à des travaux antérieurs réalisés au le
laboratoire GREEN, des contrôleurs basés sur les propriétés de platitude ont été adaptés
pour le contrôle d’un onduleur DC/AC avec filtre LC en sortie. Ceci formant la brique de
base du contrôleur des DIC dans un micro-réseau. Les avantages d’un contrôle basée sur
les propriétés de platitude sont :

• Lorsque le système est parfaitement connu, il est possible de contrôler le système en
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Figure 2 : Schéma fonctionnel de la commande basée sur la platitude.

boucle ouverte. Le correcteur ne sera là que pour compenser les erreurs de modéli-
sation.

• La génération de trajectoire de référence permet de prendre en compte les contraintes
physiques du système. Et ceci aussi bien pour le convertisseur statique que pour la
source. Elle assure également un fonctionnement en toute sécurité notamment lors
des séquences de démarrage et transitoires.

• Les contrôleurs par platitude utilisent les références au lieu de mesures dans les lois
de commande. Ainsi, l’impact du bruit est limité.

• Pour un système plat, la linéarisation entrée-sortie n’entraîne pas de zéros dyna-
miques instables.

La figure 2 présente le schéma fonctionnel de la méthode de contrôle par platitude à une
boucle. On peut noter que seuls les capteurs de tension sont utilisés pour la commande.
Les capteurs de courant de charge peuvent être utilisées pour augmenter la dynamique de
régulation lors de perturbations de la charge.

Pour présenter les avantages et l’efficacité de l’approche proposée, une modélisation du
système et des simulations numériques ont été effectués lors de phases de démarrage et
de régimes transitoires. Des résultats expérimentaux valident l’efficacité de la commande
utilisée avec un taux de distorsion harmonique très faible de la tension de sortie. De plus,
dans le but d’augmenter la puissance pouvant être transférée entre la source et le réseau,
une mise en parallèle de convertisseur a été réalisée. La commande utilisée pour ce DIC
est également basée sur les propriétés de platitude du système et garantie la répartition
des puissances entre les différents onduleurs tout en minimisant le courant de circulation
entre les convertisseurs. En effet, ceux-ci ne participent pas au transfert de puissance.
La commande proposée permet également de réduire les effets transitoires lors de la dé-
connexion d’un onduleur. La partie suivante porte sur l’amélioration des algorithmes de
type "droop". De nombreux travaux présent dans la littérature montrent que, pour des
réseaux de nature inductif (réseau moyenne et haute tension), la chute de tension à travers
les impédances de ligne influe sur la répartition de la puissance réactive entre différents
convertisseurs. Une amélioration a donc été proposée pour assurer la répartition des puis-
sances réactives, en fonction des puissances nominales de chaque DG. Cette amélioration
est basée sur la chute de tension à travers l’impédance de ligne de chaque DG. Cette chute

iii



PCC rms-voltage 

estimator

+

− 

+

− 

+

− 

Q-VEst droop   

Cdqi
V

dqi
i

0_Est
V

n
V

v

K

i
n

1

s
i

V

i
Q

_ratedi
Q

Figure 3 : Schéma du controleur Q− V Est.

Figure 4 : Résultats expérimentaux : Répartition des puissances active et réactive entre
deux DGs avant et après l’activation de l’algorithme proposé.

de tension est obtenue via la mise en place d’un estimateur d’état appliquée à l’estimation
de la tension RMS au point de connexion (PCC). La modification de l’algorithme "droop"
(Q−V Est) permet de contrôler la valeur de la tension au point de connexion à la tension
nominale. Aucune communication n’est ajoutée entre les différents DG. Le schéma du
contrôleur proposé est représenté sur la figure 3. Ce contrôleur est basé sur la définition
de deux coefficients. Le premier (Kv) permet de définir la tension au point de connexion
et le second (ni) permet de prendre en compte la puissance nominale de chaque DG. Des
résultats de simulation et des résultats expérimentaux montrent l’efficacité de l’algorithme
"droop" proposée. La figure 4 présente des résultats expérimentaux obtenu sur un système
avec deux générateurs. On observe que l’utilisation des algorithmes "droop" conventionnel
ne permettent pas d’équilibré les puissances réactives des générateurs. Par contre, lorsque
l’on met en œuvre l’algorithme Q − V Est proposé, la puissance réactive est équilibrée
entre les deux DG.

La connexion de charges non-linéaire sur le micro-réseau génère des harmoniques de
tension. La réduction de ces harmoniques a été une des thématiques de cette thèse. Une
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Figure 5 : Schéma du controleur harmonique droop.

modélisation a été effectuée pour représenter la génération d’harmonique. Une méthode
permettant de réduire le THD tension et d’équilibrer la puissance harmonique entre chaque
DG en fonction de leur puissance nominale a été mise au point. Le schéma du contrôleur
proposé pour la prise en compte des harmoniques est représenté sur la figure 5. La prise
en compte des puissances nominales pour chaque DG est considérée via le paramètre bi.
L’amplitude des harmoniques de tension au point de connexion est mesurée et transmise à
chaque DG. Le taux de distorsion harmonique au point de connexion est pris en compte via
le paramètre Kh. La définition de la tension de référence est obtenue par la multiplication
de l’amplitude de la tension de chaque harmonique avec un gain positif non linéaire Gh

i

obtenu à la sortie de l’intégrateur, comme présenté à gauche de la figure 5. Pour effectuer
le dimensionnement de la valeur des différents coefficients de l’algorithme proposé, une
étude de stabilité petit-signal a été effectuée. L’évolution des valeurs propres du système
linéarisé sont représenté sur la figure 5b lorsque le coefficient bi varie.
Des résultats de simulation et des résultats expérimentaux valident l’efficacité de la

méthode proposée. Les figures 6 et 7 montrent les résultats expérimentaux obtenus pour
un système avec deux générateurs, la charge non-linéaire étant réalisée via un redresse-
ment à diodes. La figure 6 illustre l’efficacité des algorithmes proposés pour équilibrer les
puissances réactives harmoniques fournies par les DG. Pour ces essais, seul les harmo-
niques de tension de rang 5 et 7 sont considérés. Sur cette figure est également représenté
l’évolution de la valeur d’un paramètre interne défini dans l’algorithme proposé. La figure
7 montre la réduction des harmoniques de tension de rang 5 et 7. En effet, l’amplitude de
l’harmonique 5 passe de 1,85% à 0,6%, et l’amplitude de l’harmonique 7 passe de 1,37%
à 0,34%. La THD global de la tension est ainsi réduit puisqu’il passe de 2.88% à 1.88%.

De par sa construction, l’utilisation des algorithmes "droop" classiques ne permettent
pas de garantir la valeur de la fréquence et l’amplitude de la tension aux points de
connexion à leur valeur nominale. Des boucles de restaurations doivent être ajoutées
pour rétablir la fréquence et l’amplitude de la tension à leurs valeurs nominales. Dans les
cas habituels, un système de communication est mis en place à cet effet. Des algorithmes
supplémentaires sont nécessaires et la dynamique de ces boucles secondaires doit être prise
en considération pour assurer la stabilité du système. Dans cette thèse, de nouveaux algo-
rithmes de type "angle droop" sont proposés pour la gestion décentralisée d’énergie dans
les micro-réseaux AC îlotés. La figure 8 propose une représentation du réseau considéré
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Figure 6 : Résultats expérimentaux : puissances réactives harmoniques de rang 5 et 7
fournies par les deux DG et évolution du gain interne.

Figure 7 : Résultats expérimentaux : Tensions composés aux bornes du PCC avec ana-
lyse harmonique avant et après compensation.
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ainsi qu’une représentation schématique de ce nouveau controller. Par rapport au "droop"
conventionnel, le contrôleur de type "angle droop" garanti la valeur de la fréquence du
réseau, quel que soit le point de fonctionnement et une chute de tension limité au point
de connexion. La boucle de restauration n’est donc plus nécessaire.

Cet algorithme nécessite l’utilisation de système permettant de mesurer la tension et
la phase au point de connexion et transmettre ces valeurs à tous les DG. De plus, la
synchronisation de tous les DG est réalisée à l’aide d’un signal GPS. Pour cela, un système
de mesure de déphasage et d’amplitude de tension est nécessaire (µPMU : micro phasor
measurement unit), une nouvelle technologie de mesure prometteuse pour le micro-réseaux
AC, permet d’utiliser un signal de rétroaction par rapport à la phase et l’amplitude de
la tension au point de connexion. Le schéma du contrôleur est présent sur la figure 8. La
prise en compte des puissances nominales pour chaque DG est considérée via le paramètre
mi et ni. Les signaux transmis par le µPMU sont comparés avec les valeurs nominales
et introduit dans le contrôleur via les coefficients Ka et Ke. Un intégrateur est ajouté en
sortie pour garantir une erreur nulle en régime permanent.

Le dimensionnement des paramètres du contrôle "angle droop" est réalisé grâce à une
étude de stabilité petit signal. L’évolution des valeurs du système complet sont représen-
tées sur la figure 9 lorsque les coefficients du contrôleur varient. Des résultats de simulation
et des résultats expérimentaux valident l’efficacité de la méthode proposée ainsi que le di-
mensionnement des paramètres. La figure ci-dessous montre des résultats expérimentaux.
Sur la figure 10a est représenté le partage de puissance active et réactive. Comme repré-
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Figure 9 : Lieu des pôles pour différentes valeurs des coefficients du contrôleur "angle
droop" proposé.

senté sur la figure, la méthode proposée permet d’équilibrer le partage des puissances à
travers les différents DG. Les figures 10b et 10c représentent les formes d’onde de tension
et de courant les deux DIC.

Les charges précédemment utilisées étaient constituées exclusivement de charges pas-
sives linéaires et non linéaires. Cependant, de plus en plus de charge contrôlées sont
utilisées. Ces charges absorbent généralement une puissance constante. Associé à leur
filtres d’entrées permettant de réduire les ondulations, les interactions dynamiques avec
les générateurs peuvent engendrer des comportements instables conduisant à des oscil-
lations de grandes amplitudes pouvant conduire à la destruction de plusieurs éléments
du réseau. Pour pouvoir garantir la stabilité du réseau quelles que soit les perturbations
extérieures, une étude de stabilité doit être réalisée. Dans de nombreux travaux présents
dans la littérature, l’analyse de stabilité est réalisée via une approche petit-signal, obte-
nue par linéarisation du système autour d’un point de fonctionnement. Cette approche
considère de très faible variation autour d’un point de fonctionnement. Elle ne permet
pas de garantir le comportement lors de grande variations de la charge ou de la source.
Pour une analyse complète, l’utilisation de méthode d’analyse large signal est nécessaire.
Dans cette thèse, l’impact de l’intégration massive des charges à puissance constante est
considéré via une étude de stabilité. Une étude de sensibilité associée à une analyse petit
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Figure 10 : Résultats expérimentaux : (a) Puissances active et réactive entre deux DG ;
(b-c) Tension et courant pour chaque DIC-1 et DIC-2.

signal a permis de montrer que la dynamique du droop peut être négligé par rapport à la
dynamique de la boucle de contrôle interne. Dans ce cadre, un modèle simplifié a pu être
défini pour appréhender l’impact de la variation des différentes charges. Ce modèle sim-
plifié a été représenté par un multi-modèle de type Tagaki-Sugeno. Cette représentation
génère 2k modèle linéaires associés via des fonction d’appartenances, avec k le nombre de
non linéarités dans le modèle. L’utilisation d’une fonction de Lyapunov et sa condition de
convergence associée permet de définir des inéquations matricielles linéaires. L’existence
de solution garanti la stabilité large signal du système. Une estimation du bassin d’attrac-
tion est définie en fonction de l’amplitude des non-linéarités autour d’un point d’équilibre.
Ce bassin d’attraction permet de garantir que pour toutes perturbation à l’intérieur du
bassin, le système reviendra sur le point d’équilibre initial. Ces outils ont été appliqués
pour notre micro-réseau comportant deux DG et plusieurs charges de nature différentes.
On a considéré des charges résistives, des charges absorbant un courant constant et des
charges absorbant une puissance constante. Le tracé de l’estimation d’un bassin d’attrac-
tion dans le cas ou uniquement la charge résistive varie est présenté sur la figure 11. Cette
figure montre que lorsque la puissance absorbée par la charge résistive diminue, le bassin
d’attraction estimé est également réduit. Ceci montre que le délestage massif de charges
résistives peut conduire à un comportement instable d’un réseau comportant des charges
à puissance constante. De plus, l’impact de l’utilisation d’inductance virtuelle dans les al-
gorithmes droop a également été analysé. Ces éléments virtuels permettent de répartir les
puissances proportionnellement entre les différentes sources. Sur la figure 12 est tracé le
bassin d’attraction estimé pour différentes valeurs de l’inductance virtuel. Celle-ci montre
l’impact négatif de l’inductance virtuelle sur la stabilité du réseau électrique possédant
des charges à puissance constante.
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Abstract

This thesis deals with islanded AC microgrid that allows any integration of Distributed
Energy Resources (DERs) that may provide their existing supply energy in a controlled
manner to insure overall system functioning. The interconnection of a DER to a micro-
grid is done usually by using a Distributed Interface Converter (DIC), a general power
electronics interface block, which consists of a source input converter module, a Voltage
Source Inverter module (VSI), an output interface module, and the controller module.
The thesis realizes several control laws based on decentralized methods. The major focus
is on the Droop functions that are responsible for providing a power distribution balance
between different Energy Resources connected to a microgrid. The aim is to insure sys-
tem stability and better dynamic performance when sharing the power between different
DGs as function to their nominal power. Developing a closed loop stability analysis is
useful for studying system dynamics in order to obtain a desired transient response that
allows identifying the proper loop control parameters. Power Quality enhancement in
microgrids is also a purpose of this research. The reduction of harmonic distortions of
the output voltage when supplying linear and non-linear loads are taken in consideration
in this thesis. Further aspects will be studied about how to deal with constant power
loads connected to the grid and the large perturbations exerted. This results to further
research studies that deal with large-signal stability of microgrids.

Keywords: AC Microgrid, Distributed Interface Converter (DIC), Decentralized control,
Droop method, Power Quality, Total Harmonic Distortion (THD), System stability.
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GENERAL INTRODUCTION

Around the world, conventional power system is facing the problems of gradual depletion
of fossil fuel resources, poor energy efficiency and environmental pollution. These prob-
lems have led to a new trend of generating power locally at distribution voltage level by
using non-conventional/renewable energy sources like natural gas, biogas, wind power, so-
lar photovoltaic cells, fuel cells, combined heat and power (CHP) systems, microturbines,
and Stirling engines and their integration into the utility distribution network. This type
of power generation is termed as distributed generation (DG) and the energy sources are
termed as distributed energy resources (DERs). The term ‘Distributed Generation’ has
been devised to distinguish this concept of generation from centralized conventional gen-
eration. The distribution network becomes active with the integration of DG and hence
is termed as active distribution network. Microgrids, an active distribution networks,
are designed to supply power for its local area, such as a housing estate or a suburban
locality, or an academic or public areas such as university or school, a commercial area,
an industrial site. A microgrid can offer integration of DERs with local loads, which can
operate in parallel with the grid or in an islanded mode to provide a customized level
of high reliability and resistance to grid disturbances. Thus, the recent advantages of
using microgrids in electricity production have open the door for urgent studies of this
microgrids that are helpful to fulfill the maximization of the following issues:

1. Efficiency and demand trends involving technological changes.

2. Advanced energy storage systems.

3. Improving reliability of the system.

4. Increased integration of Distributed Generation Resources.

5. Power quality and system reliability.

6. Decentralized Power Management.

This PhD has been conducted in the “Groupe de Recherche en Électronique et Électrotech-
nique de Nancy” (GREEN) laboratory, part of Université de lorraine, Nancy, FRANCE.
The main objective of this thesis is to solve problems and find improvements related
to the control and power management of distributed generation (DG) systems based on
microgrid application. The thesis deals with islanded AC microgrid which allows any in-
tegration of Distributed Energy Resources (DERs) that may provide their existing supply

1



GENERAL INTRODUCTION

energy in a controlled manner to insure overall system functioning. The interconnec-
tion of a DER to a microgrid is done usually by using a Distributed Interface Converter
(DIC), a general power electronics interface block that constitutes of a source input con-
verter module, a Voltage Source Inverter module (VSI), an output interface module, and
the controller module. The thesis start a review of several control laws based on decen-
tralized methods. The major focus is on the Droop functions that are responsible for
providing a power distribution balance between different Energy Resources connected to
a microgrid. Then, the Flatness-based method is realized by modeling and developing the
control law for DC/AC inverter with output LC filter which is applicable for other DICs
in a microgrid. Furthermore, the Flatness-based control (FBC) is implemented on paral-
lel inverters system. The proposed control allows equal current sharing between parallel
inverters with minimized circulating current. The droop control methods implemented
through out this thesis aim to insure system stability and dynamic performance when
sharing the power between different DGs as function to their nominal power. Developing
a closed loop stability analysis can be useful for studying system dynamics in order to
obtain a desired transient response that allows identifying the proper loop control pa-
rameters. Power Quality enhancement in microgrids is also a purpose of this research.
The reduction of harmonic distortions of the output voltage when supplying linear and
non-linear loads are taken into consideration in this thesis. Another target to be achieved,
is the accuracy in power sharing when using several Droop Control laws. Off course, the
power sharing accuracy is affected by mismatch in power lines and configurations. Fur-
ther aspects will be studied about how to deal with the interaction of tightly regulated
power converter loads, especially the constant power load, connected to the grid and the
large perturbations they will exert. This gives rise to further research studies that deal
with small-signal and large-signal stability analysis of microgrids before ending up with a
general conclusion of the overall work and the future perspectives to follow after.
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Chapter 1

STATE OF THE ART - POWER
SHARING WITH INTERFACED

CONVERTERS IN A MICROGRID

1.1 Introduction

Nowadays, Electricity Networks are in the era of major transition from stable passive
distributed networks with unidirectional electricity transportation to active distributed
networks with bidirectional electricity transportation. Distributed networks without Dis-
tributed Generators (DGs) are expected to be passive. Whereas, integration of different
DG units to a distributed system leads to bidirectional flow of Power between source
thus forming an active distributed network. Microgrids are small-scale Low Voltage (LV)
active distributed networks that are produced from localized grouping of Distributed En-
ergy Resources (DERs) and loads that normally operate connected and synchronized to
the traditional centralized grid (main utility grid) or can disconnect and function alone as
physical and/or economic conditions dictate. The supply sources may include reciprocat-
ing engine generator sets, microturbines, fuel cells, photovoltaic and other small-scale re-
newable generators, storage devices, and controllable end-use loads. All controlled sources
and sinks are interconnected in a manner that enable devices to perform the microgrid
control functions unnecessary for traditional DER. From operational point of view, many
resources must be equipped with Distributed Generation Interfaced Converters (DICs)
and controls to provide the required flexibility to ensure operation as a single aggregated
system and to maintain the specified power quality and energy output.

To ensure the flexibility of the system, optimal operation, energy management and
seamless transfer from one operational mode to another, microgrids require wide range
of control. This control can be achieved by the Interfaced Converter Local Controllers
(LCs) and a Central Controller (CC). This chapter focuses in the Local Control of those
Interfaced converters. What are their main functions? How they coordinate with each
other’s?
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1.2 Local Control of parallel Interfaced Converters in a
Microgrid

In autonomous microgrid, usually a converter is integrated with a DC power source that
represents a photovoltaic sources, energy storage systems, small wind generator, and
others, a full bridge and LC filter [3], [4]. The full bridge converter, more specifically a
Voltage Source Inverter (VSI), produces an AC output voltage from a DC source. This
conversion is resulted from a fully controllable semiconductor power switches. The output
LC filter is there to filter out undesired switching frequency components from the output
current spectrum [5].

In the design point of view, the Local Control in microgrid aims to autonomously share
the power between different Distributed Generators, they can independently control the
active and the reactive power produced by the Interfaced Converters and to provide a
control of its output voltage to ensure the overall stability and reliability of the micro-
grid. In this sense, the converter local controller will be addressed in details, and the
several research studies applied recently are introduced here. The Local control can be
decomposed into two different parts:

1) A Power Controller, that is responsible for setting a voltage magnitude and fre-
quency (and hence phase angle) reference for the inverter output voltage according
to certain characteristics to set the real and reactive powers.

2) An Inner Controller, which is designed to track the voltage reference and to reject
high frequency disturbances.

Figure 1.1 shows a complete configuration of an Interfaced Converter with control blocks
representing the Power Controller and Inverter Inner Control loop. Parallel Interfaced
Converters have been locally controlled so as to deliver the desired power to the microgrid
system. In this case, only local signals are used as feedback to control converters. In real
microgrid, this topology is more practical since the distance between the converters would
make communication difficult. Nowadays, all advanced Interfaced Converters are based
on what is called “Plug and Play” feature that describes this matter. From Fig. 1.1, the
local signals are identified by the line current iL and capacitor voltage VC .

1.2.1 Inner Controller: Flatness based Control
The Inner Controller of the VSI is designed to ensure better performance of the converter.
So far, the most used technique stays the PI controller. In industrial applications, the
PI controller is very well known and it presents advantages of being implemented both
analogically or numerically [6, 7, 8, 9]. However, in the presence of strong nonlinear
effects, their performance is below. Several interested applications have been reported in
the control community, with the nonlinear theories being more attracted.

Following some previous work on the subject in the GREEN laboratory [10, 1, 11],
it has been chosen to use the flatness property of the power converter to design their
control. Indeed, the differential flatness theory has been proved to be very interesting
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Figure 1.1: Interfaced Converter Control Block Diagram.

when applied on power converter control. In [1], the flatness-based control strategy is
proposed for a three-phase inverter with an output LC filter. A comparison with two
other control methods (PI, Feedback Linearization control-FL) shows that the proposed
control allows obtaining a lowest voltage total harmonic distortion (THD), high dynamic
performances, safety start up, and good robustness against parameter variations.

The concept of the flat system was introduced by Fliess et al. [12] using the formalism of
differential algebra. In differential algebra, a system is considered to be differentially flat
if a set of variables (flat output components) can be found such that all state variables
and input components can be determined from these output components without any
integration [12, 13]. More precisely, if the system has a state vector x ∈ <n and the input
vector u ∈ <m(n andm are two integers), then the system is considered to be differentially
flat if and only if there exist an output y ∈ <m, of dimension m, that can be found of the
form 

y = φ(x, u̇, ü, · · · , u(l))
x = ϕ(y, ẏ, · · · , y(r))
u = ψ(y, ẏ, · · · , y(r+1))

(1.1)

with rank(ϕ)=n, rank(ψ)=m, and rank(φ)=m. Where, l and r are the finite derivatives
of input variable u and output y respectively.
One major property of differential flatness is that, due to (1.1), the state and the input

variables can be directly expressed, without integrating any differential equation, in terms
of the flat output and a finite number of its derivatives. Then, by imposing an adapted
trajectory on the flat output, it can be guaranteed to control every variables of the system
both in steady-state and during transients. Details on trajectory planning can be found
in [14, 15]. For simplicity, it has been chosen to use a second order filter to generate
the flat output reference trajectories. It allows to easily ensure the continuity conditions
for the flat output and its first derivative. Advantages of the flatness-based control are
underlined in [14]. Among them, some can be underlined:
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• If the system is perfectly known, it offers possibility to control the system in open-
loop. Regulation will only be there to compensate modeling errors.

• The use of feasible trajectory generation ensures every physical constraint respected
at any time. It also ensures safe functioning especially during starting-sequences
and transients.

• Flatness-based controllers use references instead of measurements in the command
laws. Then, impact of the noise is limited.

• For flat systems, input-output linearization does not lead to any unstable dynamic
zeroes.

Figure 1.2 shows the functional diagram of the one-loop Flatness based control method. It
can be noted that the measure of the inductive filter currents is not useful to implement the
control law. Only the capacitor voltage sensors are used for generating equations, while
the load current sensors could be useful for increasing dynamics of Flatness Controller as
regard to load perturbation. More details about the controller are introduced precisely in
Chapter 2.
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Figure 1.2: Flatness Control Functional Diagram.

1.2.2 Decentralized Power Controller
Usually, the external power control loop is based on Frequency Droop Control [16, 17,
18, 19, 20, 21, 22], also called autonomous or decentralized control. Its purpose is to
share active and reactive power among Distributed Generator (DG) units using their
local measurments to improve the system performance and reliability. The main idea
behind Droop Control for DG Interfaced Converters (DICs) is taken from the behavior
of synchronous generator. After the event leading to frequency deviation, a load power
increase for example, the rotational energy stored in large synchronous machines is utilized
to keep the balance between production and consumption through deceleration of the
rotors. The system frequency will decrease at a rate mainly determined by the total inertia
of the system. Fig. 1.3 shows the dynamic and static droop response of a synchronous
generator describing this event. In this context, Droop control is proposed among DIC
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Figure 1.3: Synchronous Generator transient response.

modules to share the power autonomously to increase system performance. In this way,
the frequency and amplitude of the output voltage must be fine-tuned in the control loop
to obtain a desired power sharing.

1.2.2.1 Power Delivered to a Voltage Source

Figure 1.4 illustrates a voltage source which describes a distributed generator delivering
power to the common bus modeled by a voltage source v0 = V0∠−δ0 through an impedance
Zi∠θi. Where V0 and Vi is the rms-value of the voltage sources. and Zi is the impedance
module. Since the current flowing through the terminal is written as

Ī = Vi∠δi − V0∠0◦
Zi∠θi

(1.2)

DG-i
i
v

0
v

i
i i

Z ∠

S P jQ= +

i iV δ∠ 0 0V ∠

Figure 1.4: Distributed Generator Delivering power to infinite bus through impedance Z̄i.

The real and reactive power delivered by the source to the common bus terminal via
the impedance can be obtained by
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P =
(
ViV0

Zi
cos δi −

V 2
0
Zi

)
cos θi + ViV0

Zi
sin δi sin θi

Q =
(
ViV0

Zi
cos δi −

V 2
0
Zi

)
sin θi −

ViV0

Zi
sin δi cos θi (1.3)

where δi is the phase difference between the supply and the terminal, often called the
power angle. This demonstration reflects the situation when a distributed generator is
connected in a microgrid via a feeder line to an infinite bus of terminal voltage v0.

1.2.2.2 Conventional Droop Control

As shown in Fig. 1.4, the voltage-controlled inverter is modeled as an ideal voltage source
vi in series with a line impedance Zi∠θi. For different types of line impedances, different
droop control strategies can be obtained.

For purely Resistive Line impedance:

When the line impedance is purely resistive, θi = 0◦. Then

P = ViV0

Zi
cos δi −

V 2
0
Zi

Q = −ViV0

Zi
sin δi (1.4)

When δi is small,

P ≈ V0

Zi
Vi −

V 2
0
Zi

Q ≈ −ViV0

Zi
δi (1.5)

and roughly,

P ∼ V andQ ∼ −δ

where ∼ means in proportion to. Hence, the conventional droop control strategy takes
the form

Vi = Vn − niPi
ωi = ωn +miQi (1.6)

This strategy, consisting of Q − ω and P − V droop [23, 24, 25], is illustrated in Fig.
1.5(a).
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For purely Inductive Line impedance:

When the line impedance is inductive, θi = 90◦. Then

P = ViV0

Zi
sin δi

Q = ViV0

Zi
cos δi −

V 2
0
Zi

(1.7)

When δ0 is small,

P ≈ ViV0

Zi
δi

Q ≈
V0

Zi
Vi −

V 2
0
Zi

(1.8)

and roughly,

P ∼ δ andQ ∼ V

As a result, the conventional droop control strategy for inverters with inductive line
impedance takes the form:

Vi = Vn − niQi

ωi = ωn −miPi (1.9)

This strategy, consisting of the Q− V and P − ω droop, is illustrated in Fig. 1.5(b).
To implement the Droop method, equation (1.9) is used, to generate a reference voltage

based on the measured active and reactive power that are averaged and evaluated at
fundamental frequency. This operation can be done by means of low-pass filters with a
reduced bandwidth.

In electrical power transmission systems, the line impedance is mainly inductive (θi ≈
90◦), this is the reason why it is adopted to use P − ω and Q − V slopes. Hence, the
interfaced converter can inject desired active and reactive power to the grid, regulating
the output voltage and responding to some linear load changes. Fig. 1.6 describes the
Droop controller for one interfaced Converter where a similar structure is also used for
others in a Microgrid.

1.2.2.3 Droop Control limitations

Droop Control methods are based on local measurements of the network state variables
which make converters truly distributed. Such approach has desirable features such as
high expandability, modularity and flexibility of the system as well as easy implementation
without communication. However, the Droop Control has some limitations including:
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1. Frequency and Amplitude deviations: In Islanding mode, the voltage and frequency
of the microgrid are load dependent. High droop gains (i.e.: steeper droop) ensure
better load sharing. However, they result in large frequency and voltage deviations
and can deteriorate the stability of the microgrid. An inherent tradeoff between the
frequency and voltage regulation and power sharing accuracy exists. In practice,
these deviations are acceptable if for instance, they are less 2% in frequency and 5%
in amplitude.

2. Slow dynamic response: the dynamic response depends mainly on the droop param-
eters and the cutoff frequency of the low-pass filter, which should be carefully chosen
in order not to interact with the inner control. On the other hand, the limitation
of the droop parameter values will result in power variation, therefore the system
dynamics response is not optimized and slow transient response may arise.

3. Power Sharing is affected by physical parameters of the network: The line impedances
between the paralleled interfaced converters affect the power sharing performance.
If the line impedance is mixed resistive and inductive, then the active and reactive
power will be strongly coupled. When the line impedance mismatches between in-
verters and the common bus exist, there is possibility of circulating current among
inverters.

4. Poor Harmonic sharing: The original droop control is designed only to share fun-
damental positive sequence component of the load power. The harmonic power
sharing is not taken into account in the case of nonlinear load, which leads to har-
monic circulating currents and poor power quality.
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5. Fluctuant and Changeable Output Power of DGs: Another drawback of the original
droop method appears in the poor performance with renewable energy resources
because the output active power of micro-source is usually fluctuant and changeable.

1.3 Droop Control improvements and different structures
The Droop method has increasing widespread attention with the intensive study of micro-
grid decentralized control. The importance of the Droop control in microgrids led many
researchers to work toward enhancing it and introducing different solutions to overcome
all the mentioned limitations. These improved Droop methods fall into three categories:
1) Modified Droop Structure; 2) Virtual structure Droop; 3) Compensated Droop Control.

1.3.1 Modified Droop Structure

1.3.1.1 Complex Line Impedance-Based Droop Method

The impact of considering a complex line impedance can be solved by using the conven-
tional droop method. In, [26], the authors propose a controller that can simplify and
couple the active and reactive power relationships. Thus, the modified droop control
method will be more convenient when the line resistance is similar to the reactance value
(i.e. Ri ≈ Xi) in Medium Voltage (MV) microgrids. In this case, the droop functions can
be expressed as ω = ωn −mP .(P −Q)

V = Vn − nQ.(P +Q)
(1.10)

The idea behind this control is that for a microgrid with complex line impedance, the
active and reactive power both affect the voltage magnitude and frequency. The proposed
droop control loop design is shown in Fig. 1.7. The controller can simplify the couple
effect between active and reactive powers, offer good dynamic performance. However, it
is more convenient only in particular cases when impedance resistance and inductance
parts are similar.

1.3.1.2 Angle Droop Control

In further investigation of the droop concept, some researchers have proposed power-angle
droop control, in which the voltage angle of each interfaced converter is set relative to a
common timing reference [27, 28, 29]. Unlike the conventional P − f and Q − V droop
control that indirectly control the angle by varying the frequency of the grid, the P − δ
and Q− V droop control directly drops the voltage magnitude and angle as:

δi = δi_rated −mi (Pi − Pi_rated)
Vi = Vi_rated − ni (Qi −Qi_rated) (1.11)
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where δi_rated and Vi_rated are, respectively, the rated voltage angle and magnitude of DGi.
Pi_rated and Qi_rated are the rated real and reactive power levels for DGi. The coefficients
mi and ni are selected to set the voltage angle and magnitude drop. These coefficients
are chosen for different DGs to share the load in proportion to their rating at a desired
drop ratio, i.e., mi = 4δ/Pi_rated and ni = 4V/Qi_rated.
The angle droop is able to provide a load sharing among the DGs without a significant

steady-state drop in system frequency and it has advantage as the maximum frequency
variation restricts the choice of droop gain in case of conventional frequency droop. More-
over, no communication is needed between DGs, but only a time signal is needed to ensure
the local control boards are synchronized to each other. Some authors suggest a controller
area network bus or even a signal from global positioning system (GPS) to synchronize
DGs. Similar to frequency droop, the error in proportional power sharing is due to line
impedance mismatches. High droop gains will play a dominant role in alleviating power
sharing error as presented in [29]. However, high droop gains have a negative impact on
the overall stability of the system.

1.3.2 Virtual Structure Droop

1.3.2.1 Virtual Output Impedance Loop

In order to avoid the active and reactive power coupling (resistive-inductive lines), a
typical and popular approach is based on virtual output impedance method [30, 31, 32,
33, 26]. This control method is implemented by including a fast control loop in the droop
method, as shown in Fig. 1.8. As a result, the modified voltage reference can be expressed
as

Vref = V ∗C − Zv(s).iL (1.12)
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where Zv(s) is the virtual output impedance, V ∗C is the reference voltage given by the
droop and Vref is the modified reference voltage.
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Figure 1.8: Droop Control overall scheme with virtual output impedance.

In general, the virtual impedance is used by emulating an inductive behavior to fix the
output impedance of the inverter. The main objective is to insure an inductive line to
allow active/reactive power decoupling and to validate the power flow equations used in
droop control (1.9).

This can be achieved by drooping the output voltage proportionally to the derivative
of the output current with respect to time, i.e. Zv(s) = sLv. However, differentiation
can amplify high frequency noise, which may destabilize the DG inner control scheme,
especially during transients. This issue can be overcome by adding a low-pass filter to the
measured output current [31].

V ∗C = Vref − sLv
1

s+ ωc
iL (1.13)

If the virtual impedance Zv(s) is properly adjusted, it can prevent occurrence of current
spikes when the DG is initially connected to the microgrid. Recently, the virtual output
impedance method is used for harmonic current sharing [34, 35, 36]. In a microgrid with
intensive use of nonlinear loads, an inaccurate sharing of harmonic power can lead to DG
over capacity. Furthermore, harmonics can cause overheating, increased losses, distorted
current and voltage waveforms, etc. To realize a better reactive power and harmonic power
sharing, He et al. [37] proposed an enhanced control method using virtual impedance for
fundamental and selective harmonic frequencies. The proposed overall scheme of the
droop control with enhanced virtual impedance is shown in Fig. 1.9. While effective in

14



1.3 Droop Control improvements and different structures

preventing the power coupling, this approach may increase the reactive power control and
sharing error due to the increased voltage drops.
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1.3.2.2 Virtual Power method

Another way of virtual structure is the virtual power transformation method presented in
[20], [38, 39, 40, 41], which could decouple the power flows by rotating the power vectors
with the impedance angle. In this case, both the line reactance X and resistance R need
to be considered. Using equation (1.3), the real and reactive power can be rewritten as

[
P
Q

]
=
[

sin θi cos θi
− cos θi sin θi

]  ViV0
Zi

sin δ0
ViV0
Zi

cos δ0 − V 2
0
Zi

 (1.14)

If we define the virtual power P ′ and Q′ as

[
P ′

Q′

]
=
 ViV0

Zi
sin δ0

ViV0
Zi

cos δ0 − V 2
0
Zi

 (1.15)

Then
[
P ′

Q′

]
=
[

sin θi − cos θi
cos θi sin θi

] [
P
Q

]
(1.16)

Hence, for a small δ0,
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P ′ = ViV0

Zi
sin δ0 ≈

ViV0

Zi
δ0

Q′ = ViV0

Zi
cos δ0 −

V 2
0
Zi

≈
Vi − V0

Zi
V0 (1.17)

which means that P ′ and Q′ can be controlled by controlling δ0 and Vi respectively. What
is important is that a transformation involving the impedance angle θi should be applied
to calculate the real power P and reactive power Q.

The virtual active and reactive power is respectively related to the frequency and voltage
amplitude without coupling each other. The Droop control is adopted in the virtual frame
to ensure the virtual power is shared properly. The virtual active and reactive power (P ′
and Q′) are obtained by using an orthogonal transformation matrix T to rotate the active
and reactive power vectors by the impedance angle as expressed in (1.16).

However, one problem with the virtual power method exist when the frame transforma-
tion angle is different between DGs and a power sharing error will appear. If the rotation
angle is set to be a unified value, the relationship between the actual power P and Q and
virtual power P ′and Q′ will have nothing to do with the impedance angle of transmission
line and thus will be identical for parallel inverters. Therefore, as long as the virtual power
are shared, both the actual active power and the actual reactive power will be accurately
shared despite the difference of line impedance [41]. The overall block diagram of the
virtual power droop is shown in Fig. 1.10.
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Figure 1.10: Virtual Power Droop Control Block diagram.

1.3.3 Compensated Droop Control

1.3.3.1 Additional Control loop based Droop methods

In order to improve the dynamic performances of inverters in DG system, a “wireless
controller” is proposed in [42], where power derivative-integral terms are added to the
conventional droop to improve transient response. Fig. 1.12 shows the proposed droop
for this case.
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φ = −m
tˆ

−∞

Pdτ −mPP −md
dP

dt

E = E∗ − nQQ− nd
dQ

dt
(1.18)

In a relatively small ac microgrid, large load changes can be expected. Then an adap-
tive derivative term is used to add damping and to avoid large start-up transients and
circulating currents [43, 44], as

ω = ω∗ +KP (P − Pref ) +KPd
dP

dt

V = V ∗ +KQ (Q−Qref ) +KQd
dQ

dt
(1.19)

Additionally, there are some other solutions to improve dynamic response of the droop
control: droop based on coupling filter parameters [45], Additional Virtual inertia Droop
[46]. In order to comprise a decoupled and accurate power sharing, other authors introduce
estimator loop in addition to the use of virtual inductor at the Interfacing Converter
output. An estimation of the impedance voltage drop to the reactive power ratio [47]
or the grid parameters [48] (in case of grid connected and islanded microgrid) can be
substituted in the droop control to improve the reactive power sharing.

1.3.3.2 Adaptive Voltage Droop

Recently, in [49], researchers propose an adaptive voltage droop scheme for voltage con-
verters in an islanded microgrid. In this scheme, the voltage droop coefficient is defined
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as a function of respective VSI active and reactive power outputs. Thus, each VSI voltage
reference is adaptively drooped as a non-linear function of its active and reactive power
outputs. In this case, two terms are added to the conventional Q − V droop. One term
is used to compensate the voltage drop across transmission line by the elimination of the
connecting impedance between each VSI and the common voltage point. The other term
is added to improve the reactive power sharing under heavy load conditions and hold
the system stability. To demonstrate this control technique, two DG-system with generic
output impedances is shown in Fig. 1.12. The voltage of a single DG can be derived as
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Figure 1.12: Two DG-system.

Vi = E∗i −DQiQi −
riPi
E∗i
− xiQi

E∗i
(1.20)

The two later terms represent the voltage drop on the internal line impedance. Thus, to
improve the voltage regulation at the load buses, the conventional voltage droop equation
can be modified the voltage drop on the connecting impedances as

Ei = E∗i −DQiQi +
(
riPi
E∗i

+ xiQi

E∗i

)
(1.21)

Since the reactive power control cannot operate independently of the real power and
system parameters and to meet control objective, that is reduction of the reactive power
control dependence on real power control and system parameters, a novel reactive power
sharing scheme is proposed as

Ei = E∗i −Di(Pi, Qi) +
(
riPi
E∗i

+ xiQi

E∗i

)
Di(Pi, Qi) = DQi +mQiQ

2
i +mPiP

2
i (1.22)

where DQi, mQi and mPi are the droop coefficients. The three terms can minimize the
negative impacts of the real power and the system parameters on the reactive power
control, as well as improving the system stability and reactive power sharing under heavy
loading conditions. However, this method requires a good knowledge of the power line
parameters [49]. Small errors may result in a positive feedback, and thus may cause
system instability.
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1.3.3.3 Q-Vdot Droop Control method

This Control law develops a dynamic relation between the reactive power Q and the rate
of change of the DG output voltage (V̇ ) [50, 51, 52]. The proposed Q− V̇ can avoid the
coupling dependence between the reactive power flow and the line impedance by placing
the droop relationship V̇ on rather than V . The rate of change of voltage V̇ will drive the
voltage V continuously until the desired reactive power Q flows through the line, and its
performance will be less dependent on the line impedances. The Q− V̇ droop controller
is expressed as

V̇i = V̇ni − ni (Qni −Qi)

V ∗i = Vni +
ˆ
t

V̇idτ (1.23)

where ni is the droop coefficient, V̇ni is the nominal value of V̇i which is set to 0 V/sec,
and Qni is the reactive power set point at the nominal V̇i, which is related to the reactive
power capacity of DG. Also, Vni is the nominal phase voltage magnitude and V ∗x is the
output voltage magnitude command. A restoration mechanism is also proposed to bring
V̇ to zero at steady state and to maintain a constant level voltage. The restoration of V̇i
is designed as

d

dt
Qni = Kres.QRx

(
V̇ni − V̇i

)
(1.24)

The control diagram of Q− V̇ droop and the DG block diagram are shown in Fig. 1.13.
In the Q− V̇ control strategy, the error in reactive power sharing can be reduced but not
eliminated due to its sensitivity to computational errors. Secondly, the restoration loop
that tries to restore the voltage depends on the initial state of the integrator which would
lead to system instability.

1.3.3.4 Common Variable-Based Control Method

It is well addressed that the voltage is not a global variable in a microgrid contrary to the
frequency. Thus the reactive power, which is related to the Voltage, is difficult to share
between parallel inverters and may result in circulating reactive current. Some researchers
have proposed an adjustable reactive power sharing method by adding a common vari-
able in the Q − V droop, where an integral controller is used to regulate the common
bus voltage (VPCC) around the nominal value [53, 25, 54]. Thus, the controller can be
independent from the voltage drop across mismatched line impedances and robust against
grid perturbations. The voltage drop can be written as:

4Ei = Ei − E∗ = −niQi (1.25)
and the voltage Ei can be implemented via integrating 4Ei, as

Ei =
ˆ
4Eidt (1.26)
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In order to make sure that the load voltage remains in a certain range, the load voltage
drop E∗ − VPCC needs to be fed back in a certain way. It can be added to 4Ei as

Ei =
ˆ

[Ke (E∗ − VPCC)− niQi] dt (1.27)

In steady state, the input of the integrator is zero, hence:

Ke (E∗ − VPCC) = niQi (1.28)

Ke (E∗ − VPCC) is the same for all DGs, if Ke is the same, thus an accurate reactive power
sharing can be achieved, which is no longer depend on the line impedance and immune
from system parameter variations.

In summary, the PCC rms-voltage (VPCC) is measured and compared to the rated value
E∗. The difference will be integrated to reach static error equal to zero. However, the
main drawback is that the common bus voltage should be measured all the way between
converters to enhance the reactive power sharing.

1.3.3.5 Hierarchical Droop Control method

Conventional droop control cannot ensure a constant voltage and frequency, neither an
exact power sharing. But an advantage of the control can avoid communication among
the DGs. For developing a flexible microgrid, it is necessary to distribute the control
tasks over levels. The later decouples the power flows and develop a restoration system
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for frequency and voltage, reactive power compensation, mode transfer, power settings
[55, 56, 57, 58]. Functionally, the microgrid operate within three control hierarchical
levels:

• Primary Control: P/Q Droop Control
The primary control is based on classical droop control to allow the connection
of different sources in parallel and to share the load wirelessly. In addition, it is
responsible for the voltage and current regulation in terms of a particular reference.
A virtual impedance loop is used for decoupling the control parameters and eliminate
the circulation currents between DGs and reactive power oscillations.

• Secondary Control: Frequency/Voltage Restoration and synchronization
In order to restore the microgrid voltage and frequency to nominal voltage, super-
visor system must send the corresponding signals using low-bandwidth communica-
tion. A synchronization loop can be added in this level to transfer from islanding
to grid-connected modes.

• Tertiary Control: P/Q Import and Export
The third control hierarchy allows import/export active and reactive power to the
grid based on economic data decisions, estimates the grid parameters and detects
non-planed islanding operation.

In [55], a PI controller was proposed to implement the secondary and tertiary control after
sensing the voltage, current and frequency at both sides of the static transfer switch (STS)
and sending them by low-bandwidth communication link. This controller is represented
in Fig. 1.14, where the frequency and voltage restoration controllers Gω and GE, shown
in Fig. 1.14(a) are PI controllers. The phase between the grid and the microgrid will be
synchronized by means of the synchronization control loop shown in Fig. 1.14(b), which
can be seen as a conventional PLL.

1.4 Conclusion
Droop Control methods are based on local measurements of the network state variables to
provide power sharing among parallel interfaced converters, which make microgrid control
truly distributed, as they do not depend on cables for reliable operation. It has many
desirable features such as expandability, modularity, flexibility and redundancy. However,
the droop control concept has some limitations including frequency and voltage variations,
slow transient response, and possibility of circulating current between inverters due to line
impedance mismatches between inverters and the common bus.

Recently, many researchers have improved the conventional droop control to overcome
those limitations. From the introduced methods, it is difficult for only one control scheme
to overcome all the mentioned drawbacks for all applications. However, further investi-
gation of these control techniques would help improve the design and implementation of
future distributed ac microgrid architecture. Table 1.1 summarizes the potential advan-
tages and disadvantages of the different droop methods presented in this chapter.
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Figure 1.14: Block diagrams of the hierarchical control of an AC microgrid: (a) Primary
and secondary controls. (b) Tertiary Control and synchronization loop.
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In addition, the research about the impacts of stability and reliability with a specific
load are still behind. The stability of microgrid has been studied for long years, but it is
not studied perfectly when a microgrid supplies some complex loads, such as a dynamic
load, a constant load, inductor motor etc. So it is necessary to propose special models and
control methods to solve the voltage, frequency and power-angle instabilities for complex
loads. From those issues, this thesis has specified the way of improving ac microgrids and
highlighted on the techniques and future studies that should close the gaps. Our later
proposed droop methods are studied in details in the next chapters. Chapter Two will
deal with modeling and control of Flatness -based Interface Converters for autonomous
as microgrid application. Furthermore, an improved frequency droop control based on
voltage estimator is introduced.
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Droop Control Methods Potential Advantages Potential Disadvantages

Conventional Droop Method P − ω/Q− V Or P − V/Q− ω Droop Methods

2� Easy Implementation Without
Communication.
2� Expandable, Modular And
Flexible.
2� For Highly Inductive\Resistive
Transmission Lines.

4 Affected By Physical
Parameters.
4 Poor Voltage-frequency
Regulation.
4 Slow Dynamic Response.
4 Poor Harmonic Sharing.

Modified Droop Structure Complex Line Impedance-based Droop
2� Decoupled Active And Reactive
Controls.
2� Improved Voltage Regulation.

4 Line Impedances Should Be
Known In Advance.
4 Slow Dynamic Response.
4 Poor Harmonic Sharing.

Angle Droop Method 2� Constant Frequency Regulation.
2� Good Power Quality.

4 Require GPS Signals.
4 Poor Performance Of Power
Sharing.
4 Slow Dynamic Response.
4 Poor Harmonic Sharing.

Virtual Droop Method Virtual Output Impedance Loop

2� Not Affected By Physical
Parameters.
2� Improved Performance Of Power
Sharing And System Stability.

4 Voltage Regulation Is Not
Guaranteed.
4 Requires Relatively High
Bandwidth For Controller.
4 Require Low Bandwidth
Communication In Some Cases.
4 The Physical Parameters Should
Be Known In Specific Application.

Virtual Power Method 2� Decoupled Active And Reactive
Power Controls.

4 Hard To Extract The Same
Transformation Angle For All DGs.
4 The Physical Parameters Should
Be Known In Advance.

Compensated Droop Control

Additional Control Loop Based Droop Method
2� Decoupled Active And Reactive
Controls.
2� Improved Voltage Regulation.

4 Line Impedance Should Be
Known In Advance.
4 Slow Dynamic Response.
4 Poor Harmonic Sharing.

Q-Vdot Droop Control Method 2� Same As Conventional Droop.

4 Depend On Initial Conditions.
4 Steady-state Solution May Not
Exist.
4 Easy To Destabilize.

Common Variable-based Control Method

2� Accurate Reactive Power
Sharing.
2� Not Affected By The Physical
Parameters.

4 Hard To Measure The Common
Voltage Due To Long Distance.
4 Frequency Is Load Dependent.
4 Poor Harmonic Sharing.

Hierarchical Droop Control Method 2� Same As Conventional Droop.

4 Trade-off Between Voltage
Regulation And Power Sharing.
4 Slow Dynamic Response.
4 Need Low Bandwidth
Communication For
Voltage/Frequency Restoration.

Table 1.1: Potential Advantages and Disadvantages of different types of Droop Controllers
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Chapter 2

FLATNESS BASED CONTROL FOR
INTERFACED CONVERTER WITH

DROOP CONTROL
ENHANCEMENTS

2.1 Introduction

In chapter 1, we discussed the different strategies used for decentralized control based-
Islanded AC Microgrid. All the design strategies are based on Droop Control which
can autonomously manage the active and reactive powers between distributed generators
(DGs), based on their ratings, with no communication between them. Thus, enhancing
reliability and flexibility of the system. The inner controller of the Interfaced Converter
has had a portion in the first chapter, where the Flatness-based Control was introduced
and its advantages over other Controllers were given. This chapter focuses on the devel-
opment of the Flatness-based Control for Interfaced Converter. Modeling, analysis and
implementation of the controller are done for DC/AC inverter with LC filter which is
applicable for other DICs in a microgrid. Furthermore, the Flatness-based control (FBC)
is implemented on parallel inverters system. The proposed control allows equal current
sharing between parallel inverters, reduces the circulating currents and minimizes the im-
pact of a full disconnection of any faulty inverter in the system. The next part of this
chapter, deals with a proposed Droop Control based on a state estimation of the com-
mon bus voltage (VPCC) which is then used as a feedback signal for the Droop Control
to accurately share the reactive power between parallel interfaced Converters. This is
done without adding communication link and without adding a supplementary loop to
inject a virtual impedance. Thus the proposed method keeps the advantages of the con-
ventional Droop control method to manage the power between distributed generations
in autonomous fashion. Simulation and experiments of the proposed droop method are
presented in this chapter.
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2.2 Flatness-based Control for inverter
Figure 2.1 represents the full power electronics scheme of an Interfaced Converter based
microgrid, where the Distributed Energy Resource (DER) is modeled by a DC source
of fixed voltage with a value chosen so that to ensure the controllability of the voltage
source inverter (VSI). The three phase inverter which assures the conversion DC/AC, is
controlled by a pulse width modulation (PWM) signals. The LC type passive filter is
there to reduce the high frequency harmonic contents.
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Figure 2.1: Distributed Generator with DER modeled as a DC source.

Firstly, The work of Azeddine Houari, in his PhD thesis [1] has been reviewed where the
definition of the flatness controller for DC/AC Converter was introduced and a comparison
with other control law recently published was done. The Criteria’s in comparison were
focused on:

• The Total Harmonic Distortion (THD) in the AC-side capacitors.

• Rapidity in the response during load transient state.

• Robustness according parameters variation.

In Houari thesis, a conclusion was drawn out for the advantages of Flatness-based control,
compared with PID and Linearization MIMO [59], in terms of network quality, parametric
robustness and stability. The results are summarized in table 2.1.

2.2.1 System Modeling
The modeling equations of a three phase system, Fig. 2.1, are given as:

Lf
d

dt

 ia
ib
ic

 =

 Va
Vb
Vc

− rf
 ia
ib
ic

−
 VCa
VCb
VCc

 (2.1)
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2.2 Flatness-based Control for inverter

PID Linearization [59] Flatness
Start-up
ability Exceeding 55% Exceeding 100% No overshoot

THD
under load
(Linear
and non
linear)

Medium Good Good

Dynamic
response Medium (Two loops) Rapid Rapid

Parametric
robustness Medium Lower than the PID Good

Stability
’Local’

Unstable beyond a
certain power

Unstable beyond a
certain power

(knowing that load
currents are
estimated)

Unstable beyond a
certain power

(knowing that load
currents are not

measured)
Stable system in the

whole field of
controllability (if the
load currents are

measured)

Number of
sensors 7

7 with current
measuring, 5 with

estimation

5 with current
measuring, 3 with

estimation

Table 2.1: Summary of results obtained in Houari thesis [1]
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Cf
d

dt

 VCa
VCb
VCc

 =

 ia − iLa
ib − iLb
ic − iLc

 (2.2)

For system control, a practical common method for developing the control laws for
three-phase systems is the transition to the rotating frame of Park. Moving to this
reference frame is done using the change of base matrix P .

P =
√

2
3


1√
2

1√
2

1√
2

cos θ cos
(
θ − 2π

3

)
cos

(
θ + 2π

3

)
− sin θ − sin

(
θ − 2π

3

)
− sin

(
θ + 2π

3

)
 (2.3)

with θ = ωt + θ0, ω is the electrical pulsation of the network and is selected in function
of the constraints imposed by the choice of control strategy. The sum of the inverter
output currents ([ia, ib, ic]t), the sum of the load currents ([iLa, iLb, iLc]t) and that of the
capacitor currents ([iCa, iCb, iCc]t) are all zeros (i.e. ia + ib + ic = 0, iLa + iLb + iLc = 0,
and iCa + iCb + iCc = 0).

Thus, the three-phase system described in (2.1) and (2.2) in (abc) frame, is reduced to
a system described respectively by the following equations in (dq) Park transformation.

d

dt

(
VCd
VCq

)
=
(

0 ω
−ω 0

)(
VCd
VCq

)
+ 1
Cf

(
id
iq

)
− 1
Cf

(
iLd
iLq

)
(2.4)

d

dt

(
id
iq

)
=
 −rf

Lf
ω

−ω −rf
Lf

( id
iq

)
+ 1
Lf

(
Vd
Vq

)
− 1
Lf

(
VCd
VCq

)
(2.5)

with: [Vd, Vq]t = P. [Va, Vb, Vc]t, [VCd, VCq]t = P. [VCa, VCb, VCc]t,
[id, iq]t = P. [ia, ib, ic]t, [iLd, iLq]t = P. [iLa, iLb, iLc]t.

2.2.2 Flatness Control for the Modeled System
To illustrate the flatness property of the modeled system, the differentially flat conditions
described early in Chapter 1 by relation (1.1) must hold. We propose to use the following
candidate flat output associated with the system described by the equations (2.4) and
(2.5):

y =
(
yd
yq

)
=
(
VCd
VCq

)
= φ(x, u) (2.6)

where x represents the state vector (x = [VCd, VCq, id , iq]t), u is the input vector (u =
[Vd, Vq]t).

The first condition for the differential system is confirmed since the flat output is
expressed as function of the state vector x. Referring to equations (2.4) and (2.5) and the
expression of the candidate flat outputs in (2.6), the state vector x can be expressed by
the following expression:
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2.2 Flatness-based Control for inverter


VCd
VCq
id
iq

 = Cf ·


0
0
ẏd
ẏq

−


1 0
0 1
0 Cfω

−Cfω 0

 ·
(
yd
yq

)
+


0
0
iLd
iLq

 (2.7)

The above expression can be written in the form:
VCd
VCq
id
iq

 =


ϕVcd(yd, yq, ẏd)
ϕVCq(yd, yq, ẏq)
ϕid(yd, yq, ẏd)
ϕiq(yd, yq, ẏq)

 (2.8)

The first derivative of the flat output enables to bring up the state variables. Indeed,
the system can be considered differentially flat, if the input, u = [Vd, Vq]t, can be expressed
in terms of flat output components and their successive derivatives.

d

dt

(
id
iq

)
= Cf .

(
ÿd
ÿq

)
−
(

0 Cfω
−Cfω 0

)(
ẏd
ẏq

)
+ d

dt

(
iLd
iLq

)
(2.9)

We then set:

d

dt

(
id
iq

)
=
(
ϕdid(yd, ẏd, ẏq, ÿd)
ϕdiq(yq, ẏd, ẏq, ÿq)

)
(2.10)

Finally, substituting (2.6), (2.8) and (2.10) in (2.5), the expression of the control input,
u=[Vd, Vq]t, as function of the flat output and its successive derivatives can be expressed
in the form:

(
Vd
Vq

)
= Lf .

(
ϕdid(yd, ẏd, ẏq, ÿd)
ϕdiq(yq, ẏd, ẏq, ÿq)

)
−
(
−rf ωLf
−ωLf −rf

)(
ϕid(yd, yq, ẏd)
ϕiq(yd, yq, ẏq)

)
+
(
yd
yq

)
(2.11)(

Vd
Vq

)
=
(
ψ(yd, yq, ẏd, ẏq, ÿd)
ψ(yd, yq, ẏd, ẏq, ÿq)

)
(2.12)

In summary, the differential flatness expressed in (1.1) are verified in (2.6), (2.8) and
(2.12). Thus, the modeled system can be considered as flat, of vector y = [VCd, VCq]t
being the flat output associated with the input u = [Vd, Vq]t.

So far, we have demonstrated that the studied system, shown in Fig. 2.1, can be
considered differentially flat. In the next sections, we will present the synthesis of the
controller, as well as the reference trajectory planning algorithm.

2.2.2.1 Implementation of the control algorithm

As detailed in [1, 11, 10], the input-output linearization technique can be used to insure
the control of the flat output, y = [yd, yq]t to its trajectory reference, yref =

[
ydref , yqref

]t
.

This technique involves introducing the control vector, γ = [γd, γq]t, defined as follows:
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ÿd = γd

ÿq = γq
(2.13)

The calculation of the control components γd and γq is obtained by the control laws
described respectively in (2.14) and (2.15). These laws govern the evaluation of the error
(ε = yref − y), so that an asymptotic convergence of the error tends to zero.

0 =
(
ÿdref − γd

)
+ k1

(
ẏdref − ẏd

)
+ k2

(
ydref − yd

)
+ k3

ˆ (
ydref − yd

)
dτ (2.14)

0 =
(
ÿqref − γq

)
+ k1

(
ẏqref − ẏq

)
+ k2

(
yqref − yq

)
+ k3

ˆ (
yqref − yq

)
dτ (2.15)

The integral terms are introduced to ensure zero static errors in steady state and can
compensate the modeling errors and/or errors related to parametric uncertainties. Each
of these equations is equivalent to a third order equation on the error of the form:

...
ε + k1ε̈+ k2ε̇+ k3ε = 0 (2.16)

The optimal choice of parameters k1, k2, k3, can be obtained by polynomial identifi-
cation (2.16) to a characteristic polynomial given by equation (2.17), whose roots are
predetermined [1].

p(s) = (s+ p1).(s2 + 2ξωn.s+ ω2
n) (2.17)

Thus, we obtain by identification:
k1 = 2ξωn + p1

k2 = 2ξωnp1 + ω2
n

k3 = p1ω
2
n

(2.18)

where ξ is the damping coefficient and ωn is the cut-off frequency of the controller. They
are designed to achieve desired control performance (fast dynamic with noise reduction).
p1 is an additional pole which must regulate the dynamics of the followed set-point. It is
proposed to set the pole equal to the cut-off frequency of the controller. The numerical
values of these parameters are given in section (2.2.2.3).

2.2.2.2 Trajectory Planning

For the generation of the reference trajectory, related to the flat outputs, we use a second
order low-pass filter with damping factor equal 1. From a practical point of view, this
choice is better than the polynomial approach when the number of constraint is low.
Indeed, the computing time is minimized during the planning phases. This solution
allows naturally integrate the constraints of continuity of paths (which must be of class
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2.2 Flatness-based Control for inverter

C2 in this case, due to double derivative terms), the derivatives are zero at the start and
the finish [1]. The reference trajectories are expressed as follows:

(
ydref−f
yqref−f

)
=
(

1− e
t−tinit
τ1 − t− tinit

τ1
e
t−tinit
τ1

)
.

(
ydref − ydinit
yqref − yqinit

)
+
(
ydinit
yqinit

)
(2.19)

where: t and tinit represent respectively time and the initial time, τ1 represents the time
constant of the filter, where its value is chosen so that the dq components of the inverter
voltage [Vd, Vq]t remain always in the interval [−(Vdc/2), (Vdc/2] when using SPWM, to
ensure the system is almost controllable. ydinitand yqinit are respectively the initial values
of the flat output components yd and yq. In this relation, ydref and yqref are defined as[
ydref , yqref

]t
=
[
VCdref , VCqref

]t
. VCdref , VCqref represent the dq components of the refer-

ence voltage across capacitors. The choice of reference values is generated by the droop
control that guarantee the desired output power delivered by the interfaced converter to
the grid.

Finally, the use of the filtered reference outputs (Fig. 2.2), ydref−fand yqref−f , and the
established control variable, γ = [γd, γq]t, allow for the generation of reference commands
associated to the voltage of the inverter.(

Vdref
Vqref

)
=
(
ψVdref (ydref−f , yqref−f , ẏdref−f , ẏqref−f , γd)
ψVqref (ydref−f , yqref−f , ẏdref−f , ẏqref−f , γq)

)
(2.20)

We highlight that the measure of inductive filter currents is not necessary to imple-
ment the control law, (2.20). Only the capacitor voltage sensors are used for generating
equations, while the load current sensors, that are used for power measuring in droop
controller, could be useful for increasing dynamics of Flatness Controller as regard to
load perturbation. The block diagram of the proposed control is presented in Fig. 2.2.
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Figure 2.2: Functional diagram of the proposed Control.

2.2.2.3 Verification of the proposed Control

To check the flatness-based control for a DIC, i.e. the possibility to show the evolution
of the system state variables from the flat outputs, it is proposed to demonstrate the
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system behavior at the starting phase and at a load transient state by using MATLAB-
Simulink. A state-space average model for a three-phase SPWM inverter is designed with
the system parameters used for this simulation are given in Table 2.2. A balanced three-
phase star connected R-L load with 25Ω resistance and 9.3 mH inductance per phase was
used. Figure 2.3 represents the evolution of the flat outputs (VCd, VCq) after applying
an rms-voltage level ranging from 0 to 110V. As shown in Figure 2.3, the measured flat
outputs perfectly follow their trajectory references. Thus, the proposed control with its
trajectory planing algorithm allows forcing the system to follow a predefined trajectories
during the start phase.

Symbol Designation Value
rf The internal resistance of the output filter inductor 0.7 Ω
Lf The inductance of the filter inductor 3.4 mH
Cf The capacitance of the output filter capacitor 40 µF
Vn The nominal RMS single-line voltage 110 V
ω Microgrid angular frequency 2π60
Vdc DC voltage 500 V

Flatness Controller parameters
ξ The damping factor 0.7
ωn The cut-off frequency 5000 rad/sec
p1 Additional pole 6000 rad/sec

Trajectory Filter
ξ The damping factor 1
ωc The cut-off frequency 1000 rad/sec

Table 2.2: Flatness Control system parameters.

Figure 2.4 shows the system response during a load change from 800W to 3600W. Figure
2.4(a) shows the power consumed by the load. Figure 2.4(b) shows the dq components
of the inverter output current (id, iq) perfectly follow the state variables predicted by the
command, i.e. ϕid and ϕiqas expressed in (2.8).

2.3 Flatness-based control for parallel-connected
inverters

The parallel connection of three-phase converters is a well known solution for large-scale
inverter-based microgrid when the capacities of the switching devices are limited or con-
strained by economic considerations [60]. For many applications, the parallel operation
could be crucial in systems with high reliability requirements. Parallel inverters allow re-
ducing the components size, especially the inductive components by segmenting the total
power and distributing it between inverters. The global efficiency becomes better and
the voltage stress on each inverter can be reduced. The parallel inverter system allows
creating redundancy, achieving compact design, high power density compared to single
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large power inverter and making the load power expansion between the parallel inverters
more flexible [61, 62, 63, 64, 65, 66, 67]. One method for controlling parallel inverters is to
define one inverter as master which imposes the output voltage while the others as slave
units where only currents or power is regulated. Master-slave control has been used in
[68, 69, 70]. However, the major concern for parallel operation is the circulating currents
in the conduction paths resulting at the common connection of the DC/AC terminals of
each inverter. Definition of the phenomenon is detailed in [71, 72, 73, 65, 74, 75, 76].
Commonly, it is possible to prove that the circulating currents are essentially generated
from the difference of the switching operation associated with the individual units, or
due to non-identical components, or open circuit of any switch or at the moment of fully
disconnection of any unit in the parallel system. Those currents can be separated into two
types; low-frequency component close to the fundamental frequency, and a high-frequency
component close to the switching frequency [75, 76]. While the high-frequency component
can be effectively limited by means of passive components, the low-frequency component
needs a special attention. Traditionally, in order to avoid this problem, transformers are
used to isolate the output current flow [77, 78]. However, the transformers are heavy
and they increase both core and copper losses. Basically, the recommended solutions in
literature are based on modifying the PWM operation [76, 71, 79].

The Flatness-based controller, detailed in this work, manages the currents between the
parallel units either on healthy or faulty operation mode. It is able to minimize the effect
of the circulating current or the influence of any faulty unit at the disconnection or re-
connection moment of any inverter in the parallel system. The proposed control method
does not need physical or complicated model of control and is independent of the load
conditions.

2.3.1 System structure and modeling
Referring to Fig. 2.5, the sum of the load currents and the sum of the N modules output
current are equal to zero

iLa + iLb + iLc = 0 (2.21)
N∑
k=1

(iak + ibk + ick) = 0 (2.22)

Then, the sum of the filter capacitors input current is zero. Assuming that, the zero-
sequence voltage component Vc0 is always zero. Actually, for each inverter of the system,
there is a zero current path by the anti-parallel diodes of the full bridge of the other
inverters. To confirm this fact, simply, the zero-sequence current of an inverter can be
left free and the other N − 1 zero-sequence components of the output currents of the
other inverters are kept as independent state variables. Then, the zero-sequence current
component of the first inverter can be given as i01 = −∑N

k=2 i0k. Controlling the zero-
sequence currents of N − 1 modules involves the cancellation of the first inverter zero-
sequence current i01. The first inverter of the system is considered as the reference to the
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given parallel inverters system. It is obvious that another inverter can be considered as
the reference or master and the others as slave for the control purpose.
In order to establish the control laws in the continuous domain, the voltage-current

model is transformed from three-phase static frame into synchronous 0dq frame using
Park transformation. Derivatives of the output voltages in 0dq frame, with Vc0 = 0 at the
common filter capacitors, are obtained as

d

dt

(
Vcd
Vcq

)
=
(

0 ω
−ω 0

)
·
(
Vcd
Vcq

)
+ 1
Cf




N∑
k=1

idk

N∑
k=1

iqk

−
(
iLd
iLq

) (2.23)

The derivatives of the dq components of the first inverter output current as function
of the controlled voltages Vd1 and Vq1, similarly the derivatives of the kth inverter output
currents in the system with k ∈ {2, · · · , N}, can be obtained as

d

dt

(
id1
iq1

)
=
 −rf1

Lf1
ω

−ω −rf1
Lf1

 · ( id1
iq1

)
+ 1
Lf1

(
Vd1
Vq1

)
− 1
Lf1

(
Vcd
Vcq

)
(2.24)

d

dt

 i0k
idk
iqk

 =


−rfk
Lfk

0 0
0 −rfk

Lfk
ω

0 −ω −rfk
Lfk

 ·
 i0k
idk
iqk

+ 1
Lfk

 V0k
Vdk
Vqk

− 1
Lfk

 Vc0
Vcd
Vcq

 (2.25)
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where the variables V0k, Vdk and Vqk are the controlled voltages of the kth inverter in
the system of N -parallel inverters.

2.3.2 Control strategy for parallel-inverters
A one-loop Flatness-based control (FBC) is presented for controlling the system of N -
parallel inverters. The FBC strategy was introduced in section 2.2 where the chosen
candidate flat output was the voltage across the output filter capacitor. Of course, the flat
output may include any other variables of the system depending on the control purposes.
For this control objectives, we are going to choose two different flat outputs and verify
that the Flatness-based control still efficient in both cases.

2.3.2.1 System modeling with Capacitor voltage as Flat output

The flat output vector y is defined as y = [yc, yz]t, where the first part yc = [yd, yq]t is
defined by the dq voltage across the ac capacitor output filter

yc =
(
yd
yq

)
=
(
Vcd
Vcq

)
(2.26)

The second part of the candidate flat output vector y corresponds to the current error
vector yz, which represents the current errors referred to the reference. Each component
of yz allows to minimize the circulating currents and to balance the powers between
the ith reference inverter and all other kth working inverters. The current error vector
yz = [yz1, yz2, . . . , yzi−1, yzi+1, . . . , yzN ]t and its components yzk, ∀k ∈ {1, . . . , N}, k 6= i
are expressed as

yzk =

 yz0k
yzdk
yzqk

 =

 z0k
zdk
zqk

 =

 i0k
idi − idk
iqi − iqk

 = φyzk(x) (2.27)

The flat output y = [yc, yz]t can be written in the form

y =
(
yc
yz

)
=



Vcd
Vcq
i01

idi − id1
iqi − iq1

...
i0k

idi − idk
iqi − iqk


=


φyc(x)
φyz1(x)

...
φyzk(x)

 ∀k ∈ {1, . . . , N}, k 6= i (2.28)

where, x = [Vcd, Vcq, i01, id1, iq1, . . . , idi, iqi, . . . i0k, idk, iqk]t, dim(x) = 3N + 1 is the state
variables vector. Equation (2.23), the derivative of the voltage vector [Vcd, Vcq]t, can be
rewritten as:
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(
V̇cd
V̇cq

)
=
(
ẏd
ẏq

)
=
(

0 ω
−ω 0

)(
yd
yq

)
+ 1
Cf




N.idi −

N∑
k=1
k 6=i

zdk

N.iqi −
N∑
k=1
k 6=i

zqk

−
(
iLd
iLq

)
 (2.29)

Thus, the ith inverter output currents [idi, iqi]t can be expressed as function of yc and
its derivative ẏc and yzk

(
idi
iqi

)
= 1
N


Cf ẏd +

N∑
k=1
k 6=i

zdk + iLd

Cf ẏq +
N∑
k=1
k 6=i

zqk + iLq

−
(

0 ωCf/N
−ωCf/N 0

)(
Vcd
Vcq

)
=
(
ϕidi(yc, ẏc, yz)
ϕiqi(yc, ẏc, yz)

)

(2.30)
The expression of the output currents for the remaining inverters i0dqk(k ∈ {1, . . . , N}, k 6=

i) can be derived using (2.37) and (2.30) as

 i0k
idk
iqk

 =

 z0k
ϕidi(yc, ẏc, yz)− zdk
ϕiqi(yc, ẏc, yz)− zqk

 =

 ϕi0k(yzk)
ϕidk(yc, ẏc, yzk)
ϕiqk(yc, ẏc, yzk)

 (2.31)

Thus, the system state vector x = [Vcd, Vcq, i01, id1, iq1, . . . , idi, iqi, . . . i0k, idk, iqk]t, dim(x) =
3N + 1, can be redefined as function of the flat output vector y as:



Vcd
Vcq
i01
id1
iq1
...
idi
iqi
...
i0k
idk
iqk



=



yd
yq

ϕi01(yz1)
ϕid1(yc, ẏc, yz1)
ϕiq1(yc, ẏc, yz1)

...
ϕidi(yc, ẏc, yz)
ϕiqi(yc, ẏc, yz)

...
ϕi0k(yzk)

ϕidk(yc, ẏc, yzk)
ϕiqk(yc, ẏc, yzk)


The derivatives of the reference inverter output currents (ith inverter) can be obtained

by using (2.30) as:
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d

dt

(
idi
iqi

)
= 1

N


Cf ÿd +

N∑
k=1
k 6=i

żdk + d

dt
iLd

Cf ÿq +
N∑
k=1
k 6=i

żqk + d

dt
iLq

−
(

0 ωCf/N
−ωCf/N 0

)(
ẏd
ẏq

)

=
(
ϕdidi(yc, ẏc, ÿc, yz, ẏz)
ϕdiqi(yc, ẏc, ÿc, yz, ẏz)

)
(2.32)

The derivatives of the remaining output currents, i0dqk ∀k ∈ {1, . . . , N}, k 6= i, verify

d

dt

 i0k
idk
iqk

 =

 ż0k
ϕdidi(yc, ẏc, ÿc, yz, ẏz)− żdk
ϕdiqi(yc, ẏc, ÿc, yz, ẏz)− żqk



=

 ϕdi0k(ẏz)
ϕdidk(yc, ẏc, ÿc, yz, ẏz)
ϕdiqk(yc, ẏc, ÿc, yz, ẏz)

 (2.33)

From (2.30)-(2.33), the output currents and their corresponding derivatives are found
as function of the candidate flat output as being presented in Chapter 1, Eq. (1.1). The
input controlled vector u = [Vdi, Vqi, . . . , V0k, Vdk, Vqk]t can be obtained as

(
Vdi
Vqi

)
= Lfi

(
ϕdidi
ϕdiqi

)
− Lfi

 −rfi
Lfi

ω

−ω −rfi
Lfi

( ϕidi
ϕiqi

)

+
(
ϕVcd
ϕVcq

)
=
(
ψVdi(yc, ẏc, ÿc, yz, ẏz)
ψVqi(yc, ẏc, ÿc, yz, ẏz)

)
(2.34)

With the same procedure, the input vector for the remaining N − 1 inverters (∀k ∈
{1, . . . , N}, k 6= i) can be obtained as

 V0k
Vdk
Vqk

 = Lfk

 ϕdi0k
ϕdidk
ϕdiqk

− Lfk

−rfk
Lfk

0 0
0 −rfk

Lfk
ω

0 −ω −rfk
Lfk

×
 ϕi0k
ϕidk
ϕiqk



+

 Vc0
ϕVcd
ϕVcq

 =

 ψV0k(yz, ẏz)
ψVdk(yc, ẏc, ÿc, yz, ẏz)
ψVqk(yc, ẏc, ÿc, yz, ẏz)

 (2.35)

Thus, the differential flatness property expressed early in Chapter 1, equation (1.1)
are verified by (2.28), (2.30), (2.31), (2.34) and (2.35). We can consider the modeled
system as flat, with vector y = [yc, yz]t being the flat output associated with the input

38



2.3 Flatness-based control for parallel-connected inverters

vector u = [V01, Vd1, Vq1, · · · , Vdi, Vqi, · · · , V0k, Vdk, Vqk]t, where yc = [Vcd, Vcq]t is the output
capacitor voltages. In the next subsection, we are going to demonstrate that another flat
output can be considered for modeling the system. The flatness property will be verified
by ensuring equation (??) with the control of the flat output to its reference. The reference
trajectory planning algorithm and the control law are given after to complete the synthesis
of the control process.

2.3.2.2 System modeling with Electrostatic Energy as Flat output

The electrostatic energy and the current error vector between the parallel inverters are
chosen as the candidate flat outputs to regulate the output ac-voltage and balance the
currents between the parallel inverters. The flat output vector y is defined as y = [yc, yz]t,
where the first part yc = [yd, yq]t is defined by the dq electrostatic energies stored in the
ac capacitor output filter

yc =
(
yd
yq

)
= 1

2Cf
(
sign(Vcd) · V 2

cd

sign(Vcq) · V 2
cq

)
= φyc(x) (2.36)

There is no difference regarding the second part of the candidate flat output yz, which
is defined as the current error vector. The expression of yz remains as

yzk =

 yz0k
yzdk
yzqk

 =

 z0k
zdk
zqk

 =

 i0k
idi − idk
iqi − iqk

 = φyzk(x) (2.37)

The flat output y = [yc, yz]t can be written in the form

y =
(
yc
yz

)
=



1
2Cf · sign(Vcd) · V 2

cd
1
2Cf · sign(Vcq) · V 2

cq

i01
idi − id1
iqi − iq1

...
i0k

idi − idk
iqi − iqk


=


φyc(x)
φyz1(x)

...
φyzk(x)

 ∀k ∈ {1, . . . , N}, k 6= i (2.38)

Using yc = [yd, yq]t given by (2.36), the output voltage vector [Vcd, Vcq]t can be redefined
as a function of the flat output vector yc regarding the sign of the energy vector yc as

(
Vcd
Vcq

)
=
 sign(yd)

√
2yd/Cf

sign(yq)
√

2yq/Cf

 =
(
ϕVcd(yd)
ϕVcq(yq)

)
(2.39)

From (2.23) and (2.39), the derivative of the voltage vector [Vcd, Vcq]t can be expressed
as:
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(
V̇cd
V̇cq

)
=
(

0 ω
−ω 0

)(
ϕVcd(yd)
ϕVcq(yq)

)
+ 1
Cf




N∑
j=1

idj

N∑
j=1

iqj

−
(
iLd
iLq

) (2.40)

Globally, from (2.39) and (2.40), the ith inverter output currents [idi, iqi]t can be ex-
pressed as function of yc and its derivative ẏc and yzk

(
idi
iqi

)
= 1

N


sign(yd)ẏd/

√
2yd/Cf +

N∑
k=1
k 6=i

zdk + iLd

sign(yq)ẏq/
√

2yq/Cf +
N∑
k=1
k 6=i

zqk + iLq


−
(

0 ωCf
N

−ωCf
N

0

) sign(yd)
√

2yd/Cf
sign(yq)

√
2yq/Cf

 =
(
ϕidi(yc, ẏc, yz)
ϕiqi(yc, ẏc, yz)

)
(2.41)

The expression of the output currents for the remaining inverters i0dqk(k ∈ {1, . . . , N}, k 6=
i) can be derived using (2.37) and (2.41) as

 i0k
idk
iqk

 =

 z0k
ϕidi(yc, ẏc, yz)− zdk
ϕiqi(yc, ẏc, yz)− zqk

 =

 ϕi0k(yzk)
ϕidk(yc, ẏc, yzk)
ϕiqk(yc, ẏc, yzk)

 (2.42)

Thus, the system state vector x = [Vcd, Vcq, i01, id1, iq1, . . . , idi, iqi, . . . i0k, idk, iqk]t , dim(x) =
3N + 1, can be redefined as function of the flat output vector y as



Vcd
Vcq
i01
id1
iq1
...
idi
iqi
...
i0k
idk
iqk



=



ϕVcd(yd)
ϕVcq(yq)
ϕi01(yz1)

ϕid1(yc, ẏc, yz1)
ϕiq1(yc, ẏc, yz1)

...
ϕidi(yc, ẏc, yz)
ϕiqi(yc, ẏc, yz)

...
ϕi0k(yzk)

ϕidk(yc, ẏc, yzk)
ϕiqk(yc, ẏc, yzk)


The derivatives of the reference inverter output currents (ith inverter) can be obtained

by using (2.40) and (2.41) as:

40



2.3 Flatness-based control for parallel-connected inverters

d

dt

(
idi
iqi

)
= 1
N




sign(yd)ÿd

Vcd
− sign(yd)ẏd

CfV
2
cd

 N∑
j=1

idj − iLd + ωCfVcq


sign(yq)ÿq

Vcq
− sign(yq)ẏq

CfV 2
cq

 N∑
j=1

iqj − iLq − ωCfVcd





+



N∑
k=1
k 6=i

żdk + d

dt
iLd

N∑
k=1
k 6=i

żqk + d

dt
iLq

−
(

0 ω
−ω 0

)


 N∑
j=1

idj − iLd + ωCfVcq

 N∑
j=1

iqj − iLq − ωCfVcd






=
(
ϕdidi(yc, ẏc, ÿc, yz, ẏz)
ϕdiqi(yc, ẏc, ÿc, yz, ẏz)

)
(2.43)

The derivatives of the remaining output currents, i0dqk ∀k ∈ {1, . . . , N}, k 6= i, verify

d

dt

 i0k
idk
iqk

 =

 ż0k
ϕdid(yc, ẏc, ÿc, yz, ẏz)− żdk
ϕdiq(yc, ẏc, ÿc, yz, ẏz)− żqk



=

 ϕdi0k(ẏz)
ϕdidk(yc, ẏc, ÿc, yz, ẏz)
ϕdiqk(yc, ẏc, ÿc, yz, ẏz)

 (2.44)

From (2.41)-(2.44), the output currents and their corresponding derivatives are found
as function of the candidate flat output as being presented in (1.1). The input controlled
vector u = [Vdi, Vqi, . . . , V0k, Vdk, Vqk]t can be obtained as

(
Vdi
Vqi

)
= Lfi

(
ϕdidi
ϕdiqi

)
− Lfi

 −rfi
Lfi

ω

−ω −rfi
Lfi

( ϕidi
ϕiqi

)

+
(
ϕVcd
ϕVcq

)
=
(
ψVdi(yc, ẏc, ÿc, yz, ẏz)
ψVqi(yc, ẏc, ÿc, yz, ẏz)

)
(2.45)

With the same procedure, the input vector for the remaining N − 1 inverters (∀k ∈
{1, . . . , N}, k 6= i) can be obtained as

 V0k
Vdk
Vqk

 = Lfk

 ϕdi0k
ϕdidk
ϕdiqk

− Lfk

−rfk
Lfk

0 0
0 −rfk

Lfk
ω

0 −ω −rfk
Lfk

×
 ϕi0k
ϕidk
ϕiqk



+

 Vc0
ϕVcd
ϕVcq

 =

 ψV0k(yz, ẏz)
ψVdk(yc, ẏc, ÿc, yz, ẏz)
ψVqk(yc, ẏc, ÿc, yz, ẏz)

 (2.46)
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If one inverter (including the reference one) or more of the parallel modules are dis-
connected under normal or faulty condition, the previous analysis is always valid and the
rank of the state vector x will be reduced by 3f , where f is the number of the faulty
inverters (i.e., x ∈ Rn−3f ). The ranks of the flat output vector y and the input u will also
be reduced by 3f , but the rank of yc rests the same (i.e., y ∈ Rm−3f ). When the reference
inverter (the first one by example) is fully disconnected, the current expression given by
(2.43) will be referred to the next inverter (by example, the second one). Consequently,
(2.37) will be referred to the new reference. The flatness conditions can always be veri-
fied for the studied system with the reduced state and input vectors associated with the
candidate flat output y regarding the new vector yzk. The reference yzkref of the current
error vector yzk is assumed to be zero in normal case (i.e., z0kref = zdkref = zqkref = 0).
This choice minimizes the circulating currents and ensures that the total power is equally
distributed between the parallel inverters. When one inverter (number j for example) of
the parallel system is fully disconnected, the reference yzjref of the current error vector yzj
becomes equal to the reference inverter currents (i.e., z0jref = 0, zdjref = idi, zqjref = iqi).
Thus, in the case of healthy or faulty conditions of any inverter in the parallel system,
the relations (2.41) and (2.43) can always be used. For both cases, the reference of yc is
calculated as

ycref =
(
ydref
yqref

)
= 1

2Cf
(
V 2
cdref

V 2
cqref

)
(2.47)

where Vcdref = Vcqref = Vrms
√

3/2 and Vrms represents the RMS value of the reference
output voltage of theLC filter.

The last step consists of the formulation of the input vector u as function of the can-
didate flat output references yref = [ycref , yzref ]t and their respective derivatives. The
relations (2.45) and (2.46) can be expressed for each active inverter as

(
Vdi
Vqi

)
=
(
ψVdi(ycref , ẏcref , ÿcref , yzref , ẏzref )
ψVqi(ycref , ẏcref , ÿcref , yzref , ẏzref )

)
(2.48)

 V0k
Vdk
Vqk

 =

 ψV0k(yzkref , ẏzkref )
ψVdk(ycref , ẏcref , ÿcref , yzkref , ẏzkref )
ψVqk(ycref , ẏcref , ÿcref , yzkref , ẏzkref )

 (2.49)

2.3.2.3 Reference Trajectory

To plan the desired trajectory of the candidate flat output y and consequently their
sub-respective components as given by (2.36) and (2.37), a second order low-pass filter
is used, which allows limiting the power during transient state due to the variations of
the voltage reference value Vrms. This formulation, allows respecting the conditions of
the candidate flat output derivatives at initial and steady states. At these instants, the
values of these derivatives have to be zero. Therefore, the desired reference trajectory
yref = [ycref , yzref ]t ∀k ∈ {1, . . . , N}, k 6= i can be expressed as
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ycref−f =
(

1−
(

1 + t− tinitc
τc

)
e−

t−tinitc
τc

)
× (ycref − ycinit) + ycinit (2.50)

yzkref−f =
(

1−
(

1 + t− tinitz
τz

)
e−

t−tinitz
τz

)
× (yzkref − yzkinit) + yzkinit (2.51)

where t and tinitc/z represent the time and the initial time for both reference trajectories,
respectively. τc and τz are the time constants of the planned reference trajectories for the
electrostatic energy and the current error.

2.3.2.4 Control law and Linearization

To ensure the control of both flat output components yc and yzk to their respective ref-
erence trajectories ycref and yzkref for the healthy and faulty conditions, the classical
input-output linearization is used. Feedback linearization is a common approach used in
the control of nonlinear systems and it is well applied to the nonlinear parallel inverters
system. This technique consists of introducing fictitious control variables γc = [γd, γq]t
associated to the output energy vector and γz = [γz1, . . . , γzi−1, γzi+1, . . . , γzN ]t to the
current error vector. For the output energy vector, the fictitious control variable can be
expressed as γd = ÿd

γq = ÿq
(2.52)

These control laws allow an asymptotic convergence of the measured variables to their
respective reference trajectories and can be deduced as

(ÿdref − γd) + k11(ẏdref − ẏd) + k12(ydref − yd) + k13

ˆ
(ydref − yd)dτ = 0 (2.53)

(ÿqref − γq) + k11(ẏqref − ẏq) + k12(yqref − yq) + k13

ˆ
(yqref − yq)dτ = 0 (2.54)

The integral term is introduced to ensure zero static error in steady state and to com-
pensate the effects introduced by the system modeling errors. For each current error
vector yzk, the fictitious control variable γzk = [γz0k, γzdk, γzqk]t is expressed in the same
way as

γzk =


ż0k = γz0k

żdk = γzdk

żqk = γzqk

∀k ∈ {1, . . . , N}, k 6= i. (2.55)

Second-order laws are used to ensure that the current error vector yzk follows its planned
reference yzkref :
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(ẏzkref − γzk) + k21(yzkref − yzk) + k22

ˆ
(yzkref − yzk)dτ = 0 (2.56)

To simplify (2.53), (2.54) and (2.56), a variable ε is introduced to express the dynamics
of the error

...
ε yc + k11ε̈yc + k12ε̇yc + k13εyc = 0 (2.57)

ε̈yzk + k21ε̇yzk + k22εyzk = 0 (2.58)
where, εyc = ycref − yc and εyzk = yzkref − yzk.
The parallel system operating point will be stable if the coefficients k11, k12, k13, k21, k22

are strictly positive values. The dynamics of the system will be fixed by these gains
associated with the control laws. To determine the values of the gain coefficients, a
classical pole placement method is used thanks to a comparison between the characteristic
polynomials associated to (2.57) and (2.58) with the polynomials given by (2.59):pyc(s) = (s+ p1)(s2 + 2ξωn · s+ ω2

n)
pyz(s) = (s2 + 2ξωn · s+ ω2

n)
(2.59)

Therefore, the control gain parameters can be defined as
k11 = 2ξcωyc + p1

k12 = 2ξcωyc · p1 + ω2
yc

k13 = p1 · ω2
yc

(2.60)

k21 = 2ξzωyz
k22 = ω2

yz

(2.61)

It is possible to get formulation of u in closed loop by(
Vdi
Vqi

)
=
(
ψVdi(ycref−f , ẏcref−f , γc, yzref−f , γz)
ψVqi(ycref−f , ẏcref−f , γc, yzref−f , γz)

)
(2.62)

 V0k
Vdk
Vqk

 =

 ψV0k(yzkref−f , γz)
ψVdk(ycref−f , ẏcref−f , γc, yzref−f , γz)
ψVqk(ycref−f , ẏcref−f , γc, yzref−f , γz)

 (2.63)

2.3.3 Simulation Results
To validate the proposed control method in both cases with different selection of flat out-
put, a model of three parallel inverters, based on MATLAB-Simulink, has been performed
(i.e., N = 3). The system parameters and the control gains which are associated to the
voltage, energy and current balancing trajectories are listed in Table 2.3.

First, the system model with output capacitor voltage as flat output is tested. Figure
2.6 shows the behavior of the capacitor voltages flat output yd and yq that corresponds
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2.3 Flatness-based control for parallel-connected inverters

to Vcd and Vcq under normal condition with a reference step rms-voltage from 90 to 110V
at t = 50ms. The measured components follow perfectly their reference trajectories. As
shown in Fig. , the current error in dq frame between inverter 1 and 2 is zero as exposed
by the reference value, which indicates that the current controller effectively supress the
circulating current between parallel inverters.

System parameters
DC side line inductance L = 400µH, rL = 0.2Ω

Output ac filter inductances L1 = L2 = L3 = 1mH, r1 = r2 = r3 = 0.7Ω
DC bus capacitance Cdc = 1100µF
AC output voltage 110 V-60 Hz
DC input voltage 500 V

Switching frequency fsw = 15 kHz
Voltage/Energy control dynamics ξc = 0.7, ωyc = 5000 rad/s, p1 = 6000 rad/s

Current control dynamics ξz = 0.7, ωyz = 5000 rad/s
Time constant (τc) for voltage/energy trajectory filter 1 ms

Time constant (τz) for current trajectory filter 10 ms

Table 2.3: Parallel inverters system parameters.
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Figure 2.6: dq output voltages of parallel system under the proposed control method. (a)
Voltage Vcd, (b) Voltage Vcq from the startup to a step in Vrms voltage at
t = 50ms from 90 to 110V.

Secondly, for the other case study, where the electrostatic energy is considered as the
flat output, The schematic diagram of the proposed control system is given in Fig. 2.8.
Under the normal conditions, the proposed control method regulates the output ac bus
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Figure 2.7: dq current error between inverter 1 and 2 under the proposed control method.
(a) current error zd2, (b) current error zq2.
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2.3 Flatness-based control for parallel-connected inverters

voltages. The current balancing controller allows sharing the power equally between the
parallel inverters with minimization of circulating currents, so the current error vector
yzk equals zero. Under a fault condition of any inverter, the corresponding current error
vector yzk referred to the reference inverter is no more zero. This method can be used for
multiple inverters failure identification. If the value of the individual current error vector
yzk equals the reference inverter dq currents, this value will be an identification for the full
disconnection of the faulty inverter. Thus, the proposed control given by (2.37) and (2.56)
is verified for both healthy and faulty conditions. Fig. 2.9(a) and (b) show, respectively,
the behavior of the electrostatic energies yd and yq and the corresponding output voltages
Vcd and Vcq under normal conditions for a step in the RMS reference voltage from 90 to
110V at t = 50ms. The measured components follow perfectly their reference trajectories.
The components y0 and Vc0 are equal to zero. In this case, when the three modules are
identical, there is no circulating current.

Fig. 2.10(a) shows the behavior of the line currents ia1, ia2 and ia3 and the corresponding
powers P1, P2 and P3 of the three inverters at the common ac bus, during a faulty condition
when adding 1.5Ω per phase for the second inverter. When the the current balancing
controller is switched OFF at t=40 ms, the healthy inverters carry more power than the
faulty one. So, there is a circulating current between the parallel inverters as given by
the difference between line currents ia1 and ia2.

Fig. 2.10(b) shows the power sharing between the three inverters. The three powers are
supposed to be equal as indicated by the normal zone ZN. The load power PL is divided
equally to P1, P2 and P3, at the common ac bus, between the three inverters for a given
load of 3.2 kW. If a fault involves the fully disconnection of one inverter, by example the
second inverter at t=20 ms, the reference inverter and the third one continue supplying
equally the load power during the abnormal zone ZF2. At t=40 ms, when the second
inverter problem was cleared and restarted, the load power is equally shared as previous
state ZN. The same operation can be applied for the third inverter which is disconnected
in ZF3 when the disconnection and reclosure are effectuated at t=60 ms and t=80 ms
respectively. In the zones ZF2 and ZF3, the first inverter is the reference as viewed by
the current error vector yzk. But if it is disconnected, the currents will be referred to the
second inverter as given by (2.37) and operational diagram given in Fig. 2.8 (i.e. i = 2).

Fig. 2.11(a) shows the current error during the healthy and faulty conditions. The
current error is equal to zero for ZN and when the second inverter is fully disconnected,
the current error vector for both dq components equals the current of the reference in-
verter. Fig. 2.11(b) shows the behavior of the electrostatic energies dq components when
the second inverter or the third one is disconnected, some perturbations about 6% of
the steady state value are observed at both t=20ms and t=60ms in the measured dq
components. This is due to the variation of the electromagnetic energy stored in the
inductances which affects the energy of output LC filter. When the faults are cleared and
the inverter is reconnected to the system, the perturbations are negligible as indicated at
t=40ms and t=80ms for the dq components due to the current balance controller which
limits the rate of variations of the references at the moment of inverter reconnection. The
behavior of the voltage Vcd, Vcq components and the three phase voltages Vca, Vcb and Vcc
of the output filter capacitors is shown in Fig. 2.11(c) when one inverter is disconnected.
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Figure 2.9: Waveforms of the output ac bus of parallel system under the proposed con-
trol method. (a) Behavior of electrostatic energies yd and yq. (b) Voltages
Vc0, Vcd,and Vcq from the startup to a step in Vrms voltage at t = 50ms from
90 to 110V.
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Figure 2.10: Behavior of the parallel inverters system under the proposed control method
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switched OFF. (b) Load power sharing between parallel inverters for a load
of 3.2 kW during healthy and faulty conditions for each inverter with the
proposed current balancing method.
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Figure 2.11: Behavior of the parallel inverters system under the proposed control method
(Vdc = 500V, Vrms = 110V, Pload = 3.2kW). (a) Behavior of current error
during healthy and faulty conditions. (b) Behavior of electrostatic energies
yd, yq under the proposed current balancing method with minimal perturba-
tion. (c) Behavior of Vcd, Vcq and the output three phase voltages in different
zones.
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The output energies and voltages follow perfectly their respective references and the three
phase voltages of the output LC filter are pure sine waves.

2.3.4 Experimental Results
To verify the effectiveness of the proposed control method, experiments are performed on
a 5-kW test bench consisted of two parallel inverters under the proposed control method
as shown in Fig. 2.12 with the parameters listed in Table 2.3. The proposed control is
realized with Matlab-Simulink-RTW software and implemented owing to dSPACE-1105
real-time control card. Fig. 2.13(a) shows the output ac voltages of the LC filter for a
balanced resistive load of 3.2 kW. The voltage THD is 1.8% for the FBC. Fig. 2.13(b)
shows the behavior of both the dq energies and the voltages components of the output ac
bus after a step variation in the voltage reference from 55 to 110 V with a resistive load
power set to 3.2 kW in steady state. The measured values follow perfectly their respective
references trajectories. Fig. 2.13(c) shows the experimental results of the output energies
which follow perfectly the planed energy references for step variation from 120 to 80 V
and then again to 120 V. The behavior of the output energy stays well controlled thanks
to the proposed flat control method after a step of the load power from 3.2 kW to 5
kW. The system exhibits efficiency about 87% under the given load conditions. When
there is non-similarity of the components, there will be a circulating currents between
the parallel inverters. Unbalanced system is introduced by adding 1.5Ω per phase for the
second inverter, this resistance artificially represents the nonequivalent condition. The
currents id1, id2 and iq1, iq2 at the common ac bus is still equally divided between the two
inverters using the current balancing controller, and the circulating current is reduced to
zero as shown in Fig. 2.13(d) and (e). The respective current differences are equal to
zero with the proposed currents balancing method. These results put emphasis on the
minimization of the circulating currents for unbalanced parallel systems. Fig. 2.13(f)
shows the power P1, P2 which are balanced between the two parallel inverters, but the
second inverter exhibits more losses than the first one under the given nonequivalent
condition. These figures show the efficiency of the current balancing method used to
balance the currents and the power between inverters. Also, the balancing system is still
efficient during transient state.

Fig. 2.14(a) shows the power P1, P2 and the power sharing ratio α1, α2 between the two
inverters under a resistive balanced load of 3.2 kW when the current balancing system
is switched OFF under the abnormal condition by adding 1.5Ω per phase for the second
inverter. The healthy inverter provide more power than the faulty one. So, there is a
circulating current about 2A between the parallel inverters as shown in Fig. 2.14(b). The
system exhibits efficiency about 86% and 84% with and without the current balancing
method under the abnormal and same load conditions. Fig. 2.14(c) shows the behavior
of electrostatic energies yd (similarly yq) and the output ac bus voltages Vabc during the
faulty condition of the second inverter which is fully disconnected from the system for the
given values of Vdc=500 V, Vrms =110 V and the load power of 3.2 kW. A perturbation
around 7% in comparison of the values in steady state is observed for the energy and
output ac bus voltages due to the change of the electromagnetic energy level in filter
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Figure 2.12: The experimental test bench of two parallel inverters.

inductors. The corresponding behavior of the power P1, P2 and the current error vector
zd, zq and their respective reference trajectories is shown in Fig. 2.14(d) and Fig. 2.14(e).
The first inverter is switched OFF at the beginning of ZF1 and the full load power is
provided by the second inverter which becomes the reference (i.e., inv1=s, inv2=m) and
continues as a reference. However, at the moment of reconnecting the first inverter at
the end of ZF1, the second inverter stays the reference unit which is disconnected at the
beginning of ZF2, and the first inverter becomes the reference as in the initial state.

To verify the performance of the proposed controller under nonlinear load condition,
a three-phase diode bridge rectifier with a resistive load is used. Fig. 2.15 shows the
waveforms of the output ac bus voltages and load currents. The THD is 2.71% for
the output ac bus voltages under the proposed control method. The lower THD value
for the line voltages under the flatness controller is mainly due to use of the reference
reactions instead of disturbance reactions. The performance of the proposed control
method can be tested under abnormal condition like open-switch fault. Fig. 2.16(a)
shows the experimental results for the output ac bus voltages under open-switch fault
of the first inverter represented by S11 (a detection variable flag). In this case, the
control continues to operate in normal mode (no disconnection of the faulty inverter).
The measured current error values are negative for the upper open-switch case as shown
in Fig. 2.16(b). The faulty phase has negative unidirectional current and zero for the
positive half as shown in Fig. 2.16(c). The experimental results show the validity of
the proposed FBC method for regulating the output voltage or minimize the circulating
currents between the parallel inverters and minimizing the transient effects due to changes
of the configurations of the parallel system.
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Figure 2.13: Experimental results: (a) Output voltages for Vrms=110 V under 3.2 kW
balanced resistive load. (b) Behavior of measured dq energies and voltages
of output ac bus for step in reference voltage Vrms from 55V to 110V. (c)
Experimental results during step variations of measured energies after step
variation of Vrms from 120 to 80 V and then again to 120 V and with step
of load power from 3.2 kW to 5 kW. (d) Experimental results of currents
id1, id2 and iq1, iq2 and their respective differences when current balancing
controller in ON state. (e) Line currents ia1, ia2, their respective differences
when current balancing controller in ON state. (f) Corresponding behavior
of supplied power at output ac bus; P1, P2, losses Ploss1 and Ploss2.
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Figure 2.14: Experimental results: (a) Power P1, P2 and their ratio at common ac bus
under resistive balanced load of 3.2 kW when current balancing is in OFF
state. (b) output currents ia1, ia2 and their respective differences when cur-
rent balancing controller is in OFF state. (c) Electrostatic energies yd, yq
during full disconnection of second inverter and corresponding three phase
voltages with perturbation of 7%. (d) Powers P1 and P2 at output ac bus un-
der resistive balanced load of 3.2 kW for full disconnection of first and second
inverter respectively. (e) Current error vector zd2 and zq2 components under
resistive balanced load of 3.2 kW for disconnection condition of inverters.
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Figure 2.15: Experimental results for output ac voltages and currents with a nonlinear
load, (Vdc=500 V, Vrms =110 V, Pload=3.2 kW).

Figure 2.16: Experimental results: (a) waveforms of output ac bus voltages, (b) current
errors and (c) output currents under open-switch fault.
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2.4 Power sharing enhancement based Droop Control
In recent years, many research attention was paid on improving the Q− V droop control
to enhance the accuracy in reactive power sharing and to get better dynamics and steady
state performance. For example, better transient response with voltage drop minimization
was obtained by introducing a derivative or integral terms into the droop controller [53,
54, 46]. The conventional droop control with virtual output impedance [30, 31, 32, 33, 26,
55, 37, 80] was proposed to obtain a mainly inductive feeder line to increase the power
sharing accuracy. Another way to decouple the active and reactive powers was introduced
in [39], by adding a virtual power frame transformation. Recently, communication link
has been introduced in the Droop control strategy to improve microgrid power sharing
performance [81, 82, 36, 83]. Thus the microgrid characteristics play an important role in
the performance of the droop control, and undesirable parameters affect the accuracy of
power sharing. It is well known that, the voltage drops across the line affect the Q − V
function performance. In [47], the line voltage magnitude drop was estimated and the
converter reactive power output information during grid connection were used to design
the slope of the droop function during islanded mode.

In a different manner, the voltage at the point of common coupling (PCC) could be es-
timated to improve the reactive power sharing under mismatched line impedances. Thus,
in this part, we are going to propose an online state estimator for the PCC rms-voltage
and additional control signal is injected to the Q−V droop to compensate the drop volt-
age across the line, thus accurate reactive power sharing is achieved. This is done without
adding communication link and without adding a supplementary loop to inject a virtual
impedance.

To illustrate the failure of the conventional Q − V droop in sharing accurately the
reactive power, a cross reference to Chapter 1 Eq. (1.7) is realized and an arrangement
of the equation gives rise to:

Vi − V0 = ZiQi

V0
(2.64)

The passage from (2.64) to Q−V droop equation (Vi−Vn = −ni(Qi−Qin)) is done by
assuming that the voltage (V0) is controlled to the set point (Vn) which is not physically
completed, as it misses the voltage drop across the line impedance. To make sure that the
PCC voltage is controlled to the desired set point, we must add the voltage drop across
the line in the Q− V droop control model as:

Vi = Vn + |Ziili| − ni(Qi −Qin) (2.65)

Equation (2.65) can effectively control the PCC voltage near the constant voltage as
desired. From this point of view, a PCC rms-voltage estimator is adopted and compared
with the constant desired value, the difference will be added to the Q−V droop function
using integral control. In this way, we can ensure that the voltage at the PCC point will
rest in a desired range, and the modified Q − V droop will no longer depends on line
impedance values.
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2.4.1 PCC rms-voltage State-Estimator
In this section, a state-observer of the PCC rms-voltage is proposed. This state-observer, is
dedicated to a specific subclass of non-linear systems which are supposed to be observable.
It is inspired from the sub-class of state-observers designed through the literature as
“Disturbance observers”, for example, those studied in [84, 85].

Disturbance observers are indeed very well adapted to the considered problematic con-
sisting of PCC rms-voltage estimation. In microgrid application, the disturbance vector
disturb =

(
VPCCd VPCCq

)T
has to be observed in dq rotating frame. The non-linear

system can be described as

Ẋ =
(
ẋ
ṗ

)
=
(
f(x, u) + g(x, u).p

0

)
(2.66)

where:

• X ∈ <n+m is the vector of variables which are going to be estimated.

• x ∈ <n is the vector of the system state-variables. Every state variable are proposed
to be measured.

• p ∈ <m is the vector of the unknown parameters to estimate. Parameters p are
supposed to vary slowly compared to state-variables (i.e.: ẋ� ṗ).

• f and g are non-linear functions of x and u (the command signal vector) respectively
of size <n and <n×m. Note that, g(x, u) is non singular.

2.4.1.1 Definition of the proposed state-observer

A lot of observation techniques exist in literature. Contrary to the Extended Kalman
Filter or Luenberger observers, the proposed observer doesn’t use a local model around
an operating point and is well adopted for nonlinear systems [10]. Its dynamical equations
are given by:

( ˙̂x
˙̂p

)
=
(

f(x, u) + g(x, u).p̂− S.(x̂− x)
Kp.( ˙̂x− ẋ) +Ki.(x̂− x)− gT (x, u).(x̂− x)

)
(2.67)

where:

• S positive-definite matrix of size <n×n.

• Kp.g(x, u) = −P .

• Ki = Kp.S.

• P positive-definite matrix of size <m×m.
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2.4.1.2 Stability of the estimator

For demonstrating the convergence of the estimation through the state-observer, estima-
tion errors εx and εp are defined respectively following Eqs. (2.68) and (2.69).

ε̇x =
( ˙̂x− ẋ

)
= g(x, u).εp − S.εx (2.68)

ε̇p =
( ˙̂p− ṗ

)
= Kp.g(x, u).εp −Kp.S.εx +Ki.εx − gT (x, u).εx (2.69)

Exponential stability of the estimation can be demonstrated with the classical Lya-
punov approach. In fact, Lyapunov stability theorem gives sufficient conditions for sta-
bility, asymptotic stability, and so on. Moreover, we use the Lyapunov stability theorem
for exponential stability to show that an equilibrium point of a nonlinear system is ex-
ponentially stable if and only if the linearization of the system about that point has an
exponentially stable equilibrium at the origin [86]. To state the Lyapunov’s stability
theorem:

Let x = 0 be an equilibrium point for an autonomous system (ẋ = f(x)) and D ⊂ Rn

be a domain containing x = 0. Let V : D → R be a continuously differential function
such that

V (0) = 0 and V (x) > 0 in D − {0} (2.70)

V̇ (x) ≤ 0 in D (2.71)

Then, x = 0 is stable.
Moreover, if

V̇ (x) < 0 in D − {0} (2.72)

then x = 0 is asymptotically stable.
For this, the Lyapunov candidate function V is considered following Inequality (2.73).

V = 1
2 .
(
εx εp

)
.

(
εx
εp

)
≥ 0 (2.73)

The derivative of function V can be expressed as Eq. (2.74):

V̇ = εTx .ε̇x + εTp .ε̇p (2.74)

By substituting Eqs. (2.68), (2.69) in (2.74), V̇ can be expressed as:

V̇ = εTx .g(x, u).εp − εTx .S.εx + εTp .Kp.g(x, u).εp − εTp .Kp.S.εx + εTp .Ki.εx − εTp .gT (x, u).εx
(2.75)

Then, by introducing expressions ofKp = −P.g−1(x, u) andKi = Kp.S = −P.g−1(x, u).S,
in Eq. (2.75), it results to:
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V̇ =
(
εx εp

)
.

(
−S 0
0 −P

)
.

(
εx
εp

)
(2.76)

Finally, from Eqs. (2.73) and (2.76), the estimation exponential stability can be ensured
as long as S and P are positive-definite matrices.

2.4.1.3 PCC rms-voltage estimation for Microgrid Application

The considered model for deriving the differential system equations is represented by Fig.
2.17(a) while Fig. 2.17(b) depicts the vector diagram in dqi rotating frame.
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Figure 2.17: Single Line circuit with vector diagram

The PCC rms-voltage is first achieved by estimating the parameters V0dqi in each dqi
frame of the corresponding DG-i. The system state equation can be written as Eq. (2.77).
For estimation of parametrs, the state-variable Ii, the input vector Vi are measured.Li

dIdi
dt

= Vdi + ωiLiIqi −RiIdi − V0di

Li
dIqi
dt

= Vqi − ωiLiIdi −RiIqi − V0qi
(2.77)

Before presenting parametres estimation, their observability must be verified since it
is proposed to estimate them through state observers. For this purpose, the considered
state vector X is given defined as:

X =


Idi
Iqi
V0di
V0qi

 (2.78)

The measured vector Y is defined as:
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Y =
(
Idi
Iqi

)
(2.79)

Under classical notations, state-variables X and measured ones Y are linked through
matrix C which is given be Eq. (2.80)

Y = C.X with : C =
(

1 0 0 0
0 1 0 0

)
(2.80)

The local observability of such system can be proved by considering the observability
vector Θ given by:

Θ =
(
Y
Ẏ

)
=


X1
X2

1
Li

[Vdi + ωiLiX2 −RiX1 −X3]
1
Li

[Vqi − ωiLiX1 −RiX2 −X4]

 (2.81)

The system model is considered locally observable, if Eq. (2.82) is satisfied. In this
case, dim(X) = 4 and Eq. (2.82) is verified if Y =

(
Idi Iqi

)T
6= 0. Then the model is

observable if the output power is different from 0, which is practical since the estimated
parameters would not be used for null power.

rank(Jacob(Θ)) = dim(X) (2.82)
For developing the proposed state-observer, the system represented by Eq. (2.77) is

written in the form given in Eq. (2.67). Functions f(x, u) and g(x, u) follow equations
(2.83) and (2.84). It is verified that g(x, u) is invertible.

f(x, u) =
( 1

Li
Vdi + ωiIqi − Ri

Li
Idi

1
Li
Vqi − ωiIdi − Ri

Li
Iqi

)
(2.83)

g(x, u) =
( −1

Li
0

0 −1
Li

)
(2.84)

To complete the proposed state-observer, matrices S and P have to be determined.
They are chosen following Eq. (2.85) as:

S =
(

5000 0
0 5000

)
and P =

(
1000 0

0 1000

)
(2.85)

2.4.1.4 The Control Scheme

Before introducing the control scheme used for active and reactive power sharing for
parallel inverters in microgrid, we are going to list some benefits for why choosing a state
observer for estimating the PCC rms-voltage over other control loops used to enhance
power sharing for the droop control in autonomous microgrid.

The benefits of the proposed PCC rms-voltage state estimator over the virtual impedance
design or the Q− V dot are summarized as follow:
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• The state estimation occurred at the same bandwidth as the voltage controller.
Thus, the dynamics of the state estimator is three or more times faster than the
Q− V dot voltage restoration loop [87].

• The improvement of the proposed estimator is that it is simple and does not interact
with the dynamic of the droop. In systems with high coupling impedances, the
design of virtual impedance scheme is difficult and should be very large. Thus, the
dynamics of power sharing can be affected.

• The final advantage of the proposed estimator is that the line impedance is the only
constant required, compared to the Q − V dot that requires additional parameters
to set the restoration loop. Furthermore, the design of virtual output impedance
requires, in certain cases, the knowledge of the inverter line impedance as presented
in [80].

The new control scheme is shown in Fig. 2.18(a). While the PCC rms-voltage state
estimator appears in the modified Q − V droop which is named as Q − V Est droop
control shown in Fig. 2.18(b). In this case, the estimated PCC rms-voltage is compared
with the nominal value to insure less voltage drop at the PCC and eliminating the effect
of the drop voltage across mismatched line impedances.

2.4.1.5 Simulation

The proposed droop controller is tested by MATLAB-Simulink for two DGs connected to
a common linear and nonlinear load across feeder lines as given in Fig. 2.19. A three-
phase network is designed with 110V-60Hz rating voltage. The line impedances are set
as R1 = 0.1Ω, L1 = 1mH and R2 = 0.58Ω, L2 = 5mH. The system parameters are
considered as given in Table 2.4.

System Parameters for simulation
DG1 P (W)/Q(Var) 3000/1500
DG2 P (W)/Q(Var) 3000/1500
mi (rad/sec/W) 3.34× 10−4

ni (V/Var) 6.7× 10−3

Integrator gain Kv 10
System Parameters for experiment

Equal ratings Different ratings
Pi_rated(W) 3000 3000/1500
Qi_rated (Var) 1500 1500/750
mi (rad/sec/W) 3.34× 10−4 3.34× 10−4/6.66× 10−4

ni (V/Var) 6.7× 10−3 6.7× 10−3/1.33× 10−2

Table 2.4: System parameters for test.

In Simulation test, DG1 and DG2 are supplying the R-L load. The two sources will
share the fundamental real power equally by using the droop control with equal droop
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coefficients as set in Table 2.4. However, the reactive power is not balanced between
the two DICs since the line impedances are different. Fig. 2.20 shows the fundamental
power sharing for this case. The proposed online state estimator for the PCC rms-voltage
is tested after starting the droop for realizing the difference in reactive power sharing as
shown in the figure. Once the estimated PCC rms-voltage is injected in the droop control,
so called Q− V Est droop, the reactive power is shared equally between the two DGs.

1
P

2
P

1
Q

2
Q

Figure 2.20: Simulation results: (a) Fundamental Real power: P1, P2; (b) Fundamental
Reactive power: Q1, Q2 before and after the intervention of the estimated
PCC rms-voltage.

Figure 2.21 shows the Estimator performance by comparing the estimated PCC rms-
voltage with its real value for both DGs. It is shown that the estimator is accurately
tracking the real value of voltage, since its dynamics is high and is equal to the dynamics
of the voltage controller.

Fig. 2.22 shows the Q − V Est reference voltages before and after the estimator inter-
vention. The drop voltage across the feeder is well retrieved to each DG reference by
applying the proposed Droop controller.

2.4.1.6 Experiment

To validate the performance of the proposed Q− V Est Droop controller, a test bench of
two DGs is constructed in the laboratory, which consists of two isolated 500V DC voltage
supplies, two three-phase inverters controlled by dSPACE 1005 real-time control card,
inductors for modeling the line impedance and a three phase R-L load and a full bridge
rectifier. The system parameters are considered as follows:

• The system voltage is 110V (RMS, Line-to-neutral), 60Hz.
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Figure 2.21: Simulation results: (a) DG1 state Estimator PCC rms-voltage compared to
real value; (b) DG2 state Estimator PCC rms-voltage compared to real value.
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Figure 2.22: Q − V Est Droop Reference voltage variation before and after the injection
of the estimated PCC rms-voltage.
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• Two three-phase PWM inverters, switching frequency 15kHz, the output filter in-
ductor, Lf= 3.4 mH, the output filter capacitor Cf= 40µF.

• The line impedances are set as R1 +jX1 = 0.1+j0.377Ω and R2 +jX2 = 0.5+j1.88Ω.

• The Droop Control parameters are considered as given in Table 2.4.

For case 1, we consider equal power ratings of two sources where DG1 is supplying the
R-L load, while DG2 is firstly synchronized to the grid voltage using PLL and then the
Conventional Droop Control is applied. It is seen from Fig. 2.23 that the reactive power
is not shared equally. After applying the PCC rms-voltage state estimator with the
proposed Q − V Est droop, the Reactive power is balanced between the two DGs even
with a mismatch on line impedances. The phase voltage and phase current signals for the
two DGs are given in Fig. 2.24(a), (b) after the starting the estimator, which shows an
equal magnitude of current in this case.

Figure 2.23: Experimental results for Case 1: Fundamental Real power: P1, P2; Fun-
damental Reactive power: Q1, Q2 before and after the intervention of the
estimated PCC rms-voltage.

For case 2, the ratings of the two sources are different and the load is decomposed
of a non-linear rectifier in addition to an R-L load. An identical demonstration as case
1 is given. Fig. 2.25 shows the power sharing for this case. The phase voltage and
phase current signals for the two DGs are given in Fig. 2.26(a), (b) after the starting
the estimator, which shows the magnitude of iCa2 is half the magnitude of iCa1. It is to
be noted that iCa1 contains more harmonic contents than iCa2 which is due to smaller
impedance separating DG1 from the load. The output of the estimator is tested by
comparing the estimated PCC rms-voltage to its measured value. Fig. 2.27 shows the
estimator result for both DGs.
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Figure 2.24: Experimental results for Case 1: (a) phase voltage and phase current for
DG1; (b) phase voltage and phase current for DG2.

Figure 2.25: Experimental results for Case 2: Fundamental Real power: P1, P2; Fun-
damental Reactive power: Q1, Q2 before and after the intervention of the
estimated PCC rms-voltage.
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Figure 2.26: Experimental results for Case 2: (a) phase voltage and phase current for
DG1; (b) phase voltage and phase current for DG2.

Figure 2.27: Experimental results: Estimated PCC rms-voltage compared to the mea-
sured value for each DG.
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2.5 Conclusion
In this chapter, we introduce, in details, the inner controller for Distribution Interfaced
Converters (DICs). It is described by the Flatness Control concept. To better appreciate
the benefits of the proposed approach, Modeling and simulation test were done to check the
effectiveness of the controller in starting phase and transients which shows high bandwidth
with perfect tracking characteristics. This ensure the capability of using such control in
Microgrid application which provides significant advantages over other inner controllers
in terms of bandwidth, perfect tracking and number of control loops. Secondly, a parallel
system of N -modular inverters was proposed based on flatness control. This strategy
involves regulating the ac common bus voltages with minimizing the circulating currents
between parallel inverters. The flatness-based control allows reducing the transient effects
during a change in configuration when fault presents in one or more inverters that requires
a disconnection from the system. The third part of this chapter deals with the proposed
droop control for power sharing improvement. Where the proposed State-observer was
presented to be used in microgrid application for enhancing the power sharing between
parallel inverters. It was shown that, the drop voltage across mismatched line impedances
affects the reactive power distribution between different Converters. Retrieving the drop
voltage across inverter line impedance is done by proposing a state estimator for the PCC
rms-voltage to indirectly sense and control its value around the nominal voltage, thus no
communication is added and the droop control performance is no longer depend on the
line impedances separating the sources from the common loads. The proposed Q− V Est
is tested using simulation and experiments which show the effectiveness of the proposed
droop control. Its advantages over other proposals are also presented.
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Chapter 3

HARMONIC POWER SHARING
WITH VOLTAGE DISTORTION
COMPENSATION OF DROOP
CONTROLLED ISLANDED

MICROGRIDS

3.1 Introduction
Modern electrical distribution systems are complicated aggregation of several components
and numerous supply points. Microgrids can be categorized into different groups depend-
ing on the size, loads, voltages and currents. Three microgrids can be identified: AC,
DC and hybrid. In AC microgrids, all distributed energy resources (DER) and loads are
connected to the AC bus via DC/AC inverters. In DC microgrids, the common bus is
DC, where AC/DC rectifiers are used to connect AC generating units. Some literatures
propose hybrid microgrid, that combines both AC and DC microgrids for increasing the
system efficiency and reliability [88, 89, 90]. The interaction of components of a microgrid
with the power utility results in temporal variations in the characteristics of the power
supplied to the customers. These variations usually appear in the form of very short
to longer periods of outages or abnormal voltage and/or frequency characteristics. The
quality of the supplied power is dependent on these variations. Distributed generation
(DG) and integration of distributed energy resources (DERs) in the form of “Microgrids”
can be used to improve power quality and reliability significantly. As we have seen in pre-
vious chapters, the Distributed Generation interfacing converters (DICs) use the droop
method as a decentralized control to regulate the voltage and frequency of the system
in case of islanding operation. The droop method also enables DG units to share the
real and reactive power required by the load without using any communications between
them [30, 87, 46, 54, 55, 91, 92, 93, 94, 95]. The major focus of the droop control is
to share the average real and reactive power. Although the traditional droop method
shows inconvenient in sharing the reactive power, which depends on the impedance of
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DG feeders, it is well addressed in literature and different improvements were made to
enhance the reactive power sharing [30, 87, 46, 54, 55, 91, 92, 93, 94, 95]. On the other
hand, the islanding microgrid faces a serious problem in power quality due to the in-
tensive use of nonlinear loads. In fact, the droop separately cannot be used since it is
only designed to share the fundamental positive sequence component of load power. The
traditional way to limit the harmonic distortions in the system is to install passive filters
or centralized active power filters [96]. Recently, a new methods of active filtering were
proposed for Smart Grid application [97, 98][97, 98]. To further autonomously share the
harmonic currents, another popular approach is the virtual output impedance concept,
where a load current feedforward loop is introduced together with the output harmonic
voltage controller [99, 36, 37, 100, 101, 102, 103]. To attenuate the differences among the
feeder impedances of the DGs, a large virtual inductance is needed. As a consequence,
additional harmonic voltage distortion may exist. A virtual capacitive impedance loop
was used to improve the harmonic current sharing and attenuate the voltage harmonics
at the PCC [104, 105]. The basic principle of the capacitive virtual impedance loop is to
compensate the non-linear inductive voltage drop by introducing a capacitive component
which is equal in magnitude but has an opposite phase shift. The virtual impedance is
tuned as regard to transformer and line impedance values. Thus, this control loop is
based in knowing the line parameters in advance. In addition to several control meth-
ods enhanced with virtual impedance, new design rules are added and the knowledge of
physical line impedances are required [106]. In [107], a harmonic and negative-sequence
current control in islanded medium-voltage microgrid (MV-microgrid) is presented. The
proposed control strategy consists of a multi proportional resonant controller with ad-
justable resonance frequency to regulate the load voltage under nonlinear and unbalanced
load conditions, and a harmonic impedance controller to efficiently share the harmonic
currents between DGs. However, for both controllers, this may result a high order feed-
forward transfer function. In [108], the author proposes a harmonic droop controller to
share harmonic power between converters and to damp the voltage distortion at the PCC,
where the computational burden is the restriction. Furthermore, in weak microgrid, the
THD damping performance is highly affected by line impedances. Another way to achieve
harmonic power sharing was presented in [109], based on harmonic conductance-harmonic
Var droop (G–H droop). However, it has been found that only the harmonic distortion
of DG output voltage can be regulated in this way, whereas the voltage harmonic dis-
tortion at the PCC may be undamped when using LCL filters and high line impedance
value. In [110], the method presents a voltage controlled method for DGs to compensate
the voltage distortions by means of adjusting the DG equivalent harmonic impedance. It
should be mentioned that this method can only adjust DG harmonic line current in an
indirect control manner. The harmonic current sharing is sensitive to the variation of grid
impedance and the disturbance in the main gird. Recently, new proposals are introduced
to share accurately reactive, harmonic and imbalanced power based on consensus algo-
rithm [111, 80]. In [112], an enhanced hierarchical control structure for voltage unbalance
and harmonics compensation is proposed.

The main purpose of this chapter is to compensate the voltage distortion caused by non-
linear loads, in cooperated manner between different voltage-controlled DGs in islanded

70



3.2 Islanding Microgrid Power Sharing Principle

microgrid. Furthermore, the harmonic current of the non-linear loads is distributed be-
tween DGs as regard to their ratings. One distinct control loop is being proposed to
achieve the targets. The main functionalities of the proposed loop are listed as:

6 Define a droop function that allows to share nonlinear current in proportion to DGs
harmonic power ratings.

6 Compensate the voltage distortion at PCC due to nonlinear load in cooperation
between DGs.

6 The proposed control loop is immune from grid disturbances and mismatched feeder
impedances.

6 The proposed control loop is simpler to design. There is no need to know feeder
impedances in advance.

This chapter starts with a brief discussion of power sharing for islanding microgrid in
Section 3.2. The proposed harmonic droop control for harmonic power sharing is ex-
plained in Section 3.3. The strategy is also capable for reducing the voltage distortions
at the PCC. The PCC harmonic voltages are modulated to their dc quantities by means
of PLL and synchronous frame, and sent to each DG local controller for harmonic dis-
tortion reduction. The advantage is that a low bandwidth communication can be used
for transmission. A small-signal analysis of the proposed control model is presented in
section 3.4, where the eigenvalues are realized to indicate the damping of the oscillatory
terms under different operation conditions. This examination allows further identification
between system stability and its configuration, such as droop gains and operation condi-
tions. In Section 3.5, the harmonic droop controller is tested using computer simulation
with different configurations and case studies. Finally, the system is validated by experi-
ments to verify the effectiveness of the proposed strategy and to show that the proposed
method could considerably improve the voltage THD. The results are given in Section 3.6
followed by conclusions made in Section 3.7.

3.2 Islanding Microgrid Power Sharing Principle

Figure 3.1 shows a microgrid formed by n-parallel three-phase interfaced converters linked
to the PCC through DG feeders. The microgrid also consists of linear and nonlinear loads
at PCC. As shown in Fig. 3.1, the harmonic orders of the PCC voltage are extracted by
the measurement block and sent to all DGs via low bandwidth communication bus. Each
DG has a local controller which consist of a droop function and an inner control loop to
regulate the output voltage to its reference. It is to be noted that, the communication
link is only needed to get information about the PCC voltage harmonics and are used
for compensation. Thus, the system operation still works even without communication.
Nevertheless, the harmonic compensation will be terminated.
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Figure 3.1: Three-phase microgrid with parallel DGs, Linear and nonlinear loads.

3.2.1 Droop control for linear load
The droop control has a long history of use for the synchronous generator control in
power system. Recently, it has been used for parallel-inverter control which is developed
based on the analysis of steady state power flow in an inductive feeder. The conventional
frequency and voltage droop controllers in a DG unit are shown in (3.1) and (3.2) as:

ωi = ωn −mi(Pi − Pi_rated) (3.1)

Vi = Vn − ni(Qi −Oi_rated) (3.2)

where ωn and ωi are respectively the nominal and reference angular frequency of the
DG unit. Vn and Vi are the nominal and reference DG voltage magnitudes. Pi and Qi are
the average power measured after low-pass filtering. Pi_rated and Qi_rated are the rated
power capacity of a DG unit. mi and ni, the droop coefficients of the controller, are
designed in inverse proportion to the rated power of DG unit. We have seen in chapter
2 that ,with the conventional droop, an accurate real power sharing is achieved at steady
state. However, the accuracy of reactive power sharing is affected by mismatched DG
unit feeder impedances. To reduce the impact of the line impedances, several methods
can be applied to compensate the accuracy of fundamental reactive power.

3.2.2 Harmonic Power sharing
In a microgrid with significant nonlinear loads, an inaccurate sharing of harmonic power
can lead to DG over capacity. Furthermore, harmonics can cause overheating, increased
losses, distorted current and voltage waveforms, etc. Hence, a control strategy must
be employed, to share the harmonics and to reduce the THD of the output voltage at
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PCC point. The harmonic power drawn from each DG depends on the line impedance
between the DG and the load. Harmonic power sharing can be achieved by changing the
effective impedance between the DG unit and the load. Furthermore, if the equivalent
harmonic impedance is reduced properly, the PCC voltage quality can be improved [110].
A simplified circuit of two DG units at harmonic frequencies is shown in Fig. 3.2. Note
that, the DG interfaced converter acts as short circuit for harmonic currents, but there
still exist output voltage harmonic contents due to existence of inverter output impedance
as shown in the figure. In literature, two ways were reported for changing the effective
line impedance. First, by changing the inverter output impedance by means of virtual
conductance [109]. In this case, if the difference between the line impedances Zh

line1 and
Zh
line2 is significant, harmonic sharing may not be accurate. The second way as suggested

in [99, 36, 37, 100, 101, 102, 103, 105, 104], by adding a virtual impedance in series to
the line at harmonic frequencies. When the virtual harmonic impedance is dominant
compared to the line impedance, the equivalent impedance become approximately equal
for the two DGs in Fig. 3.2. Thus, harmonic load sharing will be achieved and distributed
equally between DGs. However, adding series impedance to the line increase load voltage
distortion.

2DG
hI

1DG
hI

PCC
hV

1DG
hZ

2DG
hZ

load
hZ hI

Line1
hZ Line2

hZ

Figure 3.2: Equivalent circuit of two DGs at harmonic frequencies.

3.3 Proposed Harmonic Power Sharing

Instead of introducing complicated virtual impedance loops implemented in the inverter’s
control to improve the voltage harmonic distortion at the PCC and to share equally the
harmonic currents between DGs, the proposed harmonic droop does the two functions in
one loop design. Moreover, the proposed harmonic droop is unaffected by line mismatched
impedances and grid disturbance. Thus, accurate harmonic sharing is achieved with
reduced system complexity.
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3.3.1 Principle of the proposed harmonic droop
The simplified equivalent circuit of two DGs supplying a common load is shown in Fig.
3.3, where the nonlinear load is modeled as a harmonic current source with passive load.
The DGs are represented by a controlled voltage sources with DG feeder impedances (i=1,
2). If the DG harmonic voltage (V h

DGi
) is controlled by using the PCC harmonic voltage

(V h
PCC) with a positive gain, Gh

i , as

V h
DGi

= −Gh
i V

h
PCC (3.3)

2DG
hI

1DG
hI

1DG
hV

2DG
hV

PCC
hV

1DG
hZ

2DG
hZ

load
hZ hI

1DG _eq
hZ

2DG _eq
hZ

Figure 3.3: Simplified Equivalent circuit of two DGs based microgrid.

The equivalent harmonic impedance for DGi at the PCC point can be derived as

IhDGi = (V h
DGi
− V h

PCC)/Zh
DGi

= −(1 +Gh
i )V h

PCC/Z
h
DGi

(3.4)

Zh
DGi_eq

= −V h
PCC

IhDGi
=

Zh
DGi

(1 +Gh
i )

where IhDGi is the DGi harmonic current and Zh
DGi

is the DGi feeder harmonic impedance.
It is clear from the above interpretation that, by properly controlling the DGi harmonic

voltage with a positive gain , the DGi feeder harmonic impedance will be reduced by a
factor of (1 +Gh

i ). In order to share proportionally the harmonic power between different
DGs, the selection of this gain is subject to a droop coefficient designed based on specific
rating of harmonic power for each DG. It is obvious to say that multiple DGs with har-
monic voltage controlled based on the reduction of DG harmonic impedance will further
reduce the PCC voltage harmonics. Each DG will be subjected to a controlled positive
gain Gh

i which is responsible for generating a reference harmonic voltage. More details of
the design are given in the followed subsection.
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Figure 3.4: Proposed control strategy for DG interfaced converter.

3.3.2 Parameters identification of the proposed harmonic droop

The proposed control strategy is implemented as shown in Fig. 3.4. The harmonic voltages
at the PCC are used to generate the inverter reference harmonic voltage by means of the
harmonic droop. The voltage across filter capacitor is measured and controlled to be equal
the total reference voltage generated by the two droop controllers. Thus, the dynamic
behavior of a DG as regard to harmonic current is bound to the bandwidth of the voltage
controller. The mechanism of the harmonic droop control is shown in Fig. 3.5. The
essence of this controller comes from designing a harmonic droop function (Qh − Gh)
that is able to define the gain Gh as function of the harmonic power rating of each DG.
Similar to the characteristics defined for P − f and Q− V droop, that allow to share the
fundamental power between DG units in proportion to the rated capacity, the proposed
harmonic droop is defined in similar way by setting the droop coefficients bi (i=1. . .n)
for all DG units as:

b1Q
h
1_rated = b2Q

h
2_rated = ... = bnQ

h
n_rated (3.5)

where Qh
i_rated (i=1...n), is the rating value of harmonic power capacity of DGi .
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Figure 3.5: Proposed Harmonic Droop Controller.

However, the effect of the mismatch line impedances will prevent the proportional
flow of harmonic power between DGs. For this case, a common control part for all
DGs is proposed and added to the harmonic droop. It is represented by the selective
harmonic distortion (HDh) which is compared with an input value, HDmax, the maximal
allowable variation of harmonic distortion. To illustrate the equally share of harmonic
power between DGs, by referring to Fig. 3.5 and when steady state is reached, the input
of the integrator is zero. Thus, Eq. (3.6) can be formed:

bi(Qh
i −Qh

i_rated) = Kh(HDh −HDmax) (3.6)

Since the output of the common control part is the same for all DGs, a proportional
sharing of harmonic power between the units is satisfied by:

b1Q
h
1 = b2Q

h
2 = ... = bnQ

h
n (3.7)

As indicated in Fig. 5, the harmonic power Qh
i is calculated for each DG as

Qh
i = 3V fund

DGi
IhDGi (3.8)

where V fund
DGi

is the fundamental rms-voltage across DGi feeder.
The procedure of tuning the harmonic droop coefficients can be given as

bi = b0/Q
h
i_rated (3.9)

The gain b0 is set to be high enough, with system stability to be ensured, in order to
adopt accurate harmonic power sharing. The gain Kh is chosen to be equal for all DGs
and is defined by

Kh = b0/HDmax (3.10)
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Therefore, by setting b0 and HDmax, the harmonic droop become simple to tune and
flexible to work with the fundamental droop being reported previously. The proposed
algorithm can dynamically change the positive gain for each harmonic frequency.

The selective HDh represents the h-harmonic voltage distortion given as

HDh = V h
PCC/V

fund
PCC (3.11)

where, V fund
PCC represents the fundamental rms-voltage at the PCC, and V h

PCC , the h-
harmonic voltage component extracted using real time synchronous individual harmonic
frame method.

To avoid saturation of the DG inner voltage controller when using the proposed har-
monic droop which adds reference harmonic voltage to the input of the voltage controller,
the integrator should be bound to the inverter voltage saturation value when using a
specific modulator. For example, in sinusoidal PWM the saturation limit is given as:

VDGi_ref ≤
√

3
2 .
Vdc
2 (3.12)

And in the case of adding h-harmonic reference voltage to the DG inner controller the
reference rms-voltage can be written as:

VDGi_ref =
√

(V fund
DGi_ref

)2 + (V h
DGi_ref

)2 (3.13)

Since the h-harmonic reference voltage is written as:

V h
DGi_ref

= −Gh
i V

h
PCC

V h
DGi_ref(max)

= −Gh
iHDmaxV

fund
PCC (3.14)

Thus, introducing equations (3.13) and (3.14) in inequality (3.12) we obtain:

0 ≤ Gh
i ≤

√
3
2(Vdc/2)2 − (V fund

DGi
)2

HDmaxV
fund
PCC

(3.15)

Equation (3.15) can be re-written in another form, where only the DG input parameters
can be used:

0 ≤ Gh
i ≤

√
3
2(Vdc/2)2 − (V fund

DGi
)2

HDmaxV
fund
DGi

(3.16)

3.4 Control Model and Small-Signal Analysis
From the equivalent circuit in Fig. 3.3, (3.17) can be obtained at hth harmonic frequency
for DGi in synchronous rotating frame (dq) as
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(
V h
DGi_d

V h
DGi_q

)
= Zh

DGi

(
IhDGi_d

IhDGi_q

)
+ Li

d

dt

(
IhDGi_d

IhDGi_q

)
+
(
V h
PCC_d
V h
PCC_q

)
(3.17)

where Zh
DGi

=
(

Ri −hωLi
hωLi Ri

)
, i ∈ {1, 2}.
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Figure 3.6: Synchronous individual harmonic “dq frame” extraction block.

It is to be noted that the DG voltage inner controller is of higher bandwidth compared
to the bandwidth of droop control, thus the DG interfaced converter with its controller
is modeled as a perfect voltage source as shown in Fig. 3.3. Fig. 3.6 shows the harmonic
extraction method used to obtain the h-harmonic voltage/current components. The ex-
traction of the harmonic current and voltage are based on time domain method which
make use of generalized Park transformation to convert the measured quantity (current
or voltage) from 3-phase stationary frame to the synchronous reference frame rotating at
chosen frequency. The dc component is then filtered by using a simple low-pass filter.
Thus, the harmonic extraction block can be modeled as a second order low-pass filter as

V
h (filter)
PCC_dq

V h
PCC_dq

= Hv(s) =
ω2
fv

s2 + 2ξvωfvs+ ω2
fv

(3.18)

I
h (filter)
DGi_dq

V h
DGi_dq

= Hi(s) =
ω2
fi

s2 + 2ξiωfis+ ω2
fi

(3.19)

The DGi harmonic voltage, is the reference set by the harmonic droop expressed as(
V h
DGi_d

V h
DGi_q

)
= −Gh

i

(
V
h (filter)
PCC_d
V
h (filter)
PCC_q

)
(3.20)

Using Kirchhoff’s current law, we can find from Fig. 3.3 in dq frame that

IhDG2_dq
= Ihdq − IhDG1_dq

(3.21)
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Assuming that the bandwidth of the extraction block along with the communication
channel is lower enough to not interact with the dynamics of the harmonic current flowing
across line impedances. Thus, (3.20) can be written as

(
V h
DGi_d

V h
DGi_q

)
= −Gh

i

(
V h
PCC_d
V h
PCC_q

)
(3.22)

For a microgrid with 2 DG sources (i ∈ {1, 2}), we substitute (3.22) in (3.17), to get
V h
DG2_dq

as function of PCC and DG1 harmonic voltages as:

(
V h
DG2_d

V h
DG2_q

)
= Zh

DG2

(
Ihd − IhDG1_d

Ihq − IhDG1_q

)
− L2

L1

[(
V h
DG1_d

V h
DG1_q

)
− Zh

DG1

(
IhDG1_d

IhDG1_q

)]

+(1 + L2

L1
)
(
V h
PCC_d
V h
PCC_q

)
(3.23)

Rearranging (3.23) by taking into account (3.22), we can get:

V h
PCC_dq = 1

G
.
[
−Zh

DG2(Ihdq − IhDG1_dq
)− L2

L1
Zh
DG1I

h
DG1_dq

]
(3.24)

where, G =
(
1 +Gh

2 + L2
L1(1 +Gh

1)
)
.

The coefficient Gh
i , the output of the droop can be given by

dGh
i

dt
= −bi(Qh

i −Qh
i_rated)−Kh(HDmax −HDh) (3.25)

where, Qh
i = 3V fund

DGi
IhDGi = 3V fund

DGi

√
1
3

(
(IhDGi_d

)2 + (IhDGi_q
)2
)
and HDh = V hPCC

V fundPCC

=√
1
3

(
(V h (filter)
PCC_d )2+(V h (filter)

PCC_q )2
)

V fundPCC

.
Equations (3.17)-(3.25) can be combined to formulate the dynamics of the whole system

as

ẋ = A(x).x (3.26)

where, x =
[
IhDG1_dq

, I
h (filter)
DG1_dq

, dI
h (filter)
DG1_dq

, V
h (filter)
PCC_dq , dV

h (filter)
PCC_dq , Gh

1 , G
h
2

]t
.

Note that, A(x) is not linear and has state variables as elements. Thus, the model is
a nonlinear of order 12. In order to study the stability of the proposed harmonic droop
and to understand the dynamic behavior which is affected by several control variables,
an eigenvalue analysis by plotting the root locus is given. This is done by calculating the
Jacobean matrix at each operating point to determine the stability of the system under
the variations of different control parameters.
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System Parameters
Fundamental Line voltage (V)/frequency (Hz) 110V/60Hz

Feeder impedance ZDG1(R1, L1) (0.1Ω, 1mH)
Feeder impedance ZDG2(R2, L2) (0.2Ω, 5mH)

5th harmonic current source: (I5
dq = I5

d + jI5
q) 1-j0.5 (A)

DG Harmonic Droop
DG1 : Qh

1_rated (Var) 500
DG2 : Qh

2_rated (Var) 250
Max. Harmonic distortion HDmax(%) 1%

Lowpass Filter Harmonic extraction
ξ/ωf (rad/sec) 1/100

Table 3.1: System Parameters for Dynamic Analysis.

The system parameters used for examination are given in table 3.1. The eigenvalues of
the system at its nominal operating condition are shown in Fig. 3.7(a). It can be seen
that the eigenvalues, are placed in three different clusters. The eigenvalues of cluster 1
are sensitive to the change of droop coefficients. The dynamics of the 2nd order lowpass
filters used in extracting the harmonic contents (i.e. harmonic voltages and currents) are
determined by the eigenvalues of cluster 2. The eigenvalues of cluster 3 represent the
harmonic current dynamics before filtering IhDG1_dq

. Fig. 3.7(b) shows the locus of the
dominant eigenvalues that affect the system stability as the harmonic droop coefficients
change. The sense of variation of those coefficients is from lower to maximum value.
The behavior of eigenvalues λ7 and λ8 are identical and tends to be unstable during the
variation (at b0=160). This interpret the appropriate choose of gain b0, being positively
high but not enough, to ensure stability of the system. As the droop coefficients increase
the harmonic gains response become undamped which was noted from the behavior of
eigenvalues λ11 and λ12. Note that the conjugate pairs λ1 and λ2 are so far on the left-side
of the s-plane and unaffected by the change, they are not shown here.
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Figure 3.7: Eigenvalue analysis: (a) Eigenvalues for nominal condition (b0=10): b1 =
2×10−2, b2 = 4×10−2; (b) Eigenvalues locus with harmonic droop coefficients
change bi(0 ≤ b0 ≤ 170): 2×10−2 ≤ b1 ≤ 3.4×10−1, 4×10−2 ≤ b2 ≤ 6.8×10−1.

3.5 Simulation Results

The proposed harmonic droop controller is tested by MATLAB-Simulink for different
number of DGs as configured in Fig. 3.1. Firstly, the harmonic droop is applied for two
DGs based-microgrid to demonstrate the harmonic sharing performance. Secondly, the
proposed harmonic droop is tested in a system with three DGs to show if the it works with
different condition. The linear load is defined as R-L and the nonlinear one is represented
by current sources injected in the network. Note that, the study is done for sharing
harmonics of 5th and 7th order.
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3.5.1 Microgrid with two DGs

In this condition, DG1 and DG2 are supplying the R-L load with injection of 5th and 7th
harmonic currents in the network. The system parameters for this simulation are given in
Table 3.2. The two sources will share the fundamental real and reactive power equally by
using the droop control with equal droop coefficients as set in Table 3.2. In the following,
the proposed harmonic droop was tested for the two sources in two different cases.

System Parameters
Fundamental line voltage (V)/frequency (Hz) 110 V/60 Hz

Feeder impedance ZDG1(R1, L1) (0.1Ω, 1mH)
Feeder impedance ZDG2(R2, L2) (0.2Ω, 5mH)

5th harmonic current source: (I5
dq = I5

d + jI5
q) 1-j0.5 (A)

7th harmonic current source: (I7
dq = I7

d + jI7
q) -1 (A)

Max. Harmonic distortion HDmax(%) 1%
DG Droop Characteristics

Control parameter Case 1: Case 2:
DG1 DG2 DG1 DG2

mi (rad/W) 5× 10−5 5× 10−5 5× 10−5 5× 10−5

ni (V/Var) 6.7× 10−3 6.7× 10−3 6.7× 10−3 6.7× 10−3

Qh
i_rated (Var) 500 500 500 250
bi (1/Var) 0.1 0.1 0.1 0.2

Table 3.2: Simulation Parameters for Two DGs configuration.

1. Case 1: The two sources are set to have equal harmonic power ratings. Fig. 3.8
shows the fundamental power sharing for this case. The fundamental active and
reactive powers are equally shared between the two DGs. The reactive power sharing
is compensated due to the fact that the method proposed in [54] is used. In Fig. 3.9
the harmonic power (5th and 7th orders) are shared equally between two DGs after
starting the harmonic droop. The procedure also tests the dynamics of the controller
under step load change which prove the effectiveness of the method proposed.

2. Case 2: The two DGs are set with different harmonic power ratings as indicated in
Table II. The simulation test procedure is similar to the previous case, as shown in
Fig. 3.10, DG2 can share half the amount of harmonic power as regard to DG1. Ac-
curate proportional harmonic power sharing interprets the efficiency of the proposed
controller. The positive gains given by the output of the harmonic droop control
for each DG at 5th and 7th harmonics are shown in Fig. 3.11. The harmonic gains
depend on the ratings and line impedance value separating each DG to the load.
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Figure 3.8: Simulation results for case 1: (a) Fundamental Real power: P1, P2; (b) Fun-
damental Reactive power: Q1, Q2.

Figure 3.9: Simulation results for case 1. (a) 5th Harmonic power for two DGs: Q5
1, Q

5
2;

(b) 7th Harmonic power for two DGs: Q7
1, Q

7
2.
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Figure 3.10: Simulation results for case 2. (a) 5th Harmonic power for two DGs: Q5
1, Q

5
2;

(b) 7th Harmonic power for two DGs: Q7
1, Q

7
2.

Figure 3.11: Simulation results for case 2. (a) 5th Harmonic Gains for two DGs: G5
1, G

5
2;

(b) 7th Harmonic Gains for two DGs: G7
1, G

7
2.

3.5.2 System stability with high droop gains
As indicated before in Section 3.4, as the harmonic coefficients increase the system be-
comes unstable. The eigenvalues can predict system instability for such variation. To
examine the system stability under high harmonic droop gains, the system is operated
with different harmonic power ratings as in case 2, but first with limit droop gains
(b0 = 160) and at t=25sec. the droop gains are changed to higher values (b0 = 170,
i.e. b1 = 3.4 × 10−1, b2 = 6.8 × 10−1). Fig. 3.12 shows the system response under har-
monic droop with higher gains where the power and current waveforms oscillate. Fig. 3.13
represents the output gains generated by the harmonic droop for both DGs in this case.
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The undamped response validates the eigenvalue analysis of Fig. 3.7 where it predicts the
instability behavior at the given droop parameters.

Figure 3.12: Simulation results for system stability: 5th Harmonic power distribution for
both DGs with DG1 harmonic current time response.

Figure 3.13: Simulation results for system stability: 5th Harmonic gain time response for
both DGs.
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System Parameters
Fundamental line voltage (V)/frequency (Hz) 110 V/60 Hz

Feeder impedance ZDG1(R1, L1) (0.58Ω, 5mH)
Feeder impedance ZDG2(R2, L2) (0.2Ω, 2mH)
Feeder impedance ZDG3(R3, L3) (0.1Ω, 1mH)

5th harmonic current source: (I5
dq = I5

d + jI5
q) 4-j2 (A)

7th harmonic current source: (I7
dq = I7

d + jI7
q) -5 (A)

Max. Harmonic distortion HDmax(%) 1%
DG Droop Characteristics

Control parameter DG1 DG2 DG3
mi (rad/W) 5× 10−5 5× 10−5 5× 10−5

ni (V/Var) 6.7× 10−3 6.7× 10−3 6.7× 10−3

Qh
i_rated (Var) 500/400 500/400 500/800
bi (1/Var) 0.04/0.05 0.04/0.05 0.04/0.025

Table 3.3: Simulation Parameters for Three DGs configuration.

3.5.3 Microgrid with three DGs

To illustrate the performance of the proposed harmonic droop controller in different con-
figurations, a simulation test was done in a microgrid of three DGs (as configured in Fig.
3.1), with two DGs near the nonlinear load while the third DG is set to be far from it.
It is to be noted that all DGs are set to have equal fundamental power ratings. Further-
more, all DGs are supported by the harmonic droop to share the harmonic current and
compensate the voltage distortion at the PCC. The system parameters for this simulation
are given in Table 3.3. After connecting all DGs to the load, the fundamental output
powers are distributed equally between DGs as given in Fig. 3.14. In Fig. 3.15, the
harmonic power before starting the harmonic droop shows improper flow between DGs.
It is evident that the most accompany source in supplying the harmonic power is the
nearest one connected to the load (i.e. DG with less line impedance). After starting the
droop, the harmonic power it is well compensated between all DG units. Furthermore,
it was tested to stop harmonic sharing with DG1, the source which is far away from the
load, while the two other generators near the nonlinear load must participate in delivering
harmonic power.
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Figure 3.14: Simulation results for microgrid with three DGs: (a) Fundamental Real
power: P1, P2 and P3; (b) Fundamental Reactive power: Q1, Q2 and Q3.

Figure 3.15: Simulation results for microgrid with three DGs with equal harmonic ratings:
(a) 5th Harmonic power for two DGs: Q5

1, Q
5
2, Q

5
3; (b) 7th Harmonic power

for two DGs: Q7
1, Q

7
2, Q

7
3.

Fig 3.16 shows the phase currents generated by each DG in two different stages. Firstly,
Fig. 3.16(a) shows the phase currents after starting the droop in all DGs to see its
effect in ameliorating the distribution of harmonic contents accurately between them.
Furthermore, the phase currents after stopping the harmonic droop in DG1 is shown in
Fig. 3.16(b). It is clear that the phase current of DG1 in Fig. 3.16(b) is pure sinusoidal
which interpret the case of supplying the load with only fundamental power. In this
case, the currents of DG2 and DG3 are the same and holding all harmonic contents of
the load. For the PCC voltage distortion compensation with good amount of harmonic
current injected by the load, Fig. 3.17 shows the FFT analysis before and after starting
the harmonic droop. The THD has decreased from 5.86% to 1.23% when a harmonic
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reference voltages are added to each DG. The same test is done after maintaining same
fundamental ratings for all DGs but with different harmonic power as given in Table
3.3. Fig. 3.18 shows the harmonic power sharing between the three sources. When
the harmonic droop start, eventually, the harmonic power is distributed proportionally
between the DGs according to their ratings. After stopping the harmonic droop on DG1,
the 5th and 7th harmonic power will fall to zero. Meaning that no more harmonic power
is delivered by DG1 to the load. Fig. 3.19 interprets the result by showing the phase
current generated by each DG. In Fig. 3.19(a) the phase current is shown when harmonic
droop is running in all DGs. DG1 and DG2 will share same harmonic current which is
half the amount supplied by DG3. When the harmonic droop is stopped on DG1, the
phase current became sinusoidal and no harmonic power is yet supplied by this source as
shown in Fig. 3.19(b).

Figure 3.16: Simulation results for microgrid with three DGs: (a) Phase currents before
Harmonic compensation: iDG1 , iDG2 , and iDG3 ; (b) Phase currents after Har-
monic compensation.
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Figure 3.17: Simulation results for microgrid with three DGs: (a) Steady state PCC phase
voltage and Harmonic analysis before starting the Harmonic droop: (b) PCC
phase voltage and Harmonic analysis after starting the Harmonic droop.
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Figure 3.18: Simulation results for microgrid with three DGs with different harmonic
ratings: (a) 5th Harmonic power for two DGs: Q5

1, Q
5
2, Q

5
3; (b) 7th Harmonic

power for two DGs: Q7
1, Q

7
2, Q

7
3.

Figure 3.19: Simulation results for microgrid with three DGs: (a) Phase currents before
Harmonic compensation: iDG1 , iDG2 , and iDG3 ; (b) Phase currents after Har-
monic compensation.

3.6 Experimental Results
The Experimental test bench is constructed with two DGs (three-phase inverters 80V-
60Hz) connected to a common linear R-L load and nonlinear full bridge rectifier load as
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shown in Fig. 3.20. Similar to simulation given in section 3.5.1 with same system pa-
rameters given in table 3.2, experimental tests are conducted to validate the performance
of the proposed harmonic droop in harmonic power sharing and compensation of voltage
distortions. The conventional droop performance is tested first, where the fundamental
active and reactive power waveforms for both DGs of equal power ratings are shown in
Fig. 3.21.

Figure 3.20: Experimental test bench constructed in the laboratory.

Figure 3.21: Experimental results for case 1: (a) Fundamental Real power: P1, P2 and
Fundamental Reactive power: Q1, Q2 under different stages.
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The fundamental Reactive power sharing is solved either by adding a redesigned virtual
impedance method or by voltage compensation loop which ensures PCC voltage in nomi-
nal range as presented in [54]. This signal is added to the conventional droop controller to
cancel the effect of line impedance mismatch thus enhancing the power sharing. Fig. 3.22
shows the 5th and 7th Harmonic Var for the two DGs, as well as the gain time response
change to achieve proper sharing, the results are related to equal harmonic power ratings
as given in table 3.2, case 1. Fig. 3.23 illustrates the operation of the harmonic droop
controller under different rated capacity set to each DG as given in case 2. The steady
state values show the harmonic power is shared between the two DGs in proportion to
their rated capacity. The phase voltage and current waveforms for each DG before and
after activating the harmonic droop are shown in Fig. 3.24. In this case, it is noted that
DG2 with its harmonic droop was able to add harmonic contents in its output voltage to
absorb more harmonic current as seen in the figure. It is well interpreted by the waveform
of DG2 source current supplying the load. The compensating of voltage distortion at the
PCC is verified with the proposed harmonic droop as shown in Fig. 3.25. The THD drops
from 2.88% to 1.88%, since the 5th and 7th voltage components are widely reduced in
this case (HD5 drops from 1.85% to 0.6%, HD7 drops from 1.37% to 0.34%).

Figure 3.22: Experimental results for case 1: 5th and 7th Harmonic power distribution
with gain time response for both DGs.
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Figure 3.23: Experimental results for case 2: 5th and 7th Harmonic power distribution
with gain time response for both DGs.

Figure 3.24: Experimental results: Phase voltage and current for each DG before and
after Harmonic droop activation.
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Figure 3.25: Experimental results: PCC phase-to-phase voltages with harmonic analysis
before and after compensation.

3.7 Conclusion
This chapter has proposed a new harmonic droop control strategy for islanded AC mi-
crogrid with Distributed Generation Interfaced Converters (DICs). It has been shown
that with proper settings of the proposed harmonic droop parameters and the choose of
harmonic power rating for each DG unit, which depends on the distance separating the
DG to the nonlinear load and its power capacity, each unit can supply harmonic power to
the nonlinear loads as expected and can participate in filtering the voltage distortion at
the PCC. The proposed method works in collaboration with conventional droop to share
accurately the harmonic power Var consumed by the nonlinear loads. The harmonic shar-
ing is not affected anymore by line impedance mismatches. Simulation results for different
case studies show the effectiveness of the proposed harmonic droop. Finally, the proposed
harmonic droop control is verified experimentally.
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Chapter 4

OPTIMAL ANGLE DROOP FOR
POWER SHARING ENHANCEMENT
WITH STABILITY IMPROVEMENT

IN ISLANDED MICROGRIDS

4.1 Introduction
The droop methods have many desirable features including flexibility, redundancy, ex-
pandability. However, the droop concept has limitations such as frequency and voltage
variation, power quality problems, slow response and possibility of circulating current be-
tween inverters due to line impedance mismatches between inverters and the common bus.
In literature, several improvements have been made for the conventional droop method
to accurately share the power during weak islanding microgrid or during mismatch in line
impedances [30, 26, 55, 57, 94, 113, 46, 54]. Recently, many researches extend the droop
concept by adding low bandwidth communication link to enhance reactive power sharing,
restore the frequency and voltage amplitude to their nominal values and to improve the
power quality [94, 113, 46, 54, 114, 36, 115, 81, 116, 80]. In [114], the authors propose a
new virtual flux droop. The objective is to obtain less frequency variation as compared to
the conventional droop without the need of multi-feedback loops. Another way to share
the real and reactive power in autonomous microgrid was introduced in [117, 28, 29],
which is based on varying the angle and magnitude of the output voltage for distributed
generators. The angle droop allows reducing the frequency deviation and improve the
voltage quality. However, the main drawback is that power sharing with angle droop is
poor as compared to frequency droop and it is highly affected by feeder impedance con-
figuration. To alleviate the effect of the line impedance on power sharing, higher droop
gains are required to overcome the higher existing line impedance. However, This causes
instability behavior of the system. Additional loop was added to the droop to stabilize
the overall system [29]. Furthermore, angle droop with its previous configuration have
low dynamics and slow response.

This chapter proposes a new topology of an angle droop to share power among parallel
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inverters in islanded microgrid. The aim is to insure a proper load sharing, robust against
grid parameters and load changes that is stable for large range of operating conditions,
with quietly no change in system frequency and less variation in voltage magnitude. The
new topology adds an integral term to the controller for better transient response and it
avoids the use of additional correcting loops. It is well known that the communication
link has several benefits in improving conventional frequency droop control to share power
accurately[94, 113, 46, 54, 114, 36, 115, 81, 116, 80]. While the angle droop, which already
uses GPS signal in its configuration for time synchronization, can play an important role in
gaining the same benefits. Currently, phasor measurement units (PMUs) are used for high-
voltage power transmission and their deployment for low-voltage distribution systems,
referred to as micro PMUs (µPMUs), is gaining momentum [118, 119, 120, 121, 122].
Thus the new feedback signals from µPMUs can play important role in improving the
power sharing of the classical angle droop.

For further realization between system stability and its configuration, such as DGs
capacity, droop gains and operating state, a small-signal analysis for a microgrid model
is studied, the eigenvalues are identified to indicate the damping of the oscillatory terms
under different operation conditions. Experimental results are introduced to validate the
robustness of the proposed angle droop control.

4.2 Proposed Angle Droop Control for Power Sharing
Figure 4.1 shows two DGs connected to a common load across line impedances. The
instantaneous real and reactive powers, pi and qi, respectively, can be derived as:

pi = 3
2
Ri

Zi

[
ViVL
Zi

cos δiL −
V 2
L

Zi

]
+ 3

2
Xi

Zi

[
ViVL
Zi

sin δiL
]

qi = −3
2
Ri

Zi

[
ViVL
Zi

sin δiL
]

+ 3
2
Xi

Zi

[
ViVL
Zi

cos δiL −
V 2
L

Zi

]
(4.1)

where i = 1, 2 represents the two branches in the simplified circuit, δiL represents the
angle difference between the terminal voltages Vi and VL.
If we make an assumption that the line impedance is pure inductive (Ri = 0Ω), thus

equation (4.1) can be written as follow:

pi = 3
2
ViVL
Xi

sin δiL

qi = 3
2
VL(Vi cos δiL − VL)

Xi

(4.2)

From (4.2) we can deduce that the active power is directly proportional to δi for a small
variation, while the reactive power is directly proportional to Vi. In other words, the real
power is controlled by controlling δi, and the reactive power is controlled by controlling
Vi.
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Figure 4.1: Simplified circuit of the system

4.2.1 Power Sharing in Classical Angle Droop
Unlike the conventional P − f and Q− V droop control that indirectly control the angle
by varying the frequency of the grid, the P − δ and Q − V droop control directly drop
the voltage magnitude and the angle as

δi = δin −mi(Pi − Pin)
Vi = Vin − ni(Qi −Qin) (4.3)

where δin and Vin are the nominal voltage angle and magnitude, Pin and Qin are the rated
real and reactive power levels for a DG.

It is to be noted that the nominal voltage angle is defined according to IEEE Stan-
dard C37.118.1a-2014 [2]. The voltage angle (δi) represents the instantaneous phase angle
relative to a cosine function at the nominal system frequency synchronized to UTC (Co-
ordinated Universal Time). Respectively, δin (The nominal voltage angle) corresponds
to a defined offset angle (set by the user) of the three-phase system with respect to the
synchronization signal used by PMU and send from GPS.

The coefficients mi and ni are selected to set the voltage angle and magnitude drop.
These coefficients are chosen for different DGs to share the load in proportion to their
rating at a desired drop ratio, i.e., mi = ∆δ/Pin and ni = ∆V/Qin.

For N-DGs in a microgrid, the power sharing between the DGs can be given as

m1 × P1n = m2 × P2n = · · · = mN × PNn
n1 ×Q1n = n2 ×Q2n = · · · = nN ×QNn (4.4)

It is to be noted that, the application of angle droop controller in DG interfaced Con-
verter (DIC) was originally introduced in [29], which is a static control based on equation
(4.3). Referring to Fig. 4.1, and applying all necessary assumptions we can get

δ1 − δL = λL1P1

δ2 − δL = λL2P2 (4.5)
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where, λL1 = ωL1/V1VL and λL2 = ωL2/V2VL .
From (4.3) and (4.5), it was shown that the ratio of the output power is given as

P1

P2
= λL2 +m2

λL1 +m1
(4.6)

Similarly, for the reactive power sharing, the output power ratio is given as

Q1

Q2
= λL2V2 + n2

λL1V1 + n1
(4.7)

Thus, the error in proportional power sharing is due to line inductance mismatches.
In real system with number of DGs and loads in different location, line impedance will
have an impact on the load sharing [29]. High droop gains will play a dominant role in
alleviating power sharing error as presented. However, high droop gains have a negative
impact on the overall stability of the system. Moreover, the study in [29] is focused on
improving only the active power sharing where the droop gains are set as

m1 � λL1 andm2 � λL2

4.2.2 Proposed Angle Droop Method
In order to obtain a proper load sharing and to ensure stability of the system at the same
time, an improvement in the angle droop control is needed. In addition to the droop
gain impact, the load change has an important effect on the dynamics and stability of
the system. Figure 2 represents a microgrid with multiple DGs and loads connected to a
common point. The overall block diagram of the proposed angle droop for power sharing
is also shown in the figure. By which, a GPS signal is used for time synchronization
of droop control local processor. Similar to the classical angle droop, the angle of the
reference voltage of an inverter can control the real power produced.

However, the proposed angle droop keeps the angle drop in a defined range, where a
feedback of the difference between the measured PCC voltage angle and the nominal value
is added to the angle droop which specifies the closed-loop dynamics of the controller. To
share the reactive power, the output voltage magnitude of the inverter Vi is drooped as
function of the reactive power output Qi where the voltage at the PCC is fed back and
compared to the rated value to insure a less voltage drop, less affected by the load and
guarantee the accuracy in reactive power sharing.

In the steady state, the input of the integrators should be zero, hence:

Ka(δin − δL) = mi(Pi − Pin)
Ke(Vin − VL) = ni(Qi −Qin) (4.8)

The proposed angle droop aims to indirectly control the voltage at the PCC to be
equal to the rated values (i.e. Vin and δin). The added integrators can minimize the static
error between the feedback signal and the corresponding rated values. Thus, Ka(δin− δL)
and Ke(Vin − VL) are the same for all inverters, if we choose Ka and Ke the same, which
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results in accurate real and reactive power sharing that is no longer depends on the system
impedance and immune to numerical errors and disturbances.
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Figure 4.2: Microgrid with Proposed Angle droop control overall block diagram

The only possible error in power sharing here is due to different PCCs with different
load locations. This results in multiple voltage magnitude and angle feedback signals in
different locations. In real cases, the separation between different position of loads are
done by the connection of tie lines which usually have lower impedance values. From
(4.8), the deviation of reactive power due to error in voltage magnitude ∆VLi is:

∆Qi = −Ke

ni
∆VLi (4.9)

For two DICs sharing power common loads with equal power ratings, the relative reac-
tive power sharing error due to different PCC voltages ∆VL = ∆VL2 −∆VL1 is

εQ = ∆Q1

Q1n
− ∆Q2

Q2n
= Ke∆VL

niQin

(4.10)

The same interpretation is given to the real power sharing error, caused by the error in
voltage angle signals, ∆δL = ∆δL2 −∆δL1, which can be written in the form:

εP = ∆P1

P1n
− ∆P2

P2n
= Ka∆δL

miPin
(4.11)
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It can be seen that the error in real and reactive power sharing are inversely proportional
to mi/Ka and ni/Ke respectively. Decreasing the gains Ka and Ke can play a dominant
role in reducing errors in power sharing. If all the DGs are connected to same PCC,
then the errors ∆VL and ∆δL are zero and accurate proportional power sharing can be
achieved.

The proposed angle droop control often reduces the voltage magnitude and angle drop
at the PCC. From (4.8) the PCC voltage is

VL = Vin −
ni
Ke

(Qi −Qin) = Vin

(
1− ni(Qi −Qin)

KeVin

)
(4.12)

Similarly, the PCC voltage angle can be expressed as:

δL = δin −
mi

Ka

(Pi − Pin) = δin

(
1− mi(Pi − Pin)

Kaδin

)
(4.13)

Thus, the desired voltage drop ratio ni(Qi–Qin)/(KeVin) and angle drop ratio
mi(Pi–Pin)/(Kaδin) are no longer determined by the output impedance separating the
inverter to the common load but by the parameters ni, mi, Ke, Ka and the actual power
Pi, Qi. It can be noted that the role of large gains Ke and Ka is to speed up the response
and reduce the voltage and angle drop. However, a tradeoff should be done between the
voltage magnitude and angle drop and the accuracy of power sharing because the volt-
age magnitude and angle drop are proportional to ni/Ke and mi/Ka, respectively, but
the real and reactive power sharing errors are inverse proportional to mi/Ka and ni/Ke

correspondingly. The experimental results presented in section V shows the effectiveness
of the proposed control and validate the theoretical analysis.

4.3 State-Space model for a typical Microgrid
Modeling and stability analysis for islanded microgrid has been carried out in [4, 123, 124,
125, 126] using the conventional droop. For the proposed angle droop controller, which
has several parameters to set, and in order to tune those parameters that are suitable for
correct power sharing without affecting the system stability, a new state space model is
to be realized for studying the operation under the variation of control parameters. In a
microgrid that contains DICs only, a model of the converter inner controller, the droop
controller, the line impedances that connect the converter to the network and the load are
given. The state-space equations of DIC controller, droop, network and load are derived
separately in a modular fashion using the synchronized reference frame. These are then
combined together to get an overall microgrid model.

4.3.1 Angle Droop Control Model
Referring to Fig. 4.2, the reference dq voltages for a DICi can be written as:

VCdi_ref =
√

3Vi cos δi and VCqi_ref =
√

3Vi sin δi (4.14)
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The Power Calculation block is useful for deriving the instantaneous powers as:

pi = VCdiidi + VCqiiqi

qi = VCqiidi − VCdiiqi (4.15)

Then passed through low-pass filters (cutoff frequency ωc) to obtain the average real and
reactive power Pi and Qi. δL and VL are the angle and the rms value of the voltage at
the PCC side, they are given by a µPMU and send to the droop using a low bandwidth
communication link. The droop controller state equation can be expressed as:

d

dt


δi
Vi
Pi
Qi

 =


0 0 −mi 0
0 0 −ni 0
0 0 −ωi 0
0 0 0 −ωi

×

δi
Vi
Pi
Qi

+


Ka(δin − δL) +miPin
Ke(Vin − VL) + niQin

pi
qi

 (4.16)

where, pi and qi represents the electrical state variables given in (4.15).

4.3.2 Flatness Controller Model
With Flatness based control unit, we can acheive a high bandwidth which plays a role in
fast dynamic system and robust against grid distirbances. Fig. 4.3 shows the functional
diagram of the one-loop based control method. It can be noted that the measure of the
inductive filter currents is not useful to implement the control law. Only the capacitor
voltage sensors are used for generating equations, while the load current sensors, that
are used for power measuring in droop controller, could be useful for increasing dynamics
of Flatness Controller as regard to load perturbation. More details about the controller
are introduced in [1, 11]. Taking the assumption that the Flatness controller have much
faster dynamics than the droop controller, so the dq voltages across capacitors (VCdq_mes)
can be supposed to follow perfectly their respective dq references (V ∗Cdq_f ). We take into
account the dynamic bound to the trajectory planning system. Thus, the DICi and its
controller can be modeled as a second order filter.

VCdqi
V ∗Cdqi

= ω2
ei

s2 + 2ξiωeis+ ω2
ei

(4.17)

The resulting dynamics for DICi controller can be expressed as:

d

dt


VCdi
VCqi
V̇Cdi
V̇Cqi

 =


0 0 1 0
0 0 0 1
−ω2

ei 0 −2ξiωei 0
0 −ω2

ei 0 −2ξiωei

×

VCdi
VCqi
V̇Cdi
V̇Cqi

+


0 0
0 0
ω2
ei 0
0 ω2

ei

×
[
V ∗Cdi
V ∗Cqi

]

(4.18)

101



Chapter 4 OPTIMAL ANGLE DROOP FOR POWER SHARING ENHANCEMENT
WITH STABILITY IMPROVEMENT IN ISLANDED MICROGRIDS

Planning trajectory
(Second-order filter)

Planning trajectory
(Second-order filter)

C
o
n
tr

o
l la

w

C
a
lc

u
la

tio
n
 o

f 

C
o
n
tr

o
l sig

n
a
ls

In
v
e
r
se

 P
a
r
k
 

T
ra

n
s
fo

rm
a
tio

n

VSI

*

Cd
V

*

Cq
V

*

_Cd f
V

*

_Cq f
V

_Cd mes
V

_Cq mes
V

d
γ

q
γ

*

d
V

*

q
V

*

a
V

*

b
V

*

c

V

f
L

f
C

C
V

Figure 4.3: Flatness-based Control Functional Diagram.

4.3.3 Grid and Load Model
The Grid can be modeled based on the line impedances linking the DICi to the load
(∀i ∈ {1, . . . , N}):

Li
d

dt
iabci + riiabci = VCabci − VLabc (4.19)

In αβ frame, equation (4.19) can be written as

Li
d

dt
iαβi + riiαβi = VCαβi − VLαβ (4.20)

The state equation of a generalized R-L load can be expressed as

VLαβ = LL
d

dt
iLαβ +RLiLαβ (4.21)

where iLαβ =
N∑
i=1

iαβi, is teh expression of the load current.
Equations (4.20) and (4.21) can be combined to get a model for the grid and the load

together in αβ frame represented as

[L] d
dt
iαβ = VCαβ − [R] iαβ (4.22)

where, iαβ = [iα1 iβ1 · · · iαN iβN ]t, VCαβ = [VCα1 VCβ1 · · · VCαN VCβN ]t.
The line current equations can be obtained in the synchronous frames after Park’s

transformation. The resulting model can be defined as:

d

dt
idq = [Lnet]−1 .VCdq − [Lnet]−1 . [Rnet] idq (4.23)

where, idq = PN .iαβ, VCdq = PN .VCαβ.
The matrices [Lnet] and [Rnet] are (2N × 2N) written as:

[Lnet]−1 = PN [L]−1P−1
N and [Rnet] = PN [R]P−1

N + PN [L]dP
−1
N

dt
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where PN = diag(P (θ), . . . , P (θ)), P−1
N = diag(P (−θ), . . . , P (−θ))

with P (θ) =
[

cos θ sin θ
− sin θ cos θ

]
, P (−θ) =

[
cos θ − sin θ
sin θ cos θ

]
.

For more clarification, the state equations of the line currents for N = 2 are shown as:

d

dt


id1
iq1
id2
iq2

 =


L2+LL

(L1+L2)LL+L1L2
0 −LL

(L1+L2)LL+L1L2
0

0 L2+LL
(L1+L2)LL+L1L2

0 −LL
(L1+L2)LL+L1L2

−LL
(L1+L2)LL+L1L2

0 L1+LL
(L1+L2)LL+L1L2

0
0 −LL

(L1+L2)LL+L1L2
0 L1+LL

(L1+L2)LL+L1L2

×

VCd1
VCq1
VCd2
VCq2



−


L2RL+(L2+LL)r1
(L1+L2)LL+L1L2

−ω −r2LL+L2RL
(L1+L2)LL+L1L2

0
ω L2RL+(L2+LL)r1

(L1+L2)LL+L1L2
0 −r2LL+L2RL

(L1+L2)LL+L1L2
−r1LL+L1RL

(L1+L2)LL+L1L2
0 L1RL+(L1+LL)r2

(L1+L2)LL+L1L2
−ω

0 −r1LL+L1RL
(L1+L2)LL+L1L2

ω L1RL+(L1+LL)r2
(L1+L2)LL+L1L2

×

id1
iq1
id2
iq2



Equations (4.14)-(4.23) can be combined to formulate the dynamics of the whole system.

dz/dt = f(z) (4.24)

where, z = [xDroop_1 xFlat_1 xGrid_1 · · · xDroop_i xFlat_i xGrid_i]t

xDroop_i = [δi Vi Pi Qi]t, xFlat_i =
[
VCdi VCqi V̇Cdi V̇Cqi

]t
, xGrid_i = [idi iqi]t.

4.4 Dynamic Stability Analysis of Microgrid
As mentioned previously, the angle droop introduced in [29] can share the power when
using high droop gains which affect the system stability. A supplementary loop was added
to insure a stable system. In order to study the stability of the proposed angle droop and
to understand the dynamic behavior which is affected by several control variables, an
eigenvalue analysis by plotting the root locus is needed. This will determine the stability
of the system under the variations of different control parameters. The system parameters
are given in table 4.1.

Fig. 4.4 shows the root locus diagrams after the variation of the most important
parameters in droop control (i.e. coefficients mi, ni given in equation (4.8)). The sense
of variation of those parameters is from lower to maximum value. It can be seen that the
dominant eigenvalues that determine the system dynamics are λ3, λ4, λ5, λ6, λ7, λ8. They
are sensitive to the changes in droop parameters.λ5, λ6, λ7, and λ8 are highly affected by
the change in the droop coefficients mi and ni, as shown in Fig. 4.4(a) and (b), as the
coefficients increase (dynamics will increase) the droop line becomes steeper and results to
an underdamped dynamic response of the P − δ and Q− V . The behavior of eigenvalues
λ3 and λ4 are identical and tends to be unstable during the variation. The dynamics of
the low-pass filters used in droop control are determined by the eigenvalues λ17, λ18, λ19,
and λ20 (ωc = 628.32 rad/sec). The other clusters of eigenvalues are also changing their
paths but they are less effective in the stability of the system.
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Figure 4.4: Root locus with the variation of parameters in the Droop control: (Ke =
10sec−1, Ka = 10sec−1). (a) Variation of mi:5 × 10−5 ≤ m1 ≤ 5 × 10−3

(rad/W.sec), 1 × 10−4 ≤ m2 ≤ 1 × 10−2 (rad/W.sec); (b) Variation of ni:
1.33× 10−2 ≤ n1 ≤ 0.53 (V/Var.sec), 2.67× 10−2 ≤ n2 ≤ 1.06 (V/Var.sec).
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System Parameters
System frequency f 60Hz
Z1 = R1 + jX1(Ω) 0.1+j0.377
Z2 = R2 + jX2(Ω) 0.5+j1.885
ZL = RL + jXL(Ω) 25+j3.5

DG Ratings
DG1 : P(W)/Q(Var) 2000/750
DG2 : P(W)/Q(Var) 1000/375

rms-voltage V1n/V2n(V ) 110/110
Angle δ1n/δ2n(rad) 0/0

Flatness Control trajectory dynamics
ξ/ωe(rad/sec) 1/1000

Angle Droop Control Parameters
Voltage angle drop ∆δ (rad/sec) 0.1 ≤ ∆δ ≤ 10

Voltage drop ∆V (V/sec) 10 ≤ ∆V ≤ 400
Low pass filter cutoff frequency ωc (rad/sec) 628.3

Integrator gains Ka/Ke (1/sec) 10/10

Table 4.1: System Parameters for Dynamic Analysis

Please note that λ1 and λ2 are so far on the left-side of the s-plane and unaffected by
the parameters change, they are not shown in Fig. 4.4.

The stability margin of the proposed controller is studied by observing the maximum
eigenvalues real part with respect to the variation of the droop parameters. Furthermore,
the relationship between the bandwidth of the droop controller and the values of the
integral gains (i.e. Ka and Ke) was deduced based on the plotting of Fig. 4.5. Fig. 4.5(a)
shows the area where the system is stable during the change of the angle and voltage drop
settings. As the droop coefficients are small, the response of the angle droop is slow, thus
the corresponding real eigenvalues will be near zero. The increase in the droop parameters
will increase the dynamics of the angle droop till reaching a limiting value determined by
the integrator gains as indicated in Fig. 4.5(a) which is around 10 rad/sec. In Fig. 4.5(b),
the integrator gain value is changed to 20sec−1, the same procedure is done here where
the minimum real part of the eigenvalues is around -20 which corresponds to a bandwidth
of 20 rad/sec for droop controller. It is to be noted that, for a wide range of droop
parameters (∆δ and ∆V ), the dynamic of the proposed angle droop is highly determined
by the values of the integrator gains (i.e. Ke and Ka). In this case, the droop settings
permit to optimize the performance of the proposed angle droop during disturbances
and numerical errors, to accurately share the power in case of weak microgrid and to
overcome the high line impedance mismatches. This study also interprets the stability of
the system for a wide range of operating conditions. In the simulation and experimental
tests, presented in the next sections, the optimal droop parameters are chosen in the
middle of the plan (i.e. ∆δ = 3rad/sec, ∆V = 50V/sec). In this case the maximum angle
and voltage drop are ∆δ/Ka = 0.3rad and ∆V/Ke = 5V respectively. The communication
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link is not presented in this study since its bandwidth is widely large as regard to the
bandwidth of the droop controller. PMUs support IEEE C37.118.1a protocols for data
communication [2]. Some of the most used methods include: serial-, UDP/IP-, TCP/IP-
based communication scheme. The PMU shall support data reporting at sub-multiples
of the nominal power line (system) frequency as given in table 4.2. Since, in our case
study, the bandwidth of the droop controller is around 10 rad/sec (≈ 1.6Hz) and based
on IEEE C37.118.1a protocols for data communication, the minimum data reporting rate
is 10 frames/sec which is applicable with this study.

System frequency 50 Hz 60 Hz
Reporting rates (Fs-Frames per second) 10 25 50 10 12 15 20 30 60

Table 4.2: Required PMU reporting rates [2].

4.5 Simulation Results

The new angle droop controller is tested by MATLAB-Simulink for different configuration
and number of DGs in a microgrid as presented in Fig. 4.2. Firstly, the proposed angle
droop is applied for two DGs connected to a common load characterized by a linear R-L
load and a nonlinear full bridge rectifier load. In the second case, the proposed angle
droop is tested in a system with three DGs to show its effectiveness in different condition.
Furthermore, the communication failure is elaborated in this case to see its effect in power
sharing and the continuity of work with the proposed angle droop.

4.5.1 Microgrid Configuration with Two DGs
In this system, two DGs are supplying a linear R-L load and a non-linear full rectifier
bridge. Different stages are considered to share the fundamental power between both
DGs. The system parameters used for simulation test and droop coefficients are given
in Table 4.3. The two sources will share the real and reactive power in proportion to
their ratings. Fig. 4.6 shows the fundamental power sharing for this case. At t=4sec,
DG2 is connected to the microgrid to share power with DG1. Before this period DG2 is
synchronized with the grid by applying a reference voltage angle and rms value equal to
that at the PCC side. The wave forms of the shared power show the high performance of
the proposed droop controller as given in Fig 4.6(a), (b). The higher value of DG2 line
impedance results in high reference output voltage V2 than V1 as in Fig. 4.7(a). The same
result appears in voltage reference angle δ2 which is higher than δ1 as indicated in Fig.
4.7(b). The phase voltage and current waveforms for the two sources are shown in Fig.
4.8. The current of DG1 contains more harmonics than DG2, which is normal for this
case, since the line impedance separating DG1 from the nonlinear load is smaller than
that separating DG2.
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Figure 4.5: Stability margin study by observing the maximum real part of the eigenvalues
with respect to the variation of the angle and voltage drop set parameters for:
(a) Ke = 10sec−1, Ka = 10sec−1; (b) Ke = 20sec−1, Ka = 20sec−1.
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System Parameters
Fundamental Line voltage (V)/frequency (Hz) 110V/60Hz

Feeder impedance ZDG1(R1, L1) (0.1Ω, 1mH)
Feeder impedance ZDG2(R2, L2) (0.5Ω, 5mH)
Feeder impedance ZDG3(R3, L3) (0.2Ω, 2mH)
Nominal voltage angle δin (rad) 0 rad
Nominal rms-voltage Vin (V) 110 V

Angle Droop Characteristics

Control Parameters µGrid with 2 DGs µGrid with 3 DGs
DG1 DG2 DG1 DG2 DG3

Pin (W) 2000 2000 4000 4000 2000
Qin (Var) 750 750 1500 1500 750

∆δ (rad/sec)/∆V (V/sec) 3 / 50 3 / 50 3 / 50
Ka/Ke (1/sec) 10 / 10 10 / 10 10 / 10
mi (rad/W.sec) 0.0015 0.0015 0.0007 0.0007 0.0015
ni (V/Var.sec) 0.066 0.066 0.066 0.066 0.13

Hierarchical Droop Parameters [55]
∆ω (rad/sec)/∆V (V) 1 / 5
mi (rad/W.sec) 0.0002 0.0002 0.0005
ni (V/Var) 0.0033 0.0033 0.067

Secondary Loop
Proportional frequency gain Kpω 1

Integral frequency gain Kiω 10
Proportional voltage gain KpE 1

Integral voltage gain KiE 100

Table 4.3: Droop Parameters for Simulation.
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Figure 4.6: Simulation results for Microgrid with two DGs. (a) Real power: P1, P2; (b)
Reactive power: Q1, Q2.

Figure 4.7: Simulation results Microgrid with two DGs. (a) Reference rms-Voltage: V1,
V2; (b) Reference Voltage Angle: δ1, δ2.
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Figure 4.8: Simulation results for Microgrid with two DGs. (a) Phase voltage and current
for DG1; (b) Phase voltage and current for DG2.

4.5.2 Microgrid Configuration with Three DGs

To illustrate the performance of the proposed angle droop controller with different con-
figurations, a simulation test is constructed with a microgrid of three DGs connected
to a common linear and nonlinear load. Furthermore, a comparison with Hierarchical
Droop control proposed in [55] is presented. This will help identifying the main difference
between the two controllers as regard to power flow transients and PCC output voltage
characteristics. Off Corse, the Hierarchical droop controller proposed in [55], is mainly a
classical frequency droop with virtual impedance loop for reactive power correction. And
a secondary control loop is constructed to restore the PCC voltage and frequency to their
nominal values. Thus, a communication signal is needed to send the errors in frequency
and amplitude to all units. The procedure is similar to the previous simulation in case A.
at t=4sec, DG2 and DG3 are turned on to share power with DG1 as they are supported
by droop method. The power sharing between the DGs is related to their parameter set-
tings given in Table 4.3. Fig. 4.9 shows the power generated by the three DGs using the
proposed angle droop. The power is distributed proportionally in different load stages.
The PCC voltage and angle in this case are presented in Fig. 4.10. In the proposed angle
droop, the frequency is fixed to nominal value, so there is no change in system frequency.

For the Hierarchical droop test, it can be seen from Fig. 4.11 that the power flow
transient is affected by the droop dynamics and the virtual impedance loop. In this case,
a virtual impedance design is needed to allow the units to share accurately the reactive
power. The secondary restoration loop is designed based on [55]. Fig. 4.12 shows the
PCC voltage characteristics during different power stages. The secondary control ensures
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Figure 4.9: Simulation results for Microgrid with three DGs. (a) Real power: P1, P2 and
P3; (b) Reactive power: Q1, Q2 and Q3.

Figure 4.10: Simulation results for Microgrid with Three DGs. (a) PCC rms-Voltage; (b)
PCC Voltage angle.
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that the frequency and voltage deviations are regulated toward zero after every change of
load and generation in microgrid. As a brief conclusion, this simulation part shows the
difference between the proposed angle droop with the already used control in autonomous
microgrid. Hierarchical droop control has multiple loops with complex design parameters
(secondary control, virtual impedance, frequency droop control). Those designed loops
are required to achieve the correct power sharing and voltage quality. In this case poor
dynamic performance is an issue. Whereas in the proposed angle droop, the accurate
power sharing and better voltage quality with fixed frequency are achieved in one loop
control. Thus fast dynamic performance.

Figure 4.11: Simulation results for Microgrid with three DGs using Hierarchical Droop.
(a) Real power: P1, P2 and P3; (b) Reactive power: Q1, Q2 and Q3.

4.5.3 Communication Failure
It is interesting to investigate the system performance under communication failure. Thus,
a microgrid system is constructed same as that given in section 4.5.2, but with DG2
and DG3 loosing communication after power sharing activity. A load variation is also
considered during each stage to see whether it affects the share of power and the attitude
of each DG without the support of the communication link. When communication is lost,
it is suggested to memorize the final values of the feedback signal inorder to keep working
with the angle droop in this condition. It was noticed that in steady state condition
without load change the system is not affected. Whereas, in load change condition the
DG is able to keep supplying the load with constant power without proportional sharing
with other DGs. Fig. 4.13 shows the simulation test that verify the procedure in different
cases. It is indicated that at t=6sec, DG3 lost the communication link, still share the
power. After a load change, at t=8sec, it is noticed that the power remains the same
without reacting with the load due to the previously memorized feedback signal. The

112



4.6 Experimental Results

Figure 4.12: Simulation results for Microgrid with three DGs using Hierarchical Droop.
(a) PCC frequency (Hz); (b) PCC rms-Voltage (V).

same procedure is made for DG2. At t=10sec, a communication failure is presented.
After that, at t=12sec, a load step is exerted by connecting a nonlinear load at the PCC.
At t=16sec, the communication link is restored. The feedback values are now exactly the
same for all DGs. In this case, the angle droop is able to reconfigure the reference voltage
that allows to share the load proportionally as promised.

4.6 Experimental Results
To validate the performance of the proposed angle droop controller, a test bench of two
DICs is constructed in the laboratory, Fig. 4.14, which consists of two isolated 500V DC
voltage supplies, two three-phase inverters controlled by dSPACE 1005 kit, inductors for
modeling the line impedance and a three phase R-L load and a full bridge rectifier. The
system parameters are considered as follows:

1. The system voltage is 110V (RMS, Line-to-neutral), 60Hz.

2. Two three-phase PWM inverters, switching frequency 15kHz, the output filter in-
ductor, Lf = 3.4 mH, the output filter capacitor Cf = 40 µF.

3. The proposed angle droop parameters are considered as given in Table 4.4.

4.6.1 Case1: Equal ratings of Power for DICs
In this case, we consider different line impedances set as R1 + jX1 = 0.1 + j0.377Ω and
R2 + jX2 = 0.5 + j1.88Ω. DIC1 is supplying the R-L load, while DIC2 is connected to the
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Figure 4.13: Simulation results for communication failure. (a) Real power: P1, P2 and
P3; (b) Reactive power: Q1, Q2 and Q3.

Droop Control parameter Case 1: Equal Power ratings Case 2: Different Power ratings
Pin(W) 2000 2000/1000
Qin(Var) 750 750/375

δin(rad) / Vin(V) 0/110 0/110
∆δ(rad/sec) / ∆V (V/sec) 3/50 3/50

mi(rad/W) 1.5× 10−3 1.5× 10−3/3× 10−3

ni(V/Var) 6.67× 10−2 6.67× 10−2/1.34× 10−1

Ka/Ke(1/sec) 10/10 10/10

Table 4.4: Proposed Angle Droop Control Parameters.
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Figure 4.14: Experimental test bench constructed in the Laboratory.

grid at standby mode, at instant of turning on the Droop control for DIC2, the two sources
will share the real and reactive power equally. Fig. 4.15 shows the power sharing for this
case, where different stages are considered. At stage S1, DIC2 is connected to the grid in
standby mode. At stage S2 the droop controller is running to share power between both
converters as seen in the figure. At stage S3, a step load change is considered to study the
dynamics and effectiveness of the droop controller. The phase voltage and phase current
signals for the two DICs are given in Fig. 4.15(b), (c) which shows an equal magnitude
of current in this case.

Figure 4.15: Experimental results of case 1: (a) real and reactive power sharing between
two converters; (b) phase voltage and phase current for DIC-1; (c) phase
voltage and phase current for DIC-2.

4.6.2 Case2: Different ratings of Power for DICs
The same line characteristics are considered, but now in this case the ratings of DIC1 is
two times of DIC2. The droop parameters and the ratings are shown in Table 4.4. The
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experimental test procedure is similar to the previous case. As shown in Fig. 4.16, DIC2
is put in standby mode first in stage S1, then sharing power with DIC1 at stage S2, and
a step load was considered in stage S3. Accurate power sharing interprets the efficiency
of the proposed controller. The steady state phase voltage and current for each converter
are given in Fig 4.16(b), (c). The magnitude of iCa2 is half the magnitude of iCa1.

Figure 4.16: Experimental results of case 2: (a) real and reactive power sharing between
two converters; (b) phase voltage and phase current for DIC-1; (c) phase
voltage and phase current for DIC-2.

4.6.3 Case 3. Power Sharing in case of nonlinear Load
The droop parameters and line impedance characteristics are set as in case 2, but now
with a three phase full bridge rectifier connected to 44Ω resistor and 14mH inductor. The
same procedure is done for this case and the experimental results are shown in Fig. 4.17.
The accurate load sharing demonstrates the robustness of the proposed droop controller
even with non-linear load. This also proves that the Flatness controller can efficiently
restrain the harmonic contents of the output voltage under nonlinear load condition. It
is well adopted to ensure the output power of inverters to meet the load demand with
reduced voltage harmonic.

4.7 Conclusion
It is well known that the frequency droop needs additional loops to restore the frequency
and voltage magnitude to their nominal values, and to accurately share the power between
distributed generations. In usual cases, a communication link is recommended for the
purpose. Secondary loop design and virtual impedance are the rarely used methods in
literature. Additional computational parameters are needed and dynamics must be taken
in consideration with respect to droop control for insuring stability of the system. In
this chapter, a new angle droop controller for parallel connected inverters in microgrid
applications is proposed. Compared with modified frequency droop, the proposed angle
droop offers no change in frequency and less voltage drop in one loop design. The µPMU,
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Figure 4.17: Experimental results of case 3: (a) fundamental real and reactive power
sharing between two converters; (b) phase voltage and phase current for
DIC-1; (c) phase voltage and phase current for DIC-2.

a promising new measurement technology for the AC microgrid, can simply be used in the
proposed angle droop to define a feedback signal of the common point phasor. A robust
Angle droop control is achieved during frequent load change microgrid. The proposed
angle droop controller defines the dynamics of the droop and according to the stability
analysis, it insures an accurate power sharing in a given range of parameters as shown in
the results. The new angle droop method is tested and validated by using experiments
which show the effectiveness of such control.
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Chapter 5

MODELING AND STABILITY
ANALYSIS FOR AC MICROGRID
WITH HIGH PENETRATION OF

INTERFACED-CONVERTER LOADS

5.1 Introduction
It is well known that the dynamic interaction between Distributed Generators (DG) and
loads in a microgrid (MG) results to unstable behavior depending on the type of load
being connected. Stability of ac-MG is influenced by high penetration of tightly regulated
power converters used to interface distributed resources and loads. In this case, load
converters behave as constant power loads (CPL) and introduce a negative incremental
resistance feature which reduces the system stability.

In literature, some aspects of stability analysis are presented in [4, 27, 127, 128, 129, 130]
where the major studies are based on small-signal linearization techniques [131]. By which,
the non-linear model is linearized around an operating point and then studied by using
linear analysis tools. Furthermore, the linearizing tools just predict the stability of the
system for small perturbations [129, 130, 131]. The sub-system interaction and instabil-
ity phenomena is a common problem in the Distributed Power System. The interaction
arises because each individual converter has internal control function such as to regu-
late the converter dc/ac voltage, in order to keep a constant power and therefore has
a negative incremental input impedance. The constant power and negative input resis-
tance characteristic potentially have a destabilizing effect on the electrical supply system
[129, 132, 133, 134]. When two stable sub-systems are combined, or integrated together,
there is no guarantee that the combined system will be stable. There may be an interac-
tion between the interconnected sub-systems, which can result in instability of the system.
At the load side, a CPL is represented by an electronic power switches which regulate the
supply voltage and current in order to keep a constant power consumption. Input filters
must accompany power converters due to the switch-mode operation of semiconductor
devices used. They have a drawback as tightly regulated power electronic converters tend
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to show negative impedance characteristics and they lead to instability of the power sys-
tem. In this chapter, modeling and stability analysis for ac microgrid with different load
interactions are studied. The small signal analysis is studied first with different load inter-
actions. After that, sensitivity analysis is also conducted which provides the sensitivity of
different modes of the system state variables and estimates the effect of different parame-
ter variations on each system state variables. However, it is well known that small-signal
stability studies are only valid around the operating point and limited for a local domain
of variation. Thus only small perturbations can be explored with small-signal analysis.

On the other hand, large-signal stability analysis for the ac microgrid is provided.
A nonlinear model for inverter based microgrid is constructed taking into account the
inverter inner controller, virtual impedance loop and different load types. Then, the
domain of attraction of the system is developed based on Marx et al.’s approach [134].
The effect of CPL load as well as other loads on the domain of attraction is studied.
Furthermore, the effect of virtual impedance loop on system stability is explored.

5.2 Small-Signal analysis study
In an islanded microgrid, all DGs are intended to maintain a stable system voltage and
frequency when sharing the real and reactive powers. In this section, stability of multiple
Distributed Generators (DGs) with different loads connected to a microgrid is applied us-
ing the eigenvalue analysis. A state-space model for the distributed interfaced converter
(DIC) in a DG, with all state feedback and droop control, is performed. Each DG is
referred to a common reference frame selected from any DG connected to the microgrid.
Furthermore, the network and different loads are also modeled with respect to this com-
mon frame. The models of DGs, network and loads are combined together to formulate
a complete generalized model for an islanded mcrogrid. A detail eigenvalue analysis is
constructed to identify the effect of the droop parameters on the stability of the system.
Also, for a system structure change especially when load power varies, the trajectory of
dominant eigenvalues is investigated.

5.2.1 System structure and modeling
Figure 5.1 shows a simplified diagram of the microgrid system, where N -Distributed Gen-
erators (DGs) supplying a CPL load, resistive load and a constant current load represented
by a current source. A capacitor bank, represented by CPCC , is connected at the load
side to present a real type of a microgrid. In fact, reactive power compensation would
be needed in order to avoid low power factor. More importantly, the microgrid system
could not be able to island successfully without another reactive power source supplying
the common loads. Furthermore, The capacitor bank will play a role in simplifying the
order of the system model. As shown for DGi, the measured output current (iabci) and
voltage (eabci) are used by a Droop Controller for sharing the desired real and reactive
power to different loads. The inner controller is there, in order to insure the tracking of
the reference voltage (e∗abci) generated by the Droop controller. For the power section part,
a three-phase VSI and an output LC filter is commonly used to interface a distributed
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Figure 5.1: Simplified Diagram of the Microgrid system under study.

generator to a network. Assume that the inverter is represented by an ideal voltage source
where the DC source dynamics are neglected as well as the switching frequency of the
PWM is high enough (5-20kHz) to neglect its effect. For modeling the microgrid system,
we divide the whole system into three major sub-modules: DG model, a network model
for representing the line impedances and a model for different connected loads. Each DG
is modeled on its individual reference frame whose rotation frequency is set by its local
power sharing controller.

5.2.1.1 State-Space Model of a Distributed Generator (DG)

In order to formulate equations describing a DGi system, an equivalent block diagram is
represented in Fig. 5.2, where a virtual impedance loop is added to the reference signal
generated by the droop function. This allows to model the whole DG and study the
impact of virtual impedance on system stability. In this section, the state space model
for a DG is formulated after presenting the three subsystems: power calculation, droop
function and the inner controller.
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Figure 5.2: Equivalent Block diagram describing the Droop Control in DGi.

• Power calculation:

As shown in Fig.5.2, the measured output voltage and output currents are used to calculate
the instantaneous active and reactive power by using the following equations:

Pi = edid + eqiq

Qi = eqid − ediq (5.1)

The instantaneous powers are passed through a first-order low pass filter, with ωf repre-
senting the cut-off frequency of the filter, to get the average values Pfi and Qfi as

Pfi = ωf
s+ ωf

· Pi

Qfi = ωf
s+ ωf

·Qi (5.2)

• Droop Function

The droop control allows each DG in a microgrid to share their real and reactive power
proportional to their ratings. The real power is shared by drooping the frequency (ω) by
a droop gain m, whereas the reactive power sharing is achieved by drooping the output
voltage with a droop gain n. To obtain a reference voltage for DGi, the droop function
is performed to generate the frequency and voltage magnitude as shown in Fig.5.2 and
given as ω∗i = ω0 −mi(Pi − Pin)

E∗i = E0 − ni(Qi −Qin)
(5.3)

The droop coefficients mi and ni can be calculated applying a given range of frequency
and voltage variations, given as

mi = ωmax − ωmin
Pin

, ni = Emax − Emin
Qin

(5.4)
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• Inner Controller:

The inner controller is modeled as a second-order filter. The reason of taking this assump-
tion, is that usually the inner controller has a fast dynamic as compared to the outer droop
control loop. Thus the output voltages across capacitors (edqi) can be supposed to follow
perfectly their reference (e∗dqi). Thus, the inner controller model can be written in the
form:

edqi
e∗dqi

= ω2
c

s2 + 2ξωc · s+ ω2
c

(5.5)

where, ωc represents the cut-off frequency of the inner controller.
The state equations are represented on the reference frame of one of the individual DG.

This reference frame is considered as the common reference frame. All the other inverters
are translated to this common reference frame using the transformation technique depicted
in Fig. 5.3 and defined in (5.6) [4].

[XDQ] = [Ti] · [Xdq]

[Ti] =
[

cos(δi) − sin(δi)
sin(δi) cos(δi)

]
(5.6)

Here, the DQ axis represents the common reference frame rotating at a frequency ωcom.
This common reference frame is chosen by any DG in the system (for example the first
one), and ωcom represents the angular frequency of the reference DG generated by the
droop controller. Whereas axes (d − q)i and (d − q)j are the reference frame of ith and
jth inverters rotating at ωi and ωj, respectively. Indeed, at steady state condition, the
system frequency is the same (i.e. ωi = ωj = ωcom) but there exist a phase shift created by
each DG local controller regarding their time reference and the synchronization process.
Where, δi is the phase angle of the reference frame of ith inverter with respect to the
common reference frame. In this case, δi is a state variable expressed as:

dδi
dt

= ωi − ωcom (5.7)

Thus, the equivalent DGi model in common reference frame, can be described by using
the following equations:



d
dt
eDQi = ėDQi −

 0 (ωi − ωcom)
−(ωi − ωcom) 0

 eDQi
d
dt
ėDQi = −2ζωc · ėDQi − ω2

c (e∗DQi − eDQi)−
 0 (ωi − ωcom)
−(ωi − ωcom) 0

 ėDQi
d
dt
Pfi = ωf (eDiiDi + eQiiQi)− ωfPfi

d
dt
Qfi = ωf (eQiiDi − eDiiQi)− ωfQfi

(5.8)
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Figure 5.3: Reference Frame Transformation.

with e∗DQi, the reference voltage of DGi is expressed as:[
e∗Di
e∗Qi

]
= [Ti] ·

[ √
3E∗i
0

]
+
[
−Rvi · iDi + ωcomLvi · iQi
−ωcomLvi · iDi −Rvi · iQi

]
(5.9)

where Rvi and Lvi represent, respectively, the resistive and inductive values of the
virtual output impedance loop.

5.2.1.2 Network Model

A simple example of a network of N feeder lines, connected to N inveters from one side
and to a common coupling point (PCC) from the other side, is shown in Fig. 5.1. With
respect to the common reference frame, the state equations of line current of the ith line
connected to DGi are:

d

dt
iDi = 1

Li
(eDi − VPCCD)− ri

Li
iDi + ωcom · iQi

d

dt
iQi = 1

Li
(eQi − VPCCQ)− ri

Li
iQi − ωcom · iDi (5.10)

5.2.1.3 Load Model

Many types of load can exist in a microgrid. Here, we are going to consider a resistive,
constant current and CPL loads. The capacitor bank allows the formulation of the PCC
voltages as function of other state variables. The state equations of the PCC can be
written as:

d

dt
VPCCD = 1

CPCC

(
N∑
i=1

iDi −
VPCCD
Rch

− iLD − ifD
)

+ ωcom · VPCCQ

d

dt
VPCCQ = 1

CPCC

(
N∑
i=1

iQi −
VPCCQ
Rch

− iLQ − ifQ
)
− ωcom · VPCCD (5.11)
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where, Rch represents the resistance of the resistive load, iLD, iLQ are the constant current
load in DQ frame and ifD, ifQ are the input current of the CPL load.

The electrical equations loaded by a CPL with its input filter are:

Lf
d

dt
if(abc) = −rf · if(abc) + VPCC(abc) − Vf(abc)

Cf
d

dt
Vf(abc) = if(abc) − I(abc) (5.12)

The three-phase CPL system described in (5.12), in (abc) frame, is reduced to a system
described respectively in (dq) frame by applying Park transformation:

d

dt

(
ifD
ifQ

)
= −rf

Lf

(
ifD
ifQ

)
+ 1
Lf

(
VPCCD
VPCCQ

)
− 1
Lf

(
VfD
VfQ

)
−
(

0 −ωcom
ωcom 0

)
·
(
ifD
ifQ

)
d

dt

(
VfD
VfQ

)
= 1
Cf

(
ifD
ifQ

)
− 1
Cf

(
ID
IQ

)
−
(

0 −ωcom
ωcom 0

)
·
(
VfD
VfQ

)
(5.13)

where
(
ID
IQ

)
= 1

V 2
fD

+V 2
fQ

(
Pc Qc

−Qc Pc

)
·
(
VfD
VfQ

)
, the current representing the consumed

constant power Pc, Qc.
For simplicity, we consider a microgrid with two DGs. The overall system model can

be described as:

dx

dt
= A(x) · x (5.14)

where,

xT = [ iD1 iQ1 iD2 iQ2 VPCCD VPCCQ ifD ifQ VfD VfQ

eD1 eQ1 ėD1 ėQ1 eD2 eQ2 ėD2 ėQ2 Pf1 Qf1 Pf2 Qf2 δ2]

Note that, A(x) is not linear and has state variables as elements. Thus, the model is
nonlinear of order 23.

5.2.2 Eigenvalue and Sensitivity analysis
In order to study the stability of a microgrid and to understand the dynamic behavior
which is affected by several control parameters, an eigenvalue analysis by plotting the
root locus is given. This is done by calculating the Jacobean matrix at each operating
point. The system parameters are given in table 5.1. When the system operates under
those given parameters, it is assumed to be operating in the nominal operating condition.

The eigenvalues of the system under its nominal operating condition are shown in table
5.2. It can be seen in Fig. 5.4 that the eigenvalues are placed in different clusters. The
large range of frequency components corresponds to the line currents (Fig. 5.4a) and
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System Parameters
Nominal frequency/voltage f /V 60 Hz, 110 V

Feeder 1 (r1, L1) 0.1Ω, 1mH
Feeder 2 (r2, L2) 0.1Ω, 1mH

DG Ratings
DG1 P (W )/Q(V ar) 3000/1500
DG2 P (W )/Q(V ar) 3000/1500

Load Parameters
Resistive Load Rch 100Ω

Constant current load: iLD, iLQ 0, -3 A
Constant power load (CPL) (rf , Lf , Cf ) (0.1Ω, 0.4mH, 40µF)

PCC Capacitor Bank CPCC 100 nF
Virtual impedance

(Rv1, Lv1) (0Ω, 0mH)
(Rv2, Lv2) (0Ω, 0mH)

Flatness Control trajectory dynamics
ζ/ωc (rad/sec) 1/5000

Frequency Droop Control Parameters
Frequency drop 4ω (rad/sec) 4ω = 0.1

Voltage drop 4V (V ) 4V = 1
Low pass filter cutoff frequency ωf (rad/sec) 100

Table 5.1: System Parameters for stability analysis.
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Eigenvalues
λ1,2 −5× 104 ± 2.066× 105j
λ3,4 −5× 104 ± 2.058× 105j
λ5,6 −122.02± 5.63× 103j
λ7,8 −121.75± 4.89× 103j
λ9 -160.77
λ10,11 −70.28± 375.57j
λ12 -3.18
λ13 -96.54
λ14 -99.99
λ15 -99.83
λ16 −4.95× 103

λ17 −5.04× 103

λ18,19 −5× 103 ± 16.65j
λ20,21 −5× 103 ± 2.02j
λ22 −4.99× 103

λ23 −5× 103

Table 5.2: Eigenvalues under nominal operating condition.

voltage controller (Fig. 5.4b). The other clusters correspond to the PCC and CPL load
voltages (i.e. λ5,6,7,8), the input filter for power calculation (i.e. λ9,13,14,15), the CPL input
current (i.e. λ10,11) and the phase angle (i.e. λ12).

Eigenvalue reveal different frequency components in the system and their available
damping. Further information about the origin of different frequency components can
be obtained by observing the participation (sensitivity) of different state variables in a
particular mode. In order to have a mathematical criteria of this observation, we can
use a modal approach which will give us the sensitivity of the eigenvalues with respect to
coefficients of the state matrix. The modal approach described in [135] makes it possible
to quantify the sensitivity, and therefore the influence of each element of a state matrix on
its eigenvalues. In [4], it is used to study the sensitivity of eigenvalues with respect to the
parameters of microgrid system, more specifically, the droop coefficients. Here, we will
simply study the influence of not only the droop parameters, but also the load powers on
the system eigenvalues. In his book [135], Kundur et al. give the relation (5.15) where the
sensitivity of eigenvalue λi to the element akj of the state matrix is equal to the product
of the left eigenvector element Ψik and the right eigenvector element Φji given as:

∂λi
∂akj

= ΨikΦji (5.15)

Since the real part of the eigenvalues indicate the stability of the system, we will only
look at the real part of the sensitivity factor which gives information about the evolution
of the real part of the eigenvalues. The real parts of the sensitivity values computed with
the modal approach are given in Table 2.2. To obtain the sensitivity with respect to the
power of the loads, we will take the coefficients of the state matrix which include them,
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Figure 5.4: Eigenvalues spectrum of the system indicating different clusters.

Sensitivity factor of Sensitivity factor of Sensitivity factor of Sensitivity factor of Sensitivity factor of
λ1,2,3,4 for (idq1, idq2) λ5,6,7,8 for (VPCCdq, Vfdq) λ10,11 for (ifdq) λ12 for (δ2) λ9,13,14,15 for (PQf1, PQf2)

a9,9, a10,10 (Pc) 0.00015 0.25 ' 0 ' 0 ' 0
a5,5, a6,6 (Rch) 0.25 0.0002 ' 0 ' 0 ' 0

a13,20, a17,22 (n1, n2) ' 0 ' 0
sλ10 = −5× 10−4

0.001

sλ9 = −5× 10−4

sλ13 ' 0

sλ11 = 3.6× 10−4 sλ14 ' 0
sλ15 ' 0

a23,19, a23,21 (m1, m2) ' 0

sλ5 = 3.5
sλ10 ∓ 1624.1

∓7.4× 102

sλ9 = ∓1619
sλ6 ' 3.5 sλ13 = ±5× 104

sλ7 = −5.5
sλ11 ∓ 5.5× 104 sλ14 = ±5.4× 104

sλ8 = −5.5 sλ15 = 43.45

Table 5.3: Sensitivity of the dominant eigenvalues.

that is to say a9,9 = a10,10 = −Pc/(CfV 2) which correspond to the real power of the CPL
load and a5,5 = a6,6 = −1/Rch related to the resistive load. The droop control parameters
appear in coefficients a13,20 and a17,22 respectively for voltage droop parameters n1 and n2
and coefficients a23,19 and a23,21 respectively for frequency droop parameters m1 and m2.
With these coefficients of the state matrix, we will have the sensitivity of each eigenvalue
with respect to load powers and droop parameters.

From Table 2.2, we see that the load powers have higher sensitivity values in λ1,2,3,4
and λ5,6,7,8 that correspond to DGs output current and voltage across the PCC and CPL
filter capacitor. The droop parameters have high participation or sensitivity factors in
λ12, λ10,11 and λ9,13,14,15. It was shown that the voltage droop parameters (n1, n2) also
affect the eigenvalue λ12 that corresponds to the phase angle difference between the two
DGs in the microgrid system. The reason behind this case came from the coupling effect
between active and reactive powers in a microgrid. Thus, the voltage droop control will
affect the phase angle and the same scenario will appear in frequency droop, where the
parameters (m1,m2) can affect the reactive power sharing.
In order to verify these results, Figs. 5.5, 5.6, 5.7, 5.8, 5.9 represent the evolution of the

system eigenvalues with respect to droop parameters and different loads power variation.
Fig. 5.5 shows the trajectory of the dominant low-frequency eigenvalues as function of the
frequency drop (4ω). It can be seen that as 4ω is increased, the eigenvalues λ12 and λ13
moves toward each other, to improve transient response for the active power flow of the
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Figure 5.5: Low-frequency eigenvalues as function of frequency drop (increasing varia-
tion): 0.1 ≤ 4ω ≤ 5 (rad/sec).

DGs, and deflecting their path after collision toward the right side of the real axis. λ10
and λ11 are also sensitive to the change of frequency drop as seen in the figure, but they
are less affected than eigenvalues λ12 and λ13. Although the system remains stable, but
a large frequency drop could affect the system stability. In Fig. 5.6, the low-frequency
dominant eigenvalues that are sensitive to the voltage drop (reactive power droop) are
λ9, λ10,11.The eigenvalue λ12 remains stable and not affected to the change of voltage drop
parameters.Whereas, λ10,11 move to the right side of the real axis and tend to be positive.
Thus, the modeled system shift to unstable case after setting a large value of voltage drop
(4V ).

To explain the effect of load variation on system stability, a study for the most dom-
inant eigenvalues trajectory change as function of different load condition is established.
Starting from the CPL type, Fig. 5.7 shows the eigenvalues trajectory under the effect
of CPL real power change. As the power Pc increased, the dominant eigenvalues that
are sensitive to the change are λ5,6 and λ7,8. The rest low-frequency eigenvalues remain
stable. The next step is to change the resistive load (Rch) and see its effect on each eigen-
value. Fig. 5.8 represents this case study. It can be seen that, as the resistance became
large, the most effected eigenvalues are λ1,3 and λ2,4 that correspond to the line currents.
For low-frequency eigenvalues, the most moving ones are λ5,6,7,8 that correspond to the
PCC and CPL voltages. The same study is done by changing the constant current source
values, system condition will change and the eigenvalues trajectory is given in Fig. 5.9.
It is noticed that, all the eigenvalues remain stable with no remarkable change. From the
last three studies, it can be noticed that the eigenvalues related to the droop control (i.e.
λ9, λ13,14,15 and λ12) are not influenced with the change in all types of load. Indeed, the
load change has no effect on droop dynamics as presented earlier from the eigenvalues
and sensitivity analysis.
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5.3 Conclusion for Small-Signal analysis
As a conclusion, the small-signal analysis for ac microgrid is elaborated. Furthermore, the
study considers different types of load where eigenvalue and sensitivity analysis are given
for the microgrid model. Sensitivity study is presented by the method of [135], where
the approach demonstrates clearly the lesser effect of CPL and other loads on the droop
controller by calculating the sensitivity factor of each dominant eigenvalues that represent
load change as well as droop parameters change. It was found that the eigenvalues that
represent the dynamics of the droop control are not affected by the load variation. In the
next section we are going to study the large-signal stability for the ac-microgrid which
will focus on the effect of load interaction with the ac grid. We will assume each DG is
perfectly controlled by the droop control without taking into consideration its dynamics
in the analysis. As it corresponds to low-frequency mode and is not affected by the load
interaction.

5.4 Large-Signal analysis
In this section, we propose to study the large-signal stability of ac-microgrid supplying
different types of load. Indeed, Lyapunov-based techniques are the commonly used tool
for nonlinear stability study. The main advantage of Lyapunov-based approach lies in the
fact that Lyapunov function provides an estimation of the region of attraction of a stable
operating point, allowing to predict the size of disturbance that can be tolerated. The
domain of validity and effectiveness of large-signal nonlinear stability analysis is much
larger than that of small-signal linear analysis [136, 137]. Indeed, a large-signal stable
system is small-signal stable but the reverse is not necessarily true.

Power electronic converters are an enabling technology for integrating renewable en-
ergy sources such as wind turbines and solar photovoltaics (PV) systems. Furthermore,
microgrids provide opportunities for small-scale renewable implementation. Hence, mi-
crogrids are technically feasible due to these power electronic converters. However, these
converters are effectively nonlinear since the differential-algebraic dynamic equations de-
scribing those converters are nonlinear [138]. In literature, large-signal stability of power
electronic converters have been studied in [139, 140]. Then, Lyapunov-based stability
analysis tools are applicable to study, analyze and optimize the nonlinear stability prob-
lems within microgrids. In this section, we propose to analyze the stability of microgrids
by using Takagi-Sugeno multi-modeling [141] for generating a Lyapunov function which
not only proves the asymptotic stability of the system at a given operating point, but
also determines an estimation of the domain of attraction around this point [142, 143].
This approach needs a linear matrix inequalities (LMI) solver to maximize the size of the
estimated domain [144].

5.4.1 Microgrid Full-Order Model
The system model formulated in section 5.2 is used here. The microgrid system is repre-
sented by Fig. 5.10. As concluded in the small-signal analysis, in ac-microgrid, the poles
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Figure 5.10: Simplified Diagram of the Microgrid system under study.

associated to the DG droop control dynamics are weakly affected by the load interaction
and power change. Thus, the only change in the system model is that the state equations
related to power sharing and droop control are neglected from the analysis. The state
variables take the form:

xT = [ iD1 iQ1 iD2 iQ2 VPCCD VPCCQ ifD ifQ VfD VfQ

eD1 eQ1 ėD1 ėQ1 eD2 eQ2 ėD2 ėQ2]

For Large-Signal analysis, the system should be written around its operating point.
Thus, taking the change of origin as x = X0 + x̃, the 18th order model can be expressed
as:
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d
dt
ĩD1 = −r1

L1
ĩD1 + ωĩQ1 − 1

L1
ẽD1 + 1

L1
ṽPCCD

d
dt
ĩQ1 = −ωĩD1 − r1

L1
ĩQ1 − 1

L1
ẽQ1 + 1

L1
ṽPCCQ

d
dt
ĩD2 = −r2

L2
ĩD2 + ωĩQ2 − 1

L2
ẽD2 + 1

L2
ṽPCCD

d
dt
ĩQ2 = −ωĩD2 − r2

L2
ĩQ2 − 1

L2
ẽQ2 + 1

L2
ṽPCCQ

d
dt
ṽPCCD = 1

CPCC
ĩD1 + 1

CPCC
ĩD2 − 1

Rch
ṽPCCD + ωṽPCCQ − 1

CPCC
ĩfD

d
dt
ṽPCCQ = 1

CPCC
ĩQ1 + 1

CPCC
ĩQ2 − ωṽPCCD − 1

Rch
ṽPCCQ − 1

CPCC
ĩfQ

d
dt
ĩfD = 1

Lf
ṽPCCD − rf

Lf
ĩfD + ωĩfQ − 1

Lf
ṽfD

d
dt
ĩfQ = 1

Lf
ṽPCCQ − ωĩfD − rf

Lf
ĩfQ − 1

Lf
ṽfQ

d
dt
ṽfD = 1

Cf
ĩfD + [(VfD0ID0 − VfQ0IQ0)f1 + ID0f1f2] ṽfD

+ [ω + (VfD0IQ0 + VfQ0ID0)f1 + ID0f1f3] ṽfQ
d
dt
ṽfQ = 1

Cf
ĩfQ + [−ω + (VfD0IQ0 + VfQ0ID0)f1 + IQ0f1f2] ṽfD

+ [−(VfD0ID0 − VfQ0IQ0)f1 + IQ0f1f3] ṽfQ
d
dt
ẽD1 = ˜̇eD1

d
dt
ẽQ1 = ˜̇eQ1

d
dt

˜̇eD1 = −Rv1ω
2
c1ĩD1 + ωLv1ω

2
c1ĩQ1 − ω2

c1ẽD1 − 2ζ1ωc1 ˜̇eD1
d
dt

˜̇eQ1 = −ωLv1ω
2
c1ĩD1 −Rv1ω

2
c1ĩQ1 − ω2

c1ẽQ1 − 2ζ1ωc1 ˜̇eQ1
d
dt
ẽD2 = ˜̇eD2

d
dt
ẽQ2 = ˜̇eQ2

d
dt

˜̇eD2 = −Rv2ω
2
c2ĩD2 + ωLv2ω

2
c2ĩQ2 − ω2

c2ẽD2 − 2ζ2ωc2 ˜̇eD2
d
dt

˜̇eQ2 = −ωLv2ω
2
c2ĩD2 −Rv2ω

2
c2ĩQ2 − ω2

c2ẽQ2 − 2ζ2ωc2 ˜̇eQ2

(5.16)

where, f1, f2 and f3 are the repeating nonlinear functions defined as:
f1 = 1

Cf [(VfD0+ṽfD)2+(VfQ0+ṽfQ)2]
f2 = ṽfD

f3 = ṽfQ

(5.17)

5.4.2 Large-Signal stability analysis tool
As proposed in [134], Takagi-Sugeno (TS) multi-modeling is used to determine the esti-
mated domain of attraction. TS multi-model are a useful tool for studying the stability
of nonlinear system. In this method, a set of r linear local models are deduced from
the nonlinear system and are interconnected by nonlinear scalar activation functions µi
verifying the property of convex sums. To obtain a TS model for the nonlinear system, a
general form can be written asẋ(t) = ∑r

i=1 µi[Aix(t) +Biu(t)]
y(t) = ∑r

i=1 µiCix(t)
(5.18)
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The principle of modeling the system in TS form is to consider a nonlinear model as
a weighted sum of r linear models. In this way, it is possible to transpose a nonlinear
problem into a sum of linear problems. The weighting of the sub-modules is done via the
activation functions µi which are function of the state of the system. These activation
functions must respect the convex sum property (5.19).

∑r
i=1 µi(x(t)) = 1

µi(x(t)) > 0,∀t
(5.19)

This method uses “if−then” rules that represent the input-output linear local relations
of the nonlinear system. Thus, the ith fuzzy rule defines a local linear behavior by a linear
model of the type ẋ(t) = Ai.x(t)+Bi.u(t). It is possible to obtain a TS model representing
exactly the nonlinear system using a limited number of local models. Each nonlinearity
(fj(x), j = 1, 2, · · · , r) may admit two values: its minimum value fjmin and its maximum
value fjmax. This gives rise for two matrices Ai. Thus, for r nonlinearities in the system,
2r matrices should be formed. In order to use Lyapunov method for the TS model, Marx
et al. state that the system is asymptotically stable if the following (r+ 1) Linear Matrix
Inequalities (LMI) hold [134]:M = MT > 0

ATi ·M +M · Ai < 0, ∀i ∈ {1, 2, · · · 2r}
(5.20)

The existence of M depends on two conditions: the first one is that any matrix Ai is
Hurwitz and the second condition considers the convex sum property described earlier.
Thus, it is necessary (but not sufficient) that the local models are stable. Now, the asymp-
totic stability is proved if the LMI (5.20) is feasible. Once the matrix M is determined,
the following Lyapunov function is completely known:

V (x) = xT ·M · x (5.21)

The LMI algorithm is studied by fixing each r nonlinearity to a constant limit value
(min. and max. value). These limits are obtained once the LMI is not yet feasible.
In this case, the estimated domain of attraction is bordered by xjmin and xjmax, j =
1, 2, · · · r. In fact, we need only the knowledge of the local state matrices Ai that can be
directly obtained from the nonlinear model by fixing each of r nonlinearities to a constant
limit value (min or max value). These limit values determine a domain in which the
stability analysis is valid. In other words, the estimation of the domain of attraction of
the operating point is deduced from the domain delimited by the aforementioned limit
values. Therefore, for estimating the domain of attraction, the following algorithm can
be proposed:

1. Set all nonlinearities to their operating point values: fjmin = fjmax = fj(0), j =
1, 2, · · · , r (xjmin = xjmax = 0).

2. If the LMI problem (5.20) is not feasible, then go to 4.
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3. Else, decrease fjmin and increase fjmax by modifying xjmin and xjmax, j = 1, 2, · · · , r.
Then go to 2.

4. The estimated domain of attraction is bordered by xjmin and xjmax, j = 1, 2, · · · , r.

It is obvious that such estimation is conservative because of the nature of this approach
based on the second method of Lyapunov. However, the main drawback of this method
lies in the fact that the complexity of the problem grows rapidly with the number of
nonlinearities. Indeed, 2r matrices should be processed if there are r nonlinearities.

5.4.3 Application of the Large-Signal stability analysis and
Simulation Results

For the system described in (5.16), the nonlinearities are given as f1, f2 and f3. Thus, we
have r = 3. And suppose that ṽfD belongs to the interval [ vfDmin, vfDmax ] and ṽfQ
belongs to the interval [ vfQmin, vfQmax ], with those intervals to be determined. Let:


f1min = 1

Cf [(VfD0+ṽfDmax)2+(VfQ0+ṽfQmax)2] , f1max = 1
Cf [(VfD0+ṽfDmin)2+(VfQ0+ṽfQmin)2]

f2min = ṽfDmin , f2max = ṽfDmax

f3min = ṽfQmin , f3max = ṽfQmax
(5.22)

As r = 3, there exist 8 local models and 8 fuzzy rules. The TS fuzzy models are
developed based on the following rules:

• Rule 1: if f1 = f1min, f2 = f2min and f3 = f3min, then the model is written as:
ẋ = A1 · x.

• Rule 2: if f1 = f1min, f2 = f2min and f3 = f3max, then the model is written as:
ẋ = A2 · x.

• Rule 3: if f1 = f1min, f2 = f2max and f3 = f3min, then the model is written as:
ẋ = A3 · x.

• Rule 4: if f1 = f1min, f2 = f2max and f3 = f3max, then the model is written as:
ẋ = A4 · x.

• Rule 5: if f1 = f1max, f2 = f2min and f3 = f3min, then the model is written as:
ẋ = A5 · x.

• Rule 6: if f1 = f1max, f2 = f2min and f3 = f3max, then the model is written as:
ẋ = A6 · x.

• Rule 7: if f1 = f1max, f2 = f2max and f3 = f3min, then the model is written as:
ẋ = A7 · x.

• Rule 8: if f1 = f1max, f2 = f2max and f3 = f3max, then the model is written as:
ẋ = A8 · x.
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Figure 5.11: Estimated Domain of attraction for the system under the effect of CPL active
power (Rch = 100Ω, ILd = 0, ILq = −3A).

Now, we apply the proposed algorithm in Section 5.4.2 to the 8 local models with the
following LMI: 

M = MT > 0
AT1 ·M +M · A1 < 0
AT2 ·M +M · A2 < 0
AT3 ·M +M · A3 < 0
AT4 ·M +M · A4 < 0
AT5 ·M +M · A5 < 0
AT6 ·M +M · A6 < 0
AT7 ·M +M · A7 < 0
AT8 ·M +M · A8 < 0

(5.23)

A MATLAB simulation is implemented to solve LMI for the nonlinear model repre-
sented in (5.23) using the explained algorithm. The system parameters used in simulation
are given in Table 5.1. Following the algorithm, the min. and max. values of ṽfD and ṽfQ
were obtained, and the estimated domain of attraction is plotted in the x5−x6 plane (i.e.
vPCCD−vPCCQ plane). The effect of CPL load in the domain of attraction is first studied.
Fig. 5.11 shows the estimated domain of attraction for three values of CPL active power.
In this case, the resistive load is fixed to 100Ω and the constant current load is given as
ILD = 0, ILQ = −3A. It can be noticed that, as the power of the CPL increases the
domain of attraction become narrower. This interprets the destabilizing effect of the CPL
on ac-MG when connected to some intensive active loads.
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The effect of the Resistive load when connected to a microgrid is explored in Fig. 5.12.
It is evident that the more resistive load in a microgrid, the less damping factor obtained
and the more stable is the system. When we increase the consumed resistive power, the
estimated domain of attraction become wider for a specific CPL load. Indeed, a parallel
resistive load plays an important role in damping the oscillation resulted from a CPL load
on ac-MG. For constant current load, the increase in direct current ILd will increase the
size of the domain of attraction as seen in Fig. 5.13. This behavior is similar to adding
more resistive load to the microgrid.

As a speculation, one can say that a virtual resistive impedance is a solution. But,
its effect on high-frequency range is bound to inverter voltage controller. Furthermore,
adding a virtual impedance to the output of the DG in series with the feeder impedance
will have a destabilizing effect on the MG-system. To illustrate this, we did a test with
inverters having a bandwidth equal 5000 rad/sec which is less than the oscillating fre-
quency generated by the input filter of the CPL which is around 8 × 103 rad/sec. Fig.
5.14 shows a case study, where the domain of attraction region is plotted for three values
of Rv which is the virtual resistance introduced in the two inverters inner controller. It can
be seen that the domain of attraction decreases as the virtual resistance increases. Thus,
the virtual resistive component has a negative effect on the stability of the microgrid with
intensive use of CPL load. Similarly, the effect of virtual inductive impedance is realized.
It should be noted that, the virtual inductance is usually used in microgrid application to
enhance the reactive power sharing. For that reason, its effect on the stability of microgrid
should be elaborated. In Fig. 5.15 the domain of attraction region is plotted for different
values of virtual inductive impedance. As the value of Lv increases, the estimated domain
of attraction decreases. Exceeding a value of Lv = 1.6mH will allow the system to lose
stability.

To verify the validity of the large-signal stability analysis, a small test was performed
using the model presented in (5.16). The MATLAB model for the microgrid system
is simulated based on parameters listed in Table 5.1. The CPL load varies its power
consumption from 200W to 1000W. Referring to the estimated domain of attraction in Fig.
5.11, that corresponds to this case, the system remains stable. To prove this, Fig. 5.16
shows the PCC voltage waveform under a step change of CPL load power consumption.
The results in Fig. 5.16 is compatible with the estimated domain of attraction. If the
active power of the CPL is changed to 1150W the system will lose stability and the PCC
voltage waveform will diverge. Fig. 5.17 shows the simulation result for PCPL = 1150W
which explains our estimated domain of attraction has been verified. For the effect of
virtual impedance loop, the modeled system is tested without adding virtual resistance
and with an additional value Rv = 5Ω. According to the estimated domain of attraction,
the system will lose stability when this value is added to the inverters inner controller.
To verify this fact, Fig. 5.18 shows the evolution of the PCC dq voltages under the two
situations. We have seen that the voltage waveforms diverge and tend to oscillate when
introducing the virtual resistance to the inverters. The virtual inductive impedance is
also introduced in the inverter inner controller to verify its impact on system stability.
Fig. 5.19 indicates the behavior of PCC voltage when increasing the virtual inductance
beyond its limit as predicted by the domain of attraction given in Fig. 5.15. It can be seen
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Figure 5.12: Estimated Domain of attraction for the system under the effect of Resistive
Load, Rch (Pc(CPL) = 600W, ILd = 0, ILq = −3A).
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Figure 5.13: Estimated Domain of attraction for the system under the effect of constant
current load (Pc(CPL) = 600W, Rch = 100Ω).
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Figure 5.14: Effect of virtual resistance Rv on the estimated domain of asymptotic stabil-
ity when the bandwidth of inverters controller (ωc = 5000 rad/sec) is lower
than the cutoff frequency of the CPL input filter (ωf = 8000 rad/sec). Load
condition: Pc(CPL) = 600W, ILd = 0, ILq = −3A, Rch = 100Ω.
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Figure 5.15: Effect of virtual resistance Lv on the estimated domain of asymptotic stabil-
ity when the bandwidth of inverters controller (ωc = 5000 rad/sec) is lower
than the cutoff frequency of the CPL input filter (ωf = 8000 rad/sec). Load
condition: Pc(CPL) = 600W, ILd = 0, ILq = −3A, Rch = 100Ω.
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Figure 5.16: PCC dq voltage waveform evolution inside the predicted domain of attraction
for CPL load change: PCPL = 200− 1000W .

that also the PCC voltage diverges when Lv = 2.2mH and the system become unstable.
The large-signal analysis allows us to formulate the overall conclusion given in the next
section.

5.5 Conclusion for Large-Signal analysis

The large signal stability for ac microgrid was explored. The study focused on the effect
of load interaction with the ac-MG. The effect of CPL load on the estimated domain of at-
traction was realized. It was shown also that excessive resistive load can play an important
role in insuring asymptotic stability of the system. However, one of the characteristics of
an islanded microgrid is the load shedding where different loads, predominantly the re-
sistive loads, are disconnected from the grid to ensure balanced generation-consumption.
Thus, this scenario should be taken into consideration when subjected to ac microgrid with
CPL load being connected. Load shedding must not affect system stability. The effect of
constant current load in system stability is also explored. It was shown that excess direct
current will damp oscillations in microgrid and preserves stable system. Furthermore, the
effect of virtual impedance loop in system stability is pointed out. It should be noted
that, the virtual impedance loop is commonly used to compensate reactive power sharing
for droop control based-microgrids. The aforementioned results, show that the virtual
impedance loop has a negative impact on system stability and additional impedance loop
tends to destabilize the system especially when supplying a CPL load. These results are
verified by simulating the effect of adding additional resistive and inductive terms at the
output of inverters on the evolution of the PCC voltage. Thus, the strategy of adding
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Figure 5.17: PCC dq voltage waveforms evolution outside the predicted domain of attrac-
tion for CPL load change: PCPL = 1000− 1150W .
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Figure 5.19: PCC dq voltage waveforms evolution inside/outside the predicted domain of
attraction for virtual resistance: Lv = 1.2− 2.2mH.

virtual impedance loop should be studied carefully before introducing it to the system.
One opinion that should be verified in the future, is the use of parallel virtual resistive
impedance. In this case, the virtual impedance loop could damp oscillations result from
different load interactions. The load interaction using the CPL active power is simulated
in order to verify the results of the estimated domain of attraction. The PCC voltage
waveform is compatible with the large-signal stability analysis.
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This thesis focuses on the decentralized control strategies for AC islanded Microgrids,
especially on the Droop Control in order to enhance system reliability, power sharing and
system stability. The main objectives is to solve problems and find improvements related
to the control and power management for distributed generation (DG) systems. The
thesis starts with reviewing various droop methods proposed recently to improve different
drawbacks related to the aforementioned aspects. The first chapter summarizes the most
important control approaches and are compared in terms of their respective advantages
and disadvantages.

Secondly in chapter 2, the Flatness-based control for converters is developed. Model-
ing, analysis and implementation of the controller are done for DC/AC inverter with LC
filter which is applicable to what so called Distributed Generation Interfaced Converter
(DIC). Furthermore, the Flatness-based controller is applied to the case of modular in-
verter design (i.e. parallel connected inverters). A flood analysis was presented to model
the system and the test results are derived to verify the effectiveness of the flatness-based
controller on maintaining a regulated ac-voltages at the output of the module with min-
imized circulating currents between parallel inverters. The next part of chapter 2 deals
with the proposed state-observer used in microgrid application which is considered to be
a prospect tool for enhancing the power sharing between droop-based converters. The
state estimation of the point of power coupling (PCC) rms-voltage can be utilized to re-
trieve the drop voltages across the mismatched feeder lines that are mainly affecting the
reactive power sharing. In this way, the proposed Q− V Est is more efficient for accurate
load sharing. The performance of such droop control is validated experimentally where
its advantages over other proposals are presented.

Next, the power quality issues in distributed generation are studied when linear and
nonlinear loads are connected to the microgrid. It was shown that the proposed harmonic
droop controller has superior behavior in sharing the harmonic power between distributed
generators and compensating the harmonic distortion at the PCC. At the same time, the
fundamental active and reactive powers are shared proportional to the ratings of each
DG. Thus, the two droop controllers work separately to enhance system reliability. A
microgrid decomposed of two or three inverters was implemented using simulation to verify
the operation and validity of the proposed control technique. Furthermore, Experimental
results are given to support the effectiveness of this method.

In chapter 4, an optimal angle droop control was proposed to share active and reac-
tive powers between DGs without affecting system frequency which remains constant in
this case. Modeling and small-signal stability analysis are performed for a generalized
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microgrid system based on the proposed angle droop, in order to specify the range of de-
sign parameters that ensure proper load sharing with system stability being maintained.
Perfect results were obtained with this method, where a one-loop design of the proposed
angle droop control is found to have better results as compared with Hierarchical droop
control with multiple loops for the same objectives.

Finally, chapter 5 discussed the stability analysis of AC islanded microgrid with high
penetration of Interfaced converter loads. The effect of intensive use of converter loads
(such as a constant power load, CPL) on system stability are analyzed using small-signal
stability tool. And according to sensitivity analysis, it was found that whatever the load
interacted with the grid, the eigenvalues that corresponds to droop control are with lower
sensitivity factor. Which means that the droop control is not affected by the change
of load and an assumption can be considered by neglecting the droop control model
from large-signal stability analysis in order to decrease the number of nonlinearities and
simplify system equations. The large-signal analysis shows that excessive resistive load
can guarantee a stable system in case of a CPL load also connected. Furthermore, it
was shown that the virtual impedance loop can not be considered as an effective tool
to stabilize the system due to the limitation of inverter inner control bandwidth design.
Simulation results are provided to demonstrate the aforementioned interpretation.

The aforementioned conclusions in this thesis lead to several proposals for future re-
search work to be developed at present, at both a scientific and technical level development
of projects as:

• DC coupling microgrids: This line of research will expose new challenge of model-
ing and practical work when the interaction between AC and DC microgrids (Hy-
brid microgrids) is studied. This will open new fields for renewable energy power-
management control strategies. New scenarios for Distributed Generation systems,
reliability and flexibility operation as well as power quality enhancement.

• Based on the proposed Harmonic droop control developed in chapter 3, The effect
of imbalance loads should be adopted with a strategy to study their issues and
attenuate their transient’s variations in islanded microgrid.

• The proposed angle droop control scheme can be modified by emulating the state-
observe to estimate the PCC voltage amplitude and angle in order to perform an
improved control strategy when communication is lost or can’t be used in some
applications.

• The stability analysis for ac microgrid in chapter 5 gives some important aspects
for future work to design a stabilization method for the system. The stabilization
method should be based on the Lyapunov theory. It would be interesting and useful
to realize the network configurations for testing the stabilization method which could
be well suited for industrial applications.

• Due to inherently distributed and heterogeneous nature of microgrid, it becomes
an ideal platform for applications of consensus algorithms. Several attempts have
been made to utilize consensus-based control algorithms for smart grid applications,
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including 1) voltage support on distribution feeders; 2) smart economic dispatch; 3)
smart load shedding; 4) inverter-based power sharing, etc.
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