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Abstract

Querying graph data is a fundamental problem that witnesses an increasing

interest especially for massive structured data where graphs come as a promising

alternative to relational databases for big data modeling. However, querying

graph data is different and more complex than querying relational table-based

data. The main task involved in querying graph data is subgraph isomorphism

search which is an NP-complete problem. Subgraph isomorphism search is

an important problem which is involved in various domains such as pattern

recognition, social network analysis, biology, etc. It consists to enumerate the

subgraphs of a data graph that match a query graph. The most known solutions

of this problem are backtracking-based. They explore a large search space which

results in a high computational cost when we deal with massive graph data.

To reduce time and memory space complexity of subgraph isomorphism

search. We propose to use compressed graphs. In our approach, subgraph iso-

morphism search is achieved on compressed representations of graphs without

decompressing them. Graph compression is performed by grouping vertices into

super vertices. This concept is known, in graph theory, as modular decomposi-

tion. It is used to generate a tree representation of a graph that highlights groups

of vertices that have the same neighbors. With this compression we obtain a

substantial reduction of the search space and consequently a significant saving

in the processing time.
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We also propose a novel encoding of vertices that simplifies the filtering of

the search space. This new mechanism is called compact neighborhood Index

(CNI). A CNI distills all the information around a vertex in a single integer. This

simple neighborhood encoding reduces the time complexity of vertex filtering

from cubic to quadratic which is considerable for big graphs. We propose also

an iterative global filtering algorithm that relies on the characteristics of CNIs to

ensure a global pruning of the search space.

We evaluated our approaches on several real-word datasets and compared

them with the state of the art algorithms.
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Résumé

L’interrogation de graphes de données est un problème fondamental qui con-

nait un grand intérêt, en particulier pour les données structurées massives

où les graphes constituent une alternative prometteuse aux bases de données

relationnelles pour la modélisation des grandes masses de données. Cepend-

ant, l’interrogation des graphes de données est différente et plus complexe

que l’interrogation des données relationnelles à base de tables. La tâche prin-

cipale impliquée dans l’interrogation de graphes de données est la recherche

d’isomorphisme de sous-graphes qui est un problème NP-complet.

La recherche d’isomorphisme de sous-graphes est un problème très important

impliqué dans divers domaines comme la reconnaissance de formes, l’analyse

des réseaux sociaux, la biologie, etc. Il consiste à énumérer les sous-graphes d’un

graphe de données qui correspondent à un graphe requête. Les solutions les plus

connues de ce problème sont basées sur le retour arrière (backtracking). Elles

explorent un grand espace de recherche, ce qui entraı̂ne un coût de traitement

élevé, notamment dans le cas de données massives.

Pour réduire le temps et la complexité en espace mémoire dans la recherche

d’isomorphisme de sous-graphes, nous proposons d’utiliser des graphes com-

pressés. Dans notre approche, la recherche d’isomorphisme de sous-graphes est

réalisée sur une représentation compressée des graphes sans les décompresser.

La compression des graphes s’effectue en regroupant les sommets en super-
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sommets. Ce concept est connu dans la théorie des graphes par la décomposition

modulaire. Il sert à générer une représentation en arbre d’un graphe qui met

en évidence des groupes de sommets qui ont les mêmes voisins. Avec cette

compression, nous obtenons une réduction substantielle de l’espace de recherche

et par conséquent, une économie significative dans le temps de traitement.

Nous proposons également une nouvelle représentation des sommets du

graphe, qui simplifie le filtrage de l’espace de recherche. Ce nouveau mécanisme

appelé ”compact neighborhood Index (CNI)” encode l’information de voisinage

autour d’un sommet en un seul entier. Cet encodage du voisinage réduit la com-

plexité du temps de filtrage de cubique à quadratique. Ce qui est considérable

pour les données massives.

Nous proposons également un algorithme de filtrage itératif qui repose sur

les caractéristiques des CNIs pour assurer un élagage global de l’espace de

recherche.

Nous avons évalué nos approches sur plusieurs datasets et nous les avons

comparées avec les algorithmes de l’état de l’art.
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Chapter 1: Introduction

Contents
1.1 Thesis Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.2 Thesis organization . . . . . . . . . . . . . . . . . . . . . . . . . 7

Graphs are data structures composed of a set of vertices and a set of edges

where an edge connects two vertices. A graph is an effective way of formalizing

problems and representing objects. They are used to represent complex and

heterogeneous linked data in various domains. With graphs, vertices represent

objects and edges represent relations between these objects.

Graphs are very flexible, they allow adding new kinds of relationships, new

vertices to an existing structure without disturbing existing queries and applic-

ation functionalities. This is why graphs are widely used in data modeling,

especially for massive data. However this is not new, the first data modeling tool

is graph-based. The hierarchical data model was the first data modeling tool to

be created. First appearing in 1966 as an improvement of general file-processing

systems. The main improvement was the possibility to create relationships

between information in a data model, which is insured by graphs. The main

characteristic of a hierarchical data model is the treelike structure. It consists

of a collection of records that are connected to each other through links with a

parent-child relationship. Figure 1.1 shows an example of a hierarchical data

model.

Chemseddine Nabti Liris laboratory 1



Introduction

Figure 1.1: Hierarchical Model

Figure 1.2: Network Model [39]

As an extension of the hierarchical model, the network model was introduced.

Originally invented by Charles Bachman in the 70s, it apears as a new data model.

It was conceived as a flexible way of representing objects and their relationships.

It allows transversal connections, and uses a graph structure. Basically, while

the hierarchical database model structures data as a tree of records, with each

record having one parent record and many children, the network model allows

each record to have multiple parent and child records, forming a generalized
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graph structure. Figure 1.2 shows a small example of a network model, that

represents a small network of twitter users.

Graph data models knew a peak of interest in the wake of the NoSQL

mouvement and were developped more deeply in the era of massive data. Graph

characteristics made graph data models more porwerfull than the well appre-

ciated relationnel data model. In a graph data model, vertices represent data,

edges represent relations between two data, and both vertices and relations may

have special properties: the labels.

Graphs are also used naturally to represent networks, especially social net-

works: facebook, twitter, etc. They are also used in biology, and chemistry,

because molecules and chemical data are graphs by definition.

Using graphs as means of representing data cannot be successful without devel-

oping effective ways to search and query this kind of data, especially in nowdays

were graphs are large and growing rapidly.

Figure 1.3 shows an example of a graph query problem, in which the idea is to

find the occurences of a query graph on a larger data graph.

Figure 1.3: Querying a data graph
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Introduction

Querying graph data is a challenging issue. In fact, querying a graph can

be processed by searching for subgraphs using the relation of inclusion, or by

graph similarity (checking for structural similarity). In the first type of querying

(i.e., searching for graphs using the relation of inclusion), we can distinguish

two problems: subgraph search and supergraph search.

The supergraph search consists in finding all subgraphs in the data graph for

which the query is a supergraph. However, subgraph search consists in finding

all graphs in the data graph for which the query is a subgraph. This problem is

called subgraph isomorphism search, and is considered as a main task involved

in querying data graphs.

The problem of determining isomorphism between two graphs is shown in Figure

1.4. An isomorphism between two graphs G and H is a bijection f , between the

vertex sets of G and H . Such that any two vertices u and v of G are adjacent in G

if and only if f (u) and f (v) are adjacent in H . First became known during 1960’s

as a method of comparing two chemical structures, this problem was listed in

1979, by Garey and Johnson, as one of 12 problems belonging to NP, but not

known to be either NP-complete or solvable in polynomial time. However, the

problem of subgraph isomorphism in which we focus in our thesis is known

to be NP-complete [19]. This problem arises in many real word applications

related to query processing. The main problem in nowdays data is the amount

of information to be processed, and the very large search space in which we

query data. To tackle this problem, researchers try to reduce the processing time,

the search space, and also to reduce the amount of memory space used to store

massive graph data.

Subgraph isomorphism is the problem of finding all embeddings of a query

graph into a target graph called data graph. Most existing subgraph isomorphism

algorithms are based on a backtracking framework which computes solutions by

4 Liris laboratory Chemseddine Nabti



Figure 1.4: graph isomorphism problem [54]

incrementally matching all query vertices to candidate data vertices. The most

known algorithms to subgraph isomorphism search are: Ulmann’s algorithm

[49], VF2 [41], GADDI [55], Spath [57], QuickSI [45], and GraphQL [25].

These algorithms use different join orders, pruning rules, and auxiliary informa-

tion to prune-out falsepositive candidates as early as possible. But none of these

algorithms is designed to handle all types of graphs with all sizes. For example,

QuickSI [45] is designed for handling small graphs, GraphQL [25] and SPath

[57] are designed for handling large graphs. Some of these proposed methods,

mainly because of the complexity of the subgraph isomorphism problem, show

exponential time behavior.

The porposed algorithms are mainly built arround two basic tasks: filter and

search (or filtering and verification). The more powerfull the filtering is, the more

powerfull is the algorithm that searches for subgraph isomorphism. Filtering

is a manner to reduce the search space by eleminating non relevant vertices.

However, this filtering can lead to high cost, so it must be efficient without being

time consuming. Since reducing the search space is very important, a simplified

representation of graphs will be very usefull. This is the main focus of our work.
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Introduction

1.1 Thesis Scope

In this thesis, we focus on simplifying graph representations to ensure better per-

formance with subgraph isomorphism search, especially in the case of massive

data. We worked on two main approaches:

• A compression of the whole graph: in this case our data graph is sum-

marized and we achieve subgraph isomorphism search on the compressed

version of the graph. The main idea in graph summarizing approaches it to

find a short representation of the input graph, in the form of a compressed

graph. Summarizing a graph can be very usefull:

a. It reduces the storage space. Depending on the size of the graph, a

graph that does not fit in memory before summarizing will be loaded

after compression.

b. Because graphs became smaller, they can be queried and analyzed

faster and more easily.

c. Noise filter. Summarizing graphs help eliminating non important

information. It also highlights only important ones.

Graph summarizing have also many challenges. The main challenge is to

process all the amount of data contained in large graphs, without losing any

information, or important graph structures. In our first approach, we use

modular decomposition as a mean of compression. Modular decomposition

of graphs consists to highlight set of vertices that have the same neighbors

and so are not distinguishable from outside. These sets of vertices are

called modules. We perform subgraph isomorphism search on compressed

graphs without decompressing them.
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1.2 Thesis organization

• A compression of the neighborhood of a vertex: In this case, we propose

a new manner to encode vertex’s neighborhood in order to simplify filter-

ing. In our approach, all the information arround a vertex is compacted

in a single integer leading to a simple but effective filtering scheme for

processing subgraph isomorphism search. Filtering is the main task that

reduces the search space during subgraph isomorphism search.

In the two cases, the aim is to be able to deal with massive data.

1.2 Thesis organization

The remaining of this thesis contains three chapters:

Chapter 2 ’Subgraph Isomorphism search’ describes the state of the art,

discusses the problem of subgraph isormorphism search, and shows how existing

algorithms handle this problem.

Chapter 3 ’Subgraph isomorphism search on compressed graphs’ is dedicated

to our first contribution in which we propose a new method to subgraph search

in compressed graphs, without decompressing them. The proposed approach

is evaluated on nine datasets, and is compared with other algorithms from the

literature.

Chapter 4 ’Compact Neighborhood Index for Subgraph Queries in Massive

Graphs’ represents our second contribution, in which a vertex’s neighborhood

compression is processed. This compression allows a constant time pruning

mechanism, by using topological information. The proposed algorithm is also

compared with other methods from the literature.

Finally, we conclude the manuscript by summarizing the major contributions

of this thesis and proposing research directions for future work.
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Chapter 2: Subgraph Isomorphism

search

I
n this chapter, we present the subgraph isomorphism search problem which

is one of the most interresting problems in graph theory. We also survey and

discuss the algorithms proposed to solve this problem.
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2.1 Basic Definitions

2.1 Basic Definitions

A graph is a mathemathical concept defined as follows:

Definition 1. A graph G is a 3-tuple G = (V (G),E(G), �,Σ), where V (G) is a set

of vertices (also called nodes), E(G) ⊆ V (G)×V (G) is a set of edges connecting the

vertices, � : V (G)∪ E(G) → Σ is a labeling function on the vertices and the edges

where Σ is the set of labels that can appear on the vertices and/or the edges.

when a complex object is modeled by a graph, vertices and edges represent

respectively its entities and the relations between these entities. These entities

can be labeled by assigning one or more values (symbolic or numeric) to each

vertex and/or edge. In this case, the graph is called a labeled graph. If no labels

are used, the graph is then called a non-labeled graph. This type of graph is

generally used when only its structure or shape is important and not the labels

of vertices and edges.

However, any non-labeled graph can be represented by a labeled graph by

associating the same vertex label and the same edge label to all vertices and

all edges, respectively. If all graph edges are symbolized by arrows, the graph

is then called oriented graph (labeled or not). For example web services are

represented by labeled oriented graphs. Figure 2.1 shows some graph examples.

An undirected edge between vertices u and v is denoted indifferently by (u,v)

or (v,u). For each v ∈ V (G), d(v) denotes the degree of v, i.e., the number of

neighbors of v, where a neighbor is a vertex adjacent to v. The label or set of

labels of a vertex v is given by �(v).

The notation G = (V ,E), with � omitted means that we actually do not need the

labels of the vertices but just their identifiers.
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Figure 2.1: Example of Graphs.

In our thesis we consider data graphs defined as simple labeled graphs.

Simple graphs are graphs with no edges involving a single vertex.

A graph that is contained in another graph is called a subgraph. Here some

subgraph definitions.

Definition 2. A graph G1 = (V (G1),E(G1), �1,Σ) is a subgraph of a graph G2 =

(V (G2),E(G2), �2,Σ) if V (G1) ⊆ V (G2), E(G1) ⊆ E(G2), �1(x) = �2(x) ∀x ∈ V (G1),

and �1(e) = �2(e) ∀e ∈ E(G1).

Definition 3. Induced Subgraph. For two graphs G1 and G2, where:

G1 = (V (G1),E(G1), �1,Σ), G2 = (V (G2),E(G2), �2,Σ). G1 is an induced subgraph of

G2, denoted G1 ⊆i G2, if:
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– V (G1) ⊆ V (G2)

– E(G1) = E(G2)∩ (VG1
×VG1

)

Definition 4. Partial Subgraph. For two graphsG1 andG2, whereG1 = (V (G1),E(G1), �1,Σ),

G2 = (V (G2),E(G2), �2,Σ). G1 is a partial subgraph of G2, denoted as G1 ⊆p G2, if

G1 is a graph that does not contain all the edges of G1 having their ends in V (G1).

Figure 2.2, illustrates the concepts of induced and partial subgraphs.

Figure 2.2: Example of Induced and Partial Subgraphs.
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2.2 Querying graph data

As a data structure, graphs are increasingly used to model data and complex

objects. They allow to convey as much information as possible, to ensure an effi-

cient representation of complex objects and also a relevant comparison between

two objects. Thus various real applications such as social networks and protein

interactions use graphs as a model of representation. Graphs can also represent

complex relationships such as the organization of entities in images which can

be used to identify objects and scenes.

In many cases, the success of an application based on a graph representation

of data is directly dependent on the efficiency of an underlying graph query

processing. Talking about graph query processing lead directly to one of the

most popular problem in graph theory, which is graph and subgraph matching.

Graph matching consists to find the correspondence between the vertices of two

graphs which provides the best alignment of their structures. Generally, graph

matching methods can be divided into two broad categories: Exact and inexact

matching according to their results. In other words, exact graph matching

returns graphs or subgraphs that match exactly a given graph, however, inexact

matching returns a ranked list of the most similar matches.

Exact graph matching approaches aim to find out if an exact mapping

between the vertices, and the edges of the compared graphs is possible. This

requires a strict correspondence between the two objects being matched, or at

least between subparts of them.

Graph Isomorphism is a variant of exact graph matching defined as follows:

Definition 5. A graph G1 = (V (G1),E(G1), �1,Σ) and a graph

G2 = (V (G2),E(G2), �2,Σ) are said to be isomorphic if there exists a bijective function

h : V (G1)→ V (G2) such that the following conditions hold:

14 Liris laboratory Chemseddine Nabti



2.2 Querying graph data

1. ∀u ∈ V (G1) : �1(u) = �2(h(u))

2. ∀(u,v) ∈ E(G1) : (h(u),h(v)) ∈ E(G2) and �1((u,v)) = �2((h(u),h(v)))

3. ∀(h(u),h(v)) ∈ E(G2) : (u,v) ∈ E(G1) and �2((h(u),h(v))) = �1((u,v))

In exact matching we can find also other forms like maximum common

subgraph, monomorphism, and homomorphism.

• The maximum common subgraph is the problem of finding the largest part

of two graphs that is identical in terms of structure, which is refered to the

maximum common subgraph.

• Monomorphism is a variety of exact graph matching where each vertex of

the first graph is mapped to a distinct vertex of the second one, and each

edge of the first graph has a corresponding edge in the second one. The

second graph, however, may have both extra vertices and extra edges.

• A Graph Homomorphism f from a graph G1 = (V (G1),E(G1), �,Σ) to a

graph G2 = (V (G2),E(G2), �,Σ), written as f : G1 → G2 , is a mapping

f : V (G1)→ V (G2) from the vertex set of G1 to the vertex set of G2 such

that (u,v) ∈ E(G1) implies (f (u), f (v)) ∈ E(G2)) but not vice versa.

Inexact graph matching means that it is not possible to find an isomorphism

between the two graphs to be matched. This is the case when the query graph

and the data graph have not the same number of vertices. The interest of inexact

graph matching has been recently increased due to the application of graphs to

areas such as cartography, character recognition, and medicine. In these areas,

automatic segmentation of images results in situations where the data graph

contains more vertices than the query graph. That is why applications on these

areas do usually require inexact graph matching techniques [5]. Usually, inexact
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matching algorithms do not impose the edge-preservation constraint used in

exact matching.

In the two cases, exact and inexact matching, querying a data graph can be

categorized into two classes: subgraph matching over a single large data graph,

and subgraph containement search over a graph database. In both categories,

algorithms first filter the list of candidates then verify isomorphism. However,

the verification phase in subgraph containement search aim to check if there

exisits one subgraph isomorphism for each graph candidate. But in subgraph

matching over a single data graph, it aims to find all embeddings for a given

query graph in a data graph.

Subgraph containement search over a graph database needs to index data

graphs (from the graph database), that contain a query. Then, both filtering and

verification mechanisms are performed after indexing.

There are different ways to index data graphs. The most known approaches

use graph-features that include (tree-feature, frequent substructures, path-based

indexing). The idea is to find the best way to represent candidates, in order to

facilitate the isomorphism checking.

The filtering phase must be very effecient in order to minimize the list of

candidates, which will minimize the verification cost. In the verification phase

the final list of candidates given by the filtering algorithm will be parsed, and

each candidate will be compared with the query. A candidate that matches the

query will be added to the final list of results.

A lot of approaches were proposed to tackle the subgraph containement

search problem, such as: gIndex [51], Tree+delta [59] FG-index [28], gCode [62],

and others.

In our thesis, we focus on the second category: subgraph isomorphism search

over a single large data graph which is more difficult than the subgraph contain-
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ment search, because subgraph matching requires enumerating all embeddings.

For a query graph Q, a data graph G, all embeddings of Q in G are to be ennu-

merated. Generaly, to tackle this problem authors aim to find the best way to

visit vertices. The more non relevant vertices are filtered, the more effective the

verification will be.

2.3 Subgraph isomorphism search over a single large

data graph

In Subgraph isomorphism search, the main goal is to enumerate all occurrences

of a query graph Q within a data graph G.

Definition 6. Given two graphs G = (V (G),E(G), �,Σ) and Q = (V (Q),E(Q), �,Σ),

Q is subgraph isomorphic to G if there is an injective function f :Q→ G such that:

1. ∀v ∈ V (Q), f (v) ∈ V (G) and �(v) = �(f (v)).

2. ∀(u,v) ∈ E(Q), (f (u), f (v)) ∈ E(G) and �(u,v) = �(f (u), f (v)).

Figure 2.3: Subgraph isomorphism search.
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Figure 2.3 depicts an example where the data graph contains two occurrences

of the query graph.

The basic solution to enumerating the occurrences of Q into G is to directly

compare the vertices of the query with the vertices of the data graph. This

comparison constructs a search tree. In this search tree, each internal vertex

maps a vertex of the query to a vertex of the data graph. Each path from the root

to a leaf in the search tree represents either a unsuccessful mapping, between the

query and a subgraph, that have been dropped by the algorithm, or a successful

one that corresponds to a subgraph that is isomorphic to the query. Figure 2.4

presents a part of the obtained recursion tree for the query graph and the data

graph of Figure 2.3.

Exploring this recursing tree is the main task of subgraph isomorphism search al-

gorithms. Several existing algorithms use backtracking to explore the search tree,

but they do not explore the whole tree. To avoid exploring the whole tree, they

use filtering methods that prune unpromising branches of the tree. Nevertheless,

even with pruning functions, this method rises two main challenges:

• It is memory consuming: besides storing the data graph which can have a

significant size, exploring the search tree has a high memory consumption

and involves complex data structures to support backtracking.

• It is time consuming: backtracking and testing the possible mappings

between vertices has a high computational cost. It is exponential in func-

tion of the number of vertices in the involved graphs.

To deal with this, existing solutions perform filtering/prunning mechanisms

to reduce the size of the search tree.

Existing algorithms are all about one basic point: the more effective and quick

is the filtering, the earlier and easier is finding solutions. But this basic point
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Figure 2.4: A partial construction of the search tree.

is addressed in diferent ways with different algorithms and methods. Globaly,

algorithms go with a filtering and verification process to find all occurrences

of the query in the data graph. The first task, which is the filtering, is the

prunning mechanism that aims to delete irrelevant candidates in the search

space. Filtering is an important step to determine the efficiency of the algorithm.

A good filtering algorithm is an algorithm that does not filter relevant can-

didates, filters the maximum of non relevant candidates, and achieves these two

last tasks as fast as possible. With such a filtering, the final step of verification
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will be more efficient and with less cost.

The second phase is the verification step which is generally based on the

Ullmann’s backtracking subroutine, that searches in a depth-first manner for

matchings between the query graph and the data graph obtained by the filtering

step (final list of candidates).

We first present the main algorithms of the state of the art. Then, we analyse

them according to their filtering mechanism.

2.4 Existing Algorithms

In this section, we describe subgraph isomorphism algorithms, in a chronological

order to show their evolution. First Ulmann’s algorithm [49] addresses all forms

of exact graph matching, but it is less suited for the maximum common sub-

graph problem. It is the first result in subgraph matching. Here, the algorithm

matches vertices one by one according to the input order of query vertices. After

Ulmann’s algorithm, VF2, QuickSI, GraphQL, GADDI, and SPath algorithms

were proposed to enhance Ulmann’s algorithm performance. These algorithms

use vertex neighboring informtation, and some other filtering techniques to

remove fals-positive candidates, as soon as possible. SPath focuses on reducing

the candidates of query vertices by exploiting neighborhood-based information.

According to [57] SPath is more performing than GraphQL. On the other hand,

VF2 is more performing than Ulmann’s algotithm. In [33] authors use the word

superior to compare two algorithms (SPath is superior to GraphQL, and VF2 is

superior to ULmann).

Figure 2.5, illustrates existing algorithms for subgraph isomorphism search

over a single large data graph, with a short explanation of each one. A relation of

superiority between algorithms according to [33] is also given. The most efficient
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2.4 Existing Algorithms

Figure 2.5: State of the art Methods.
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algorithms that we found in the literature are Turboiso [23] and CFL-match

[6]. In our contributions, we compare with these two algorithms to show the

performance of our methods.

There are also several works that surveys existing algorithms. For instance,

in [33], authors implements five algorithms VF2 [41], QuickSI[45], GraphQL

[25], GADDI [55], and SPath [57] in a common framework. They use a generic

subgraph isomorphism algorithm as a backtracking algorithm which finds solu-

tions by incrementing partial solutions, or abandoning them. In this generic

algorithm, authors selects first a group of candidate vertices. After that, the

algorithm performs a recursive subroutine to find mapping pairs of vertices.

2.4.1 Ullmann’s algorithm

Ullmann’s algorithm [49] is a tree-search based algorithm. It is a backtracking

algorithm. It is composed of two tasks: tree-search and refinement procedure.

The algorithm begins with a data graph G, and a query graph Q. In the first task,

i.e., tree-search, the algorithm finds a set of candidate vertices for each query

vertex. Basically, for each vertex u in Q, the algroithm finds a set of candidate

vertices C(u) ⊆ V (G), such that �(u) ⊆ �(v). Where �, is the labeling function, and

v ⊆ V (G) is a candidate vertex. After that it invokes a recursive subgraph search

subroutine. This subroutine finds a mapping between a query vertex and a data

vertex. It takes one vertex at time. All reported embeddings, Em(G), are stored

as output of the subgraph search subroutine. The list of embeddings Em(G) will

be used in the refinement procedure.

After that, the second task, i.e., refinement procedure, is processed to min-

imize the computation time required for the subgraph isomorphism testing,

by reducing the search space. To do this, the algorithm filters out candidate
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vertices, v ∈ C(u), that have smaller degree than the query vertex through all

adjacent query vertices of u. If the adjacent vertex u′ is already in the list of

embeddings Em(G), which means that: (u′, v′) ∈ Em(G), then it checks if there is

a corresponding edge (v,v′) in the data graph G.

The complexity of Ullmann’s algorithm depends on the size of the graph.

Supppose that the size of the data graph G is n, and that of the query graph is

m. The complexity of the algorithm in the best case will be: O(nm). But it can

go up to O(mnn2) in the most case. As a result, the processing time explodes

exponentially . So it is very expensive.

2.4.2 VF2

Generally, solutions to the subgraph isomorphism search prolem can be obtained

by exhaustive search of all possible partial matching (Brute-force search) as we

have seen in Ullmann’s method. In order to further reduce the search space, the

algorithm VF2 [41] presents a new concept of state space representation. A state

s represents a partial solution of the correspondence between two graphs. M is

the final set of partial solutions, M(s) is a subset of M representing the current

partial solution of state s. The transition between a state s and its successor s′

corresponds to a new pair of matching vertices.

The algorithm starts with the first vertex, selects a vertex connected from the

already matched query vertices, search for a subgraph match, and backtracks

if not. The first search is basically the same as in Ullman’s algorithm. The

difference between them is in the refinement phase.

VF2 algorithm refinement phase uses a set of rules. Authors present these rules

in two groups: syntactic feasibility rules, and semantic feasibility rules. These

rules are as follows:
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• Prune out any non connected vertex v ∈ C(u) from already matched data

vertices.

• Prune out any vertex v ∈ C(u) such that, |Cq∩adj(u)| > |Cg∩adj(v)|. Where,

Cq is a set of adjacent and not-yet-matched query vertices connected from

the set of matched query vertices, Mq. Cg is a set of adjacent and not-yet-

matched data vertices from the set of matched data vertices, Mg .

• Prune out any vertex v in C(u) such that, |adj(u) Cq Mq | > |adj(v) Cg Mg |.

VF2 is an improved version of VF algorithm which was proposed by the same

author in [14]. It has reduced the memory requirement from O(n2) in VF to O(n)

(in VF2) for n vertices. Unlike VF2, VF algorithm does not define any order in

which query vertices are selected.

2.4.3 SPath and GraphQL

In Spath [57], paths are used as patterns of comparison. Basically, paths are

used in the matching phase instead of matching each single vertex. SPath

uses neighborhood signatures to minimize candidate sets. In the data graph

processing, the algorithm computes a neighborhood signature for each vertex. A

neighborhood signature (NS(u)) of a vertex u is computed as follows: NS(u) =

{Sk(u)|k ≤ k0} where, Sk(u) is the k-distance set of u. Each element in Sk(u) is

relative to a label l denoted as Sl
k(u). An element contains a set of vertices vi

where vi satisfies: d(u,vi), and l(v) = l(u).

In the other hand, neighborhood signatures are also computed for each

vertex v in the query graph. After that, a filtering mechanism is used in order

to minimize the matching candidate set, C(v). To test if a given vertex u in

C(v) must be pruned or not, authors compares NS(v) and NS(u) to see if there
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is a containement or not. This last is defined in [57] as: NS(v) 
 NS(u) if

∀k ≤ k0,∀l ∈ Σ, then, |
⋃

k≤k0
Sl
k(v)| ≤ |

⋃
k≤k0

Sl
k(u)|. For each u in C(v) if NS(v)

is not contained in NS(u), then u is safely pruned. After that, the shortest

path of each vertex u in the dataset, is generated from its matched vertex v

in the query graph up to k′ by-product of NS(v). The shortest path of u is

denoted as pu . The set of shortest paths must cover all query graph’s edges (this

set is constructed jointly). And finally the isomorphism testing is done by an

edge-to-edge matching.

GraphQL was introduced earlier to SPath. SPath has better performance as

compared to GraphQL. Both perform neighbourhood-signature-based pruning

before starting a subgraph matching procedure. Spath performance is directly

related to the neighbors scope. Which means that, the bigger the neighborhood

scope is, the more the filtering time of Spath increases. Also, Spath uses costly

join operations [57].

2.4.4 GADDI

GADDI [55] computes a neighbourhood discriminating structure distance between

pairs of neighbouring vertices of the data graph. Then, the algotithm launches a

subgraph matching algorithm. This one applies a two-way pruning and incor-

porates a dynamic matching schema.

The neighborhood discriminating distance is based on frequent substructure

count. First the algorithm generates intersecting subgraphs between each pair

of vertices from their neighborhood’s sets. After that to prune out unpromising

subtructures, discriminative substructures are selected from the frequent ones.

A discriminative substructure is denoted asDS(G). A substructure is to be called

frequent, if it is subgraph isomorphic to at least half of the intersecting subgraph
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Figure 2.6: the NDS distance [55]

of two vertices v1 and v2 in the data graph. After finding a DS(G) for a given

substructure P. A new NDS (Neighboring Discriminating Substructure) distance

denoted as dNDS(G,v1, v2,P), is calculated for each pair of neighboring vertices

as an index structure.

This distance is the number of matches of P in the intersecting subgraph

Int(G,v1, v2). In the example of Figure 2.6, Length =4 (Length is the upper

bound of the shortest distance between a pair of vertices to be indexed), k=3 (the

k-neighboring), P is a substructure. The distance between the two filled vertices

is three because there are three matches in their intersecting subgraphs. Matches

of the discriminative substructure in the interscting subgraphs are marked by

dashed lines.

The matching phase is processed as follows :
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1. Vertex matching and distance-based pruning: a vertex in the data graph

is matched to one vertex in the query graph using a depth-first matching

algorithm. For the new matched vertices, a two-way-pruning strategy is

processed. The first way is by fixing the query graph’s vertex and search-

ing for data graph’s vertices that can match it. To do this, ∀v ∈ G,∀u ∈

Q,d(Q,u,v) ≤ Length, find: v′ ∈ G,d(G,v,v′) ≤ length, where: 1) �(v) = �(v),

2) d(Q,u,v) ≥ d(G,v,v′), and 3) dNDS (Q,u,v) ≤ dNDS (G,v,v′). The second

way-pruning consists to fix the data graph’s vertex and search for query

graph’s vertices that can match it. With the same conditions as the first

way. After that the algorithm prunes vertices in the data graph that does

not participate in the current matching.

2. Dynamic matching algorithm: this algorithm aims to find all possible

matches for the query graph. To avoid useless calculations, the algorithm

stores edges after matching a query graph vertex with a data graph vertex

for the first time. If they verify the three conditions mentioned above, two

lists are created for each vertex in the data graph. One represent the list of

query vertices that the data graph’s vertex can be matched to. The second

one is the list of query vertices with which the data graph’s vertex cannot

be matched to.

2.4.5 QuickSI

QuickSI [45] is a subgraph isomorphism search alrorithm, developed to support

large graphs. QuickSI tries to access vertices having infrequent vertex labels and

infrequent adjacent edge labels as early as possible. The algorithm computes

vertices’ frequences before starting the search procedure. QuickSI relies on the

concept of QI-sequence to reduce the search space. A QI-sequence of a graph
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G is a rooted spanning tree for a query Q. A spanning tree of Q is a subgraph

that is a tree which includes all of the vertices of Q, with minimum possible

number of edges. The QI-sequence is represented in [45] as a regular expression :

SEQQ = [[TiR
∗
ij ]

β]. Where β is the number of vertices in Q, Ti is a spanning entry

(a vertex in the spanning tree). For each i ∈ [1,β], Ti contains: Ti.v that records

a vertex, and [Ti.p,Ti .l]. T i.p is the parent of Ti.v, and Ti.l stores the label of

Ti.v. Also Rij represents extra entries that are stored. These extra entries may be

vertices’ degree, or edges that do not appear in the spanning tree.

To choose an effective QI-sequence, the query graph Q is converted to a

weighted graph according to the average number of possible mappings from Q

to a data graph G. A minimum spanning tree is based on edge weights. This

one is to be used to generate a QI-sequence of Q. Vertices’ weights are used to

determine the order of the first two entries. Using this, the QuickSI algorithm

checks if there is a sequence of a subgraph g in G, which is identical to SEQq. If

two sequences are identical, then the corresponding graphs must be identical.

Quick-SI adopts a depth-first-search order following the order of sequences in

SEQq.

After that, a new filtering approach is proposed to reduce the subgraph

isomorphism testing cost. The filtering uses an index called swift-index, based

on two techniques : a prefix-pruning technique and a prefix-sharing technique.

Swift-index uses tree features instead of subgraph features. A tree feature is

organized by a prefix tree, where each vertex is an entry Ti of a tree feature

sequence. A prerfix SEQi
f is an induced subgraph of the tree feature f against its

vertices. By processing a depth-first search on the prefix-tree, if a prefix SEQi
f

cannot be mapped to q, then the feature f that corresponds to this sequence is

prunned. No need to see all the sequence. A prefix sharing is used when features

share some prefixes in the prefix-tree. The idea is to keep one mapping and
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replace it with another one after using it against all features with the shared

prefix.

To control the index size, only frequent and discriminative trees are chosen.

The frequency of a feature f , is computed by f rq(f ) =
|{g |f ⊂g∧g∈D}}|

|D|
, f is frequent

iff f rq(f ) ≥ δ, where δ ∈ [0,1]. Also a discriminative measure dis(f ) is defined as:

dis(f ) =
|f .list|

|
⋂
{f ′ .list|f ′⊂f ∧f ′∈I }|

. f is discriminative iff dis(f ) < 1−γ , where γ ∈ [0,1].

2.4.6 Turbo-iso

Turboiso is a subgraph isomophism search solution [23] that focuses on solving

the matching order selection problem, the blind exploitation of neighborhood,

and the permutation problem of the existing algorithms.

First of all, Turboiso constructs the query NEC tree. A NEC is a class that

contains a group of vertices. A vertex v of a query graph Q is associated to a

NEC, if all vertices in this class are equivalent to v. Two vertices are said to

be equivalent if they have the same label, and for each embedding m, there

is another embedding m′ which contains m without the matching of this two

vertices with their permutaion. m contains the matching of two vertices.

Rewriting the query graph into a NEC tree is performed by a BFS search, starting

with a start query vertex. The start vertex is chosen by a ranking function:

Rank(u) =
f req(G.l(u))

deg(u)
, f req(G,�) is the number of data vertices in G that have

label l.

After this phase, a candidate region exploration is processed. It identifies

candidate regions which are subgraphs of the data graph where there is more

chance to find embeddings for the query graph. When performing a subgraph

isomorphism search on all candidate regions, all embeddings can be found. Next,

a matching order is obtained by sorting each path in the NEC tree in ascending
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order according to its number of candidate vertices. Finally, according to the

matching order obtained and using candidate data vertices of the NEC vertices,

a recursive routine is processed for subgraph search.

Turbo-iso was tested and also compared with the most performing algorithms

such as VF2 and QuickSI and showed better performance.

2.4.7 CFL-match

CFL-match [6] is the most recent method to search for subgraph matching.

First the query graph is decomposed into three substructures. Then subgraph

matching is performed on each of these substructures. This algorithm is based

on a core-forest-leaf decomposition of the query graph. It generates a matching

order that conducts non-tree edges checkings at earlier levels. It aims to postpone

cartesian products. CFL-match [6] uses first a costly filtering method. It uses the

neighborhood label frequency filter to ensure that a data vertex is a candidate.

CFL-match proposes after that another way to filter in order to reduce the time

processing of the first filter. The new filtering mechanism is the maximum

Neighbor-Degree filter. It can be verified in constant time for each candidate

data vertex. In the Core-Forest Decomposition, authors use a spanning tree QT

of the query Q in which, the group of edges of Q that are not in the set of edges

of QT are called non-tree edges. The rest of edges are called tree edges. For

each set of non-tree edges of a spanning tree in Q, the core-forest decomposition

computes a small dense subgraph that contains the set of non-tree edges. This

subgraph is the minimal connected subgraph. The subgraph composed of the

non-tree edges of Q is called the core-structure of Q. For the rest of edges (tree

edges), the subgraph is called forest-structure of Q and denoted T . After the

core-forest decomposition, there is the forest-leaf decomposition. Here, the
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forest-structure T is decomposed. into a forest-set VT and a leaf-set VI . All

leaf-set vertices will be at the end of the matching order.

Figure 2.7: Core-Forest-Leaf Decomposition [6]

To encode all possible embeddings of a query in a given data graph, a data

structure called CPI (compact path-index) is built. Figure 2.8 shows an ex-

ample of CPI. In this Figure, we can see that the candidate set of u0 and u1 are

u0.C = v0, ..., v4 and u1.C = v5, ..., v9. After that, authors use a specific CPI-based

Matching Order Selection. All embeddings of Q, in the data graph G, are sorted

by parsing the CPI. G is used only for non-tree edges checking. Figure 2.9 shows

a running example, here we can see the constructed CPI for the query graph

Q over the data graph G. Finally after constructing CPI and with a related

matching order, a CPI-based Forest-Match, and a CPI-based Leaf-Match are
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Figure 2.8: Example CPI [6]

Figure 2.9: Running Example [6]
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performed to find CPI-based Embeddings.

2.4.8 Other Methods and techniques

Other methods that are more general or that use specific computing plateforms

exist for subgraph isomorphism search. We survey, in the following, some

of them. The Nauty algorithm, of Brendan McKay [38], detects isomorphism

between untyped graphs that may be directed or undirected. Nauty uses trans-

formations to reduce graphs to a canonical form that may be checked relatively

quickly for isomorphism. Specifically, the algorithm computes invariants for

each vertex in a graph (e.g., degree and counts of adjacent vertices) that are

used for candidate selection. Nauty partitions a graph into non-overlapping

subsets such that the vertices in a particular subset share identical invariant

values. Subsets having the same invariant values can then be compared across

graphs. If all subsets are isomorphic between two graphs, then the two graphs

must be isomorphic. Alternatively, if two graphs contain subsets with differing

invariants, there is no need to test isomorphism between the sets directly.

Authors in [47] propose a subgraph matching algorithm for very large graphs

deployed on a distributed memory store. They use the Trinity memory cloud,

which provides a unified adress space for a set of machines, as if a large graph is

stored in one machine.

The subgraph matching of this method is showed on Figure 2.10. It needs three

steps:

1. Query decomposition and STwigs ordering. A Query graph is decomposed

into a set of STwigs. An STwig is a two level tree structure. It contains a

root and the list of its child vertices. An STwig is the basic unit of graph

access. To find a matching between STwigs a MatchSTwig() function is
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Figure 2.10: Subgraph isomorphism search on Trinity[47]

used, this function returns a set of STwigs that match the query.

2. Exploration. Using the order selection of STwigs, the list of STwigs is

processed one by one. For each label a of the STwig q1, a set of vertices that

match a is sorted. After that the algorithm compares the union of STwigs

labels’ sets to see if they can produce an answer on their own. Each STwig

provides its group matching, for example for q1, a group G(q1) is sorted.

All STwigs are processed until all vertices of the query are bound.

3. Joins. A sequence of results (G(q1),G(q2), ...,G(qk)) is generated in the

exploration step. This sequence is joined to produce a final answer. This

join is based on a sample-based join cost estimation method and cost-based

join order selection method [47].

TMODS [20] is another algorithm proposed for subgraph isomorphism search.

It uses a set of genetic algorithms to find exact and inexact pattern matches in

directed, attributed graphs. Patterns may specify both structural and attribute

characteristics.
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TMODS searches for patterns from bottom to up, finding sub-patterns first and

then composing them into more complex higher-level patterns.

2.5 Analysis

We studied the above algorithms specially according to their pruning mech-

anisms. We distinguish three main prunning mechanisms that can be used

separately or combined for more efficiency:

1. Vertex properties: This technique is a local pruning mechanism. A local

pruning prunes the set of mappings that are candidates for a single vertex.

Vertex properties such as the degree and the label, are powerful prun-

ing mechanism used by most algorithms. In fact, the final search space

is the result of joining of the sets of available mappings of each query

vertex. Thus, given a query graph Q = (V (Q),E(Q), �,Σ) and a data graph

G = (V (G),E(G), �,Σ), the aim is to reduce as much as possible the sets C(ui),

i = 1, |VQ |, where C(ui) is the set of vertices of the data graph that match

the query vertex ui . The final search space is obtained by joining these sets,

i.e., C(u1) ×C(u2) × · · · ×C(u|VQ |) [26]. The reduction of C(u) is generally

achieved using the neighborhood information of u. The amount of the

obtained pruning depends on the scope of the considered neighborhood.

The simplest solution considers the one-hop neighborhood such as the

degree of the vertex and/or the labels of the neighbors. Neighborhood at

k−hops is also used in some methods. Ullmann’s Algorithm [49] refines Cu

by removing the vertices that have a smaller degree than u. GraphQL [25]

also uses the direct neighborhood by encoding within a sequence, the labels

of the neighbors of each vertex. Furthermore, GraphQL uses an approxim-

ation algorithm proposed to further reduce the search space by discarding
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the data vertices that are not compatible with the query vertex using the

k−neighborhood around u. VF2 [41] looks to 2-hops neighborhood. SPath

Spath [57] uses the k-neighborhood by maintaining for each vertex u a

structure that contains the labels of all vertices that are at a distance less

or equal than k from u. SPath uses its encoding of the k-neighborhood to

remove the data vertices that have a k-neighborhood that does not englobe

any k-neighborhood of query vertices. By rewriting, the query within a

tree, QuickSI [45] and TurboISO [23] use also the k−neighborhood with

the particularity that the neighborhood is rooted at a more pruning vertex.

The tree representation of TurboISO is also more compact as it aggregates

similar vertices.

2. Matching order: the matching order is a global prunning mechanism. a

global pruning operates on the whole search space. The matching order

determines in which order query vertices are handled and in which or-

der data vertices are targeted. This order has also an important pruning

capacity. For the data graph, the idea is to avoid a blind traversal of the

search space and target specified regions on the data graph for subgraph

isomorphism search. These regions are selected according to the properties

of the query vertices. A candidate region for a query graph Q is a subgraph

of the data graph G which may contain embedding of the query graph.

So, performing subgraph isomorphism search on all candidate regions

will ensure that all embedding can be obtained. However, minimizing

the number of candidate regions and the size of each region is obviously

important for faster matching. For this, regions are selected around the

less popular query vertex in the data graph. For example, the authors of
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[60] rank every query vertex u by :

rank(u) =
f req(G,�(u))

deg(u)
(2.1)

Where f req(G,l) is the number of data vertices in G that have label l,

and deg(u) means the degree of u. This ranking function favors lower

frequencies and higher degrees which will minimize the number of regions.

This ranking is also used in [23] in a more recent solution called TurboISO.

However, when the labels and the degrees are not discriminative, this

ranking becomes obsolete leading to visiting the whole search space.

For the query graph, the matching order means that the query vertices are

handled in an order that simplifies their matching. For this, the most used

order is equivalent to tree traversal of the query vertices. A spanning tree

of the query is constructed according to a ranking equivalent to the one

given by Equation (1). In [26, 46, 56, 58] the root of the tree is the less

popular vertex. This solution is also adopted by TurboISO [23]. However,

TurboISO goes further by grouping the vertices that have the same labels

and the same neighborhood. The obtained smaller tree is called a NEC tree.

TurboISO constructs candidate regions for the query Q in the data graph G

by constructing for each region a BFS search tree TG from the root vertex u′s

of the NEC tree Q′ so that each leaf is on the shortest path from u′s. Then,

for the start vertex vs of each target candidate region, identify candidate

data vertices for each query vertex by performing depth-first search using

TG and starting from vs. TurboISO reduces the number of regions using the

ranking function given by Equation 2.1. When exploring candidate regions,

TurboISO also minimizes the number of enumerated partial solutions by
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ordering the NEC tree vertices by increasing sizes. Thus, paths involving

fewer vertices are explored first, the space is pruned if no isomorphism is

possible. In [23], TurboISO is compared to the other approaches and its

superiority in processing queries is attested via extensive experimentations.

3. Query rewriting: is also a glabal prunning mechanism. Consists on rep-

resenting the query in a form that simplifies its matching. Ullmann’s

algorithm and Spath do not define a global pruning mechanism and picks

the query vertices in a random manner. VF2 and GADDI handle a query

vertex only if it is conneceted to an already matched vertex. However

GADDI uses an additional mechanism: a distance based on the number of

frequent sub-structures between the K-neighborhoods of two vertices as a

mean to prune globally the search space after each established mappings

between a query vertex and a data vertex. QuickSI rewrites the query in

the form of a tree: a spanning tree of the query. Edges and vertices of the

query are weighted by the frequency of their occurrence in the data graph.

Based on these weights, a minimum spanning tree is constructed and used

to search the data graph. GraphQL selects the vertex that minimises the

cost of the ongoing join operation. The cost of a join is estimated by the size

of the product of the involved sets of vertices. TurboISO uses the ordering

introduced in [60]. This ordering uses the popularity of query vertices

in the data graph. Every query vertex u is ranked by rank(u) =
f req(G,�(u))

deg(u)

introduced above. Furthermore, TurboISO rewrites the query within a tree

using this ranking as in QuickSI but TurboISO aggregates the vertices that

have the same labels and the same neighbors into a single vertex. This

aggregation has been extended to data graphs in [43]
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2.6 Conclusion

In this chapter, we presented and discussed the state of the art related to sub-

graph isomorphism search algorithms. We focused on the more recent and

interesting methods but we also reviewed general approaches as well as those

dedicated to specific plateforms. We then analysed these algorithms according

on how they filter the search space.

In the next chapter, we introduce our first contribution that solves subgraph

isomoprhism search problem on compressed graphs in order to deal with large

graphs on a simple commodity machine.
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Chapter 3: SUBGRAPH

ISOMORPHISM SEARCH ON

COMPRESSED GRAPHS

I
n this chapter, we present our first contribution: a subgraph isomorphism

search that operates on compressed graphs. Our goal is to reduce the amount

of memory used to store graphs, but also reduce the search space within a

backtracking-based subgraph isomorphism algorithm. This explains why we use

compressed graphs. With compressed graphs the processing time is also reduced.

Our challenge is to query these compressed graphs without decompressing them.

We analyze the processing time of the proposed algorithm and conduct extensive

experiments on several datasets, with different sizes to attest the effectiveness of

the proposed approach.
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3.1 Introduction

We recall that the problem of subgraph isomorphism search is the problem

of finding the embedding of a query graph into a target graph called a data

graph. The data graph is generally larger than the query and may contain several

occurrences of it. The objective is then to enumerate all the occurrences of the

query graph within the data graph in a reasonable time.

Given a query graph Q and a data graph G, a straightforward solution to enu-

merating the occurrences of Q into G is to directly compare the vertices of the

query with the vertices of the data graph. This comparison constructs a search

tree where each vertex of the tree corresponds to a mapping between a vertex

from the query with a vertex from the data graph.

In this chapter, we target the memory and time consuming challenges re-

lated to parsing this search space by a new framework that handles efficiently

the problem of querying graph data with subgraph isomorphism search. Our

solution aims to deal with subgraph isomorphism challenges in massive graph

databases through graph compression.

We first present graph compression and its algorithms, then we present an ap-

proach that ensites to search for subgraph isomorphism on compressed graphs.

3.2 Graph Compression

Graph compression, also known as graph summarizing, aims to reduce the

amount of storage space required for storing graphs. It offers simple representa-

tions of huge graphs. Generally, wa are interested in compressing methods that

do not require decompression to process the graphs. So, this summaries must

retain an amount of the graph properties that are sufficient to the application.
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Graph compression has the following advantages [53, 2].

1. Reduction of data volume and storage.

2. Speedup of graph algorithms and queries: in general, an algorithm that is

executed on the compressed version of the graph is more efficient in term

of time processing than when executed on the original graph.

3. Interactive analysis support: summarization is used to handle information

extraction and to speed up user analysis.

4. Noise elimination: real graph data interfere with many hidden, or erro-

neous links and labels. Summarization is used to filter out noise and reveal

patterns that exist in the data.

It has also several challenges [53]:

1. Volume of data: summarization techniques reduce the size of graphs but

the challenge is with large graphs. Summarization methods need to process

large amounts of data, and also to be able to handle scaling.

2. Complexity of data: the heterogenity of nodes and edges continues to

increase within graphs, and other information such as labels or other data,

from different sources, need specific design and quantification.

3. Definition of interestingness: it is difficult to determine, in an obective way,

if an information is interesting or not.

4. Evaluation: evaluation of summaries becomes more difficult when more

elements, such as visualization and multi-resolution summaries, are in-

volved.
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5. Change over time: the question is how to perform efficient analysis on

dynamic data.

Several works published in the domain of graph compression concern the

compression of the web graph [2, 42, 8]. These works aim to reduce the size of

the web graph. The proposed compression focuses on compressing the edges

between vertices. The main approach uses references between vertices that share

a subset of edges. Compression of data graphs takes a different approach that

we can qualify as label-oriented or query-oriented. Label-oriented compression

compacts vertices that have the same label into a kind of supervertices as follows:

Definition 7. [12] Given a labeled graph G with V (G) partitioned into groups, i.e.,

V (G) = V1(G),V2(G), · · · ,Vk(G) such that:

1. Vi(G)∩Vj(G) = φ,1 ≤ i � j ≤ k

2. all vertices in Vi(G),1 ≤ i ≤ k, have the same labels.

We can summarize G into a compressed version comp(G) where:

• comp(G) has exactly k vertices v1, v2, · · · , vk that correspond to each of the

groups of V (G) (i.e., Vi(G) �→ vi). The label of vi is set to be the same as those

vertices in Vi(G), and

• an edge (vi ,vj )with label l exists in comp(G) if and only if there is an edge (u,u′)

with label l between some vertex u ∈ Vi(G) and some other vertex u′ ∈ Vj(G).

Figure 3.1 illustrates the compression (graph (b)) of the graph given in (a).

Each vertex of the compressed graph is a group of vertices having the same

label. However, this compression does not retain all the structural information

available in the original graph. For example, the edge between the vertex labeled

b and the vertex labeled d in Figure 3.1(b) cannot inform us if this edge links
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Figure 3.1: Graph compression with [12].

u3 to u11 or u3 to u2. This means that the algorithms that use the compressed

graphs do not aim to have exact solutions but approximative ones.

In [12], authors propose an algorithm that finds all frequent subgraphs

in a database of large graphs where the graphs are compressed according to

Definition 7.

We also have query-oriented compression which is a compression that pre-

serves a kind or a class of queries [3, 27, 10, 37, 50, 16]. Given a graph G and a

kind of queries Q, i.e., path queries, neighborhood queries, reachability queries,

etc., the compression constructs a smaller graph G′ such that the results on G for

all queries in the class Q are equivalent to their results on G′. The compression

function depends of the kind of the queries. For example, the compression

function is equivalent to the one given by Definition 7 for pattern queries and it
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groups the vertices that have the same neighbors for reachability queries.

Grouping the vertices that have the same neighbors in a graph is a well known

concept in graph theory called modular decomposition. Modular decomposition

has been introduced by Gallai [17] to solve optimization problems. It is used to

generate a tree representation of a graph that highlights groups of vertices that

have the same neighbors outside the group. These subsets of vertices are called

modules.

Definition 8. A module of a graph G = (V ,E) is a set M ⊆ V of vertices where all

vertices in M have the same neighbors in V�M .

Modules are classified into three categories according to how the vertices are

connected inside the module:

• Series: if G[M] is a clique (A clique is a set of vertices connected to each

other).

• Parallel: if G[M] is a clique.

• Neighborhood: Both, G[M] and G[M] are connected graphs.

Figure 3.2(a) presents a graph and its modules. This example will be used as a

running example throughout the paper. It is borrowed from [31] with a slight

modification.

In [31], authors use modular decomposition to compress large graphs. They

define a similarity measure between graphs using the obtained compressed

graphs. They compress graphs by recursively compacting modules as illustrated

in Figure 3.2. To obtain a unique representation of the graph only the modules

that do not overlap with other modules are compacted.

To retain all the properties of the original graph with the obtained compact

representation of the graph, adjacency information for neighborhood modules
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Figure 3.2: Compressing steps with modular decomposition. S : series module.

P: parallel module. N : neighborhood module [31].
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Figure 3.3: Example of a graph and its compression [44].

A protein interaction graph with 1818 vertices and 1833 edges and its compressed graph with 271 vertices and 321

edges.
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Figure 3.4: The architecture for the proposed framework.
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must be stored. Series and parallel modules need no information about adjacency.

For example, The obtained compressed graph illustrated in Figure 3.2(f) is a

neighborhood module that can be denoted :

N (a,S(b,c),N (d,e, f ,g),h,a,P(S(i, j), k),P(l,m)).

For this module, we retain the edges between the supervertices to keep adjacency

information. This gives the final compressed graph. We also retain the edges

that bind the vertices of the neighborhood module N (d,e, f ,g).

This compression method can allow high compression rates as illustrated in

Figure 3.3 that presents a protein interaction graph and its compression obtained

by modular decomposition.

A triangle listing algorithm is also proposed on graphs compressed by mod-

ular decomposition in [30]. In [43], the authors use a compression unifying

Definition 7 and the concept of modules. They compact the vertices that have

the same labels by distinguishing between two kinds of groups of vertices: those

that are completely connected and form a clique, i.e., a series module, and those

that are not connected at all,i.e., a parallel module.

In our framework, we also rely on modular decomposition to compress

graphs mainly because it is a more general compression that encompasses the

compressions used till now.

3.3 Compress and Search

In this section, we present our subgraph isomorphism search framework, named,

SumISO, in detail. Our framework aims to address subgraph isomorphism

search in massive graph databases with a novel approach to reduce search space:

Chemseddine Nabti Liris laboratory 51



SUBGRAPH ISOMORPHISM SEARCH ON COMPRESSED GRAPHS

Figure 3.5: Compression Step of the Running Example.

compression.

To compress graphs, we use modular decomposition which is a well studied

concept in graph theory [21]. To our knowledge, we are the first to use modular

decomposition to reduce the search space in subgraph isomorphism search

algorithms. As we will demonstrate, the benefits are threefold:

1. reduce the storage space needed to store graphs,

2. process the graphs without decompression, and

3. reduce the time necessary to achieve subgraph isomorphism search mainly

because the search space is reduced.
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Figure 3.4 illustrates the architecture of the proposed framework. Data

graphs are compressed offline using modular decomposition. They are stored

and processed in their compressed format. To process a query graph Q, Q is

first compressed similarly to the data graph by modular decomposition. Figure

3.5 illustrates the compression step for our running example and the obtained

compressed graphs (both query and data).

Query processing takes in entry the compressed versions C(Q) and C(G) of Q

and G respectively and reports all the embeddings ofQ in G. To avoid ambiguity,

we will use the terms supervetex or module to denote a node in the compressed

graph and we will denote it by m. The term vertex and leaf will denote a node

from the original graph. The Algorithm operates in two phases: a candidate

supervertex selection phase and a subgraph search phase. During the first phase,

the compressed data graph is parsed to retain only regions of the graph that are

likely to contain the query. This selection uses only the labels of the modules.

During the second phase, a backtracking-like algorithm is used in each region to

verify the embedding. In the following we detail both phases and show how we

can find all the embedding by parsing the compressed data graph.

3.3.1 Candidate Supervertex Selection

The aim of this step is to determine the modules (supervertices) that are likely

to match the query. With this step, we minimize the number of vertices of the

data graph to be processed. For this, we explore the modules of C(G) to get all

those that contain at least one of the labels of the query. Let Cand denotes the

obtained result with:

Cand = {m ∈ C(G) such that �(m)∩ �(C(Q)) �∅}.
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After that the set of candidate modules is partitioned in several subsets where

each of them is candidate for a single embedding. Each subset contains the

minimum number of modules that satisfy all the labels of the query. Subgraph

search is then invoked on each of these subsets. This step is illustrated in Figure

3.6 and its detailed actions are given by Algorithm 1.

Algorithm 1: Supervertex Selection.

Data: A summarized data graph C(G) and a summarized query C(Q).

Result: A set of candidate supervertices of C(G) that match C(Q).

begin
Cand ←∅;

foreach m ∈ C(G) do
if �(Q)∩ �(m) �∅ then

Cand ← Cand ∪ {m};
end

end
C ← {s = {m1,m2, · · · ,mj }|�(Q) ⊆ �(s)};

foreach s ∈ C do
P ←∅;

SubgraphSearch(C(Q), s,P);

end

end
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Figure 3.6: Flowchart of step 1 (Supervertex Selection).

Figure 3.7: Flowchart of step 2 (Subgraph Search).
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Algorithm 2: Subgraph Search.

Data: A set of modules from the data graph s = {m1,m2, · · · ,mj }, the compressed

query C(Q) and a partial embedding P.
Result: All embeddings of Q in s.
begin

if |P | = |V (C(Q))| then
Report P;

else
Choose a non matched vertex u from Leaves(m),m ∈ C(Q);

Cu ← { non matched v ∈ Leaves(mi ) such that mi ∈ s and �(v) = �(u) and
IsJoinable(u,v,P)};

foreach v ∈ Cu do
P ← P ∪ {(u,v)};
SubgraphSearch(C(Q), s,P);
Remove (u,v) from P ;

end

end

end

Figure 3.8 illustrates the result of candidate supervertex selection on our

running example. In this Figure, we can see that the query is compressed in a

single supervertex labeled S(P(b,c), a). �(C(Q)) = {a,c,b}. The set of candidate

supervertices is Cand = {1,2,5}, where 1, 2 and 5 are the identifiers of the

supervertices that are candidates to match the query. The partitioning of Cand

yields to the subsets {1,2} and {1,5}. This means that there are two regions in the

data graph to explore for subgraph isomorphism.

Note that at this step, we have a set of candidates with no order. These

candidates are selected solely on labels. No structural verification are done with

the query. So, at the end of this step, we do not know if there is a subgraph in G

that matches the query. The aim of the next step is to aggregate the candidate

supervertices in order to verify if the structure of the query is preserved within

them.

56 Liris laboratory Chemseddine Nabti



3.3 Compress and Search

Figure 3.8: Supervertex Selection Phase on our Running Example.

3.3.2 Subgraph Search

The subgraph search phase is illustrated in Figure 3.7. Its detailed actions are

given by Algorithm 2.

This step takes as inputs a query C(Q) and a set s = {m1,m2, · · · ,mj } of mod-

ules that are likely to contain an embedding of the query. It returns all the

embeddings of the query in these modules. An embedding is represented by

a set P of pairs (u,v), where u is a query vertex and v is the data vertex that

matches u. For each vertex u in C(Q), SubgraphSearch first finds the set of

candidate vertices Cu from the vertices of the modules of the set s. A vertex v of

the data graph matches u if it has the same label as u and all the neighbors of u

are matched to neighbors of v. This is verified by a call to function IsJoinable

(detailed in Algorithm 3). Given two vertices u ( from the query) and v (from the

data graph) to be matched, function IsJoinable returns TRUE if the neighbors of

vertex u are matched to neighbors of vertex v in the match P. To have the list
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Figure 3.9: Tree representation of Modules [31].

of neighbors of a vertex in a compressed graph, we use function Neighbors that

takes advantage from the tree structure of the compressed graph to easily list

the neighbors of a vertex as detailed in Algorithm 4. In fact, each module is a

tree whose leaves are the vertices of the original graph as illustrated in Figure

3.9 for the modules of our example.

Given a vertex v, we denote by Father(v) the module that contains it and by

root(C(G)) the module corresponding to the compressed graph. Given a module

m, Leaves(m) gives the leaves, i.e., vertices of the module m. Also, we will use

�(x) to denote the set of labels of a module or vertex x. According to the type

(series, parallel or neighborhood) of the module that contains the vertex we

can easily determine its neighbors. Algorithm 4 parses the subtree of C(G) that

contains u from the father of u upward to the root of C(G). If a visited vertex

x is a series module, then all the leaves of its descendants that are not in the

branch that contains u are neighbors of u. If the visited vertex is a neighborhood

module, neighbors of u are determined according to the edges of the module.

When a match (u,v) is verified, in procedure SubgraphSearch, it is reported
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in P. As in any backtracking-based algorithm, SubgraphSearch uses recursion

to complete the partial match until it meets the query. When a match fails, the

procedure backtracks to the preceding state by removing the match. For our

running example, only the region {1,2} contains an embedding of the query.

Region {1,5} is dropped by the matching algorithm as illustrated in Figure 3.10.

Figure 3.10: Subgraph Search Phase of the Running Example.

Algorithm 3: Verify that two vertices to be matched have the same adja-

cency (IsJoinable).

Data: Two vertices u and v to be matched.

Result: True is the the vertices have the same adjacency.

begin
return (∀u′ ∈Neighbors(u), if u′ is matched to v′ then v′ ∈Neignbors(v));

end
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Algorithm 4: Computing the set of neighbors of a vertex in a compressed

graph (Neighbors).

Data: A vertex u and a compressed graph C(G).

Result: The set of neighbors of u in G.

begin

N ←∅;

z← u;

x← Father(u);

while x � root(C(G)) do

switch type of x do

case a series module do

foreach child y � z of x do

N ←N ∪Leaves(y);

end

case a Neighborhood module do

foreach edge (z,y) ∈ x do

N ←N ∪Leaves(y);

end

end

z← x;

x← Father(x);

end

return N

end

3.4 Performance Evaluation

In this section, we present a detailed evaluation of SumISO. We evaluate mainly

the execution time performance of SumISO over different type of graphs and size
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of queries. We also compared it with the most efficient state of the art algorithm,

called TurboISO and presented in [23]. We recall that TurboISO is itself compared

to the other existing solutions in [23] and showed to be superior to them.

We first describe the datasets used in the experiments, then we present our

results.

3.4.1 Datasets

We use nine different real-world graphs to evaluate our approach. Three of

the considered datasets were used in [23] to prove the superiority of TurboISO

against the other algorithms of the literature described in Chapter 2. These

datasets are referred to as AIDS, NASA, and HUMAN. The AIDS and HUMAN

datasets are also available in the RI database of biochemical data1 [9]. The

six other datasets come from the Stanford Large Network Dataset Collection

(http://snap.stanford.edu/) and are referred to as Patent Citation [36], Pokec

[48], LiveJournal [34], Orkut [52], WebGoogle [34] and Wiki-talk [35]. These

are mainly large networks corresponding to real social networks, web graphs

or citation networks. For these graphs, we introduced randomly labels on the

vertices and the edges. The totality of the datasets are described below:

• AIDS database: This dataset consists of graphs representing molecular

compounds. It contains 10,000 graphs of 27 edges. The number of unique

labels in AIDS is 51.

• NASA database: This dataset contains 36,790 trees with an average size of

32, and a number of unique labels of 117,302.

• Human: This dataset consists of one large graph representing a protein

1http://ferrolab.dmi.unict.it/ri/ri.html#description
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interaction network. This graph has 4,675 vertices and 86,282 edges. The

number of unique labels in the dataset is 90.

• Pokec : Pokec is a highly popular on-line social network in Slovakia that

contains friendship relationships. It has been on production for more than

10 years and connects more than 1.6 million people. The Pokec dataset

contains anonymized data of the whole network.

• Patent Citation : This is the citation network among US Patents. It is

maintained by the US National Bureau of Economic Research. This dataset

contains all the utility patents granted from January 1963 to December

1999. It includes almost 4 million patents and almost 17 millions citations.

• LiveJournal: is an on-line social network with almost 5 million highly

active members that regularly update their contents. With LiveJournal,

members have journals, individual blogs, shared blogs and also declares

their friendship relations.

• Orkut: is a free on-line social network with more than 3 million members

and more than 117 friendship connections. This network is provided by

The Online Social Networks Research Project [1].

• WebGoogle: this is Google web graph. Vertices represent web pages and

edges represent hyperlinks between them. It was released in 2002 by

Google as a part of Google Programming Contest.

• Wiki-Talk: this graph is Wikipedia talk network. A vertex represents a

registered user in Wikipedia. An edge connects user i to user j and means

that user i has, at least once, edited a talk page of user j in order to

communicate and discuss updates to various articles on Wikipedia.
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Table 4.2 summarises the characteristics of the nine datasets. Besides the

average number of vertices and edges of the graphs in the dataset, we also give the

average compression rate of each dataset. Given a graph G and its compressed

graph C(G), the compression rate of G is given by: CR(G) =
|E(C(G)|)|
|E(G)|

· 100%. It

compares the number of edges in C(G) in respect to G. We also provide the time

necessary to compress each dataset.

Table 3.1: Graph Dataset Characteristics. avg |V |: average number of vertices.

avg |E|: average number of edges.

Dataset Number of avg |V | avg |E| Compression Compression

graphs rate time(s)

AIDS 10,000 26 27 56.8% 0.230

NASA 36,790 94 32 44.2% 0.180

HUMAN 1 4,675 86,282 61% 0.195

WEBGOOGLE 1 5,105,039 2,378,948 53.4% 6.23

WIKI-TALK 1 2,394,385 5,021,410 50.2% 4.23

PATENT CITATION 1 3,774,762 16,518,948 42% 2.1

POKEC 1 1,632,803 30,622,564 44% 3.62

LIVEJOURNAL 1 4,847,571 68,993,773 30% 9.0

ORKUT 1 3,072,441 117,185,083 57% 14.2

Graphs within the three datasets were preliminarily compressed using an

extension of the algorithm proposed in [11, 22] that computes the modular

decomposition of a graph in linear time. So, we compress an input graph in

O(n+m) time, where n is the number of vertices and m the number of edges of

the graph.

To show the storage saving obtained by compressing the datasets, Table 3.2

reports the size on disk of each dataset before and after compression.

The experiments are performed on a 2.40 GHz Intel(R) Core(TM) i5−4210U

64 bits laptop with 8 GB of RAM running windows 7. The algorithm is imple-

mented in C++.

For the AIDS, NASA, and HUMAN datasets, we use the same query sets as in
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Table 3.2: Size on disk.

Dataset Size on disk Size on disk after

compression

AIDS 4.59 Mb 2.18 Mb

NASA 24 Mb 14.42 Mb

HUMAN 1.15 Mb 0.24 Mb

WEBGOOGLE 71.8 Mb 34.1 Mb

WIKI-TALK 63.3 Mb 32.3 Mb

PATENT CITATION 267 Mb 189 Mb

POKEC 404 Mb 302 Mb

LIVEJOURNAL 1 Gb 0.8 Gb

ORKUT 1.64 Gb 0.93 Gb

[23]. These queries are constructed as follows [23]:

• AIDS and NASA query sets: For each of these datasets, the authors of [23]

constructed 6 query sets (Q4, Q8, Q12, Q16, Q20, Q24), each of which

contains 1,000 query graphs of the same size. Additionally, each query Qi

is contained in a query Qi+1. Each query is a subgraph of a graph in the

dataset.

• Human Query sets: For this dataset, the authors of [23] generated three

kind of queries:

1. Subgraph queries as for the Aids and Nasa datasets. In this case, we

have 10 query sets obtained by varying the number of query sizes

from 1 to 10.

2. Clique queries where the query subgraph is a complete graph. For

biological datasets, such as Human, a clique Query corresponds to a

protein complex [26].

3. Path queries where the query subgraph is a path. A path query corres-

ponds to transcriptional or signaling pathways [26].
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For the large datasets, i.e., WebGoogle, Wiki-Talk, Kopec, Patent Citation, Live-

Journal and Orkut, we constructed for each graph, 5 query sets (Q100, Q200,

Q300, Q400, Q500). Each set Qi contains 100 query graphs of the same size i.

The time performance reported in the results is the average time computed

over the sets of queries of the same size.

3.4.2 Results

Figure 3.11 shows the experimental results for AIDS. We can clearly see that the

time performed by TurboISO decreases when the query size increases. This is

explained in [23] by the containment relationship among the query sets in AIDS.

We can also observe the same behavior with SumISO which achieves better than

TurboISO. In our case, this can be explained by important compression rate of

AIDS that yields a small number of candidates to be considered.

Figure 3.12 shows the experimental results for NASA. For this dataset,

SumISO achieves significantly better than TurboISO for all the queries.

Figure 3.13 shows the results of subgraph queries over the human dataset.

The superiority of SumISO over TurboISO is clearly observable as soon as the

query size is greater than 8.

Figure 3.14 shows the results of subgraph isomorphism search for path

and clique queries over the Human dataset. For the clique queries, SumISO

significantly outperforms TurboISO. This is mainly due to the fact that a clique

is compressed to a single vertex in our approach. For path queries, we have also

a better results than TurboISO even if not significantly. We explain this by the
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Figure 3.11: AIDS dataset.

fact that paths are not summarized by modular decomposition.

Our results on the large datasets WebGoogle, Wiki-talk, Patent Citation,

LiveJournal, Pokec and Orkut, illustrated respectively on Figures 3.15, 3.16, 3.17,

3.18, 3.19 and 3.20 definitely settle the effectiveness of the proposed approach.

3.4.3 Discussion

Subgraph isomorphism search is an NP-complete problem. This implies an

exponential processing time, i.e. a processing time that grows with the size of

the graphs. Compression allows to reduce the size of data to save storage space.

Consequently, it deals with the Volume of the data by reducing the required

storage space. Volume is one of the most significant aspect of big data and
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Figure 3.12: NASA dataset.

Figure 3.13: Human dataset.
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(a) Path Queries.

(b) Clique Queries.

Figure 3.14: Path and Clique Queries.
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Figure 3.15: WebGoogle dataset.

Figure 3.16: Wiki-talk dataset.
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Figure 3.17: Patent Citation dataset.

Figure 3.18: LiveJournal dataset.

70 Liris laboratory Chemseddine Nabti



3.4 Performance Evaluation

Figure 3.19: Pokec dataset.

Figure 3.20: Orkut dataset.
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storage is a requirement which cannot grows indefinitely: it is limited.

By compressing data, reducing time processing is not taken for granted by

no means. Contrarily, compression may increase time processing as it generally

requires decompressing the data before processing it. This is the main reason

that motivates the choice of modular decomposition to compress the graphs. Not

only we reduce the size of the graphs as we can see in Table 3.2, storage space

is divided by at least a factor of two for almost all the datasets. Furthermore

and most importantly, we do not decompress the graphs for processing, they are

handled in their compressed form which saves time. Finally, the compressed

graphs are simpler and their processing for subgraph search is lighter than

processing the original graphs. This is clearly illustrated by Figures 3.11 to 3.20.

However, this does not change the complexity of the subgraph isomorphism

problem. It is clear that the exponential aspect of the processing time remains

and is visible as soon as the size of the graphs increases. in fact, we can see on

almost all the figures that plots the execution time performance a clear rise of

the time at the end of the queries. This steep rise shows the exponential aspect

of the time curve that gradually takes shape with the increase of the size of the

query graph. The figures where no rise is observed, i.e., Figures 3.12 and 3.14,

are exceptions that can be explained by a rapid punning for the last queries that

decreased the search time. In fact, the queries where chosen randomly and it

is difficult to foresee the behaviour of the search algorithm. Some queries even

large may be simple to process because the search algorithm does not find a lot

of candidate supervertices in the first step and consequently terminates rapidly.

It is difficult to study this aspect of graph search algorithms because it depends

on the choice of the queries. We can do that manually for very small queries but

not at this scale. To meet both space and time performance with compression,

the best solution is to use an inexact subgraph search algorithm [15, 31, 13].
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With such methods that do not enforce an exact mapping between the query

graph and the the data graph we can achieve better time performance.

3.5 Conclusion

In this chapter, we presented our first contribution, we addressed the problem

of querying massive graph data in a manner that allows us to handle also the

volume issue with compression. The advantage of compressing data can be

huge as the volume of data and consequently the quantity of space used to

store it can be massively reduced. And how about avoiding decompressing

the data for query processing? This is the main contribution of our work. We

presented a new approach to deal with scalability of subgraph isomorphism

search in massive graph databases. In our approach, data graphs are summarized

to reduce the number of vertices and edges. This reduces the search space of

subgraph isomorphism search and minimizes storage requirement of the graphs.

Our subgraph isomorphism search algorithm, SumISO, finds all the embedding

of a query graph in a summarized data graph without decompressing the graph.

Compression is achieved by modular decomposition that generalises existing

compression methods used in the literature. Our experimentations show that

the proposed approach achieves good performance on both time processing of

queries and space storage of data graphs.

As part of future work related to this first contribution, it is interesting

to investigate how this approach can be implemented with MapReduce or an

external memory framework to handle larger query graphs and also to reduce

its time cost. Another extension concerns the approach itself. In fact, we have

not combined existing pruning methods with compression in the Subgraph
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Search phase and it may be possible to define some rules to prune the sets

of candidate supervertices selected for the matching step by relying on vertex

invariants, matching order and/or the properties of the compression. It will be

also interesting to see if it is feasible to run such an approach on a graph database

like Neo4j by designing and developing all the necessary database operations

such as create, delete and insert on the compressed dataset.
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Chapter 4: Compact Neighborhood

Index for Subgraph Queries in

Massive Graphs

I
n this chapter, we propose a novel approach to subgraph isomorphism search.

The main idea is to distill the semantic and topological information that

surround a vertex in a graph into a simple integer. This simple neighborhood

encoding reduces the time complexity of vertex filtering from cubic to quadratic

which is considerable for big graphs. With this encoding, we propose a very

effective global filtering algorithm that is used to reduce the search space before

subgraph search. The second advantage of our algorithm is that it is suitable

for all graph access models: main memory, external memory, and streams by

performing one sequential pass of the disk file (or the stream of edges) of the

input graph. This is very usefull for graphs that do not fit into main memory. We

conduct extensive experiments using synthetic and real datasets in different ap-

plication domains, to compare our approach with the state of the art algorithms,

and attest its effectiveness and efficiency.
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4.1 Motivation

4.1 Motivation

We recall that subgraph isomorphism search, also known as exact Subgraph

matching or Subgraph queries, is the problem of enumerating all the occurrences

of a query graph within a larger graph called the data graph. Figure 4.1 shows an

example of a query graph and a data graph. This example will be used throught

the chapter to illustrate the algorithms and concepts.

Figure 4.1: Running Example.

Most solutions to tackle this problem are based on exploiting a search space

in the form of a recursion tree that maps the query vertices to the data graph

vertices. However, existing algorithms never construct entirely the recursion tree

and use prunningmethods to have smaller search space. Filtering is fundamental
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as it reduces the search space explored by the searching task. Existing algorithms

differ by the pruning power of the filtering mechanisms they implement but

also by when these filters take place with respect to searching. Our analysis of

these two points of difference, highlighted four weaknesses in the state of the art

algorithms that we address within the proposed framework. These weaknesses

are as follows:

Weakness 1: High filtering cost. The main pruning mechanism used by

existing methods during filtering are the features of the k−neighborhood of

query vertices. This is the amount of information used when matching a query

vertex with data vertices. The more information is used, i.e., k is big, the more the

pruning of the search space can be important. However, representing compactly

the k−neighborhood for practical comparisons is a challenging issue. In fact,

the representation of this information has a direct impact on its cost which

increases with the value of k. Besides filtering with the vertex label and the

vertex degree, the lightest k-neighborhood filter is to consider the features of the

one-hop neighborhood, i.e., k = 1. For this, recent approaches such as TurboIso

[23] and CFL-Mactch [6] use the Neighborhood Label Frequency (NLF) filter [61].

NLF ensures that a data vertex v is a candidate for a query vertex u only if the

neighborhood of v includes the neighborhood of u (see lines 5-9 of Algorithm 5).

However, NLF is expensive: it is O(|V (Q)||V (G)||L(Q)|) where |V (Q)| is the

number of vertices of the query , |V (G)| is the number of vertices in the data

graph and L(Q) is the set of unique labels of the query graph which is O(|V (Q)|)

in the worst case. So, to avoid applying NLF systematically on each vertex,

CFL-match [6] proposes the Maximum Neighbor-Degree (MND) filter, which

can be verified in constant time for each candidate data vertex. The maximum

neighbor-degree of a vertex u in a graph G, denoted mndG(u), is the maximum

degree of all its neighbors [6]. A data vertex v is not a candidate for a query
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Algorithm 5: NLF and MND filters.

Data: A potential candidate vertex v for a query vertex u
Result: TRUE if v is candidate for u and FALSE otherwise

begin
if mndG(v) < mndQ(u) then

return (FALSE);

end
foreach label l ∈ �(N (u)) do

if |{w ∈N (v)|�(w) = l}| < |{w ∈N (u)|�(w) = l}| then
return (FALSE);

end

end
return (TRUE);

end

vertex u if mndG(v) < mndQ(u). As MND is not as powerful as NLF, the idea is to

apply it before applying NLF as detailed in Algorithm 5 (see lines 2-3). However,

MND is not always effective as we can see in the example depicted in Figure 4.2

where only 3 vertices are pruned with the MND filter and consequently NLF

must be applied for each of the remaining vertices.

It is also worth noting that for some neighborhood configurations filtering

is useless and only the searching step is decisive. Let consider the query and

data graphs depicted in Figure 4.3 where all the vertices have the same label

and the same degree and let consider that k = 1000. Clearly, in this case, the

1000 comparisons required by NLF for each query vertex and each data vertex

are needless. This doesn’t mean that filtering is not necessary but that its cost

must be reduced. Interestingly, using a less costly filtering with Ullmann’s native

subgraph searching subroutine outperforms the state of the art algorithms as

showed by our experiments.

Weakness 2: Global filtering Vs local filtering. Depending on its scope,

filtering can be characterised as global or local. Local filtering designates the
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Figure 4.2: MND Filter on on the Running Example (pruned of the vertices that

do not match query labels).

filtering methods that reduce the number of data vertices candidates for a given

query vertex, i.e., reduce the size of C(ui), i = 1, |VQ |, where C(ui) is the set of

vertices of the data graph that are candidates for the query vertex ui . Global

filtering designates the filtering methods that can be applied on the entire search

space, obtained by joining the above sets, i.e., C(u1)×C(u2)× · · · ×C(u|VQ |
). Our

study of existing algorithms shows that local pruning is predominant. Some

mechanisms allow global pruning but they require extra passes of the data graph

to be effective. The matching order is such a mechanism. However, it is a very

difficult problem to choose a robust matching order mainly because the number

of all possible matching orders is exponential in the number of vertices. So, it

is expensive to enumerate all of them. For example, TuorboIso relies on vertex
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Figure 4.3: Needless NLF filtering

ordering for pruning. However, to compute this order, it needs to compute for

each query vertex a selectivity criteria based on the frequency of its label in the

data graph.

To deal with this problem, we introduce the Iterative Local Global Filtering

mechanism (ILGF), a simple way to achieve global punning relying on local

pruning filters.

Weakness 3: Late filtering. Our analysis of how filtering and searching are

undertaken with respect to each other in the state of the art algorithms revealed

that most algorithms apply their filtering mechanisms during subgraph search.

In fact, little filtering, reduced mainly to label or degree filtering, is undertaken

prior to subgraph search. This means that, the first cartesian products involved

by subgraph search are costly. To tackle this, CFL-match [6] applies the MND-

NLF filter prior to subgraph search. However, as we can see in Figure 4.4, the
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amount of achieved pruning depends on the order within which vertices are

parsed. In our example, if v2 is processed before v16 the amount of pruning is

less than the one obtained with the reverse order. To get caught up, existing

solutions rely on additional mechanisms and data structures during subgraph

search such as NEC tree in TurboIso [23] and CPI in CFL-mach [6] that both

use path-based ordering during subgraph search. However, the underlying

data structures are time and space exponential [6]. To avoid constructing and

maintaining such data structures, we propose to achieve filtering solely prior to

subgraph search. Our experiments show that this approach is as efficient as the

state of the art algorithms.

Weakness 4: lack of scalability. This drawback results directly from the three

above weaknesses. In fact, the lack of global filtering and the necessity to keep

the data graph into memory for several passes make these backtracking-based

solutions not suitable for graphs that do not fit into main memory. We aim to

achieve a single parse of the data graph and reduce as early as possible the search

space.

So, our contributions are:

• We propose a novel encoding of vertices, called Compact Neighborhood

Index (CNI) that distills all the information around a vertex in a single

integer leading to a simple but extremely efficient filtering scheme for

processing subgraph isomorphism search. The whole filtering process

is based on integer comparisons. CNIs are also easily updatable during

filtering.

• We propose an Iterative Local Global filtering algorithm (ILGF) that relies

on the characteristics of CNIs to ensure a global pruning of the search

space before subgraph search.
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v2 is processed before v16

v16 is processed before v2

Figure 4.4: NLF filtering with two different vertex parsing orders
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• Our encoding mechanism has the advantage to adapt to all graph access

models: main memory, external memory and streams. By performing one

sequential pass of the disk file (or the stream of edges) of the input graph.

This avoids expensive random disk accesses if the graph does not fit into

main memory.

• We conduct extensive experiments using synthetic and real datasets in

different application domains to attest the effectiveness and efficiency of

the proposed scheme.

4.2 Our approach

We propose a novel approach to subgraph isomorphism search that aims to

reduce the cose of the filtering step. The approach is also adapted for all access

methods and especially for big graphs that are accessed within a stream or

in external memory. The main task of the proposed framework is a filtering

step that relies on integer comparisons. This step is followed by Ullmann’s

matching subroutine. The efficiency of the filtering step relies on a novel method

to encode a vertex. This encoding distills all the neighboring information that

characterise a vertex into a single integer. Unlike existing methods that statically

and invariably encode neighboring information, our vertex encoding integer can

be dynamically updated leading to an iterative filtering process that allows a

glabal pruning of the search space without additional data structures.

For presentation convenience, we do not show edge labels on our examples

but these labels are considered in our algorithms and datasets. Table 4.1 sum-

marises the notation used in this chapter.
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Table 4.1: Notation

Symbol Description

G = (V ,E,�,Σ) undirected vertex and edge labeled graph

� is a labeling function

Σ is the set of labels

V (G) vertex set of the graph G
E(G) edge set of the graph G
deg(v) degree of vertex v in G
degS (v) number of neighbors of v

that have a label in S
G[X] the subgraph of G induced by the set

of vertices X
L(Q) the set of unique labels in the query Q
cni(v) compact neighborhood index of v

4.2.1 Compact Neighborhood Index (CNI)

In our method, the high-level idea is to put into a simple integer the neigh-

borhood information that characterise a vertex. Matching two vertices is then

a simple comparison between integers. Given a vertex u, the compact neigh-

borhood index of u, denoted cni(u), distills the whole structure that surrounds

the vertex into a single integer. It is the result of a bijective function that is

applied on the vertex’s neighborhood information. This function ensures that

two given vertices u and v will never have the same compact neighborhood index

if they have the same number of neighbors and the same label unless they are

isomorphic at one-hop. Let x1,x2,x3, · · · ,xk be the list of u’s neighbors’ labels.

The compact neighborhood index of u in the graph G is given by:

cni(u) = �(1,x1) + �(2,x1 + x2) + · · · + �(k,x1 + x2 + x3 + · · · + xk). So, cni(u) =∑ k
j=1�(j,x1 + ...+ xj ) where �(q,p) =

(q+p−1
q

)
=

(q+p−1)!
q!(p−1)!

Theorem 1 states that cni(u) is a bijection. Its proof is provided in Appendix
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4.2.2.

Theorem 1. ∀(x1,x2,x3, · · · ,xk) ∈N
k and k > 0, gk is a bijective function from N

k in

N, where:

gk(x1,x2,x3, · · · ,xk) =
∑

k
j=1�(j,x1 + ...+ xj )

and

�(q,p) =

(
q + p − 1

q

)
=
(q + p − 1)!

q!(p − 1)!

To use this bijection on vertices’labels, we need to assign a unique integer to

each vertex label. This assignment can be simply achieved by numbering labels

parting from 1 or by using an associative array to store the query labels. We

use ord(�(u)) to retrieve the integer associated to the label of vertex u. ord(�(u))

will return 0 if vertex u has a label that does not belong to L(Q). This will

systematically prune the neighbors that do not verify the label filter and avoid

to consider them in the computation of the CNI of a vertex. Figure 4.5 illustrates

the CNIs for our pruning example. In the computation of cni(v) and degL(Q)(v),

we do not consider the neighbors of the data vertex v that have not a label in

L(Q). These vertices are illustrated in the figure with dotted lines. For example,

degL(Q)(v13) = 1 because v17 has a label that does not belong to the query.

For filtering, We rely on three filters: the label filter, the degree filter and

the CNI filter. The label and degree filters are the basis of all pruning methods.

The CNI filter is based on the above bijection. So, we verify candidates for query

vertices by the lemmas below.

Lemma 1 (Label filter). Given a queryQ and a data graph G, a data vertex v ∈ V (G)

is not a candidate of u ∈ V (Q) if �(v) � �(u).

Lemma 2 (Degree filter). Given a query Q and a data graph G, a data vertex

v ∈ V (G) is not a candidate of u ∈ V (Q) if degL(Q)(v) < degL(Q)(u).
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Lemma 3 (CNI filter). Given a query Q and a data graph G, a data vertex v ∈ V (G)

that verifies the label and degree filters is not a candidate of u ∈ V (Q) if cni(v) <

cni(u).

Lemmas 1 and 2 are straightforward. The proof of Lemma 3 is given in

Appendix 4.3. We note also that the CNI of a vertex can also be defined to cover

the k-hops neighborhood with k > 1.

4.2.2 Proof of Theorem 1

Proof. We need the following lemmas.

Lemma 4. p < p′ ⇒ �(k,p) < �(k,p′)

Proof. By deduction from the property of the binomial coefficient:
(n
k

)
=

(n−1
k

)
+(n−1

k−1

)
(Pascal Formula)

Lemma 5. ∀k > 0, gk(x1, ...,xk) < �(k,x1 + ...+ xk +1)

Proof. This inequality is trivial for k = 1: g1(x1) = x1 and �(1,x1 + 1) = x1 + 1.

Assume that, for k ≥ 1, the inequality holds and let us prove that it also holds for

k +1.

By definition of gk , we have:

gk+1(x1, ...,xk+1) = gk(x1, ...,xk)+�(k+1,x1 + ...+xk+1) < �(k,x1 +

...+ xk +1)+�(k +1,x1 + ...+ xk+1) < �(k,x1 + ...+ xk + xk+1 +1)+

�(k +1,x1 + ...+ xk+1)

By the property of Pascal’s triangle, we know that:

�(k,x1 + ...+ xk + xk+1 + 1) + �(k +1,x1 + ...+ xk+1) = �(k +1,x1 + ...+ xk+1 + 1), we

have gk+1(x1, ...,xk+1) < �(k +1,x1 + ...+ xk+1 + 1)
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Lemma 6. ∀k > 0, If gk(x1, ...,xk) = gk(x
′
1, ...,x

′
k) then x1 + ...+ xk = x′1 + ...+ x′k

Proof. Assume that gk(x1, ...,xk) = gk(x
′
1, ...,x

′
k).

According to Lemma 5, we have:

�(k,x1 + ...+ xk) < gk(x1, ...,xk) = gk(x
′
1, ...,x

′
k) < �(k,x1 + ...+ xk +1

we obtain then: �(k,x1 + ... + xk) < �(k,x1 + ... + xk + 1 According to Lemma

4, �(k,p) is strictly increasing. So, the inequality x1 + ...+ xk ≤ x′1 + ...+ x′k holds.

Similarly, we prove the inverse inequality. This proves that x1+...+xk = x′1+...+x
′
k .

To prove Theorem 1, we first prove that gk is injective from N
k to N. It is

trivial for k = 1. In fact, g1 = �(1,x1) =
(x1
1

)
=

x1!
1!(x1−1)!

= x1 is the identity in N.

For k ≥ 2, we assume that gk−1 is injective and we prove that gk is also injective.

Let (x1, ....,xk) and (x′1, ....,x
′
k) such that gk(x1, ....,xk) = gk(x

′
1, ....,x

′
k). According to

Lemma 6, x1 + ...+ xk = x′1 + ...+ x′k . We have also by definition of gk :

⎧⎪⎪⎪⎨⎪⎪⎪⎩
gk(x1, ...,xk) = gk−1(x1, ...,xk−1) + �(k,x1 + ...+ xk)

gk(x
′
1, ...,x

′
k) = gk−1(x

′
1, ...,x

′
k−1) + �(k′,x1 + ...+ x′k)

By subtracting side by side, we obtain gk−1(x1, ...,xk−1) = gk−1(x
′
1, ...,x

′
k−1) which is

our induction hypothesis that gives (x1, ...,xk−1) = (x′1, ...,x
′
k−1). This implies that

xk = x′k .

Conclusion: gk is injective.

To show that gk is also surjective, we recall that �(k,x1+...+xk) ≤ gk(x1, ...,xk) <

�(k,x1 + ...+ xk +1). As p→ �(k,p) is a strictly increasing sequence, we deduce

that each n in N have an antecedent in N
k .

So, gk is a bijection from N
k to N which proves Theorem 1.
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4.3 Proof Sketch of Lemma 3

We prove the lemma by contradiction. Assume v is a candidate of u with

cni(v) < cni(u). That is, there is an embedding M that maps u to v. This means

that �(v) = �(u) and deg(v) ≥ deg(u) and �(N (u)) ⊆ �(N (v)). Let deg(u) = k and

deg(v) = k + t, t ≥ 1. Let (l1, l2, · · · , lk) be the labels of the neighbors of u accord-

ing to the order given by function ord(). Similarly, let (l1, l2, · · · , lk, lk+1, · · · , lk+t)

be the labels of the neighbors of v. By construction of, we have cni(v) =

gk+t(l1, l2, · · · , lk+t)=gk(l1, l2, · · · , lk)+�(k+1, l1+ ...+ lk+1)+· · ·+�(k+t, l1+ ...+ lk+t). So,

cni(v) = cni(u)+�(k +1, l1 + ...+ lk+1)+· · ·+�(k + t, l1 + ...+ lk+t). as t > 0, we reach a

contradiction. Thus, the lemma holds.

Note that, the CNI filter can be verified in constant time; that is, verifying

one candidate vertex v for a query vertex u takes O(1) time versus O(L(Q)) for

NLF.

4.3.1 Iterative Local Global Filtering Algorithm (ILGF)

The aim of the Iterative Local Global Filtering Algorithm (ILGF) is to reduce

globally the search space using CNIs. It relies on the fact that cni(v) can be

easily updated after a local filtering giving rise to new filtering opportunities.

Algorithm 6 details this iterative filtering process. To verify the CNI filter

on a candidate data vertex, the algorithm uses the cniMatch() subroutine that

implements Lemma 3 and consequently allows to verify that a data vertex is

a candidate for a given query vertex according to the CNI filter. The ILGF

algorithm removes iteratively from G the vertices that do not match a query

vertex using the label, the degree and the CNI filters (see lines 5-7) of the

algorithm. Each time a vertex is removed by the filtering process the degree

and CNI of its neighbors are updated (lines 8-10) giving rise to new filtering
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Figure 4.5: CNIs of the Query graph and the Data graph.

Vertices (and the corresponding edges) in dotted lines are not considered in the

computation of degL(Q)(u) and cni(u).
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opportunities. Filtering stops when no further vertices are removed. This is

implemented by the boolean variable stopFilter. This iterative filtering leads to

an early global filtering of the search space.

Algorithm 6: ILGF.

Data: A data graph G
Result: A filtered version of G
begin

stopFilter← FALSE;

cpt← |V (G)|;

repeat
foreach vertex v ∈ V (G) do

if ∀u ∈ V (Q), !cniMatch(v,u) then
remove v from V (G) and the corresponding edges from E(G);

foreach x ∈N (v) do
update cni(x);

end

end
else

cpt;

end

end
if cpt=0 then

stopFilter← TRUE;

end

until stopFilter;
foreach vertex u ∈ V (Q) do

C(u)← {v ∈ V (G) such that cniMatch(v,u)};
if C(u) = ∅ then

return (∅);

end

end
M ←∅;

SubgraphSearch(M);

end

Figure 4.6 illustrates the ILGF algorithm on our example. We can see in these
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Algorithm 7: Function cniMatch(v,u).

Data: A data vertex v and a query vertex u.
Result: returns true if v is a candidate for u according to the label, degree

and CNI filters.

begin
return (�(v) = �(u)

∧
degL(Q)(v) < degL(Q)(u)

∧
cni(v) < cni(u)) or

(�(v) = �(u)
∧

degL(Q)(v) = degL(Q)(u)
∧

cni(v) = cni(u)))

end

figures that using our three filters we have the following possible mappings

betwen data vertices and query vertices:

• u1 has candidates v4 and v6,

• u2 has candidates v8, v9 and v10,

• u3 has candidate v10,

• u4 has candidates v11, and

• u5 has candidates v2 and v12.

In fact, the first iteration of the ILGF algorithm, finds out that vertices v1, v3, v5,

v7, v13, v14, v15, v16, v17, v19, v20 and v21 cannot be mapped to any query vertex

because:

• v7, v14 and v15 do not pass the label filter.

• v1, v13, v15, v16, v19, v20 and v21 do not pass the degree filter.

• v3 and v5 do not pass the CNI filter.

After removing these vertices and updating the degree and CNI of their neigh-

bors a new filtering iteration is triggered (see Figure 4.6 (b). This second filtering

iteration reveals that vertices v2, v4, v8 and v18 can also be pruned. In fact, v2
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(a) Filtering iteration 1

(b) Filtering iteration 2

Figure 4.6: Filtering iterations of our running example.

and v4 do not pass the CNI filter and v8 and v18 do not pass the degree filter.

The final filtered graph is illustrated in Figure 4.6 (b).
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4.3.2 Subgraph Search

After filtering, the data graph contains only the vertices that are candidates

for query vertices, i.e., the vertices map at one-hop according to the CNI filter.

Subgraph search allows to verify the mapping at k-hops. Algorithm 8 imple-

ments this step. It is the depth first search subroutine of Ullmann’s algorithm. It

lists the subgraphs of the filtered data graph that are isomorphic to the query

by verifying the adjacency relationships. This step allows also to handle edge

labels by discarding those that do not match the query labels. The subroutine

neighborCheck() verifies that a mapping (v,u) is added to the current partial

embedding M only if v and u have neighbors that also map.

Algorithm 8: SubgraphSearch.

Data: a partial embedding M .

Result: All embeddings of Q in G.

begin
if |M | = |V (Q)| then

Report M ;

end
Choose a non matched vertex u from V (Q);

C(u)← { non matched v ∈ V (G) such that cniMatch(v,u));
foreach v ∈ C(u) do

if neighborCheck(u,v, M) then
M ←M ∪ {(u,v)};
SubgraphMatch(M);

Remove (u,v) from M ;

end

end

end
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Algorithm 9: Function neighborCheck(u,v,M).

Data: a partial embedding M , a query vertex u and a data vertex v.
Result: returns true if u and v have neighbors that match.

begin
return
∀(u′, v′) ∈M, ((u,u′) ∈ E(Q)→ (v,v′) ∈ E(G)

∧
�((u,u′)) = �((v,v′))

end

4.3.3 Extension to Larger Graphs

For large data graphs, we aim to keep in memory as few vertices and edges as the

three filters can achieve. So, filtering begins while reading the data graph. For

this, we compute vertex degrees and CNIs incrementally during graph parsing.

Only a single pass of the graph is needed. This is important if we deal with a

graph stream or a sequential read of a graph from disk, i.e., a graph that does

not fit into main memory and that is loaded part by part. We keep in memory

only the vertices (and the corresponding edges) that verify the label, degree and

CNI filters. These are the vertices and edges that will be used during subgraph

search. As we parse the data graph, the label filter is straightforward. However,

the degree and the CNI can be used when their values, computed incrementally,

are sufficient for pruning. However, this depends on how the stream of edges

arrives. If edges are sorted, i.e., we access all the edges involving vertex i, then

all the edges involving vertex i + 1 and so on, the amount of pruning will be

larger during the parse than in the case edges arrive randomly.

Algorithm 10 presents the filtering actions performed during the data graph

reading in the case where edges are sorted. In this case, the three filters can

be applied as the edges of a vertex are accessed avoiding to store them. When

all the edges incident to the current vertex are available (see lines 14-20), we

can compute the CNI of the current data vertex and compare it with the CNIs
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of the query vertices (see lines 21-25), the vertex and all its edges are pruned.

The filtered data graph, denoted GQ obtained at the end of the reading-filtering

process contains only the data vertices that are candidates to query vertices.

Algorithm 10: Large Data Graph Filtering .

Data: A Data Graph G (stream of edges).

Result: A filtered data graph GQ.

begin
//processing a stream of sorted edges

V (GQ)←∅;

E(GQ)←∅;

read edge (x,y);
repeat

current←−1;

if x � V (GQ) and �(x) ∈ L(Q) then
V (GQ)← V (GQ)∪ {x};

end
if x ∈ V (GQ) then

current← x;
end
while x = current do

if �(y) ∈ L(Q) and y � V (GQ) then
V (GQ)← V (GQ)∪ {y};
E(GQ)← E(GQ)∪ {(x,y)};

end
read edge (x,y);

end
compute cni(current);

if ∀u ∈ V (Q), !cniMatch(current,u) then
remove current from V (GQ);

remove all the edges of current from E(GQ);

end

until end of stream;

end
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4.4 Experiments

We evaluate the performance of our algorithm, CNI (for Compact Neighborhood

Index), over various types of graphs, sizes of queries, number of labels and their

distribution on vertices. We also compare it with three state of the art algorithms,

CFL-match [6], TurboISO [23] and SumISO [40] a representative algorithm for

compressed based subgraph search approaches developed in [31], [43], and [40].

Note that each of CFL-match, TurboISO and SumISO are compared to the other

existing solutions, such as QuickSI and SPath, and showed to be more efficient

in [23, 43, 6, 40].

All experiments are performed on an Intel i5 2.40 GHz, 64 bits laptop with 8

GB of RAM running windows 7. Algorithms are implemented in C++. For the

state of the art algorithms, we used the binaries provided by the authors.

We first describe the datasets used in the experiments, then we present our

results.

4.4.1 Datasets

We use seven datasets of real-world graphs to undertake the experiments. We

also used synthetic graphs to evaluate the scalability of the algorithms. These

datasets can be classified into three categories:

1. Small graphs: these graphs are known datasets used by almost all existing

methods in their evaluation process. So, we mainly use them as comparat-

ive datasets. The underlying graphs represent protein interaction networks

coming from three main organisms: human (HUMAN and HPRD datasets),

yeast (YEAST dataset) and fish (DANIO-RERIO dataset). The HUMAN and

DANIO-RERIO datasets are available in the RI database of biochemical
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data1 [9]. The HPRD and YEAST come from the work of [33] and [6].

• HUMAN: This dataset consists of one large graph representing a

protein interaction network. This graph has 4,675 vertices and 86,282

edges.

• HPRD: This is a graph that contains 37,081 edges and 9,460 vertices.

The number of unique labels in the dataset is 307.

• YEAST: This graph contains 12,519 edges, 3,112 vertices, and 71

distinct labels.

• DANIO-RERIO: This graph contains 51,464 edges and 5,720 vertices.

We used it with different number of labels (32, 64, 128 and 512) and

distributions of them.

To query the HUMAN, HPRD and YEAST datasets, we use the sets of

queries generated in [6]. Each query is a connected subgraph of the data

graph obtained using a random walk on the data graph. For HPRD an

YEAST, the authors of [6] provide 8 query sets, each containing 100 query

graphs of the same size. The 8 query sets are denoted 25s, 25n, 50s, 50n,

100s, 100n, 200s, and 200n, where is and in denote query sets with i

vertices and, respectively, average degree ≤ 3 (i.e., sparse) and > 3 (i.e., non-

sparse). For HUMAN which is the smallest graph among the considered

datasets, the authors constructed smaller queries denoted 10s, 10n, 15s,

15n, 20s, 20n, 25s, and 25n.

We used the DANIO-RERIO dataset to evaluate the algorithms in function

of the number of labels and their distribution on the vertices. So, we used

this dataset with 4 different number of unique labels 32, 64, 128, and 512

1http://ferrolab.dmi.unict.it/ri/ri.html#description
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provided by the RI database [9]. We use 2 distributions of the labels on

the vertices: a uniform distribution and a Gaussian distribution (normal

distribution). The obtained graphs are denoted 32u, 64u, 128u, 512u, 32g ,

64g , 128g and 512g where iu and ig denote a DANIO-RERIO data graph

with i distinct labels and respectively a uniform distribution and a normal

distribution of labels. For all these graphs, we use two sets of queries

sparse queries and non sparse queries with the same number of vertices:

128.

2. Large graphs: In this category, we considered a real graph from the Stan-

ford Large Network Dataset Collection 2 called LiveJournal. It is a graph

representing an on-line social network with almost 5 million members

and over 68 million friendship relations, i.e., edges. We used 200 distinct

labels and 4 sets of queries with 100k, 200k, 400k and 500k ( with k = 103)

vertices. Each set contains 10 query graphs of the same size.

3. Big Graphs (stream of edges): In this category, we considered two graphs

from the Stanford Large Network Dataset Collection. They are Twitter and

Friendster.

• Twitter is a snapshot of the twitter microblogging social network that

corresponds to the period of June-Dec 2009. The vertices represent

users and edges correspond to user-follower relationships.

• Friendster is an on-line social network where edges correspond to

friendship relations. It contains more than 65 million vertices and

more than 180 billion edges.

These graphs do not fit in the main memory of the computer used for

2http://snap.stanford.edu/
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the experiments: Twitter is 7.5 GB and Friendster is 30GB. We used 200

unique labels with a uniform distribution with Twitter and 512 unique

labels for Friendster. For these two graphs, we also constructed 4 sets of

queries of 100k, 200k, 400k and 500k ( with k = 103) vertices. Each set

contains 10 query graphs of the same size. Each query graph is a connected

subgraph obtained by a random walk in the data graph. We processed

these big graphs as a stream of edges by partitioning each disk file into

several sequential files that fit into main memory.

We also constructed 3 synthetic graphs with 5 billion, 20 billion and 70

billion vertices respectively. Edges are added following a power law dis-

tribution of the degree according to the characteristics of real big graphs.

For each of these graphs, we used 512 labels distributed uniformly on the

vertices. We queried these graph with a set of 10 queries of 500k vertices

each.

Table 4.2 summarises the characteristics of the datasets. For each graph, we

report the number of vertices, the number of edges, the number of unique labels

and the compression rate which is the ratio between the number of edges of the

compressed graph on the number of edges of the original graph using modular

decomposition of graphs as a compression tool of graphs [18, 21, 31]. Modular

decomposition compresses graphs by aggregating vertices that have the same

neighbors into one single vertex. The compression ratio is used to show how

well the datasets are compressible and consequently how well they are suitable

for a subgraph isomorphism search algorithm such as TurboI so, its boost version

developed in [43] or SumI so [40]. For instance, we can see that the HUMAN

dataset is highly compressible, i.e., compression rate of 61%.

100 Liris laboratory Chemseddine Nabti



4.4 Experiments

Table 4.2: Graph Dataset Characteristics.

Dataset |V | |E| Number of Compression

labels rate(%)

HUMAN 4,675 86,282 44 61

HPRD 9,460 37,081 307 25

DANIO-RERIO 5,720 51,464 32/64/128/512 25

YEAST 3,112 12,519 71 43

LIVEJOURNAL 4,847,571 68,993,773 200 30

TWITTER 17,069,982 476,553,560 200 -

FRIENDSTER 65,608,366 180,606,731,005 512 -

4.4.2 Results

In this subsection, we report and comment the results obtained by comparing

our algorithm with the state of the art algorithms CFL-match [6], TurboISO [23]

and SumISO [40] the representative algorithm for compression-based subgraph

search approaches developed in [43], [31] and [40]. Our main metric is the time

performance by varying |V (Q)|, i.e., the number of vertices in the query, |Σ|,

i.e., the number of unique labels, the sparsity of the queries, the distribution of

labels, and |V (G)|, i.e., the number of vertices in the data graph. We present the

obtained results according to this metrics and by category of graphs (small, large

and big). We note also that all the algorithms output the same sets of isomorphic

subgraphs for each query graph.

Against Existing Algorithms by Varying |V (Q)| within the small datasets:

Figure 4.7 shows the average total processing time for each query graph on the

HUMAN dataset (subfigure (a)), YEAST dataset (subfigure (b) and the HPRD

datset (subfigure (c)) for the four algorithms. First of all, it is interesting to see

that our results are completely different from those obtained in [6] as none of the

algorithms exceed 5 hours of execution on the large queries: 100s, 200s, 100n
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and 200n. In fact, the experiments undertaken in [6] on the same data graphs

and the same set of queries report that TurboIso exceeds 5 hours running time

on these large queries on almost the all three datasets on an Intel i5 3.20 GHz

CPU and 8GB memory. We recall that, we used the binaries provided by the

authors and consequently no modifications have been done on these algorithms.

According to our results plotted on Figure 4.7, there is practicably no difference

between the four algorithms on the HUMAN data graph whatever is the size of

the query and its sparsity. We note that this dataset is highly compressible and

is suitable for algorithms such as TurboIso and SumIso.

For YEAST and HPRD, we clearly see that CNI outperforms CFL-match and

SumIso, which behave almost similarly on all queries, and both perform better

than TurboIso that obtains the worst time performance. This is due to our new

neighborhood encoding that allows an easy global pruning step.

Against Existing Algorithms by Varying |Σ| within the small datasets: Fig-

ure 4.8 shows the average total processing time for each query graph on the

DANIO-RERIO for the four algorithms with various numbers of query labels

and also two distributions (uniform and Gaussian) of these labels on vertices.

These graphs are queried by 2 sets of queries: sparse and non sparse queries.

Each set contains 100 query graphs of the same size (128 vertices). We can see on

this Figure that the worst results are obtained by TurboIso. This can be explained

by the complexity of its data structures when we list all the embeddings [6].

CFL-match and sumIso have very close results on sparse queries on all the con-

sidered label numbers and with the two distributions. However, sumIso behaves

better with non sparse queries mainly because the corresponding grahs are more

likely compressible. CNI clearly outperforms the three other algorithms which

confirms the importance to reduce filtering cost.

Against Existing Algorithms by Varying |V (Q)| within the large dataset:
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Figure 4.10 shows the average total processing time for each query graph our

large dataset LIVEJOURNAL. The obtained results have the same pattern as

the results obtained on small graphs. However, the difference between the four

algorithms is less pronounced than with small graphs. This can be explained

by the fact that the small graphs are more difficult instances for subgraph

isomorphism search with denser graphs.

Against Existing Algorithms by Varying |V (Q)| within the big datasets: It

was not possible to use CFL-match, TurboIso, and SumIso with big graphs. So, the

results concern only CNI. Figure 4.9 shows the total processing time of CNI on

the two big graphs. We can mainly see that even with a query graph of 500,000

vertices we cannot perceive any exponential shape which confirms the scalability

of the approach. This tendency is also confirmed when we vary the number

of vertices of the data graph on Figure 4.11. These results definitely settle the

scalability of the proposed approach.

4.5 cni(v) at (k > 1)-hops Neighborhood

The compact neighborhood index can also be computed for the k-neighborhood

with k > 1 and can be extended to cover edge labels. The CNI of vertex v

featuring its neighborhood at k-hops can be computed using the same formula:

cnik(v) =
∑ s

j=1�(j,x1 + ...+ xj ) where �(q,p) =
(q+p−1

q

)
=

(q+p−1)!
q!(p−1)!

, s is the number

of k-hops neighbors of v, i.e, number of vertices of G that are reachable from

v with exactly k-hops in a shortest path from v, and x1, · · · , xs are the numeric

labels of these vertices. For instance, the CNI at k = 2 of the query vertex u1 of

our running example (see Figure 4.1 comprises vertices u4 and u5 and can be

computed as: cni2(u1) = �(1,3) + �(2,4) = 7. The CNI at k-hops can be used to

prune the data vertices that are not candidate for a query vertex but that passe
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(a) HUMAN dataset

(b) YEAST dataset

(c) HPRD dataset

Figure 4.7: Time performance on small datasets (varying |V (Q)|). Results are in

logscale.
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(a) sparse query

(b) non sparse query

Figure 4.8: Time performance on the small dataset DANIO-RERIO (varying |Σ|

and the label distribution).
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(a) Twitter

(b) Friendster

Figure 4.9: Scalability testing (varying |V (Q)|).
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Figure 4.10: Scalability testing on large graphs (varying |V (Q)|).

Figure 4.11: Scalability testing (varying |V (G)|).

Chemseddine Nabti Liris laboratory 107



Compact Neighborhood Index for Subgraph Queries in Massive Graphs

through the (k − 1)-hop CNI as follows:

Lemma 7 (k-hop Degree filter). Given a query Q and a data graph G, a data vertex

v ∈ V (G) is not a candidate of u ∈ V (Q) if degk
L(Q)

((v) < degk
L(Q)

(u) where degk
L(Q)

(u)

is the number of vertices reachable from u with exactly k-hops in a shortest path from

u and have a label in L(Q).

Lemma 8 (CNIk filter). Given a queryQ and a data graph G, a data vertex v ∈ V (G)

that verifies the CNIk filter and the (k + 1)-hops Degree filter is not a candidate of

u ∈ V (Q) if cnik+1(v) < cnik+1(u).

Lemma 7 is straightforward. The proof of Lemma 8is similar to the proof of

Lemma 3.

To cover edge labels, a CNI can also be computed for the edges at several

hops as for vertices. A CNI for edges can be used as a first filter before testing

the compatibility of labels edge by edge.

4.6 Conclusion

Subgraph isomorphism search is an NP-complete problem. This means a pro-

cessing time that grows with the size of the involved graphs. Pruning the search

space is the pilar of a scalable subgraph isomorphism search algorithm and

has been the main focus of proposed approaches since Ullmann’s first solution.

In our contribution, we proposed CNI, a simple subgraph isomorphism search

algorithm that relies on a compact representation of the neighborhood, called

Compact Neighborhood Index (CNI), to perform an early global pruning of the

search space. CNI distills topological information of each vertex into an integer.

This vertex encoding is easily updatable and can be used to prune globally the

search space using an iterative algorithm. Furthermore CNI does not require
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that the entire data graph is loaded into main memory and can be used with a

graph stream. Our extensive experiments validate the efficiency of our approach.

As part of future work related to this second contribution, it will be inter-

esting to extend CNI to construct a graph index that allows to handle a graph

database. For this issue, we plan to compute a vertex CNI that includes the

vertex label: cni(u) =
∑ k

j=1�(j,x1 + ...+ xj ) where the label of u is among the xi

and then compute a compact neighborhood index for the graph using the same

formula as follows: cni(G) =
∑ k

j=1�(j,x1 + ...+ xj ) where each xi is the CNI of a

vertex of G. This resulting graph CNI can be used to index a graph in a database

of graphs defined on the same set of labels.
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5.1 Conclusion

To conclude this manuscript, we present, in the following, a summary of the

work that we achieved during our thesis. The research perspectives that could

be considered following this work are also discussed.

In this thesis, we studied the problem of subgraph isomorphism search in

massive data. Subgraph isomorphism search is the main tool used for graph

querying. It is an NP-complete problem. Basically, this problem consists to

determine an equality between two graphs in terms of structure and labels. It

also finds a mapping between all the vertices and/or edges of the query graph

and the target graph while respecting the labeling functions. Graph querying

can be very usefull. For example, in chemistry, scientists usually aim to find

a small complex molecule in a big one during their tests. Such a problem can

be solved using subgraph isomorphism seach with a graph representation of
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molecules.

As presented in the state of the art (see Chapter 2), many algorithms and

solutions were proposed to solve subgraph isomorphism search efficiently. The

main problem is how to reduce the search space to save memory space and time

processing.

A search space is generally a tree that the algorithm has to parse to search for

the query. The very first and most used technique to browse the search space is

backtracking, proposed first by Ullmann [49]. Algorithms that followed, rely on

Ullmann’s solution and try to outperform it by further reducing the size of the

search space. This is done by filtering unpromising vertices, that can not answer

the query, as soon as possible.

Many techniques were proposed to reduce the search space, some of them use

paths as patterns of comparison. Instead of checking for isomorphism with all

vertices, the search will be performed on a shorter list of candidates. A candidate

is a pattern that shows more probability to answer the query. Some techniques

use score functions to determine if a candidate is relevant or not. After reducing

the search space by returning a list of relevant candidates a second phase, called

verification phase, is performed on the final list of relevant candidates to check

for subgraph isomorphism.

In the second chapter of this thesis, we presented the subgraph isomorphism

search problem deeply by showing its utility to query graphs, and by presenting

existing methods that are the most related to what we have done in our contribu-

tions.

We catigorized the subgraph matching problem into two categories: the first

one consists to find all graphs, in a graph database, that contain the query. This

category is called subgraph containement search over a graph database. The

second category, in which we focused our work, is subgraph matching over a

112 Liris laboratory Chemseddine Nabti



5.1 Conclusion

single large data graph. This problem is more dificult than the first one, because

here we aim to find all the occurrences of the query in the data graph, instead of

checking for the exsistance of the query on each graph in a database.

After analyzing our state of the art, we presented our two contributions that

globaly aim to reduce the search space by compression.

In the first contribution, we compress the whole data graph. In fact, a smaller

representation of the graph will definitely lead to a smaller search space, which

gives less time and memory storage complexity. Graph compression (or sum-

marizing), is a well known technique that is effective when dealing with massive

data.

The best compression algorithm is the one that retains all the properties of

the original graph. We surveyed several approaches to compress graph and the

one that responds to this criteria is a concept from graph theory called modular

decomposition and that dates back to the work of Gallai in 1967 [17].

Modular decomposition of graphs consists to highlight a set of vertices that

have the same neighbors and so are not distinguishable from outside. These

sets of vertices are called modules. Each module is compressed as a single

vertex depending on how vertices are connected within a module. We showed

that we can query these compressed graphs without decompressing them. Our

experimentations show that the proposed approach achieves good performance

on both time processing of queries and space storage of data graphs.

In our second contribution, we compress the neighborhood of each vertex.

In this contribution, we focused on the best way to filter the search space. We

proposed a new constant time pruning mechanism. The main idea in this contri-

bution was to avoid comparing all vertex’s neighbors, in order to check if two

vertices are identical or not. To do so, we regroup all information that surround

a vertex on one simple integer.
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We used a bijective function that basically performs specific mathematical op-

erations on vertex’s neighbors to obtain one integer. Because this function is

bijective, we are sure that two vertices with the same label and number of neigh-

bors, that get the same result with the bijective function, are the same. This

simple neighborhood encoding reduces the time complexity of vertex filtering.

Our encoding mechanism is also adapted to massive graphs, that do not

fit into memory. We perform one sequantial pass of the disk file, and retain

all needed information. This avoids expensive random disk accesses. The new

encoding is called Compact Neighbourhood Index (CNI), with which the filtering

phase is processed with integer comparisions, and relies on the characteristics of

CNIs to ensure a global prunning of the search space.

After this filtering, the input graph used to perform the final subgraph search

contains only vertices that are candidates for query vertices. Finally, the depth

first search subroutine of Ullmann’s algorithm is used to list the subgraphs of the

filtered data graph that are isomorphic to the query by verifying the adjacency

relationships.

Our extensive experiments validate our approach.

5.2 Perspectives

Our work can be extended according to several axes:

• In our first contribution, we relied on graph compression. It is interessting

to do more research on the existing compression methods, to propose new

methods for graph compression. To be efficient, a compression method

must preserve all graph’s information, without losing any significant struc-

ture information. The idea will be to find a way to compact a larger number

of vertices on one module, without losing information. Such technique
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must also facilitate the subgraph search on modules without decompress-

ing them by storing clear and usefull information related to each vertex.

The challenge in our first contribution was that two modules with different

types are not necessarily storing different structures and we had to do a lot

of testing to decide whether to prune a module or not. So, the data stored

for each module must be helpfull on filtering modules.

Another futur issue, that will help handling large graphs, will be to find a

way to test these representations on a parralel programming model such

as MapReduce.

It is also interesting to see if it is feasible to run such approach on a graph

database like Neo4j by designing and developing all the necessary database

operations such as create, delete, and insert on the compressed dataset.

• In our second contribution, the idea was to propose an effecitve and very

tight filtering technique to filter-out unpromising vertices as soon and

effective as possible. Our filtering was based on the vertex’s neighborhood

information.

Even if our method shows good performance, the issue is that we have to

compute the CNI for each vertex. It will be interesting to extend this tech-

nique by constructing a subgraph neighborhood index, instead of doing it

for each vertex. The idea will be to divide the target graph into candidate

subgraphs. A candidate subgraph is a subgraph that have more possibility

to match the query. Unlike our contribution, the idea will be to compact

all neighborhood information of the subgraph on one integer.

For example: if we have a target graph of 100 vertices divided into 10 can-

didate subgraphs, the index will contain 10 integers storing all necessary

information, instead of calculating 100 integeres. The last comparison
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will be between the query, which will also have an integer regrouping all

neighborhood information, and 10 other integers (representing the target

graph). This will largely reduce the processing time, and the search space.

If the query and the target graph are large graphs, the query will be also

divided into subgraphs, each one with its CNI and the target graph’s sub-

graphs in this case will be candidates for the query subgraphs instead of

being candidate for the whole query.

Another issue will be to extend CNI to construct a graph index that allows

to handle a graph database. For this, we plan to compute a vertex CNI that

includes the vertex label. The resulting graph CNI can be used to index a

graph in a database of graphs defined on the same set of labels.

• Another perspective that seems interesting is to developp a hybrid method

that takes the advantages of the first contribution (the power of compres-

sion), and the effectiveness of the second method’s filtering. Such work,

according to each contribution’s advantages, will be effective, with less

time consuming, less memory space usage, and less searching space.
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