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Résumé français étendu

La cuve de réacteur est un composant majeur d’une centrale nucléaire et son intégrité est es-

sentielle pour la sûreté nucléaire. Plusieurs projets ont été lancés par EDF pour caractériser le

comportement mécanique de l’acier de cuve, nommé 16MND5 en France, et des approches

expérimentales et numériques ont été adoptées à différentes échelles [Sekfali 2004; Vereecke

2004; Mathieu 2006]. L’acier possède une microstructure fine avec deux phases principales,

qui sont la ferrite et la bainite. Cette thèse vise à étudier le comportement plastique de

l’acier de cuve à l’échelle microscopique en réalisant des comparaisons entre un essai et des

simulations numériques. Le gain apporté par la connaissance de la microstructure en pro-

fondeur est étudié. L’essai consiste à réaliser des tractions in-situ à l’intérieur d’une chambre

d’un microscope électronique à balayage (MEB) et à observer l’évolution de la surface de

l’éprouvette par plusieurs modalités d’imageries disponibles dans un MEB. La simulation

numérique consiste à prévoir la réponse mécanique de l’éprouvette avec des lois de com-

portement élasto-plastique cristalline, tout en prenant en compte des conditions aux limites

pertinentes. La comparaison entre l’essai et la simulation permet de valider des lois de plas-

ticité cristalline et d’en identifier les paramètres.

Un algorithme de corrélation des quaternions a été proposé dans le cadre de cette thèse.

L’algorithme prend en entrée deux images d’orientation crystallographique, obtenues par la

technique EBSD, et mesure le champ de déplacement entre les deux images et un champ

de résidu. Le quaternion (voir Figure 1) a été utilisé car il est bien adapté pour traiter

l’orientation, surtout pour la symmétrie cristalline par rapport à d’autres outils tels que

l’angle Euler ou le vecteur de Rodrigues. Si la corrélation de quaternions est réussie, le

résidu contient le champ de rotation entre les deux images EBSD et l’erreur d’acquisition

de l’orientation, voir Figure 2. L’incertitude sur le champ de déplacement a été évaluée à

environ 0.3 pixel, et celle de la rotation mesurée est estimée de l’ordre de 10−3 degré, bien

en dessous de l’indexation EBSD. L’algorithme a été exploité dans cette thèse à plusieurs

reprises pour analyser les données EBSD. Un article a été publié sur le sujet [Shi et al. 2016].
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Figure 1: Une acquisition EBSD (a) et sa présentation de quaternion (b-e).
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Figure 2: Le champ de rotation cristalline (en degré) mesuré par corrélation de quaternion.

Un algorithme ADDICTED a été développé pour traiter les images de diffraction élec-

tronique obtenues par la technique EBSD à haute résolution (HR-EBSD). Des pré-traitements

ont été proposés pour éliminer la variation globale du niveau de gris des images de Kikuchi.

Une approche de corrélation d’images numériques intégrée a été adaptée avec pour objec-

tif de déduire directement 8 des 9 composantes du tenseur de gradient de transformation.

L’algorithme a été testé sur deux cas expérimentaux et ces résultats ont été comparés avec

ceux des logiciels existants basés sur l’inter-corrélation. Le premier essai est l’acquisition
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HR-EBSD sur une éprouvette monocristalline en flexion quatre points, et le second est réal-

isé sur une éprouvette à trois gros grains sollicitée en traction à 0.5% de déformation. Une

diminution de l’incertitude de mesure a été observée pour le premier essai, voir Figure 3.

Une accélération du temps de calcul d’un facteur 4 a été observée pour la méthode AD-

DICTED, dans le cas du deuxième essai. La méthode ADDICTED a également réduit les

valeurs extrêmes des contraintes élastiques estimées, voir Figure 4. La méthode ADDICTED

est par nature capable de traiter les images de diffraction en cas de grande rotation (>1°) et

les champs de résidus fournis sont une source riche d’informations sur la qualité de corréla-

tion, la qualité de l’image Kikuchi et le champ de niveau de gris de fond de l’image Kikuchi.

Un article a été soumis suite à un dépôt de brevet [Shi et al. 2017c].
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Figure 3: Profils de déformation longitudinale ǫyy en fonction de la distance à l’axe neutre

d’un essai de flexion à 4 point. (a) ADDICTED (b) StrainCorrelator.
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Figure 4: Contrainte équivalente Von Mises (en GPa) obtenues par (a) ADDICTED et

(b) CrossCourt.

Deux essais de traction pour des éprouvettes d’acier 16MND5 ont été réalisés, le premier

avec l’éprouvette inclinée à 70° et l’autre à plat. Des mouchetis aléatoires de platine ont été

déposés sur l’éprouvette pour faciliter les calculs de corrélation d’images numériques. Le

premier a connu une erreur spécifique des coordonnées suivant direction y et donc a été

rejeté. La thèse s’est focalisée sur l’exploitation du second essai. Des images d’électrons

rétrodiffusés (BSE) ont été prises au cours de la déformation in-situ, et à chaque étape deux

images sont acquises avec des directions de balayge orthogonales. Un algorithme a été

adopté pour corréler les deux images BSE de chaque étape, et l’erreur de repositionnement

de ligne de balayage a été quantifiée et corrigée. Avec l’hypothèse que les coordonées dans

la ligne de balayage sont correctes, une série d’images BSE sans erreur de distortion de

MEB a été obtenue (voir Figure 5(b)). La corrélation d’images numériques (CIN) sur cette

série d’images fournit les champs de déplacement et de déformation au cours de la trac-

tion (voir Figure 5(d)). Des acquisition EBSD ont été réalisées avant et après la traction de

l’éprouvette (Figure 5(a)). La rotation cristalline de l’éprouvette a été obtenue par corréla-

tion de quaternion des images EBSD (Figure 5(c)). Les images EBSD et BSE ont été corrélées

grâce au mouchetis et d’importantes distortions ont été révélées pour l’acquisition EBSD.

Ainsi toutes les images (EBSD, BSE) prises sur l’éprouvette ont été corrélées précisément.

La rotation cristalline et la déformation peuvent être comparées directement (Figure 5(e)).

Une corrélation positive a été établie entre la rotation et la déformation pour les deux phases

du matériau. Un article a été publié sur le sujet [Shi et al. 2018a].
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Figure 5: Mesure de la rotation cristalline et de la déformation lors d’un essai de traction.

(a) Figure de pôle inverse issue de l’acquisition EBSD de l’éprouvette. (b) Image BSE de

l’éprouvette. (c) Rotation cristalline obtenue par corrélation de deux images EBSD (en de-

grés). (d) Déformation équivalente obtenue par corrélation de deux images BSE. Les joints

de grain extraits de l’image EBSD sont superposés dans le champ de déformation. (e) Carte

de corrélation entre la rotation et la déformation équivalente. L’échelle est logarithmique.

Les profils moyens et médians de rotation et de déformation sont superposés.

Après l’essai de traction in-situ, un processus de polissage sérié automatique accompa-

gné des acquisitions EBSD (FIB-EBSD) a été réalisé sur l’éprouvette. Quelques coupes de

l’essai sont montrés en Figure 6. L’empilement de ces coupes par CIN globale avec un mail-

lage adapté a été proposé et comparé avec l’algorithme existant. La microstructure déformée

de l’éprouvette en trois dimensions est ainsi acquise.
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Figure 6: Champs d’orientation des première (a), troisième (b), cinquième (c), septième (d),

vingt-septième (e) et quatre-vingt-septième (f) couches de l’essai FIB-EBSD.

La mesure de topographie de l’éprouvette dans MEB a également été traitée. Trois méth-

odes distinctes ont été proposées et testées sur l’éprouvette après traction. La méthode

de stéréo-corrélation a été étendue à une image prise à plat et l’autre prise avec un angle

d’inclinaison de 70°, qui est la position conventionnelle d’acquisition EBSD. Le mouchetis

déposé en surface de l’éprouvette permet à la paire d’images d’être corrélée par CIN régu-

larisée. Deux informations capitales peuvent être tirées du champ de déplacement obtenu:

l’angle précis d’inclinaison et le champ de topographie (voir Figure 7(b)). Une deuxième

méthode consiste à couvrir la surface de l’éprouvette par du platine amorphe et de tailler

successivement l’éprouvette couche par couche (FIB), puis acquérir une image EBSD de
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chaque coupe (technique FIB-EBSD). Progressivement la couche de platine est érodée et

l’éprouvette est émergée et indexée, ainsi des informations de topographie de la surface sont

obtenues. La topographie obtenue par cette méthode est par nature discontinue, comme les

marches d’un escalier, et la distance entre les marches est l’épaisseur de chaque coupe. Des

méthodes d’interpolation peuvent régulariser et lisser le résultat de topographie, par exem-

ple l’interpolation par transformation de Fourier en imposant les valeurs de topographie aux

bords de marches (voir Figure 7(a)). Ces méthodes de stéréo-corrélation et de FIB-EBSD ap-

pliquées sur l’éprouvette donnent des résultats similaires, l’écart quadratique moyen étant

d’environ 50nm. Une troisième méthode traite les images EBSD avant et après déformation,

et traduit la rotation cristalline entre ces deux états en déplacement hors-plan par une méth-

ode d’intégration (voir Figure 7(c)). Cette méthode de rotation-intégration n’est sensible

qu’à la topographie due à l’élasticité, étant donné que la plasticité par l’activité des systèmes

de glissement ne génère pas de rotation mesurable par la technique EBSD. La comparaison

des résultats entre la stéréo-corrélation et la rotation-intégration a démontré une similitude

remarquable avec un coefficient de Pearson de 0.64. En plus, l’écart quadratique moyen

de topographie est sous-estimée de 10% par rotation-intégration, ce qui prouve que la to-

pographie dûe à la plasticité est faible pour cette éprouvette par rapport celle causée par

l’élasticité. Un article a été accepté pour publication sur le sujet [Shi et al. 2018b].
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Figure 7: Comparaison des champs de topographie (en µm) mesurés par FIB-EBSD (a),

stéréo-corrélation (b) et rotation-intégration (c).

Des études ont aussi été menées pour résoudre le problème posé par la nature destructive

du FIB. Seule la microstructure post mortem peut être acquise par cette technique destructive,

alors que les simulations directes nécessitent la connaissance de la microstructure initiale.

De plus, les paramètres des lois de comportement plastique sont eux aussi inconnus. Il a
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été proposé de partir de la microstructure post mortem mesurée par FIB-EBSD et d’utiliser

les champs cinématiques de surface mesurés au long de la déformation, et de déterminer

la microstructure initiale et les paramètres des lois de comportement itérativement (voir

l’organigramme montré dans Figure 8). Des approches itératives sont mises en oeuvre dans

la détermination de la microstructure et des paramètres respectivement. Un cas synthétique

2D a été adopté pour tester la validité de l’approche, où les données “expérimentales” ont

été produites par simulation avec une loi de plasticité [Monnet et al. 2013] sur un modèle

plus grand que la zone d’intérêt. Le cas test a montré que la configuration de référence

a été retrouvée et les paramètres utilisés pour produire les données “expérimentales” ont

été identifiés précisément. Le cas test a également montré que le chargement par une loi de

plasticité virtuelle à écrouissage constant, qui est pris comme le module tangent de la courbe

contrainte-déformation, permet de retrouver une part significative de la microstructure ini-

tiale. Deux articles ont été publiés sur le sujet [Shi et al. 2017a;b].
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Figure 8: Organigramme de l’approche itérative pour déterminer la microstructure de

référence et les paramètres de la loi de plasticité étudiée.

Un maillage d’éléments finis tetrahédriques a été généré à partir de la microstructure

réelle mesurée par FIB-EBSD. Pour y parvenir, un regroupement important des voxels a été

adopté pour réduire la complexité. Un maillage triangulaire 2D a été d’abord créé au long

des joints de grains. Après avoir lissé ce maillage triangulaire, des noeuds ont été insérés

pour créer un maillage tétrahédrique, qui est montré en Figure 9. Le maillage de la surface

du modèle est montré en Figure 10.
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Figure 9: Maillage éléments finis généré à partir des données de FIB-EBSD. Les différentes

couleurs correspondent aux différent grains.

(a) (b)

Figure 10: Conditions aux limites cinématique en surface du modèle adoptées pour la sim-

ulation de l’essai de traction en 2D (a) et 3D (b). Le déplacement hors-plan est multiplié par

5 dans (b) afin de le rendre plus visible.

L’essai de traction réalisé dans cette thèse a également été simulé par des lois de com-

portement plastique cristalline. Deux lois ont été adoptées, l’une basée sur la dynamique des

dislocations des cristaux cubiques centrés. L’autre loi est une version simplifiée du modèle

de Méric-Cailletaud. Les conditions aux limites (CL) surfaciques du modèle ont été extraites

des mesures de champs cinématiques issue de la corrélation d’images numériques (voir Fig-

ure 10). Les CL cinématiques suivant les directions x et y sont obtenues en profondeur par

propagation des informations de surface. Les déplacements suivant z des surfaces latérales

sont ceux qui annulent les contraintes de cisaillement. Les faces extérieure et profonde sont

laissées libres (condition de Neumann). Une similitude remarquable a été retrouvée en-

tre les champs cinématiques expérimentaux et numériques suivant trois directions, comme

montré en Tableau 1. Pourtant, une incohérence a été observée entre la rotation expérimen-

tale et numérique. C’est un résultat très satisfaisant étant donné plusieurs simplifications
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présentes, par exemple le regroupement des voxels et les CL estimées.

Table 1: Comparaison des champs cinématiques surfaciques expérimentaux et simulés avec

différentes lois.
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Numériquement efficace, la version simplifiée de la loi Méric-Cailletaud (SMC) a été

identifiée en distinguant les deux phases du matériau. Le recalage de modèles à par-

tir des champs cinématiques et de la force macroscopique est adopté. Après une étude
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d’identifiabilité des paramètres, le paramètre qui joue sur la limite d’élasticitéR0 est cherché

pour chaque phase, alors que le paramètre influençant la contrainte d’écrouissageQ est sup-

posé identique pour les deux phases. Cette stratégie d’identification, dénommée RQR, ré-

duit davantage la fonction coût que l’identification qui ne distingue pas les phases. De plus,

le paramètreR0 identifié pour la ferrite est plus bas que celui pour la bainite (voir Figure 11),

en accord avec les valeurs physiques attendues [Mathieu 2006]. Ce jeu de paramètres pourra

être utilisé pour la prévision des réponses mécaniques de l’acier, par exemple le champ de

contrainte (voir Figure 12) et la probabilité de rupture (fragile).
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Figure 11: Evolution des paramètres R0 (a) and Q (b) dans les identifications RQ et RQR.

0

200

400

600

800

1000

1200

1400

1600

(MPa)

Figure 12: Le champ de la première contrainte principale à la surface du modèle prédit avec

les paramètres identifiés par la méthode RQR.
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Plusieurs aspects de l’étude expérimentale et numérique de la plasticité cristalline d’un

métal fin ont été abordés dans cette thèse. La thèse met en évidence également quelques

perspectives possibles pour les futures recherches. La technique EBSD à haute résolution

n’a pas été adoptée pour l’essai de traction sur l’acier 16MND5, suite aux problèmes liés à

l’absence d’une image Kikuchi de référence sans contrainte. Si cette difficulté est résolue

dans le futur, l’acquisition HR-EBSD pourra être réalisée et fournira des informations très

riches et précises sur la rotation et la contrainte élastique de l’éprouvette. La génération

du maillage à partir de la microstructure 3D réelle pourra aussi être améliorée. Par exem-

ple, le regroupement des voxels pourra être atténué afin de décrire la microstructure plus

finement, et la génération du maillage quadratique pourra être optimisée pour réduire le

nombre d’éléments final. Les conditions aux limites pourront aussi être mieux estimées, par

exemple prendre en compte les concentrations de déformation mesurées en surface et les

propager dans la profondeur suivant une direction pertinente. En plus, davantage d’études

sont nécessaires pour expliquer l’incohérence entre les rotations cristallines expérimentales

et numériques.
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Chapter 1

Introduction

The present dissertation studies the crystal plasticity of a strategic steel used in the French

pressurized water reactor vessels. This chapter first introduces the studied material in the

PhD project, namely, a dual-phase steel with fine microstructures and heterogeneous prop-

erties. Then the commonly used in-situ experiments are presented for studying polycrystals

at the microscale, where an introduction of digital image correlation methods will be pro-

vided. The finite strain formalism and two crystal plasticity laws used in the PhD project

are detailed, followed by realistic 3D model generation for crystal plasticity simulations. The

constitutive parameter calibration method based on coupling experimental and numerical

simulation results is also introduced. Last, the outline of the PhD work is given.

1.1 Steel of reactor pressure vessels

1.1.1 Reactor pressure vessels

Figure 1.1 illustrates the operating principle of a Pressurized Water Reactor (PWR), or réac-

teur à eau pressurisée (REP) in French. The heat of the reactor core is extracted by a water

circuit called primary circuit, which is maintained at high pressure to avoid boiling. Then

the heat of the primary circuit is transferred to the second circuit through the vapor gen-

erator. The second circuit is also maintained at high pressure, (although not as high as the

primary one), and the vaporization of water occurring there propels the turbo-alternator of

the generator and electricity is produced.
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Figure 1.1: Overall principles of a pressurized water reactor. Image is issued from Wikipedia

(https://en.wikipedia.org/wiki/Pressurized_water_reactor, June 2007).

Nuclear power plants produce in France around 75% of electricity. To ensure a safe op-

eration of nuclear power plants, it is extremely important to be able to check the integrity

of all the components of the nuclear reactor and in particular the pressure vessel , the only

non-replaceable part of a nuclear reactor. Figure 1.2 shows the main components of the nu-

clear reactor, where the pressure vessel is the major component. Taking the French PWR

of 1300MW capacity as an example, the pressure vessel is 22 cm thick, 4.4 m in diameter

and 12.6 m high (actual dimensions could vary between different reactors). From the safety

point of view, it is the second barrier between the nuclear fuel and the environment, after

the fuel cell cladding and before the concrete confinement of the reactor building. It has the

following functions:

• Hold the nuclear fuel assemblies, controlling rods and the other internal instruments

that constitute the reactor core.

• Resist the high pressure of the primary circuit, which is 155 bar in normal service, and

allow its circulation.

• Allow the replacement of depleted fuel by new one, and the rearrangement of fuel

assemblies during the recharging campaign.

To sum up, the pressure vessel is considered as the principal component of a nuclear re-

actor.A large number of codifications and safety assessments are devoted to this component

in order to prevent its failure even during severe accidents.
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Figure 1.2: Components of nuclear reactor of capacity 900MW. Image

is issued from Institut de Radioprotection et de Sûreté Nucléaire (IRSN,

www.irsn.fr/FR/connaissances/Installations_nucleaires/Pages/Home.aspx).

The pressure vessel is in the form of a cylindrical reservoir, composed of 2 core flange

shells (C1 and C2), a tubular flange shell (B) and two heads. Flange shells and heads are

welded together. Several holes are present at the top and bottom of the pressure vessel, in

order to make way for the controlling rods. The internal surface of the pressure vessel is

entirely weld coated by two layers of austenitic stainless steel to reduce corrosion.

The pressure vessel has to sustain very high pressures (155 bar) and high temperature

(350 ◦C) during at least 40 years. The utility companies have to demonstrate that the pres-

sure vessel is able to withstand an increase of pressure and temperature that can occur dur-

ing LOCA (loss of coolant accident). The under-cladding defects lead to stress concentra-

tions and mechanical assessments are conducted on postulated defects. EDF is trying to

increase the lifetime of French nuclear reactors from 40 to 60 years. It has to prove to the

safety authority that the pressure vessel is safe during these extra 20 years. The PhD pro-

gram goal is a (small) part of that project and more precisely of SOTERIA project (formerly

Perform60 [Leclercq et al. 2010; Mazouzi et al. 2011]). SOTERIA is an international joint

project between many nuclear research institutes such as EDF, CEA, Areva and EPRI. As
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summarized in Figure 1.3, this project uses multiscale methods, from ab-initio and molecular

dynamics simulations to finite element calculations to increase the knowledge of pressure

vessel and in-core material safety. A series of PhD projects has been carried out in recent

years in the framework of project Perform60, ranging from characterizing the microstruc-

ture of the RPV steel [Diawara 2011], studying the plastic behavior of the steel [Queyreau

2008; Naamane 2008], to predicting the failure curve of the RPV steel by local approach to

fracture [Hausild 2002; Mathieu 2006; Libert 2007].The present PhD project is specialized to

the study of the crystal plasticity of RPV steel by experimental and numerical tools at the

microscale. The main industrial objective of the PhD project is to improve the understanding

of crystal plasticity properties of 16MND5 steel, a prerequisite step for studying the material

damage mechanisms.

Figure 1.3: Different aspects of numerical simulations of the joint SOTERIA project (formerly

Perform60) [Mazouzi et al. 2011]

1.1.2 Microstructure of 16MND5 steel

The French reactor pressure vessel is made of steel of grade AISI A508cl3 (or 16MND5 in

French nomenclature) and obtained by forging. The material is a low-alloyed steel con-

taining Mn, Ni and Mo, and its chemical composition is listed in Table 1.1. Its fabrication

includes quenching and tempering, leading to a mainly bainitic microstructure [Diawara
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2011]. The steel exhibits an excellent trade-off between a high toughness and good weld-

ability, thus allows for a limited vessel thickness.

Table 1.1: Chemical composition of 16MND5 steel (weight percentage)

C Mn Ni Mo Si Cr Cu V Co S P Fe

0.16 1.35 0.70 0.50 0.20 0.20 0.07 0.005 0.01 0.006 0.006 bal.

The 16MND5 samples of the present thesis have been cut from a CT50 specimen ma-

chined for a previous work [Bouchet 2007], which is located at 3/4 of the thickness of the

vessel part H3BC18. Figure 1.4(a) shows the picking position and orientation of the CT50,

and the tensile samples of the present PhD project are taken along the radial direction of the

CT50 sample, as shown in Figure 1.4(b).

(a) (b)

Figure 1.4: (a) Location of CT fracture sample [Bouchet 2007]. (b) Location of the 16MND5

steel samples used in this work within the CT fracture sample

Due to its significant economic importance and relatively complicated microstructure,

16MND5 steel has been the subject of many past studies [Sekfali 2004; Mathieu 2006; Di-

awara 2011]. Its microstructure has been extensively characterized [Sekfali 2004; Diawara

2011]. The distribution of carbides, ferrite morphology, general texture of 16MND5 steel

have been studied, in order to assess the failure curve [Mathieu 2006]. The same approach

has been adopted to analyze the effect of microstructure heterogeneity on the fracture prop-

erties [Shi et al. 2015] in a work preceding the PhD project. It has been found that the

consideration of 2 constitutive models for bainitic and ferritic grains respectively increases
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the dispersion of failure probabilities. The relationship between the microstructure and the

local plastic properties of the steel has been studied for tempered martensite and bainite

phases [Sekfali 2004]. Damage mechanisms at high temperatures (≈1000 ◦C) of two grades

of 16MND5 and how they relate to the local microstructure have been addressed by ex-

periments and simulations [Vereecke 2004]. Its austenite-to-ferrite transformation, diffusive

phase transformations involving crystal plasticity, has been simulated by FE analyses [Barbe

and Quey 2011]. Microplasticity and its related internal stresses are shown to develop dur-

ing the phase transformations and to affect significantly the elastoplasticity of the resulting

material. The Charpy ductile to brittle transition curve of the steel has also been inves-

tigated, especially the effect of neutron irradiation [Bouchet et al. 2005]. It is found that

irradiation affects hardening and brittle failure, leading to a decrease of the Charpy upper

shelf. The toughness of the steel, in the form of a Master Curve, is also studied to correctly

account for specimen geometry effects and the micromechanisms of fracture [Bouchet et al.

2005]. This method has been established from statistical assessment of a large toughness

database [Cogswell 2010] by Rolls-Royce Nuclear Materials and Chemistry Service Support.

The general effect of neutron irradiation on the steel is of major concern, and a series of sim-

ulation packages has been proposed to simulate its effect: RPV-1 [Jumel and Van-Duysen

2005] and RPV-2 [Adjanor et al. 2010].

Figure 1.5(a) reveals the ferritic and bainitic grains, the two major phases in RPV steel, by

an image quality (IQ) field of EBSD acquisition. The grain size is generally between 5 and

20 µm. It can be seen that proeutectoid ferritic grains are very ‘clean’ in terms of electron

back-scattering pattern (EBSP) quality, while bainitic grains show internal variations. It can

be concluded that the ferritic grains are homogeneous and the crystal lattice is more regu-

larly organized, while more heterogeneous structures exist in bainitic grains. The packet (or

assembly) of laths inside the bainitic grains is shown in Figure 1.5(b), and the definition of

lath and packet of laths can be found in Figure 1.6. The width of the laths varies between 1

and 2 µm, and laths tend to be organized along the same longitudinal axis. Carbides exist

in the bainitic grains with a significant density.
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(a) (b)

Figure 1.5: Microstructure of 16MND5 steel. (a) Ferritic and bainitic grains in an IQ image

of an EBSD acquisition. (b) Laths in bainitic grains revealed by TEM [Diawara 2011].

The crystallographic orientations inside and between packets of ferritic laths are shown

in Figure 1.6. It is visible that inside a ferritic lath a small misorientation exists, which is

roughly equal to the EBSD orientation indexation error. Between laths, the misorientation

reaches several degrees. Between packets of laths the misorientation can be very high.

Figure 1.6: Misorientation profiles between ferritic laths. (a) Definition of lath and packet of

laths in an inverse pole figure. (b) Misorientation along the trajectory between point A and

B in (a) [Diawara 2011].

TEM images reveal the various distribution of carbides in bainitic laths, as shown in

Figure 1.7. The density and assembly orientation of carbides vary significantly as functions

of the bainitic types [Diawara 2011].
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Figure 1.7: Distribution of carbides in bainitic laths. (a) Bainitic lath without carbides (type

1). (b) Bainitic lath with carbides concentrated on the lath boundaries (type 2). (c) Bainitic

lath with carbides precipitated in the center, and along the longitudinal direction (type 3).

(d) Bainitic lath with carbides precipitated in the center and on the lath boundaries (type 4)

[Diawara 2011].

1.1.3 Heterogeneity of mechanical properties of 16MND5

Due to the dual-phase nature of 16MND5 and relatively fine grains, the steel exhibits het-

erogeneous mechanical properties. A series of mechanical tests has been performed on

16MND5 steel at room temperature [Sekfali 2004] and at low temperature [Mathieu 2006].

The influence of 16MND5 steel grain sizes on the strain pattern has been studied exper-

imentally. Figure 1.8 shows the SE images of 15% strained 16MND5 with different grain

sizes [Mathieu 2006]. It can be seen that strain localization is more significant in regions

with larger grains.
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Figure 1.8: SE image of 16MND5 steel after 15% tensile loading at -150 ◦C for regions

with different grain sizes. Strain localization is more pronounced in regions with larger

grains [Mathieu 2006].

The distribution of carbides, a harder phase compared to other steel phases, influences

the mechanical properties significantly. For example, the plastic deformation has largely

stopped in the vicinity of cementite clusters, as shown in Figure 1.9.
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Figure 1.9: SE image of 16MND5 steel after 13% tensile loading at -150 ◦C. Slip traces are

stopped by clusters of cementite, which are highlighted by red contours [Mathieu 2006].

Different 16MND5 steel phases also exhibit different strength levels. For example, the

stress levels in ferritic and bainitic grains during loading and relaxation steps have been

measured by X-ray diffraction [Mathieu 2006]. It has been found that they have a consistent

difference of around 110MPa at -150 ◦C, as shown in Figure 1.10.
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Figure 1.10: The stress levels for ferritic and bainitic grains measured by X-ray diffraction

during loading and unloading [Mathieu 2006].

It is concluded that the 16MND5 steel has a binary phase microstructure and relatively

fine grains, with very curvy grain boundaries. Bainitic grains have more complex mi-

crostructure. To solve the challenging problem of its microscale crystal plasticity, adapted

experimental tools must be available at the corresponding scale.

1.2 In-situ experiments

An in-situ experiment means performing a mechanical test inside an equipment chamber

that allows the material to be characterized. It can be as simple as a visual test, or mea-

sured by physico-chemical methods. This type of experimentation can overcome the limits

of classical tests in laboratory and measure physical/chemical properties of the sample un-

der loading in real time. In fact, the measurement is carried out all along, not before or after

the loading history. This brings about many constraints: the experimental device applying

the mechanical load should be miniaturized, and the device should not interfere with the

measurement or be sensitive to the acquisition environment (e.g., particular atmosphere,
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temperature, nuclear radiation), and the acquisition time should be long enough to let the

observed phenomenon happen. If all these conditions are satisfied, various types of informa-

tion can be obtained along a test. For example, an in-situ test inside an SEM chamber allows

tracking the phase transformation of a material at high temperature by EBSD images [Se-

ward et al. 2004]. An in-situ test in transmission electron microscopy (TEM) can characterize

the elongation of a nanometric structure when a few milli-N forces are applied [Zhu et al.

2006; Espinosa et al. 2012]. In-situ tests can also be carried out in atomic force microscopy

(AFM) to monitor the surface corrosion initiation [Martin et al. 2008], or analyze the diffrac-

tion properties of a material in a synchrotron facility [Brauser et al. 2010; Dutta et al. 2013;

Plancher 2015].

The validation of crystal plasticity models requires the acquisition of experimental data

at the microstructural scale. The SEM emerges naturally as the most relevant experimental

tool to study the crystal properties. The EBSD imaging mode characterizes the orientation

microstructure, and different SEM imaging modalities allow the sample surface to be ob-

served over different scales (from around 100 nm to a few milimeters). Digital image cor-

relation is a tool for measuring kinematic fields from SEM images with a spatial resolution

below the grain sizes [Allais et al. 1994; Sutton et al. 2007b;a]. The kinematic information is

much richer than the average elongation of the sample, classically measured by an exten-

someter (or clip gage). The first full-field measurements with SEM images were performed

for interrupted tests [Belgacem and Bretheau 1985], and for in-situ tests [Allais et al. 1994;

Crépin et al. 1995; Liu and Fischer 1997; Doumalin and Bornert 2000]. The development of

marking techniques is mandatory to enable pattern tracking during the test. The measure-

ment is not confined to small deformations and local displacement field of a macroscopic

strain as large as 100% has been reported [Schroeter and McDowell 2003]. Even 3D sur-

face kinematic fields can be evaluated by stereovision in SEMs [Zhu et al. 2011; Li et al.

2013]. SEM has also been used to observe in-situ mechanical tests at high [Podesta 2016] and

low [Mathieu 2006] temperatures.

However, not all experimental conditions can be met inside the SEM chamber. For exam-

ple when imaging material subjected to high irradiations. In these cases only the residual

displacement can be measured [Miller and Burke 1992]. Note that other experimental tech-

niques can also provide microstructural kinematic fields, such as optical microscopy [Saai

et al. 2010; Badulescu et al. 2011].

Numerous works have indicated the possibilities to perform full-field measurements at
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the microstructural scale, in order to study the grain boundary effects [Ma et al. 2006a;b],

to link strain localization and the crystallographic orientation maps [Tschopp et al. 2009],

to determine the parameters of fracture mechanics [Forquin et al. 2004], or investigate the

accumulated plastic strain around the crack tip [Carroll et al. 2013]. If coupled with numeri-

cal analyses, the measurement of kinematic fields offers more possibilities, such as studying

inter-granular fracture [Pouillier et al. 2012], or the identification of crystal plasticity param-

eters [Hoc et al. 2003; Héripré et al. 2007; Gérard et al. 2009; Guery et al. 2016b]. The latter

is one of the major objectives of the present work and all the manuscript will be developed

along this axis. It will detail one by one the challenges and solutions of in-situ tests and

numerical analyses.

Compared to more classical full-field measurements, with a camera at the macroscopic

scale, the measurement with SEM images has some specific challenges. The electromag-

netic environment of SEM imaging introduces spatial and temporal distortions, and non-

negligible bias and uncertainties [Sutton et al. 2006; 2007b; Ru et al. 2011; Zhu et al. 2011;

Guery et al. 2014]. If the sample surface and its changes are to be precisely captured, the

SEM imaging bias and uncertainties must be characterized and, if possible, corrected. These

correction procedures should be carried out on every adopted SEM imaging mode.

1.2.1 Digital image correlation

Image-based measurement methods, known as digital image correlation, have been devel-

oped and widely used both in industry and academia [Sutton 2013]. A variety of DIC tech-

niques have been proposed to register different types of images, for example 2D-DIC [Sutton

et al. 1983; Allais et al. 1994; Hoc et al. 2003; Sutton et al. 2007b;a], 3D-DIC (also known as

stereo-correlation) [Khan-Jetter and Chu 1990; Zhu et al. 2011; Dufour et al. 2016], and dig-

ital volume correlation [Bay et al. 1999; Bornert et al. 2004; Verhulp et al. 2004; Roux et al.

2008].

1.2.1.1 General principle

The same principle applies to all DIC techniques. The input of DIC methods is image pairs,

denoted as f(x) and g(x), with some features, for example marking or topography. DIC

techniques search for a displacement field u(x) that relates f and g by invoking gray level
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conservation

f(x) ≈ g(x + u(x)) (1.1)

where u(x) is sought as the solution that minimizes the quadratic norm of the difference ηc

between the two images on a domain Ω, generally a subset or interrogation window [Sutton

et al. 2009].

Φ2
c =

∑

x

η2
c (x) =

∑

x

[f(x) − g(x + u(x))]2 (1.2)

An interpolation is necessary to evaluate g(x + u(x)) at non-integer pixel positions. The

DIC outputs are i) the displacement field between the two input images plus possibly extra

corrections such as gray levels (f(x) ≈ h(g(x + u(x)))) [Charbal et al. 2016]; ii) the indicator

of quality of registration. For the local approach of DIC, the indicator is the correlation

product [Sutton et al. 1983]. For the global approach, it is the difference between f(x) and

g(x + u(x)), also called gray level residuals. Assuming good registration of the two images,

the residual field only contains the physical evolution and imaging errors. For example, the

DIC residual of infrared images indicates the temperature variation at the corresponding

point [Maynadier et al. 2012].

1.2.1.2 Global approach of DIC

Equation (1.2) corresponds to an ill-posed problem, since for a given reference image that

can be arbitrary, the number of information brought by g(x) is lower than the number of

degrees of freedom for describing the displacement at each pixel. To solve this problem,

one has to reduce the number of unknowns by parameterizing the displacement field u(x).

A global approach to DIC, which was proposed by [Broggiato 2004; Besnard et al. 2006],

consists in decomposing u(x) with shape functions of finite elements. The continuity of

displacement field is enforced by the method. Contrary to the local approach, the functional

Φc is minimized over the entire region of interest, which leads to a decrease of measurement

uncertainty for an identical element size or interrogation window [Hild and Roux 2012b].

The displacement field is decomposed over the shape function bases ϕi(x) in the following

way

u(x) =
∑

i

λiϕi(x) (1.3)

This formulation leaves λi as unknowns that can be determined through a Gauss-Newton

algorithm [Lucas and Kanade 1981]. The majority of the DIC calculations in the thesis is
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based on linear triangles forming an unstructured mesh. The solution is approached itera-

tively [Besnard et al. 2006], where at each iteration n the vector containing all the amplitudes

λi is corrected by displacement amplitudes {δλ(n)}, which is the solution to the linear system

[M ]{δλ(n)} = {γ(n−1)} (1.4)

where [M ] is the Hessian matrix (calculated once for all), and {γ(n−1)} the residual vector

that is updated at each iteration n. The corrected vector is {λ(n)} = {λ(n−1)} + {δλ(n)}. The

gradient of the functional {γ(n)} reads

γ
(n)
i ≡ ∂Φc

∂λi

= −∑
ROI(f(x) − g̃(n)(x))(ϕi(x) · ∇f(x))

(1.5)

and the Hessian
Mij ≡ ∂2Φc

∂λi∂λj

= −∑
ROI(ϕi(x) · ∇f(x))(ϕj(x) · ∇f(x))

(1.6)

where g̃(n) is the deformed image corrected by the current estimation of displacement field

(i.e., g̃(n)(x) = g(x + u(n)(x))). The matrix [M ] contains a precious information about the

uncertainty of the degrees of freedom, which will be detailed in the following chapters,

since [M ] is proportional to the inverse of the covariance matrix [Cu] of the measured nodal

displacements [Besnard et al. 2006; Hild and Roux 2012b]

[Cu] = 2η2
f [M ]−1 (1.7)

where η2
f is the variance of image acquisition noise.

1.2.1.3 Mechanical regularization

Often the gray level conservation hypothesis is not well verified leading to correlation dif-

ficulties , for example when the image noise is very high or when there is not sufficient

contrasts in parts of image. It is necessary to help the DIC calculation by regularization

methods [Tikhonov and Arsenin 1977]. The main idea is to restrict the displacement field

searching for mechanically admissible solutions [Réthoré et al. 2009; Leclerc et al. 2009; Roux

et al. 2012; Tomic̆ević et al. 2013]. Thus the displacement field should meet supplementary

conditions issued from mechanics. These supplementary conditions are formed in the fol-

lowing way.

For internal points in a static object, the local balance of momentum equation reads

∇ · σ = 0 (1.8)
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This condition satisfies the minimization of a penalty term based on the domain integral

of the quadratic norm of the above divergence, which is suitable to be used in FE analy-

ses [Claire et al. 2004]. Let σ be the Cauchy stress tensor and ǫ the infinitesimal strain tensor.

According to Hooke’s elastic law, σ = C : ǫ, where C is the fourth order elastic tensor. In

the FE discretization scheme, the unbalanced body force vectors is related to the nodal dis-

placement vector by KU − F , where F is the nodal vector of external body forces, and K

the stiffness matrix. For our application F = 0, and hence the so-called equilibrium gap is

the L2 quadratic norm of the unbalanced (internal and free boundary) node vector

Φ2
m =

1

2
{U}T [K]T [D][K]{U} (1.9)

where [D] is the diagonal matrix valued 1 for internal (and free boundary) nodes, and 0 on

boundary nodes where an external force can be applied.

For nodes at the boundary of the region of interest, a penalization of short wavelength

displacement fluctuations along the edges is introduced

Φ2
b =

1

2
{U}T [L]T [L]{U} (1.10)

where [L] is an operator acting on the ROI boundary, and its construction is detailed

in [Tomic̆ević et al. 2013]. Note that Φ2
c , Φ2

m and Φ2
b are not directly comparable, since they are

not of the same unit. The normalization of the functional Φ2
c , Φ2

m and Φ2
b has been proposed

Φ̃2
c =

Φ2
c

{vn}T [M ]{vn} , Φ̃2
m =

Φ2
m

{vn}T [K]T [D][K]{vn} , Φ̃2
b =

Φ2
b

{vn}T [L]T [L]{vn} (1.11)

where vn is the displacement field chosen for the normalization. To sum up, instead of min-

imizing the residual between images Φc, in a mechanical regularized DIC the cost function

Φ2
t consists of Φ̃2

c , Φ̃2
m and Φ̃2

b

(1 + wm + wb)Φ
2
t = Φ̃2

c + wmΦ̃2
m + wbΦ̃

2
b (1.12)

where wm and wb are weights attached to Φ2
m and Φ2

b respectively. The equilibrium gaps on

the internal forces and boundary regularization kernels act as fourth-order low-pass filters,

damping out deviations from mechanical admissibility and edge displacement fluctuations

below a given wavelength [Tomic̆ević et al. 2013]. Weights wm and wb are chosen as

wm = (2π|k|ℓm)4, wb = (2π|k|ℓb)
4 (1.13)

where k is the chosen wave vector and ℓm and ℓb denote the regularization lengths for Φ̃2
m

and Φ̃2
b respectively. As a result, ℓm and ℓb are the parameters controlling the mechanical
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regularization extent in the adopted DIC calculation code, namely Correli-RT3 [Tomic̆ević

et al. 2013]. It has been found that the mechanical regularization reduces the uncertainty

of the displacement measurement, while it allows for DIC calculation on finer meshes thus

gains in spatial resolution, as shown in Figure 1.11. It is a good practice to start regularized

DIC with a large regularization length, and decrease ℓm gradually, to avoid being trapped in

local minima, as shown in Figure 1.12.

Figure 1.11: Measured displacement field in y direction by DIC (a) with a triangular mesh

of length 80 pixels without regularization, (b) with a triangular mesh of length 40 pixels

without regularization, and (c) with a triangular mesh of length 40 pixels with regularization

(ℓm = ℓb = 120 pixels) [Guery 2014].
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Figure 1.12: Measured displacement field in a biaxial test in x and y directions. Three initial

regularization lengths ℓm are tested: (a) 32, (b) 128, and (c) 1024 pixels. Final regularization

length is identical for the three cases [Tomic̆ević et al. 2013].

It can also be stated that, in the absence of contrast, the minimization of Φ̃2
m and Φ̃2

b is the

sole driving force of regularized DIC. Consequently, the mechanical regularization acts as an

interpolation method for image regions without sufficient contrast. This interpolation has

a better performance than the linear interpolation, as the obtained kinematic field is more

mechanically reasonable.

The linear and isotropic elastic constitutive law has been adopted for mechanical regu-

larization by previous works in DIC [Tomic̆ević et al. 2013] and DVC [Taillandier-Thomas

et al. 2014] and the present thesis. Although named ‘elastic’ regularization, a Poisson’s-like

ratio close to 0.5 may be chosen to prescribe incompressibility during plastic deformation. It
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should be stated that the regularized DIC not only helps the DIC to converge, it is also used

to identify elastic properties [Leclerc et al. 2009], stress intensity factors [Réthoré et al. 2009;

Rannou et al. 2010] or thermal quantities (e.g., local diffusivity or conduction) [Batsale et al.

2012].

1.2.1.4 Integrated DIC

DIC gives access to displacement field u and gray level residuals r between the analyzed

images principally. But generally, the quantities u and r are only intermediate data in the

pursuit of the main experimental goal, for example mechanical parameters of the studied

sample. Integrated digital image correlation (IDIC) has been proposed to measure directly

the sought physical quantity. In doing so, the measured displacement field is expressed

a priori on the basis dictated exactly by the investigated physical phenomenon [Hild and

Roux 2006]. No additional degrees of freedom are allowed in the displacement field. As a

result, IDIC allows targeted physical values to be extracted directly, and reduces the mea-

surement uncertainty than those obtained by post-processing displacement fields given by

DIC [Leclerc et al. 2009; Roux and Hild 2006], if the displacement field is fully expressed in

the physical model.

In IDIC, the set of parameters {p} is generally chosen as the space for the degrees of

freedom of the correlation problem. The corrections {δp(n)} are expressed as

[N (n−1)]{δp(n)} = {B(n−1)} (1.14)

and

[N (n−1)] = [S(n−1)
u ]t[M ][S(n−1)

u ] (1.15)

{B(n−1)} = [S(n−1)
u ]t{b(n−1)} (1.16)

with the sensitivity matrix [S(n−1)
u ] satisfying

{δu(n−1)
c } = [S(n−1)

u ]{δp(n−1)} (1.17)

Therefore, [N (n−1)] is the projection of the DIC matrix with the sensitivity fields, and

{B(n−1)} is the projection of the DIC vector {b(n−1)} with the sensitivity field. It is worth

noting that Equation (1.14) uses the same setting as Equation (1.4), but expressed directly
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in terms of the sought parameters rather than the kinematic values of the DIC mesh. The

needed additional information is the sensitivity fields, which is expressed as the a priori

knowledge on the constitutive behavior. IDIC has been adopted, for instance, in the identi-

fication of elastic properties [Hild and Roux 2006], elasto-plastic parameters [Mathieu et al.

2015].

1.2.1.5 Codes used herein

The present thesis employs intensively 2D-DIC to perform the measurements for different

types of images taken during the in-situ mechanical test. A regularized and global DIC

algorithm is used and the DIC procedure is characterized by its spatial resolution given by

the largest length scale between the displacement discretization (here an unstructured FE

mesh made of 3-noded triangular elements) and a regularization length promoting small

scale smoothness [Tomic̆ević et al. 2013].

1.3 Introduction to micromechanical modeling

Mastering the mechanical property of metallic materials used in the nuclear power plant

is key to ensure safe exploitation. It is necessary to understand the damage and fracture

of the materials used in the reactor components. Experimentally it is for example cleavage

and trans-granular fracture that are identified as failure mechanism in the low tempera-

ture regime. To explain the observed phenomena, appropriate calculation methods at the

adapted scale are usually undertaken, as briefly summarized in Figure 1.3. If mean fields

homogenization methods are often sufficient to predict the average property of a mate-

rial [Tjahjanto et al. 2010], they are in contrast not able to provide the local mechanical fields

that result in material degradation phenomena. Some advanced homogenization methods

could be adopted to take into consideration the field fluctuations in different phases [Liu

and Castañeda 2004; Lahellec and Suquet 2013], but they do not include the interactions be-

tween phases. In this sense, the full-filed calculations are better adapted to study localized

phenomena, for example the mechanical behavior at grain boundaries that is essential in

fracture mechanics. Some studies have been conducted to explore the phenomena of stress-

related corrosion [Kamaya and Itakura 2009; Couvant et al. 2012], initiation and propagation

of fatigue cracks [Guilhem et al. 2010; Schwartz et al. 2010], and inter-granular fracture [Di-

ard et al. 2005; Simonovski and Cizelj 2013].
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The potential of micromechanics is partly linked to the development of numerous ex-

perimental tools allowing for the observation of mechanical phenomena at the microscopic

scale, as explained in Section 1.2. Besides, considerable advancements have been made in

the modeling of material properties at the same scale, making the direct comparison of ex-

perimental and modeling data possible. A series of crystal plasticity laws have been brought

up to describe the local mechanical fields either by a fast Fourier transformation (FFT) based

method [Lebensohn et al. 2008; Kanjarla et al. 2012; Brenner and Suquet 2013], or by finite

element method [Roters et al. 2010]. In the PhD project two FE based crystal plasticity laws

have been adopted, namely DD_CC [Monnet et al. 2013] and the so-called Méric-Cailletaud

law [Méric et al. 1991].

Once validated by experimental data, crystal plasticity laws become very useful tools for

analysis and prediction [Roters et al. 2010]. For example, they can provide the strain and

stress state of a polycrystal under mechanical loading, an information particularly sought

after to study the degradation mechanism. However, validation of constitutive equations at

this scale is difficult. The robustness of the law, the quality and credibility of the analysis and

prediction by the law all depend on the validation procedure. The fundamentals of crystal

plasticity simulation and two hardening laws will be presented in this section.

1.3.1 Cubic elasticity

When a steel object is subjected to a mechanical loading, it will first undergo an elastic defor-

mation before plastic strains. The studied 16MND5 steel has a cubic elastic behavior, and the

relationship between its stress σ and elastic strain ǫ before yielding is described by Hooke’s

law

σ = Λcubǫ (1.18)

where Λcub is the stiffness matrix for cubic elasticity. Equation (1.18) can be expressed ex-

plicitly with the Voigt-Kelvin notation




σxx

σyy

σzz

√
2σyz

√
2σxz

√
2σxy




=




C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 2C44 0 0

0 0 0 0 2C44 0

0 0 0 0 0 2C44







ǫxx

ǫyy

ǫzz

√
2ǫyz

√
2ǫxz

√
2ǫxy




(1.19)

45



INTRODUCTION

where C11, C12 and C44 are elastic constants of the material, and they are respectively equal

to 206, 133 and 119 GPa [Ledbetter and Reed 1973]. These elastic constants will be used for

all the present PhD work. The elastic behavior at each point is related to the local crystal

orientation

Λe = QeΛcubQ
T
e (1.20)

where Qe is the local rotation matrix that links the coordinate system of the sample and the

local crystal lattices. The behavior of the studied steel after reaching its yield strength will

be presented in the following.

1.3.2 Crystal plasticity modeling

1.3.2.1 Dislocations

The plastic deformation of a metal is achieved through dislocations movement. Dislocations

are linear defects in the crystal. There are two primary types of dislocations: edge disloca-

tions and screw dislocations. In an edge dislocation, a half atomic plane is introduced in the

crystal, distorting the surrounding planes as shown in Figure 1.13(a). A pure screw dislo-

cation is shown in Figure 1.13(b). In reality, within the crystal most of the dislocations are

mixed ones, meaning that they are partly screw and partly edge dislocations.

(a) Edge dislocation (b) Screw dislocation

Figure 1.13: Edge and screw dislocations [Askeland and Wright 2013].

Dislocations motion at the microscopic scale is directly linked to the macroscopic plastic

deformation of the material. The principle of edge-dislocation-induced deformation is pre-

sented in Figure 1.14. Due to Franck-Read sources, dislocations tend to proliferate during

the hardening of the metal. Dislocations interact elastically with each other, and an increase

of dislocation density provides hardening. The dislocation density is introduced to quantify

the number of dislocations. This parameter corresponds to the number of dislocations in

a given volume times the average length of each dislocation and is therefore expressed in
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m−2. At room temperature, the dislocation density ranges between 1010 m−2 and 1014 m−2

but it can increase to 1016 m−2 if the material has undergone severe mechanical transforma-

tions [Askeland and Wright 2013].

(a) (b) (c) (d)

Figure 1.14: Motion of an edge dislocation under an applied shear stress [Askeland and

Wright 2013]. (a) A stress is applied on the crystal. (b) An edge dislocation starts moving.

(c) The dislocation moves due to the stress on a plane. (d) The crystal has displaced by a

Burgers vector length

1.3.2.2 Slip systems

The motion of a dislocation requires much less energy than the simultaneous gliding of the

entire plane. Plasticity is therefore mainly due to the gliding of planes through activated dis-

locations, as Figure 1.14 shows the motion of atoms through an activated edge dislocation.

Note that plastic deformation could also result from twinning, diffusion and phase transfor-

mation, but these mechanisms are not considered in the PhD project as they do not happen

for 16MND5 steel at room temperature. However the slip directions and the slip planes are

not unspecified: they are the densest planes and directions [Jaoul 1965]. Figure 1.15 shows

an example of a slip plane and direction in body-centered cubic (bcc) crystal. Ferrite is a

body centered cubic crystal and has therefore 48 slip systems [Askeland and Wright 2013].

The specific slip directions are written [· · ·] and the normal vectors of the specific slip planes

(· · ·), while the family of slip directions are written < · · · > and the normal vectors of the

family of slip planes {· · ·}:

• 12 systems <111>{110}. These systems are active at both low and high temperatures

• 12 systems <111>{112}. These systems are only active at high temperatures (> room

temperature)

• 24 systems <111>{123}. These systems are only active at very high temperatures (≈
800 ◦C).
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Figure 1.15: Example of slip plane and direction [Askeland and Wright 2013]

During the thesis only the 12 <111>{110} systems are considered. At low temperatures,

dislocations are mainly screw dislocations and they glide very slowly. The mechanism lead-

ing to the motion of the dislocations in bcc crystals at these temperatures is a double-kink

mechanism [Hirth 1960]. A more accurate description of the systems <111>{110} is presented

in Table 1.2 and one of them is shown in Figure 1.15.

Plane (110) (101) (011)

Direction [111] [111] [111] [111] [111] [111]

Schmid & Boas notation D6 A6 D4 B4 D1 C1

Order in Code_Aster 1 7 2 5 3 12

Plane (011) (110) (101)

Direction [111] [111] [111] [111] [111] [111]

Schmid & Boas notation B2 A2 B5 C5 A3 C3

Order in Code_Aster 4 9 6 10 8 11

Table 1.2: bcc <111> {110} slip systems

According to Schmid’s law, a given slip system will not be activated until the resolved

shear stress reaches a threshold called the critical resolved shear stress (CRSS). For a given

system s, whose normal is ns and direction is ms, the resolved shear stress is given by

τs = µs : σ =
1

2
(ns ⊗ ms + ms ⊗ ns) : σ (1.21)

where σ is the stress tensor applied to the crystal and µs is the orientation tensor. For a

given applied stress on a crystal, it is possible to know which slip system will be activated

first using Schmid’s factor tensor Ms. Ms is defined, for a tensile test of scalar stress level σ
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along direction t (i.e., σ = σt ⊗ t):

τs = Msσ = (ns · t)(ms · t)σ (1.22)

Under a given stress the slip systems whose Schmid factor is the highest will be activated

first.

The soft ferrite within the steel will undergo first plastic strain under a sufficient stress.

This strain is the result of dislocation movements due to the activation of slip systems within

the crystals.

The dislocation activities are the main local deformation mechanisms in the scale of

atoms, and they will lead to micro-, meso- and macroscale deformations that are more easily

observed. The passage from dislocation dynamics to strains of larger scale is detailed in the

next section.

1.3.3 Finite strain formalism

Let us define the initial configuration of a continuum object as C0, and its configuration at

time t (or current configuration) as Ct. For a transformation, let us note the position of a

point in the initial configuration as X and the position at time t as x. Then the deformation

gradient tensor is F = ∂x/∂X .

Let v = ẋ be the velocity vector of point x in the current configuration. Then the velocity

gradient tensor L writes as L = gradv = ∂ẋ
∂x

= Ḟ F −1. In the case of crystalline plasticity, the

deformation gradient tensor is commonly decomposed into two tensors: a plastic one, P ,

which corresponds to plastic flow resulting from the activities of slip systems, and an elastic

transformation E that describes the pure elastic deformation and the rigid body rotation of

a crystal lattice. Mandel has proposed a relaxed configuration Ct, which possesses the same

crystallographic orientation as the initial crystal lattice [Mandel 1973]. The relaxed configu-

ration allows the overall deformation to be performed in two steps: the initial configuration

is first transformed plastically into the relaxed configuration, then an elastic deformation is

applied to transform it into the current configuration, see Figure 1.16.
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Figure 1.16: Decomposition of deformation gradient tensor: initial configuration, relaxed

isocline configuration and the current configuration [Mandel 1973].

Then the velocity gradient becomes

L = Ḟ F −1 = (ĖP + EṖ )P −1E−1 = ĖE−1 + EṖ P −1E−1 = Le + ELpE−1 (1.23)

where Le = ĖE−1 and Lp = Ṗ P −1 are the two parts of the velocity gradient tensor corre-

sponding to the two deformation steps. Thus the tensor L is the sum of its elastic component

and its plastic component, which is transported in its current configuration. The symmetric

part of L is defined as the strain rate tensor D = sym(L) = 1
2

(
L + LT

)
.

In the relaxed configuration, the right Cauchy-Green elastic deformation tensor is de-

fined as Ce = ET E. The Green-Lagrange elastic strain tensor is thus defined as Ee
GL =

1
2

(Ce − 1) = 1
2

(
ET E − 1

)

The Cauchy stress tensor σ is defined in the current configuration. Then the second

Piola-Kirchhoff tensor, which is defined in the relaxed configuration Π
e, reads

Π
e = JEE−1σE−T , with JE = det(E) (1.24)

For a complete transformation, the stress-induced power is expressed as

P =
1

ρ
σ : D =

1

ρ
σ : L =

1

ρ
σ : (Le + ELpE−1) =

1

ρ
σ : Le +

1

ρ
σ : (ELpE−1) (1.25)

where ρ is the mass density in the current configuration.

According to Han [2013], the power can also be expressed as the sum of two components

in the relaxed configuration

P =
1

ρi

Π
e : Ėe

GL +
1

ρi

M : Lp (1.26)
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where ρi is the mass density in the intermediary configuration, and M is the Mandel tensor

that is conjugated with the plastic strain rate tensor Lp

M = JEET σE−T (1.27)

The Mandel tensor will be used to describe plastic flow.

In the relaxed configuration, the plastic strain rate tensor associated with plastic slip

activities is defined as

Lp =
∑

s

γ̇sN s, with N s = ms ⊗ ns (1.28)

For crystal plasticity laws, M : Lp =
∑

s γ̇
sτ s, where τ s is the resolved shear stress pro-

jected onto the slip system s: τ s = M : N s. The Simo-Miehe formulation [Simo and Miehe

1992] for finite transformation integration has been adopted in Code-Aster, which is widely

applied in the present PhD work. Detailed expression of the partial derivative equations to

be solved in the finite deformation regime can be found in [Han 2013; Ling 2017]. Note that

after integration, the lattice rotation matrix R can be extracted by polar decomposition of

the elastic deformation gradient tensor: E = VeR.

The above equations provide the general frameworks for crystal plasticity calculations.

The relationship between the shear rate γ̇ and the resolved shear stress τ is the core of con-

stitutive equations and it varies for different crystal plasticity laws.

1.3.4 Méric-Cailletaud constitutive law

The so-called Méric-Cailletaud model [Méric et al. 1991] has been introduced for face cen-

tered cubic (fcc) nickel single crystals. It uses the shear strain rate of each slip system as

internal variable, thus is a phenomenological constitutive law as opposed to physical con-

stitutive equations based on dislocation dynamics. Both kinematic and isotropic hardenings

are accounted for. The shear strain rate γ̇s is expressed as a function of the resolved shear

stress τs

γ̇s = ṗs

τs − cαs

|τs − cαs|
(1.29)

ṗs =

〈
|τs − cαs| −Rs(ps)

K

〉n

+

(1.30)

where 〈x〉+ = 1
2
(|x| + x) is the positive part of x, K the hardening modulus, Rs(ps) the hard-

ening function on slip system s and n a dimensionless power. c is the modulus of kinematic
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hardening. The isotropic hardening law is non-linear and described by two parameters Q

and b

Rs(ps) = R0 +Q

(∑

r

hsr

(
1 − e−bpr

))
(1.31)

where hsr is the interaction matrix between all slip systems. Figure 1.17 illustrates the inter-

action between a mobile dislocation with the forest dislocations, where the moving disloca-

tion is curbed by the forest dislocations and becomes curvy. The interactions between dislo-

cations and obstacles will lead to material hardening. Some terms hsr have been identified

by inverse approaches for 316L stainless steel [Guery 2014]. In crystal plasticity simulations

with only 12 slip systems, hsr can be constructed with 6 coefficients as listed in Figure 1.18.

Figure 1.17: Sketch of the interaction between a mobile dislocation and the forest disloca-

tions [Schwartz 2011].
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Figure 1.18: The symmetric interaction matrix between 12 slip systems [Franciosi 1985].

The detailed definition of the 6 coefficients can be found in [Guery 2014]. The Méric-

Cailletaud model has been implemented into Code-Aster package for different crystal types,

including ccc, bcc and hexagonal close-packed [EDF 2017]. Two versions exist for bcc crys-

tals, namely bcc24 considers the 12 primary <111>{110} and 12 secondary <111>{112} slip

systems, and bcc12 only considers the 12 primary slip systems. All the crystal plasticity

calculations (with Méric-Cailletaud and DD_CC) in the present work use bcc12. As all the

micromechanical simulations are for monotonic loading, the kinematic hardening term is

not accounted for. So the tailored (or trimmed) Méric-Cailletaud hardening law reads

γ̇s = ṗs

τs

|τs|
(1.32)

ṗs =

〈
|τs| −Rs(ps)

K

〉n

+

(1.33)

Rs(ps) = R0 +Q

(
12∑

r=1

hsr

(
1 − e−bpr

))
(1.34)

The reference crystal plasticity parameters of SMC are listed in Table 1.3
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Table 1.3: Reference parameters used in the modified Méric-Cailletaud for 16MND5 steel

(adapted from [Guilhem et al. 2013] and [Ledbetter and Reed 1973]).

C11 (GPa) C12 (GPa) C44 (GPa) b n K (MPa·s−n) R0 (MPa)

206 133 119 12 12 20 170

Q (MPa) h1 h2 h3 h4 h5 h6

30 1 1 0.6 12.3 1.6 1.8

It can be found that R0 is the factor influencing the yield stress, b and Q the main factors

influencing the hardening ratio of the model. As a result, they are often the sought parame-

ters [Guilhem et al. 2013]. They have been previously obtained by inverse identification on

kinematic fields and stress-strain responses of 316L stainless steel [Guery et al. 2016b]. In

the present work R0, b and Q are again chosen as parameters to be calibrated for 16MND5

steel.

1.3.5 DD_CC constitutive law

The so-called DD_CC (Dislocation Dynamics for body Centered Cubic crystals) is based

on physical properties of the crystal obtained through dislocation dynamics simulations.

Therefore the dislocation density on each slip system, ρs is an essential internal variable of

the DD_CC law. All equations in this section are issued from [Monnet and Vincent 2011;

Monnet et al. 2013]. This law has been designed for bcc crystals and its formulation focuses

on two cases, namely, low and high temperatures.

1.3.5.1 Low temperatures

At low temperatures, most of the dislocations are screws and the gliding velocity is deter-

mined by the effective resolved shear stress on the screw dislocation. These screw dislo-

cations move at low temperature according to a double kink mechanism. The screw dislo-

cation has not enough internal energy and is therefore trapped within valleys of minimum

energy called Peierls valleys. Under a significant applied stress they can move from one

valley to another one through the formation of a double kink as shown in Figure 1.19. Con-

sequently the shear strain rate is controlled by the nucleation rate of double kinks, thus the

plastic strain rate at low temperatures is denoted as γ̇nuc.
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Peierls
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dislocation

(a)

Peierls
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(c)
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Valley

Screw

dislocation

(d)

Figure 1.19: Double kink mechanism [Swinburne et al. 2013]. (a) Screw dislocation trapped

within a Peierls valley. (b) Under stress a double kink is created, a jog has been thrown over

a Peierls hill. (c) Expansion under stress of the double kink. (d) The screw dislocation is now

in the neighboring Peierls valley.

It is possible to express γ̇s
nuc as a function of the effective resolved shear stress, the aver-

age length of screw dislocations ls, the mobile dislocation density ρs
m (considered as constant

in this model), the absolute temperature T and the activation energy for double-kink nucle-

ation under a given effective resolved shear stress ∆G

γ̇s
nuc = ρs

mbH · ls
(
ρ, τ s

eff

)
· exp




−∆G
(
τ s

eff

)

kT


 τs

|τs|
(1.35)

where b is the magnitude of the dislocation Burgers vector, τ s
eff the effective resolved stress

on slip system s, H a frequency factor connected to the Debye frequency νD by H = bνD/ldk,

where ldk is a characteristic length of the double-kink mechanism, close to 10b [Tang et al.

1998]. H is considered as a constant parameter in the model and k is the Boltzmann constant.

In the case of iron, direct analysis of experimental loading curves [Naamane et al. 2010]

provided the following expression that was found to cover the entire stress range observed

in the thermal regime

∆G
(
τ s

eff

)
= ∆G0


1 −

√√√√
〈
τ s

eff

〉
+

τ0


 (1.36)

The index s corresponds to the slip system s.
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1.3.5.2 High temperatures

At high temperatures Equation (1.35) is no longer valid. The flow stress at the macroscopic

level exhibits a thermal dependency [Thornton et al. 1962] also responsible for the depen-

dence of flow stress on strain rate. The origin of this thermal component can be attributed to

the thermally activated jog drag or destruction of cross-states in the dislocation microstruc-

ture. For this reason, the high-temperature regime is referred as the “drag regime” [Monnet

and Vincent 2011]. The Orowan relationship implies that the effective steady velocity of dis-

locations is thermally activated with characteristically large activation volumes [Sevillano

1993]. This observation allows for the simplification of the Arrhenius equation in the form

of a power law, using for example the widely used Norton law [Monnet et al. 2013]. The

shear strain rate on a slip system s in the drag regime is expressed as

γ̇s
drag = γ̇0

( |τ s
app|
τ s

c

)n

· τ s
app

|τ s
app| (1.37)

where γ̇0 is a constant strain rate and n is a dimensionless parameter. τ s
c is the critical re-

solved shear stress calculated by

τ s
c = τ s

f +

√√√√
N∑

i=1

asiρi (1.38)

where τ s
f is the alloy friction, ρi the dislocation density of an obstacle system i (with N the

total number of obstacle systems) and asi the interaction coefficients with obstacle system i.

The interaction coefficients between slip systems were calculated for bcc materials with the

help of DD simulations [Queyreau et al. 2009].

1.3.5.3 General case

In the general case, there is a competition between the two regimes and the total slip is

expressed as a harmonic average of γ̇s
drag and γ̇s

nuc

1

γ̇s
=

1

γ̇s
nuc

+
1

γ̇s
drag

(1.39)

Many variables are introduced in Equation (1.35) and are implemented in Code_Aster

with the following relationships:
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Average length of screw dislocation

ls = max(λs − 2αsRs; lc) with lc = 500b (T/T0) (1.40)

(λs +Dobs)
−1 = min

(√
ρs

obs ; (Dobs + 2Rs)ρs
obs

)
with ρs

obs =
∑

j 6=s

ρj, (1.41)

Rs =
λs

2αs
; αs =

√√√√
∑

j 6=s

asj
ρj

ρs
obs

(1.42)

where lc is the critical length of a screw dislocation, λ the average distance between two ob-

stacles, Dobs the average obstacle diameter, αs the mean obstacle strength, ρs
obs the obstacle

density (including forest dislocations, irradiation defects, particles) and finally T0 a refer-

ence temperature (300 K). The interaction matrix is, considering only the 12 <111>{110} slip

systems introduced in Section 1.3.2.2, composed of 144 parameters. Using the symmetries

and simplifications, this number can be reduced and in fact in the DD_CC model only two

independent parameters are considered, namely, ac for the collinear systems that interact

strongly and an for the non-collinear systems whose interaction is lower. The full expression

of the interaction matrix is given in Table 1.4.
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Table 1.4: Interaction matrix of the 12 primary slip systems in DD_CC [Monnet et al. 2013].

1 2 3 4 5 6 7 8 9 10 11 12

1 ac ac ac an an an an an an an an an

2 ac ac ac an an an an an an an an an

3 ac ac ac an an an an an an an an an

4 an an an ac ac ac an an an an an an

5 an an an ac ac ac an an an an an an

6 an an an ac ac ac an an an an an an

7 an an an an an an ac ac ac an an an

8 an an an an an an ac ac ac an an an

9 an an an an an an ac ac ac an an an

10 an an an an an an an an an ac ac ac

11 an an an an an an an an an ac ac ac

12 an an an an an an an an an ac ac ac

Effective shear stress

τ s
eff =

∣∣∣τ s
app

∣∣∣− τ s
c , with τ s

c =
√
τ s

self
2 + τ s

LT
2 + τF (1.43)

τ s
self = µb

√
assρs; τ s

LT = max
[
0 ; αsµb

(
1

λs
− 1

2αsRs + lc

)]
(1.44)

where τ s
app is the applied shear stress, τ s

c the critical shear stress, τF accounts for the lattice

friction, τ s
self for self hardening and τLT is related to the line tension.

Dislocation density evolution (Derived from Discrete Dislocation Dynamics simulations)

It will depend on the dislocation mean free path and requires the average diameter of the

bainitic grains and two parameters called Kself and Kf

ρ̇s =

[
1

Dlath

+

√
assρs

Kself

+
αsλsρs

obs

Kf

− ysρs

]
γ̇s

b
(1.45)

asj
eff = asj

(
1 − τ s

eff

τ0

)2

;
1

ys
=

1

yAT

+
2πτ s

eff

µb
(1.46)
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where asj
eff is the corrected interaction coefficients, which is a function of τ s

eff . The parame-

ters Kself and Kf are not independent

Kf =
Kself

β
(1.47)

β = min
(

3 ; 1 +
2 · T
T0

)
(1.48)

1.3.5.4 Summary

The material parameters used by DD_CC routines are gathered in Table 1.5. Most of them

can be determined using physical measurements such as the average obstacle length. Pre-

liminary works of the PhD project have shown that ρini, τf and Kself are the main factors

influencing the yield stress and the hardening ratio of DD_CC. Normally, ρini and τf are

not variables, but they are not easily accessible by physical measurements. As a result, the

three parameters are often the sought ones. They have been previously obtained by inverse

identification on a stress-strain curve of 16MND5 steel at different temperatures [Shi 2014].

To perform this identification, the tensile response was calculated using a Berveiller-Zaoui

mean field homogenization method applied to a 100 grain model. τf and Kself are sought

again in this work by identification based on richer and more localized experimental data at

the microscale.

Table 1.5: Material parameters used herein (adapted from [Monnet et al. 2013; Shi 2014])

C11 (GPa) G (GPa) b (nm) ρm (mm−2) H (s−1) ∆G0 (eV)

206 80 0.248 9 · 107 1 · 1011 0.84

C12 (GPa) Dobs (nm) τ0 (MPa) ρini (mm−2) γ̇0 (s−1) n

133 10 363 106 10−6 20

C44 (GPa) yAT (nm) τF (MPa) Dlath (mm) ac an Kself

119 2 35 0.005 0.7 0.1 100

1.3.6 Homogenization of crystal plasticity laws

Crystal plasticity constitutive laws are capable of describing kinematic fields and local me-

chanical responses at the microscale. In order to simulate macroscopic or effective mechan-
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ical responses, for example strain-stress curves, a homogenization procedure must be ap-

plied.

1.3.6.1 Berveiller-Zaoui homogenization rule

The Berveiller-Zaoui scale transition allows for the scale change between macroscopic data

and microscopic quantities. Within Code_Aster, two localization rules are implemented,

Berveiller-Zaoui and the so-called β-rule [Cailletaud and Sai 2008]. The former rule has

been used during this work and it will be detailed hereafter.

The Berveiller-Zaoui model [Berveiller and Zaoui 1978] is based on a self-consistent

scheme. This means that each phase (grain) of the polycrystal is successively regarded

as an inclusion within the matrix of the homogeneous equivalent medium (HEM). Each

grain interacts therefore with the equivalent medium of the whole considered volume. The

Berveiller-Zaoui rule assumes that elasticity is uniform and isotropic, and that the grains are

equiaxed and that the loading is monotonic.

The localization equation given by this model is

σg = Σ + 2αµ (1 − β)
(
Ep − εp

g

)
(1.49)

where g is a given phase, σg the microscopic stress tensor on grain g, Σ the macroscopic

stress tensor, µ the elastic shear modulus, α a parameter that can be approximated by Equa-

tion (1.50), β is described in Kröner’s model [Kröner 1961] and given by Equation (1.52), Ep

the macroscopic plastic strain and εp
g the microscopic plastic strain in grain g. It is important

to notice that since the plasticity of a metal comes from dislocation motion, the plastic de-

formation occurs at constant volume and therefore the trace of the plastic strain is equal to

zero.

α ≈ 1

1 + 3
2
µEp

Σ

(1.50)

Ep =

√
3

2
Ep : Ep and Σ =

√
3

2
dev (Σ) : dev (Σ) (1.51)

β =
2 · (4 − 5 · ν)

15 · (1 − ν)
(1.52)

where ν is Poisson’s ratio which is typically equal to 0.3 for most steels. Therefore, β =

0.476 ≈ 0.5 and Equation (1.49) is rewritten as
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σg = Σ + αµ
(
Ep − εp

g

)
(1.53)

and via homogenization

Ėp =
∑

g

xgε̇p
g (1.54)

where xg is the volume fraction of the phase g, each phase being composed of a single grain

with the same orientation.

1.3.6.2 Numerical homogenization

Homogenization also can be carried out in FE frameworks, which involves an explicit repre-

sentation of the representative volume element model (RVE). An RVE is a volume represen-

tative of the entire microstructure, not only in the crystallographic or morphological sense,

but also in a mechanical sense. This means that the simulated model should have the same

crystallographic texture and mean grain size as well as the same mean stress and strain as

the global sample. In practice, an RVE model could be extracted from experimental obser-

vations (see e.g., [Héripré et al. 2007; Wang et al. 2017]), or generated synthetically from

tessellation (see Section 1.4.1). Figure 1.20 illustrates the procedure of RVE extraction from

EBSD acquisitions, and the resulting simulation of the stress-strain response of the RVE.
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Figure 1.20: Flowchart of the extraction of an RVE model, and an example of its applica-

tion [Wang et al. 2017]

1.4 Model generation for 3D crystal plasticity simulations

Only surface measurements are accessible in SEMs. For the purpose of validating the identi-

fication procedure and its upscaling to macroscopic laws, samples with columnar and coarse

grains have been prepared so that mere extrusion of the surface microstructure is a valid

description [Grennerat et al. 2012; Lim et al. 2015]. Such an approach has the merit of ad-

dressing the methodology with a good control of the microstructure. Yet, it is limited to

materials that are not representative of most industrial applications. If a similar procedure,

e.g., extrusion of the surface microstructure as shown in Figure 1.21, is applied to materials

with unknown grain geometry in the depth direction, numerical modeling is expected to

lead to poor agreement with in-situ observations, as documented from numerous numerical

simulations (see e.g., [Zeghadi et al. 2007b]).

Another option is to generate synthetically in-depth microstructure based on surface

grain structures, which introduces uncertainties (or errors) into models.
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Figure 1.21: Conventionally used 3D simulation model based on surface microstructure.

Extrusion of surface grains into the volume [Zeghadi et al. 2007b].

1.4.1 Microstructure tessellation

For the first polycrystal plasticity simulations, the geometrical approximation of grain shape

is based on a regular honeycomb structure [Dève et al. 1988; McHugh et al. 1993]. An exam-

ple model of 27 grains is shown in Figure 1.22. This idealized model does not capture the

actual nature of the microstructure associated with the random distribution of shape and

size of the grains. This shortcoming can be partly overcome by using tessellation methods

to generate more accurate representations of the geometrical nature of the polycrystal.

Figure 1.22: Polycrystal model used in the composite simulations. For each of the 27 grains,

the grain number and the grain initial lattice orientation in degrees are shown [McHugh

et al. 1993].

Tessellation is a commonly used method to generate synthetic polycrystal microstruc-

ture, either stemming from surface grain structures or not [Zeghadi et al. 2007a; Falco et al.
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2017]. There exist several tessellation algorithms, such as Voronoi and Laguerre tessella-

tions [Falco et al. 2017]. High-quality meshing of polycrystals with large number of grains

(up to 105) can be generated [Quey et al. 2011]. A 2D Voronoi model is shown in Fig-

ure 1.23(a), and a 3D Laguerre tessellation is shown in Figure 1.23(b).

(a) (b)

Figure 1.23: Examples of FEM models generated by tessellation. (a) A 2D Voronoi model

used in micromechanical simulation, where supra-granular strain is visible [Watanabe et al.

1998]. (b) A 3D Laguerre tessellation model [Falco et al. 2017].

Statistically-equivalent virtual microstructure has also been proposed for crystal plas-

ticity finite elements (CPFE) simulations. The first step in virtual microstructure synthesis

is the real microstructure characterization [Groeber et al. 2008a], where 3D polycrystalline

microstructure data are first compiled from 2D focused ion beam (FIB) image slices. Af-

ter reconstruction, statistics of microstructure descriptors such as distribution functions of

morphological parameters like grain volume, number of contiguous neighbors, aspect ra-

tio and surface-to-volume ratio, as well as crystallographic parameters such as orientation,

misorientation and microtexture are generated. The correlation between each parameter

and grain size is also investigated [Groeber et al. 2008a]. The second step involves using

the distribution and correlation functions for generating statistically-equivalent synthetic

3D grain structures. A sequence of modules, namely (i) equivalent ellipsoidal grain gen-

erator, (ii) constrained grain packer, (iii) seed point generator, (iv) constrained tessellation

tool and (v) crystallographic orientation assignment is utilized for reconstructing virtual mi-

crostructures [Groeber et al. 2008b]. The collection of these modules and the experimental
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characterization processes constitute an automated methodology for simulating representa-

tive polycrystalline microstructures [Cheng and Ghosh 2015].

Simulations on models generated by microstructure tessellation generally cannot be

compared to experimental observations at the microscale, due to the arbitrary nature of

the tessellation. The effect of the synthetically generated in-volume data on the mechanical

responses at the microscale has been studied. Figure 1.24 shows two artificially generated

3D simulation models based on the same surface grains, and the corresponding Von Mises

stress field on the surface. It can be seen that the Von Mises field is very different between

the two models, thereby indicating the vital importance of knowing the in-depth grain mor-

phologies to study the mechanical properties of polycrystals at the microscale [Zeghadi et al.

2007b].

Figure 1.24: Two sets of synthetically generated in-depth grains from surface grains, and

the corresponding calculated mechanical responses [Zeghadi et al. 2007b].

Nonetheless, numerous works have adopted extruded models from the surface [Guery

et al. 2016b] or synthetic in-depth microstructure [Lebensohn et al. 2008] in 3D simulations,

due to the lack of knowledge of real 3D microstructures. It is believed that any progress

achieving a better determination of the microstructure will lead to much more constrained,

and hence reliable, identification.
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1.4.2 Non-destructive 3D microstructure measurement

On the experimental side, a major breakthrough has been achieved in the past few years with

techniques such as 3D-XRD and Diffraction Contrast Tomography (DCT) [Herbig et al. 2011;

Ludwig et al. 2009]. These techniques allow the full 3D grain geometry (though only average

orientation per grain) to be retrieved with its associated crystallography. Such a complete

characterization will certainly lead to a major step forward in the context of identification

and validation of crystal plasticity in the future. Yet, using such methods, is still exceptional

as they require monochromatic and coherent X-ray beams as produced by synchrotron fa-

cilities. They also suffer (today) from some limitations, such as a small (few thousand at

most) number of large grains with simple shapes and very uniform orientations found in,

for example, annealed fcc alloys.

1.4.3 FIB-EBSD

During the last decades one approach to access 3D microstructure, which is compatible with

a broad class of materials, has been proposed and adopted. It is 3D-FIB SEM tomography

also known as 3D-EBSD [Groeber et al. 2006; Calcagnotto et al. 2010]. This technique consists

of EBSD characterization of surfaces obtained after successive FIB milling, which progres-

sively reveals the material in depth [Zaefferer and Wright 2009].

The principle of FIB-EBSD is shown in Figure 1.25. Figure 1.25(a) illustrates the cross

section along the SEM chamber, showing the sample positions for milling and EBSD analysis

in the corresponding tilted set-up [Konrad et al. 2006]. During the milling process the EBSD

camera is retracted and a beam of Ga+ ions is projected towards the sample surface. When

the surface layer removal is complete, the sample rotates to the EBSD position to allow EBSD

acquisition. Then the sample is rotated back to the milling position for another FIB-EBSD

loop. After numerous iterations a parallelepipedic section of the sample will be machined,

as shown in Figure 1.25(b). To avoid specimen contamination by Ga+ and milled material

debris, usually the part behind the target area is eroded beforehand. A series of EBSD images

and corresponding SEM images are the main experimental data of the process. Depending

on the incident Ga+ beam current and the milled and indexed area, the whole process takes

days and even weeks to accomplish. 3D microstructure of the milled zone is obtained by

compiling the EBSD data layer by layer. Usually some readjustments are necessary during

the compilation. An example is shown in Figure 1.25(c), where the pearlite lamella can be
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Figure 1.25: (a) Mechanism of FIB-EBSD [Konrad et al. 2006]. (b) Sample and the milled

part in FIB-EBSD process. (c) An example of reconstructed 3D pearlite microstructure by

FIB-EBSD, where the pearlite lamella can be observed [Zaefferer and Wright 2009].

observed in full 3D [Zaefferer and Wright 2009]. This example illustrates the high stability

and satisfactory resolution of FIB-EBSD.

Such technique allows for very fine spatial resolutions down to 50 nm [Konrad et al.

2006], and very accurate crystallographic orientations (about 0.5◦). Contrary to the DCT

technique, the orientation is determined for each voxel instead of average for each grain.

3D-EBSD has been widely used to study the mechanical properties with the real microstruc-

ture at the microscale [Zaafarani et al. 2006; Bhandari et al. 2007]. The 3D texture and mi-

crostructure below a nanoindent in a Cu single crystal has been analyzed using 3D-EBSD

and crystal plasticity FE calculations [Zaafarani et al. 2006]. A ‘cradle to grave’ methodol-

ogy has been proposed to create an FE mesh of 3D polycrystalline material microstructures,

based on experimentally acquired 3D-EBSD data [Bhandari et al. 2007]. The effect of align-

ment of all 3D-EBSD data slices is illustrated in Figure 1.26, with a view from the direction

normal to the sectioning direction. Before alignment, continuous and spurious protrusions

exist on many grain boundaries in the vertical direction. After rigid alignment, the protrud-

ing features are reduced significantly, resulting in a more realistic microstructure.
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Figure 1.26: Effect of alignment of 3D-EBSD data between slices. (a) Before alignment,

continuous protrusions exist on many grain boundaries in the vertical direction. (b) After

alignment the protruding features reduce significantly. Both figures are viewed normal to

the sectioning direction [Bhandari et al. 2007].

Figure 1.27 shows the treatment of 3D-EBSD data prior to mesh generation. All grains are

labelled, and the grain boundaries are simplified, which facilitates the following mesh gener-

ation. A set of tetrahedral mesh has been generated and optimized, as shown in Figure 1.28,

ready for running FE simulations. An open-source software has since been developed to

reconstruct of 3D microstructure, namely, Dream3D [Groeber and Jackson 2014].

Figure 1.27: Treatment of 3D-EBSD data. (a) Surface slice. (b) Grains are labelled and grain

boundaries simplified [Bhandari et al. 2007].
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Figure 1.28: Tetrahedral element mesh generated according to experimental data [Bhandari

et al. 2007].

The limitation of 3D-EBSD is its destructive character, which poses a specific problem

to an in-situ mechanical test. In fact, 3D-EBSD could be performed but only at the end

of the mechanical test, and hence after potentially large deformations, whereas a standard

mechanical model requires the knowledge of the undeformed state. Besides, the preparation

of 3D-EBSD demands careful operations and calibrations, and the running time is quite long.

For all its pros and cons, FIB-EBSD has been adopted in the PhD project to acquire a 3D

microstructure data of 16MND5 steel. The present study aims at addressing the feasibility

of backtracking the 3D depth-resolved microstructure from its final state to its initial one, in

order to increase the reliability of interpretations of surface characterizations of mechanical

tests performed in-situ (i.e., in an SEM). The dissertation will also evaluate the added value

of the backtracked 3D grain geometry and crystallography on the identification of the crystal

plasticity constitutive law from the kinematic characterization of the free surface during the

test. The essential steps of crystal plasticity parameters identification will be presented in

the next section.

1.5 Identification of crystal plasticity parameters

1.5.1 Coupling experiment and simulation

Prior to identification, a unitary comparison of experimental and simulation results has to be

performed to prove the feasibility of validating the constitutive law. For larger grains and
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samples, optical imaging field measurements provide sufficient resolution for simulation

needs [Zhao et al. 2008; Grennerat et al. 2012; Lim et al. 2014]. For example, the displacement

field and activated slip systems are revealed by optical images for an annealed aluminum

sample with average grain size 3.5 mm [Zhao et al. 2008]. Experimental characterization

of the intragranular strain field in columnar ice during transient creep, and identification

of the parameters by an FFT approach have been performed [Grennerat et al. 2012]. The

setup of the test is shown in Figure 1.29, where the ice grains of average radius ≈ 6 mm can

be seen directly. It has been found that the adopted periodic boundary conditions, though

different from reality, has a minor influence compared to the mechanical interaction between

grains. The 3D surface topography of strained specimens was measured using a white-

light confocal microscope, then compared to simulated values, where both similarities and

discrepancies have been found, as shown in Figures 1.30 and 1.31.

Figure 1.29: Compression test on columnar-grained ice [Grennerat et al. 2012].
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Figure 1.30: Comparison of the topography of a coarse-grain quasi-2D Al sample after

10.5% plastic strains. (a) Experimental observation. (b) CPFE predictions [Zhao et al. 2008].

Figure 1.31: Comparison of the topography gradients in x and y directions of a coarse-

grain quasi-2D Ta sample after 6.8% plastic strains. (a) Experimental observation. (b) CPFE

predictions [Lim et al. 2014].

SEM imaging techniques have been widely used for samples with finer microstructure,

and the main steps of the coupling between experimental tests and FE simulations are sum-

marized in Figure 1.32. Plastic heterogeneity of a copper polycrystal deformed in uniaxial

tension has been studied in experiments and finite element simulations [Delaire et al. 2000],

and a satisfactory agreement has been found regarding plastic strain, crystallographic slip,
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and crystal rotations. Using DIC, Raabe et al. [2001] provided a detailed surface strain map-

ping of oligo-crystal samples under plane strain compression and a simulation arguing that

this heterogeneity arises from the combination of the macroscopic boundary condition and

the grain interaction. Similar analyses have been carried out for zirconium alloys and near-

gamma titanium aluminides. It has been found that the boundary conditions measured by

DIC improve the simulation accuracy, especially near the model boundaries [Héripré et al.

2007]. CRSS values have been identified for the two materials.

Figure 1.32: Coupling between experimental tests and FE simulations [Héripré et al. 2007].

1.5.2 Identification of constitutive equation parameters

Beyond the validation of the numerical simulations, the abundant experimental information

provided by full-field measurements is ideal for identifying crystal plasticity parameters

by inverse methods. Lots of previous studies have exploited full-field measurement in the

identification at macroscopic scale. Elasto-plastic properties of aluminum have been iden-

tified based on the displacements of a limited number of markers attached to the sample

to determine its yield stresses [Meuwissen et al. 1998; Kajberg et al. 2004] and based on a

full displacement field by weighted finite element model updating (FEMU) and Integrated-

DIC [Mathieu et al. 2015], orthotropic elastic parameters of a composite material have been

calibrated by using kinematic fields of biaxial tensile tests [Lecompte et al. 2007].

Fewer authors have performed the identification at the microscopic scale [Hoc et al. 2003;

Dexet 2006; Héripré 2006; Guery et al. 2016b]. They consist in comparing numerical simu-

lation of crystal plasticity and full-field measurements by optical imaging [Montagnat et al.

2011] or electron microscopy [Hoc et al. 2003]. The critical local grain boundary tensile
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stress of crack initiation for hydrogen charged aluminum has been identified by analyzing

surface kinematic fields [Pouillier et al. 2012]. The coupling between experiment and numer-

ical simulation often necessitates a methodology simplifying the real experimental situation.

The associated hypotheses and their effects have been analyzed previously [Héripré 2006],

indicating a significant uncertainty of the identified parameter values. Efforts have been

dedicated in the present PhD work to limit these sources of errors.

Figure 1.33: Flowchart of procedures of crystal plasticity parameter identification [Guery

2014]

Figure 1.33 illustrates the procedure of parameter identification based on 2D surface ob-

servations. By the EBSD analysis, the microstructure of a region of interest of the sample will

be determined. The sample is then mechanically loaded by a tensile machine and a series

of images are taken along the tensile test. Proper patterns are necessary for the success of

DIC calculations, which help to measure the displacement field from the image series. Grain

boundaries can be singled out from the EBSD images and a corresponding mesh could be

generated, given that the grain boundaries are not exceedingly complex in the studied re-

gion. The mesh is then used in the FE simulation of the test with a crystal plasticity law.

The boundary conditions prescribed on the mesh are extracted from the displacement field
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measured from the experiment, as proposed by [Héripré 2006]. Then the kinematic field ob-

tained from the numerical simulation and the experiment will be compared to validate the

model in the first place, and to calibrate the constitutive parameters afterward. Note that

the out-of-plane motion of the sample can also be measured by different methods, for ex-

ample AFM [Kahloun et al. 2010] and stereo-correlation on SEM images [Koenig et al. 1987].

Thus not only two-dimensional but also three-dimensional kinematic fields can be used for

identification purposes. The active slip systems can also be revealed experimentally since

they induce surface roughness detected in SEM pictures [Abuzaid et al. 2012; Carter et al.

2014]. The active slip systems in numerical simulation have been compared to experimental

observations [Guery et al. 2016a; Du et al. 2018].

In the present work Finite Element Model Updating (FEMU) will be adopted to study

16MND5 steel. In contrast to several other materials such as stainless A316 steel, the fine

grains, complex texture and phases of 16MND5 lead to additional challenges in both ex-

periments and simulations. Simplification to some extent is often necessary to make the

identification procedure easier.

In the identification framework from kinematic field measurement at the microscopic

scale, numerous questions arise and few answers have been proposed in the literature. How

to correlate the EBSD image series and measure the crystal rotations accordingly? How to

register precisely an EBSD image, a time-consuming image revealing the microstructure,

and an SE/BSE image, faster imaging methods registering more loyally the coordinates of

the sample, to fully benefit from the multi-modality of in-situ SEM tests? How to character-

ize and correlate the BSE raster errors? How to measure the elastic strains along the tensile

test more precisely and efficiently than the commonly used cross-correlation on image sub-

sets? How to create a 3D mesh from FIB-EBSD data? How to estimate the initial texture of

the region of interest from the deformed one? How to provide reasonable in-depth boundary

conditions, which are not accessible experimentally? All these questions will be discussed

in the following chapters.

1.6 Outline of the thesis

The objective of the PhD project is to study crystal plasticity of the pressure vessel steel

16MND5, by both FE simulations and in-situ experiment on a micro-sample. Special efforts

are devoted to get numerous data sets out of the experiment, and to perform an extensive
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and sensitive comparison between simulation and experiment. The dissertation is organized

as follows.

Chapter 2 introduces an algorithm, referred to as quaternion correlation, capable of regis-

tering crystal orientation maps (EBSD). The main result of the algorithm is the measurement

of the displacement field and the crystal rotation field at sample surfaces. Both synthetic and

experimental validations of the algorithm are provided. This work has been published [Shi

et al. 2016].

Chapter 3 presents an alternative correlative method to analyze high-resolution EBSD

pattern images and measure elastic strains. The new method accelerates the analysis and im-

proves the measurement uncertainty in comparison with conventional approaches [Wilkin-

son et al. 2006a]. The technique has been submitted as a French patent [Shi et al. 2017c].

Chapter 4 describes an in-situ tensile test on the steel sample. Different imaging modal-

ities have been adopted to characterize comprehensively the sample along the test. The

measurement uncertainties of each mode have been analyzed and several correction meth-

ods have been introduced. Special efforts were dedicated to correlate images of different

modalities in order to capture the most information from extensive set of images. This work

has been published [Shi et al. 2018a].

Chapter 5 focuses on measuring the topography of the sample after the in-situ tensile

test. Three different methods based on distinct approaches are explained and tested on the

sample. The advantages and disadvantages of each method are summarized. Topography

measurement paves the way for 3D simulation of the test by providing the out-of-plane

component of the kinematic field. This work has been accepted for publication [Shi et al.

2018b].

Chapter 6 introduces a procedure that on the one hand estimates reference microstruc-

tures from deformed ones. On the other hand crystal plasticity parameters are calibrated by

comparison with experimental data. A virtual test on a synthetic ‘toy model’ has been car-

ried out to check the feasibility of the procedure. Two joint papers presenting the procedure

have been published [Shi et al. 2017a;b].

Chapter 7 details the FIB-EBSD experimental procedure on the post-tensile sample and

the corresponding analysis of data. The 3D microstructure of the sample is obtained and a

corresponding 3D mesh has been generated. The procedure explained in Chapter 6 and the

surface experimental data presented in Chapters 4 and 5 have been combined to calibrate

the crystal plasticity model of the material. Two sets of parameters (for ferrite and bainite)
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have been calibrated.
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Chapter 2

Quaternion correlation for tracking crystal

motions

Reproduced from: Qiwei SHI, Félix LATOURTE, François HILD and Stéphane ROUX.

Quaternion correlation for tracking crystal motions. Measurement Science and Technol-

ogy, September 2016, 27(9):095006.

During in-situ mechanical tests performed on polycrystalline materials in a scanning

electron microscope, crystal orientation maps may be recorded at different stages of de-

formation from electron backscattered diffraction (EBSD). The present chapter introduces a

novel correlation technique that exploits the crystallographic orientation field as a surface

pattern to measure crystal motions. Introducing a quaternion-based formalism reveals very

convenient to handle crystal symmetry and orientation extraction. Spatial regularization

is provided by a penalty to deviation of displacement fields from being the solution to a

homogeneous linear elastic problem. This procedure allows the large scale features of the

displacement field to be captured, mostly from grain boundaries, and a fair interpolation

of the displacement to be obtained within the grains. From these data, crystal rotations can

be estimated very accurately. Both synthetic and real experimental cases are considered to

illustrate the method.

2.1 Introduction

During the last decades, many developments of multiscale plasticity models have been

proposed. The motivation is often a better prediction of the macroscopic behavior by
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enriching the constitutive description with applications in metal forming or fatigue fail-

ure [Horstemeyer 2012], or to estimate the long-term behavior of materials subjected to ir-

radiation [Leclercq et al. 2010]. For industrial applications with these multiscale models,

experimental validations are needed for each model and each scale transition.

The experimental analysis proposed in this chapter is related to the scale transition from

single crystal to macroscopic plasticity, which constitutes a homogenization problem. Mean-

field homogenization is often analytical and for instance based on Eshelby’s inclusion prin-

ciple [Berveiller and Zaoui 1978], while finite element calculations on polycristalline aggre-

gates allow numerical homogenization to be performed together with the computation of

local mechanical fields [Barbe et al. 2001]. The main challenge of the scale transition between

single crystal and polycrystals is to account for strain gradient contributions. Experimental

assessments of strain gradient contributions have been proposed by comparing experiments

involving grain boundaries with strain gradient crystal plasticity models [Ma et al. 2006a]

or by measuring the lattice curvature developing near grain boundaries using high angu-

lar resolution electron backscattered diffraction (HR-EBSD) [Wilkinson et al. 2006b]. On the

other hand, strain gradients have a known influence on the material macroscopic response

in plasticity and on the stresses developing at grain boundaries [Cordero et al. 2012; Gurtin

et al. 2007]. In this context, several validations of crystal plasticity models exploiting kine-

matic fields have been conducted, and more specifically the displacement and strain fields

obtained from images acquired with a scanning electron microscope (SEM) [Héripré et al.

2007; Lim et al. 2015].

Digital Image Correlation (DIC) techniques [Sutton 2013] have been used to compute

kinematic fields from images registered at the microscale, for instance using SEM pic-

tures [Allais et al. 1994; Doumalin and Bornert 2000; Tatschl and Kolednik 2003; Sutton et al.

2006; Latourte et al. 2014]. It is worth noting that artifacts associated with the image capture

in an SEM had to be accounted for [Sutton et al. 2007b; Ru et al. 2011; Guery et al. 2014]. DIC

has also been utilized to characterize crystal deformations in processes such as fatigue and

crack growth [Carroll et al. 2009; Jin et al. 2011]. In particular, EBSD images have been super-

imposed onto DIC strain maps to study the relationship between the texture and the plastic

deformation at the crack tip [Jin et al. 2011]. Displacement fields only partly represent the

kinematics of a polycrystal subjected to a mechanical loading. An important and comple-

mentary kinematics, when considering finite strain transformation, is lattice rotation. Mea-

suring rotation fields can be achieved by using for instance orientation imaging microscopy
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based on HR-EBSD [Han et al. 2003], or using synchrotron X-ray microdiffraction [Joo et al.

2004] providing average rotations per grain. Texture evolutions, measured using EBSD and

grain averages, have already been used to validate crystal plasticity models [Hoc et al. 2003]

together with strain distributions in polycrystals.

In the following, it is proposed to simultaneously measure displacement and rotation

fields by registering EBSD maps. Because of their sharp contrasts, grain boundaries allow

for a good registration as will be shown below. However, one of the challenges is that in-

tragranular deformation cannot be followed accurately as the orientation field shows very

small gradients within the grains. Elastic regularization [Réthoré et al. 2009] is an efficient

way to compensate for poorly contrasted images [Tomic̆ević et al. 2013]. Spatial regulariza-

tion is provided by a penalty to deviation of displacement fields from being the solution to a

homogeneous linearly elastic problem, either isotropic, cubic or orthotropic. This procedure

allows the displacements to be interpolated within the grains.

The chapter is organized as follows. Section 2.2 is dedicated to the preparation of EBSD

images for DIC analyses. It is proposed to use quaternions to encode orientation maps pro-

vided by EBSD analyses. The correlation algorithm based on orientation maps is developed

in Section 2.3 to evaluate displacement fields. As a key result, the residual field indicates

the disorientation, i.e., crystal rotations between images. Hence it is possible to measure dis-

placement and crystal rotation fields. A numerical validation based on a synthetic example

is first presented in Section 2.4 and an experimental application of the algorithm is detailed

in Section 2.5.

2.2 Quaternion-encoded orientation maps

2.2.1 General properties of quaternions

Quaternions are hyper-complex numbers generalizing to four dimensions complex numbers

in two dimensions [Hamilton 1853; 1866]. Quaternion algebra is a useful tool for the descrip-

tion of rotations and orientations in 3D spaces (akin to complex numbers for rotations and

orientations in 2D). Quaternions are devoid of the singularity at the origin of Euler angle

space, which is due to the progressive degeneracy of the first and third Euler angles as the

second angle approaches zero (i.e., “gimbal lock”). Quaternions also provide a convenient

frame to handle crystal symmetries [Cho et al. 2005].
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Appendix A recalls important features of quaternions. Let us simply define here our

notations. Quaternions consist of a real and three imaginary numbers (1, i, j,k) so that any

quaternion is described as q = q1 + q2i + q3j + q4k, which is equivalent to the 4D vector

representation q = (q1, q2, q3, q4). In the following, only unit quaternions |q|2 =
∑

n q
2
n = 1

will be considered. A rotation of angle θ about an axis defined by a unit vector d = (d1, d2, d3)

is represented by the unit quaternion

q = e
θ
2

(d1i+d2j+d3k)

= cos(θ/2) + (d1i + d2j + d3k) sin(θ/2)
(2.1)

Equation (2.1) can be seen as an extension of Euler’s formula.

Since a crystal orientation can be identified by the 3D rotation needed to bring a refer-

ence crystal orientation onto it, it can be described by a quaternion. As a consequence, the

reference orientation is the unit real number q0 = (1, 0, 0, 0). Successive applications of ro-

tations q1 and q2 are obtained by a (non commutative) quaternion product q2 × q1 where

the elementary multiplication rules are recalled in Appendix A. In the sequel the multiplica-

tive sign × will be omitted to simplify notations. Thus the rotation that brings q1 onto q2 is

q2q
−1
1 . A fundamental property that will be used in the sequel is that a “distance” between

two orientations can be computed from the minimum magnitude of the disorientation angle

θ. The real part ℜ[q−1
2 q1] = cos(θ/2) gives the cosine of half the disorientation angle.

2.2.2 Crystal symmetry and quaternions

One practical difficulty associated with crystal symmetry is that several orientations hav-

ing distinct quaternion representations are equivalent. For the cubic symmetry class, 48

quaternions pcub
i (1 ≤ i ≤ 48) are to be considered as identical to the reference orientation

(Appendix B). When reading an orientation “.ang” file from an EBSD analysis re-encoding

it as a field of quaternion requires a convention to be chosen in order to minimize spurious

discontinuities due to arbitrary choices of quaternions within the symmetry class.

At a particular point of the EBSD map, where one determination of the orientation is

converted into quaternion q(x), any other pcub
n q(x) (for all n) is a valid choice. One possible

convention is to select the one having the largest real part,

q(1)(x) = Argmax
n

(ℜ(pcub
n q(x))) (2.2)

This choice can be understood as the one that requires the smallest rotation angle to be

mapped onto the reference configuration i.e., q0 = 1. Figure 2.1 shows the quaternion field
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q(1)(x) extracted from an OIM™ file. Some discontinuities observed in those maps do not

correspond to a real grain boundary but simply to a slight rotation of the physical frame that

produces a change in the symmetric representative.
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Figure 2.1: Maps of the four components of the quaternion field after selecting the closest

representative with respect to the reference orientation q0 = 1. The inverse pole figure

corresponding to these maps is shown in Figure 2.15(b)

In order to reduce spurious discontinuities, a second procedure is proposed herein. Af-

ter the first determination of orientation has been performed a local reference is defined per

grain. It is chosen as the orientation at the center of mass of each grain. The labeling of

grains is performed thanks to the OIM™ software, which provides the grain boundary im-

age according to a given disorientation threshold, set to be 1 degree in practice. From this

image, a label ℓ is assigned to each grain, and shared by all pixels x of the grain, so that one

may refer to its label ℓ(x). The center of mass of the grain is also computed, xℓ
c. The local
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grain reference is then set to qref (x) = q(1)(xℓ(x)
c ). A new determination of the symmetric

representative q(2)(x) is performed by selecting the symmetric representative n∗ that max-

imizes the real part of pcub
n qref (x)−1q(x), i.e., choosing the orientation that is the nearest to

that of the center of mass of the grain. Figure 2.2 shows the resulting quaternion map. This

second convention will reveal very convenient for filtering quaternion fields, which will be

detailed in Section 2.3.2. Its justification is that within one grain, the change in orientation is

small, and hence, no spurious apparent discontinuities will appear.
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Figure 2.2: Maps of the four components of the quaternion field after selection of the closest

representative to the local grain reference qref (x). The inverse pole figure corresponding to

these maps is shown in Figure 2.15(b)

82



QUATERNION CORRELATION FOR TRACKING CRYSTAL MOTIONS

2.3 Proposed correlation algorithm

Conventional DIC consists in registering two gray-level images, one in the reference state

f(x) and a second one in the deformed state g(x). It is based on the determination of the

displacement field u(x) such that the corrected deformed image g̃u(x) = g(x + u(x)) coin-

cides as best as possible with the reference image g̃u(x) = f(x), and hence minimizes the

quadratic norm of the so-called residual (g̃u(x) − f(x)) summed over the entire region of

interest.

The proposed extension consists in matching quaternion-valued images f(x) and g(x).

Hence, the crystallographic orientation is treated as equivalent to a speckle pattern, as the

orientation is not expected to undergo large changes during deformation. Following the

above schematic formulation, a corrected deformed image is introduced g̃u(x) = g(x +

u(x)), and the registration is achieved via the minimization of the “discrepancy” defined

here as

Φ[u] =
∑

ROI

ψ2(g̃u(x),f(x)) (2.3)

so that the sought displacement field is the minimizer of Φ

u(x) = Argmin
u

Φ[u] (2.4)

In order to follow a strict parallel with classical DIC, ψ should measure a distance in unit

quaternion space between its two arguments. As above discussed, a good definition for this

“distance” is based on the minimum magnitude of the angle of the rotation θ relating the two

orientations. In addition, all possible symmetry replicas of one of the two arguments should

be considered and the minimum value should be selected. This operation is numerically

expensive as it has to be performed pixelwise. Considering that the discrepancy between

orientations will be small at convergence, it is proposed to substitute to the above quadratic

distance a function that behaves similarly close to the origin, namely 1 − cos(θ/2) ∼θ→0 θ
2/8.

Thus, assuming crystal symmetry degeneracies are accounted for, the following choice of ψ2

is made

ψ2(f , g) ≡ ℜ [1 − fg−1]

= 1 − figi

= 1 − cos(θ/2)

(2.5)

where ℜ denotes the real part (or first component) of the quaternion. Last, without further

restriction, the problem is generally ill-posed. Thus following the usual practices of DIC, the
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displacement field is sought as the minimizer of Φ[u] where u is confined to a vector space

generated by a suited basis of vector fields ϕi, so that

u(x) =
m∑

i=1

λiϕi(x) (2.6)

This formulation leaves λi as unknowns that can be determined through a Gauss-Newton

algorithm [Lucas and Kanade 1981].

2.3.1 Gauss-Newton scheme

A Gauss-Newton procedure iteratively computes corrections {δλ(n)} to the column vector

{λ(n−1)}, based on the solution to a linearized system

[M (n−1)]{δλ(n)} = {γ(n−1)} (2.7)

where [M (n−1)] and {Γ
(n−1)} are respectively the approximate Hessian matrix and residual

vector that are to be updated at each iteration n. The correction vector is λ(n) = λ(n−1)+δλ(n).

A reformulation based on quaternion algebra is given in this subsection. If the reader

is interested in the final results, intuitive and familiar expressions of both Jacobian {γ(n−1)}
and Hessian [M ] are retrieved in Equations (2.14) and (2.15) respectively. The Jacobian reads

γ
(n)
i ≡ ∂Φ

∂λi

= −∑
ROI ℜ

[
f(x)∇(g̃(n)(x))−1

]
ϕi(x)

= −∑
ROI

(∑
α fα(x)∇g̃(n)

α (x)
)

ϕi(x)

(2.8)

and the Hessian

M
(n−1)
ij ≡ ∂2Φ

∂λi∂λj

= −∑
ROI ℜ

[
f(x)(∇ ⊗ ∇)(g̃(n−1)(x))−1

]
: (ϕi(x) ⊗ ϕj(x))

= −∑
ROI

(∑
α fα(x)(∇ ⊗ ∇)g̃(n−1)

α (x)
)

: (ϕi(x) ⊗ ϕj(x))

(2.9)

Since quaternions can be seen as unit vectors in a 4D space, they obey qq−1 = qαqα = 1

with α = 1, ..., 4. Therefore they are always orthogonal to their gradient

∇(qq−1) = 0 (2.10)

and in particular for the real part of this identity, qα∇qα = 0

(∇ ⊗ ∇)(qq−1) = 0 (2.11)
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and thus in particular, qα(∇ ⊗ ∇)qα + ∇qα ⊗ ∇qα = 0. The last identity is used to rewrite

second order derivatives as

qα(∇ ⊗ ∇)qα = −∇qα ⊗ ∇qα (2.12)

or fαfα,ij = −fα,ifα,j .

Using the above properties leads to equivalent expressions of the residual vector {γ(n−1)}
and Hessian [M (n−1)]. The former is rewritten using Equation (2.10)

γ
(n−1)
i = −

∑

ROI

(fα(x) − g̃(n−1)
α )∇g̃(n−1)

α (x) · ϕi(x) (2.13)

Moreover since g̃(n−1) is expected to converge to f , one may substitute one to the other at

dominant order and finally express γ as

γ
(n−1)
i =

∑

ROI

(∇fα(x) · ϕi(x))(g̃(n−1)
α − fα(x)) (2.14)

The same simplification can be extended to the Hessian. Equation (2.12) is used to transform

the second order derivatives into first order ones, and again f is substituted to g̃(n−1)

Mij =
∑

ROI

(∇fα(x) · ϕi(x))(∇fα(x) · ϕj(x)) (2.15)

Let us emphasize that the final expression of [M ] does not depend any longer on the iter-

ation number n, and hence it can be computed once for all. Although the above detailed

justification appears to be somewhat involved, the final expressions of [M ] and γ(n−1) could

have been guessed by extending global DIC to quaternions componentwise. For a single

α, the expression of [M ] and γ(n−1) are exactly those of global DIC [Hild and Roux 2012b],

where the quaternion component fα is analogous to the gray level of a speckle pattern. Thus

the summation over the four components is equivalent to having four different speckles (i.e.,

four imaging modalities) of the same surface, which would all obey the same kinematics. A

parallel could be drawn with DIC based on color images, wherein each channel R, G or B

would be treated as an independent information.

2.3.2 Filtering quaternion fields

One difficulty is related to the discontinuities of f (and g). The orientation is uniform in each

grain but each grain boundary appears as a large discontinuity. This specific texture (i.e.,

piecewise constant texture) is not very well suited to a Gauss-Newton scheme as gradients
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do not give a fair picture of how f varies with the displacement over large distances. In

order to be able to correct for large displacements, a solution consists of smoothing out the

grain boundaries. A simple way to achieve such filtering is to apply to the quaternion field a

convolution, component-wise, with a Gaussian kernel of width ξ, followed by a reprojection

on the unit sphere in 4D (to preserve the unitary property of quaternions that has been lost

in the convolution). Such filtered quaternion field is denoted as f̂ξ.

For given length ξ the correlation procedure is straightforward as above discussed. The

only care to be taken is that g should be first corrected by the displacement field, using the

raw signal, and then filtered at the scale ξ, in order to compute differences with the filtered

reference image. This determination tolerates displacement amplitudes of order ξ. Hence a

large ξ is to be used to initialize the procedure. However, the accuracy of the evaluation of

the displacement is based on the sharpness of the grain boundary. A smooth grain boundary

may only provide a gross determination. Hence it is proposed to progressively reduce the

length ξ using the previously measured displacement field at a large ξ value to initialize a

computation with a smaller ξ.

2.3.3 Elastic regularization

EBSD images generally show high contrast only between grains (see e.g., Figures 2.1 and

2.2) thus the correlation procedure determines the displacement field at grain boundaries.

Seeking the displacement field inside grains by DIC is not a well-posed question, even if

the displacement field is considered in a weak formulation as shown in Equation (2.6). An

elastic regularization provides a very convenient interpolation scheme for the displacement

field inside the grains where the image contrast is insufficient for registration purposes.

Mechanics-aided DIC has been proposed to solve such issues [Réthoré et al. 2009;

Tomic̆ević et al. 2013], and the regularization technique has also been applied to digital vol-

ume correlation [Taillandier-Thomas et al. 2014]. Readers are referred to these works for

detailed justification. The spirit of the approach, which was pioneered by Tikhonov and Ar-

senin [Tikhonov and Arsenin 1977], is to introduce a regularization term, i.e., an additional

functional of the displacement field that incorporates a prior information (or assumption)

on the displacement field. However, one would like the regularization to interfere in a min-

imal way with the field to be measured, minimal meaning that it should matter only when

no other data can be exploited. The chosen reference is to favor locally solutions to ho-
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mogeneous elasticity, without specifying boundary conditions. The “equilibrium gap” is

precisely one such functional, based on a second order differential operator acting on the

displacement, and which is quadratic in the displacement [Réthoré et al. 2009; Amiot et al.

2012]. It can be supplemented by a similar edge regularization (otherwise absent from the

bulk equilibrium gap) [Tomic̆ević et al. 2013].

Two parameters are used to characterize the weight of mechanical regularization, i.e., ℓb

and ℓm, representing the regularization lengths at the edge of the ROI and in the bulk of

the ROI respectively. According to previous works [Tomic̆ević et al. 2013], the optimized

ratio ℓb/ℓm = 0.5 is chosen for all the calculations reported hereafter. It should be noted

that due to the contrast being concentrated at grain boundaries, the minimal mechanical

regularization length ℓm should at least be of the same order of magnitude as the grain size

to provide a mechanical regularization in the core of the grains without constraining too

much the displacement determined at grain boundaries.

2.3.4 Correlation residuals

When registering EBSD images, it is expected that the motions of grain boundaries are

mainly captured. Within each grain, elastic regularization will provide a smooth interpo-

lation that is unbiased by the superposition of arbitrary rigid body motion, or even any dis-

placement field that would be the solution to a homogeneous linear elastic problem. While

displacement accuracy is reduced far from grain boundaries, disorientations are expected

to be small in these areas, and therefore the residual will allow the crystal rotations to be

quantified very accurately.

Further, at the grain boundaries the confidence index and image quality of EBSD acqui-

sition tend to be low. If the electron beam hits two grains at the same time an unreliable

orientation will be recorded. Besides, at grain boundaries the interpolation procedure of g

results in an orientation that is close to neither grain. Therefore grain boundaries will always

appear distinctively in the residual fields.

2.4 Application of the algorithm on a synthetic test case

A synthetic test case is numerically generated in order to validate the determination of the

displacement field with known values. The displacement field is computed from a finite
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element simulation with Code_Aster [EDF 2017]. A two-dimensional microstructure shown

in Figure 2.3 with isotropic texture is modeled from an experimental orientation map.

(a)

001

111

101

(c)

(d)

Figure 2.3: (a) Inverse pole figure of the 2D polycrystalline model for FE simulations. (b) FE

mesh utilized in tensile simulation. (c) FE mesh superimposed onto the polycrystalline

model

It allows a mesh to be created in such a way that it very closely follows the grain bound-

aries, (GB), as performed in Refs. [Guery et al. 2016a;b; Bertin et al. 2016]. The ability for

the mesh to conform with GBs opens the way to detect and measure strain discontinuities

across GBs. This property holds for FE-based (global) DIC when a speckle pattern marking

is deposited on the observed surface. It also holds herein since the GBs carry the informa-

tion exploited by quaternion correlation, namely, the component of velocity normal to GBs.

This property is valuable as any other approach would either betray the grain geometry or

determine displacements only away from GBs.

The finite element calculation is performed under a plane strain assumption. Crystal-

lographic orientations are uniform inside each grain. The numerical model is subjected

to a monotonic uniaxial tensile simulation up to 6% of macroscopic strain. A constitutive
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law based on dislocation dynamics for body centered cubic crystals (DD_CC [Monnet et al.

2013]) has been chosen in the FE simulation. A finite strain framework is used to implement

the constitutive equations in order to properly account for the rotation of crystals during the

tensile loading. The displacement field and crystal rotation in the ROI obtained by the FE

simulation are shown in Figure 2.4.
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Figure 2.4: Displacement (a-b) and crystal rotation θ (c) fields given by FE simulation

Virtual EBSD images are processed for different macroscopic strain levels as shown in

Figure 2.5. The displacement and crystal orientation at the nodes of the model are updated

by FE simulation, and the orientation at virtual acquisition points inside each element are

obtained by linear interpolation (see Appendix A) from the data of the three vertices (i.e.,

corner nodes). Therefore, the orientation at each acquisition point is always affected by

the crystal orientation of only one grain, resulting in distinct grain boundaries. It should

be noted that this is an ideal scenario that does not exist in realistic EBSD acquisition. A

correlation analysis is performed with the orientation maps (Figure 2.3(a) and 2.5(a-c)). The

calculation is run with a Matlab™ implementation on a computer with an i7 CPU.
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(a) 0.6% (b) 3% (c) 6%

001

111

101

Figure 2.5: Inverse pole figures corresponding to macroscopic strain equal to 0.6% (a),

3% (b) and 6% (c) respectively

The analyzed ROI has a size of 775 × 1181 pixels (Figure 2.6(a)). The registration proce-

dure is performed twice, namely, on two different meshes consisting of triangular elements

with a characteristic length of 50 pixels and 10 pixels respectively (Figure 2.6(b-c)). It should

be noted that the meshes are not conforming to the grain geometry.
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Figure 2.6: Parameters used in quaternion correlation of the validation test case. (a) ROI

of the artificial reference EBSD image. (b) FE mesh with characteristic length of 50 pixels.

(c) FE mesh with characteristic length of 10 pixels. The boxed zone is zoomed in (d)

When one Gauss-Newton iteration results in an average incremental displacement less

than 5 × 10−5 pixel, convergence is obtained. To avoid local minimum trapping, the elastic

regularization length ℓm and the length of the Gaussian kernel ξ are both initialized with

high values. Once convergence is reached, the resulting displacement field is used to initial-

ize the next correlation step in which the values of ℓm and ξ gradually decrease. Table 2.1

gives an example of the settings of quaternion correlation for the final state of ℓm = 100 pix-

els and ξ = 0. It should be noted that ξ = 0 means that the quaternion field is not subjected

to any filtering. In total, about 700 iterations are needed to reach convergence.
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Table 2.1: Evolution of ℓm and ξ during quaternion correlation

Step 1 2 3 4 5 6 7

ℓm (pixel) 400 400 400 200 100 100 100

ξ (pixel) 16 3 2 2 2 1.2 0

Number of iterations 484 68 22 41 61 43 10

The displacement error is computed from the root mean square (RMS) difference be-

tween computed and measured vector displacement fields. In order to optimize the param-

eterization of mechanical regularization ℓm, the displacement error obtained with the mesh

with characteristic length of 50 pixels is shown in Figure 2.7(a) for different values of ℓm

and three different macroscopic strains, 0.6%, 3% and 6%. The error tends to be high for

large ℓm values (200 pixels) as for such sizes, the regularization influences the registration of

grain boundaries. The error displays small variations at different macroscopic strain levels

in case of small ℓm levels (50 pixels) as the displacement field around the center of grains is

not regularized by the orientation contrast at grain boundaries. Therefore the displacement

error is higher inside grains. The best compromise is obtained when ℓm = 100 pixels. This

is in agreement with the fact that the equivalent grain size in the ROI is 85 pixels as shown

in Figure 2.7(b), and hence this size is a target value for ℓm. It is to be noted however that

the grain size is heterogeneous, and hence selecting a single value for the entire ROI results

from a compromise. Let us finally note that the error tends to increase with the macroscopic

strain, presumably because the effect of regularization on the displacement increases with

the latter, and the elastic regularization becomes poorer and poorer adapted as the mean

strain increases.
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Figure 2.7: (a) RMS displacement error as a function of ℓm for different macroscopic strain

levels: 0.6%, 3% and 6%. Results with 50-pixel characteristic length mesh. (b) Equivalent

grain size in ROI. The mean equivalent grain size is 85 pixels in the ROI

The performances of calculations on meshes of different sizes are listed in Table 2.2. It is

seen that the error of displacement and rotation measurements is slightly lower with finer

mesh elements, whereas the computation time is significantly longer.

Table 2.2: Performance of quaternion correlation for meshes of different sizes for a macro-

scopic strain of 3% and ℓm=100 pixels

Characteristic length iteration time RMS of ∆U RMS of intra-grain ∆θ

50 pixels 17 s 0.320 pixel 0.0026 degree

10 pixels 135 s 0.305 pixel 0.0024 degree

The quaternion correlation results between the initial state and 3% strain with ℓm=100

pixels and 10-pixel elements are illustrated in Figure 2.8. At convergence, the residual,

[fg̃−1], is the disorientation between the reference and the deformed orientation transported

with the measured displacement field. This quaternion field can be decomposed into a dis-

orientation angle θ, 2 × cos−1(ℜ[fg̃−1]), shown in Figure 2.8(a), and the orientation of the

rotation direction (vx, vy, vz) (i.e., imaginary components of [fg̃−1] rescaled to a unit norm),

shown in Figure 2.8(b-d). The disorientation angle remains quite small (typically from 1 to

2 degrees) and is markedly affected by the crystallographic orientation. Some grains are

prone to displaying lattice rotations whereas others are not. It is observed from Figure 2.8(b-

d) that the rotation axis, roughly uniform within grains, tends to be close to the z-axis. This
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is consistent with the plane-strain setting used in the FE simulation.
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Figure 2.8: Quaternion correlation residual disorientation decomposed into a disorientation

angle (a), and the three components of the rotation director (b-d). Measured displacement

field along the x (e) and y (f) directions, and the displacement difference along the x (g) and

y (h) directions. Results obtained with ℓm=100 pixels, 10-pixel elements
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The measured displacement field is shown in Figure 2.8(e-f) and the differences between

the measured and computed displacement fields are shown in Figure 2.8(g-h). The texture

is no longer visible on the two images, which means that there is no noticeable difference for

displacements at grain boundary and within grains. The RMS of displacement error reaches

0.3 pixel, which is high compared with the error of standard DIC (usually of the order of 0.01

pixel). This difference is attributed to the complete absence of contrast inside the grains, and

the difficulty to set a fair interpolation of the orientation very close to grain boundaries.

Figure 2.6(a) shows the used texture that is not the best suited to DIC, and even dealing

with a scalar gray level would not allow such low uncertainty values to be reached. On

the contrary, it is noteworthy that in spite of such poor texture, the resulting displacement

difference is still well below 1 pixel.

The disorientation angle is shown in Figure 2.8(a). It should however not be considered

as an error. In the simulation grains do rotate during their plastic deformation, and hence

this phenomenon violates the assumption that the crystallographic orientation remains in-

variant. Because this rotation is small, it does not prevent the correlation procedure to ex-

tract the displacement field. This disorientation angle can be compared with the computed

one. The difference using the same scale as Figure 2.8(a) is shown in Figure 2.9(a). It is ob-

served that the difference is mostly localized at grain boundaries (for reasons discussed in

Section 2.3.4). Figure 2.9(b) shows the error of rotation measurement inside the grains, with

rotation error for pixels located on grain boundaries (as obtained from the EBSD file) being

set to 0. The error is of the order of 10−3 to 10−2 degree, with an observable concentration

of measurement error. In the calculation with 3% macroscopic strain, the average rotation

of intra-grain pixels is 0.75 degree and the average rotation error is 2.6 × 10−3 degree. As

a result, the present procedure can measure disorientations due to plastic deformation ex-

tremely precisely, with an error less than 0.5%.
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Figure 2.9: (a) Rotation difference ∆θ (degrees) between quaternion correlation results and

FE computed values. (b) ∆θ after canceling out the grain boundary values, thus intra-grain

values become visible

It should be noted that the isotropic elastic regularization does not correspond to the sim-

ulation based on crystal plasticity. However, as the previous results have shown, isotropic

elastic regularization gives a fair interpolation. This result is very convenient for the reg-

istration of experimental EBSD pictures. It is concluded that the displacements measured

by the correlation procedure proposed herein are very close to those calculated by FE sim-

ulation. Besides, the residual field corresponds to the simulated rotation field except along

grain boundaries. The measurement error is quite low (i.e., 0.3 pixel for the displacement

and about 3 × 10−3 degree for crystal rotation) although image contrast essentially exists at

grain boundaries. Therefore, the algorithm is deemed validated.

2.5 Application to experimental maps

The red boxes contain extra information that was not published. Quaternion correlation has been

applied to EBSD acquisitions of two SEMs to assess their orientation indexing uncertainties.

2.5.1 Assessment of orientation indexing uncertainty

Like many other physical measurements, the uncertainty level of EBSD orientation in-

dexing can be assessed by taking successive acquisitions and analyzing their differences.

Two microscopes have been used on a copper sample and 16MND5 steel respectively, and

quaternion correlation has been adopted to analyze the crystal orientation uncertainty.
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A copper sample (purity 99.95%) was rolled at room temperature to a thickness re-

duction of 90%. A tensile specimen was cut from the rolled plate and annealed at 230 ◦C

for 30 min, after which the sample was 45% recrystallized. After conventional polishing,

two EBSD acquisitions on the sample were carried out in a TESCAN MIRA 3 XM SEM

(denoted as SEM1) [Lin et al. 2015]. Very heterogeneous texture has been obtained, as

shown in Figure 2.10, with amorphous and crystallized regions. Figure 2.10 illustrates

the uncertainty analysis for SEM1. Two IPF images of successive acquisitions are shown

in Figures 2.10(a) and 2.10(b), and the kernel average misorientation (KAM) and confi-

dence index image of the first acquisition are shown in Figures 2.10(d) and 2.10(e). The

pixels in Figure 2.10 can be grouped into three regions: crystallized region (denoted as

A), non-crystallized region with low misorientation (denoted as B) and non-crystallized

region with high misorientation (denoted as C). Regions A and C are more intertwined

than regions A and B, as recrystallization tends to nucleate in regions containing predom-

inantly large misorientations [Mishin et al. 2012]. It can be seen in Figure 2.10(e) that the

confidence index is highest in region A, followed by region B, and lowest in region C.
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Figure 2.10: EBSD acquisition by SEM1 on copper sample (courtesy of Dr. Fengxiang

LIN). Inverse pole figures of the first (a) and second (b) acquisitions. Kernel average

misorientation (c) and confident index (d) of the first acquisition. The pixel size is 200 nm.

The results of quaternion correlation between Figures 2.10(a) and 2.10(b) are reported

in Figure 2.11. It can be seen in figure 2.11(a) that the orientation indexing uncertainty, cal-

culated here as ‘crystal rotation’, is smallest (≈0.3°) in the crystallized region A, followed

by the bulk amorphous (≈0.6°) region B, and highest (≈1.0°) in the clustered amorphous

region C. The Pearson correlation coefficient between the orientation uncertainty and in-

verse of the confidence index is 0.8. This example is a good illustration of the ’confidence’

index. Future quantitative analyses on crystal orientation maps could use the confidence
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index as a measure of the orientation uncertainty, similar to the gray level uncertainties

in conventional images. The components of the ’rotation’ axis shown in Figures 2.11(b-

d) are very noisy, indicating that there exists no regularity in the orientation indexing

uncertainty ‘direction’ for SEM1.
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Figure 2.11: EBSD orientation indexing uncertainty of SEM1. (a) Crystal orientation

difference, expressed in ‘rotation’, between the two successive acquisitions. Components

of the crystal ‘rotation’ axis in x (b) y (c) and z (d) directions. The pixel size is 200 nm.

Figure 2.12 shows the correlation results between the EBSD orientation indexing un-

certainty and the band contrast on the copper sample. Band contrast is a scalar indicator

of the average intensity of the Kikuchi bands with respect to the overall intensity within

the electron back-scattering pattern [HKL 2007]. The 90th, 50th and 10th percentile pro-
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files are drawn in the figure. It can be seen that the uncertainty of EBSD orientation

indexing reduces drastically and steadily as the band contrast increases. In the crystal-

lized copper region the average misorientation is around 0.3o, in line with values from

the literature [Ram et al. 2015]. These profiles provide empirical functions to estimate the

EBSD indexing uncertainty from band contrast values.
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Figure 2.12: Correlation between EBSD orientation indexing uncertainty and band con-

trast in the copper sample. The 90th, 50th and 10th percentile profiles are drawn.

The TESCAN Mira3 600 (denoted as SEM2) SEM, which is installed at the Materi-

als Aging Institute (MAI) of EDF R&D and available during the PhD project, has been

utilized in the uncertainty measurement on 16MND5 steel. Two successive EBSD acqui-

sitions are shown in Figures 2.13(a-b) and the quaternion correlation results are shown

in Figure 2.14. It can be seen that the orientation uncertainty is very high and varies

smoothly from 0.5 to ≈2 degrees. A clear tendency is also visible in the components of

the rotation axis. This phenomenon suggests that the indexing procedure of SEM2 has

some issues, presumably the imprecise positioning of the pattern center.
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Figure 2.13: EBSD acquisition by SEM2 for the 16MND5 steel sample. Inverse pole

figures of the first (a) and second (b) acquisitions. The pixel size is 100 nm.
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Figure 2.14: EBSD orientation indexing uncertainty of SEM2. (a) Crystal orientation

difference, expressed in ‘rotation’, between the two successive acquisitions. Components

of the crystal ‘rotation’ axis in x (b) y (c) and z (d) directions.

To summarize, in normal EBSD acquisition conditions on several materials, the crys-

tallographic orientation detection has an uncertainty of ≈0.5 degree, an observation in

good agreement with many previous works [Harland et al. 1981; Ram et al. 2015]. The

overall orientation drift in SEM2 can be detected by quaternion correlation and corrected

case by case. The effect of the orientation drift in SEM2 will be further discussed in Chap-

ter 5. Being the only SEM equipped with a miniaturized tensile testing device, SEM2 will

be used for all further two-dimensional observations in the sequel.

2.5.2 Measurement of crystal rotation

Inconel 600, which is a nickel-based alloy, is used to carry out an in-situ tensile experiment.

A 10 × 2 × 1 mm3 tensile sample is machined. Mechanical polishing of the sample surface

103



QUATERNION CORRELATION FOR TRACKING CRYSTAL MOTIONS

is performed with cloths and diamond suspension down to 0.25 µm followed by a finishing

with 40-nm colloidal silica suspension for 45 minutes. The sample is subjected to an in-situ

tensile test at a strain rate of 4 × 10−4 s−1 up to 20 % longitudinal strain.

The SEM used in this study is a TESCAN Mira3 600. Backscattered electron detector

in Z-contrast has been used, with an acceleration voltage of 9 kV and a working distance

of 17 mm. The physical size of one pixel is 250 nm. This resolution is chosen to ensure

that a sufficient number of grains could be observed and each of them with a significant

number of pixels. The scanned area is 500 × 500 µm2 with a definition of 2000 × 2000 pixels.

The data obtained by EBSD acquisitions, and processed with OIM™ software are used as

a starting point of the analysis. The .ang file contains the measurement coordinates, three

Euler angles, image quality index and confidence index of each pixel.

A series of EBSD analyses performed in the course of an in-situ tensile experiment on the

specimen has been used to test the quaternion-based registration algorithm. Figure 2.15

shows two inverse pole figures in the reference and deformed states as obtained from

OIM™. Figure 2.15(b) corresponds to the raw data used to extract the quaternion fields

shown in Figures 2.1 and 2.2.

(a) Reference image (b) Deformed image

001

111

101

Figure 2.15: Inverse pole figures of the reference (a) and deformed (b) configurations

From these maps, a region of interest is selected (Figure 2.16(a)) in which variable grain

sizes are observed. Figure 2.16(b) shows the disorientation between the reference and de-

formed images (as obtained by a raw discrepancy 1 − ℜ[fg−1]), which exhibits a “ribbon”

shape where the ribbon width reveals the displacement magnitude and orientation, the color
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indicates the disorientation value. The mesh used for quaternion correlation consists of tri-

angular elements with a rather uniform size (here about 30 pixels) spanning the chosen ROI

but not conforming with the grain shapes (Figure 2.16(c)).
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Figure 2.16: (a) ROI of the reference EBSD image. (b) Initial residual between the reference

and deformed images. (c) FE mesh of the quaternion correlation calculation

The convergence criterion is still set to 5×10−5 pixel, which is a very low value given the

fact that only grain boundaries are highly contrasted. The elastic regularization length ℓm is

initially chosen to be 400 pixels, and decreased to 200 pixels once convergence is obtained.

The value of ξ decreases from 16 to 1 pixel, and is followed by no filtering at all (i.e., ξ = 0).

The final value of ℓm is greater than the 100-pixel level adopted in the previous case study

because the largest grain size is somewhat larger. A total of 800 iterations is needed to reach

convergence. With the same implementation as for Section 2.4, each iteration requires about

30 s.

The measured displacement field in x and y directions is shown in Figure 2.17(a-b). Fig-

ure 2.17(c) displays the corresponding crystal rotation field between the two image acquisi-

tions. It is observed that in this experimental case the rotations are specific to grains, with

discontinuities across grain boundaries just as in the FE simulation (Figure 2.8(a)).
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Figure 2.17: Quaternion correlation results. (a-b) Measured displacement field in x and y

directions (in pixels). (c) Corresponding rotation angle θ field (in degrees)

The residual of quaternion correlation is shown in Figure 2.18(a). Grain boundaries are

still visible, though very thin. Isolated intra-grain points can also be noticed. They are due

to EBSD acquisition noise. Most of the grain boundaries are not wider than 3 pixels (see Fig-

ure 2.18(b)) and the emergence of several bright zones indicates substantial crystal rotations

during tension, which is presumably due to crystal twinning. Figures 2.18(c) and 2.18(d)

show the confidence index of the reference image and the displacement-corrected deformed

image of the corresponding region. It is concluded that at triple points the confidence index

is lower than for regular grain boundaries, i.e., the crystal orientation is not well determined

and leads to high residuals. The quaternion correlation procedure cannot produce results

that are more reliable than the exploited starting EBSD information.
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Figure 2.18: (a) Residual map in analyzed ROI. The isolated intra-grain high residuals in

the triangle indicate EBSD acquisition noise. The bright zones shown in the ellipses indicate

substantial crystal rotations during tension, presumably crystal twinning. The rectangle

indicates the enlarged area shown in (b-d). (b) Zoomed residual map. Confidence index

in the corresponding area in reference and deformed images are shown respectively in (c)

and (d)

In order to validate the result, it is natural to consider the final residual, i.e., disorien-

tation angle after registration. However, as discussed above, within grains this quantity is

not exactly an error, namely, it corresponds to the actual lattice rotation that takes place in

the plastic flow. The other part of the residual is the one that is supported by the grain

boundaries. It is the latter that validates the convergence of the procedure. As shown in

the magnified region (Figure 2.18(b)) the final residuals are essentially localized on grain

boundaries. It is noteworthy that they are even more concentrated than what the confidence

index would suggest.
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2.6 Conclusion and perspectives

The algorithm introduced herein evaluates displacements based on crystallographic orien-

tations re-encoded as quaternions instead of gray levels. Its main application deals with

EBSD acquisitions. Displacement fields are measured and correlation residuals quantify the

crystallographic rotation between images. Two cases have been studied. First, a synthetic

case for which the displacement and rotation fields were known thanks to a crystal plastic-

ity computation. The algorithm was deemed validated and the error levels of the algorithm

were quantified. Second, EBSD maps acquired during an in-situ tensile test on a nickel-based

alloy show that such a technique can also be applied to experimental cases. Consequently,

acquisition noise does not hinder such technique. However, drift and other artifacts related

to EBSD imaging need to be quantified.

The global lack of image contrast, except at grain boundaries, makes the correlation very

challenging. Consequently, convergence is slow in comparison with registrations of speckle

patterns. Pixel-wise crystal symmetry application at each step leads to additional computa-

tion steps. Besides, the discontinuity of crystal orientations at grain boundaries makes the

convergence very difficult near the minimum point.

Contents in the box are extra perspectives that were not published. Two possible accelerating

methods of quaternion correlation are discussed hereafter.

Quaternion correlation of EBSD images with cubic symmetries are 50-100 times slower

for each iteration step than standard DIC on gray-level images of the same size. To solve

this time-consuming limitation, two possible solutions exist:

1. Create a disorientation function φ(q) that replicates the cubic symmetry pcub, i.e. that

results in the same value for the different quaternion representations for a certain

crystal orientation:

φ(q) = φ(pcubq)

φ([1, 0, 0, 0]) = 0

φ(q) > 0

(2.16)

and ideally, for a quaternion qε in the vicinity of [1,0,0,0], φ should be parabolic:

φ(qε) = ε2 +O(ε3) (2.17)
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This function would thus replace Equation (2.5), and preliminary application of

crystal symmetry would no longer be needed.

2. Standard DIC results based on the EBSD quality map treated as speckles can be used

to initialize quaternion correlation, which speeds-up significantly the calculation

in practice. Based on good initializations quaternion correlation needs only a few

iterations to reach convergence. Most of the quaternion correlation results presented

in this thesis have benefited from this method.

The measurement of kinematic and rotation fields at microstructure scale opens many

possibilities in materials science. For example, the quaternion correlation algorithm can

be used in the detection of crack tip, as the propagation of crack induces crystallographic

rotations. Both displacement and rotation fields can be used for the study of plasticity and

for the identification of constitutive laws. The algorithm can also be adapted to filter a

series of consecutive EBSD results. As shown in Figure 2.18(a), isolated intra-grain high

residuals indicate the noise of EBSD acquisitions either in the reference or deformed images.

The algorithm provides a way of locating these spurious pixels and filter them out. Apart

from detecting ‘bad’ pixels inside grains, the algorithm can also be used to adjust grain

boundaries. Due to the discrete sampling effect, EBSD gives more rigged grain boundaries

than the actual ones. Correspondence of pixels at grain boundaries has an ’averaging’ effect,

which helps to straighten grain boundaries. This mechanism can also be understood as

several EBSD acquisitions actually improve the spatial resolution on the grain boundary,

under the assumption that the grain boundary does not change much between acquisitions.

As stated earlier in this chapter, quaternion correlation takes two indexed crystallo-

graphic orientation field as input data and measure their orientation differences. The auto-

mated indexing is often based on 120×120 pixels Kikuchi images and adopts Hough trans-

formation to get the location of Kikuchi bands. The orientation indexing uncertainty by this

method is around 0.3-0.5o, making the measurement of minor crystal rotations impossible,

for example the atom lattice rotation due to elastic deformation. HR-EBSD, a technique de-

veloped in the last decade, is capable to measure elastic deformation. Chapter 3 will revisit

this approach.
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Chapter 3

ADDICTED: application of IDIC in

HR-EBSD

Reproduced from technical memo: Qiwei SHI, Félix LATOURTE, François HILD and

Stéphane ROUX. Procédé de mesure de contraintes par corrélation intégrée sur images

EBSD-HR, French patent filed in December 2017, number: 1761926

High-angular-resolution electron backscattered diffraction has been developed to study

local elastic strains by cross-correlations of image subsets. Precise for low disorientation, the

technique fails to measure strains with adequate accuracy for misorientations greater than

1◦. Besides, the strain measurement is sensitive to the size and position of image subsets,

thereby showing that image noise is not optimally contained by cross-correlation. A new

method is presented to estimate crystal elastic strains via integrated correlation of high reso-

lution EBSD images. The proposed algorithm reduces 12% of measurement uncertainty and

75% of calculation time, when compared to the conventional technique. Better results are

obtained at relatively high misorientation than methods based on cross-correlation. The ad-

vantages of the new method are presented through two applications on experimental data.

3.1 Introduction

When a crystalline material is subjected to mechanical loading, several modifications could

take place, and this chapter focuses on two of them, namely, the crystal rotates and deforms

elastically. Other possible transformations are not studied herein, for example the motion of
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defects such as dislocations and interstitial atoms.

The characterization with electron microscopes has led to significant progress in crys-

talline materials research [Williams and Carter 1996; Reichelt 2007]. For example, the

polycrystalline microstructure is characterized thanks to electron back-scattered diffraction

(EBSD). The technique gives access to local orientation data at each pixel of an image and

thus to the morphology of a polycrystal and the intra-granular misorientations. The orien-

tation is obtained by analyzing diffraction images acquired by detectors positioned in such

a way that maximum intensities of diffraction cones are achieved. Finer analyses of diffrac-

tion images track the rotation of a crystal and also its elastic strains, which are revealed as

a deformation of diffraction patterns. The measurement of elastic strains is important in

solid mechanics, since Hooke’s law allows stress tensors to be calculated from elastic strain

tensors.

3.2 State of the art and existing problems

Several experimental techniques allow elastic strains of crystals to be measured such as Laue

diffraction [Petit et al. 2015; Zhang et al. 2015] or far field 3DXRD diffraction [Ludwig et al.

2010; Abdolvand et al. 2015]. The drawback of these techniques is that they require high

energy X rays, for example obtained in synchrotron facilities.

Electron diffraction is more accessible in regular laboratories, which requires an electron

beam of more moderate energy. Electron diffraction is commonly used to obtain crystallo-

graphic orientation figures in scanning electron microscopes (EBSD technique). This tech-

nique, designated herein as standard EBSD, aims principally at obtaining orientation maps

with an angular resolution of the order of 1 degree. This type of uncertainty, which is re-

lated to the diffraction image resolution (i.e., number of pixels of the detector for diffracted

electrons), is sufficient to evaluate local orientations but not for elastic strain measurements,

which are associated with low deformations of diffraction images. The accuracy of crys-

tal rotation measurement by quaternion correlation on a series of EBSD images is also lim-

ited by crystallographic indexing (see Chapter 2). The number of pixels of the detector for

diffracted electrons should be increased substantially, to obtain crystallographic orientations

with higher accuracy [Wilkinson et al. 2006a; Wilkinson and Britton 2012]. The proposed

technique is known by the acronym HR-EBSD (for High Resolution EBSD) or HAR-EBSD

(for High Angular Resolution EBSD). It has been shown that, by registering diffraction im-
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ages with good accuracy, HR-EBSD enables the elastic strains to be measured with satisfac-

tory precision and excellent spatial resolution [Plancher 2015].

3.2.1 Diffraction image

3.2.1.1 Formation of diffraction image

The phenomenon of wave diffraction by a crystal is universal. For example, the Laue dia-

gram is formed by diffraction of the X-ray by a crystal, and a Kikuchi image is formed by

diffraction of an electron beam. According to Bragg’s law, a monochromatic wave of length

λ will diffract on crystalline plane (hkl) if

nλ = 2dhkl sin θ (3.1)

where n is the diffraction order, dhkl the inter-reticular distance of plane (hkl), θ the half-

angle between incident and diffracted beams. A crystal whose elementary lattice is de-

scribed by the coordinates (a, b, c) has a reciprocal lattice (a∗, b∗, c∗). By definition, a∗ satis-

fies a · a∗ = 1, and b · a∗ = c · a∗ = 0. This reciprocal space is a convenient frame to describe

Bragg’s condition.

Let ki be the wave vector of the incident beam and kf that of the diffracted beam. Since

diffraction results from an elastic process (without energy loss), the norm of vectors is iden-

tical, |kf | = |ki| = λ−1, thus kf describes a circle of radius equal to the norm of ki. The

diffraction vector q, defined as

q = kf − ki (3.2)

is thus a vector that, if its origin is positioned at the end of the vector ki, then its end forms

a circle of the same radius 1/λ centered at the vector origin ki, as indicated in Figure 3.1.
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Figure 3.1: Sketch of Bragg diffraction in reciprocal space.

In the same reciprocal space, Bragg’s condition is expressed as the coincidence between

vector q(hkl) of the crystalline (hkl) plane family, and the diffraction vector q. Only a few

favorable directions lead to coherent diffraction.

The electron beam adopted in EBSD analyses has a very short wave length and θ is gen-

erally less than 2◦. The electrons at diffraction conditions thus remain close to the trace of

the diffracting crystalline plane. Since the source is divergent, the electrons are redistributed

on two Kossel cones in a symmetrical way with respect to the plane. The Kossel cones inter-

sected by the detector have the shape of two hyperbolas whose curvature is very small and

appear almost as parallel bands, see Figure 3.2. An example of the formed Kikuchi image

can be found in Figure 3.3(a).
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Figure 3.2: Sketch of the formation of diffraction bands.

As a result, the diffraction image is related to the studied point of the electron beam.

The diffraction images are used to index crystallographic orientations, often via Hough (or
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Radon) transforms [Duda and Hart 1972].

3.2.1.2 Subtraction of gray level background

The acquired images include a gray level background mainly due to the uneven energy

distribution of the diffracted electrons. For example, the raw diffraction image shown in

Figure 3.3(a) indicates that the intensity is higher at the image center than its periphery. It

is common to correct the images by subtracting the background [Wright 2000; Dingley et al.

2005]. This correction deletes the low-frequency intensity variations in the diffraction image,

which increases its contrast and makes the Kikuchi bands clearer. In doing so, an EBSD

acquisition is performed at low magnification for a polycrystal to scan a big number of grains

of different orientations. The corresponding diffraction images are averaged to estimate the

gray level background of the EBSD setup. In principle, the background image is unique for

all the studied zones of an HR-EBSD acquisition. The diffraction images with subtracted

background are referred to as “corrected images,” as shown in Figure 3.3(b). Kikuchi bands

are clearer in Figure 3.3(b) than Figure 3.3(a). However another low-frequency gray level

variation is visible. A further gray level subtraction will be proposed in Section 3.3.1. These

corrected images are the starting point of all the following analyses.

(a) (b)

Figure 3.3: Example of background correction. (a) Raw diffraction image. (b) Corrected

image (provided by CrossCourt [CrossCourt3 2012]). The chosen image shows that the cor-

rection is not always completely satisfactory.
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3.2.2 Principle of HR-EBSD

The HR-EBSD technique aims at extracting the deformation gradient tensor by comparing a

reference Kikuchi image and another one corresponding to a deformed state. The technique

processes diffraction images of good resolution and quality, often of definition 1024 × 1024

pixels or higher. If a zone of size n × n pixels of a specimen is studied, and each diffrac-

tion image is of definition N × N , the entire data set is n2N2. Note that in most cases, the

diffraction images of the reference and deformed states are obtained in a unique acquisition

by scanning the specimen surface. A major challenge for strain mapping by HR-EBSD is

the so-called “reference pattern problem” [Wilkinson and Britton 2012]. In some cases, there

exist strain free points on the sample and trustworthy reference diffraction patterns can be

acquired at these locations. Absolute elastic strains will be obtained by registering Kikuchi

images with these reference patterns. However in the majority of cases, there is not a lo-

cation on the sample from which a strain free reference pattern can be obtained with the

crystal in the required orientation, so the measured strains represent relative variations to

an unknown strain state at the position at which the reference pattern is obtained. The two

application cases in Section 3.4 correspond to the two cases respectively.

3.2.2.1 Deformation of diffracting crystal

Let us note F the deformation gradient tensor that, when applied to a current point X

in the initial configuration of the reference crystal, allows its position x in the deformed

configuration to be obtained

F =
dx

dX
=




∂x
∂X

∂x
∂Y

∂x
∂Z

∂y
∂X

∂y
∂Y

∂y
∂Z

∂z
∂X

∂z
∂Y

∂z
∂Z




(3.3)

F can be decomposed into two parts, namely, the elastic F e and plastic F p parts

F = F eF p (3.4)

The effects of plastic strains and volumetric elastic strains are summarized by [Plancher

2015]. Plastic strains make the Kikuchi bands less clear, an effect that is difficult to quantify.

Thus HR-EBSD does not allow the plastic strains to be measured. In case of volumetric elas-

tic strains, a variation of Kikuchi band width is observed. This width variation is not well

resolved in HR-EBSD techniques and this hydrostatic (or spherical) elastic strain component
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will not be considered as measurable and thus not exploited in the sequel [Wilkinson et al.

2006a]. Conversely, the deviatoric elastic strain tensor modifies the shape of the crystalline

lattice, i.e., the relative orientation of the crystalline planes, thus the diffracted electron pat-

terns. A projection on a screen far from the diffraction source amplifies the angular distances

between the two beams, thus generates a measurable variation between diffraction images.

Since only eight components of F e are measurable, a convention should be made to set

the lacking degree of freedom. Here the tensor F̂ e is chosen such that its ninth component

is set to 1

F̂ e =




F̂ e
1 F̂ e

2 F̂ e
3

F̂ e
4 F̂ e

5 F̂ e
6

F̂ e
7 F̂ e

8 1




(3.5)

The real elastic deformation gradient F e reads

F e =

(
∂z

∂Z

)
F̂ e (3.6)

The factor ∂z/∂Z is not measurable, but can be determined by additional hypotheses such

as the commonly adopted plane stress hypothesis of the studied zone [Maurice et al. 2012;

Plancher et al. 2016].

3.2.2.2 Geometry of EBSD setup and axis

The fundamental equation of HR-EBSD describes the projection of the diffraction cones onto

the detector plane. This projection is illustrated in Figure 3.4. The detector is chosen as

coordinate system in the following, with its lower left corner as the origin. An electron beam

hits the sample with an inclination of typically 70◦ with respect to the normal direction. A

“central” point of the interaction zone is considered as the “effective” source of the diffracted

electrons (different from the incident beam), which is represented by S. The “projection

center” O is the normal projection of S onto the detector plane. Its coordinates are denoted

as (x∗, y∗, 0). Let z∗ be the distance between S and O. Thus S has coordinates (x∗, y∗,−z∗).
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Figure 3.4: Sketch illustrating the geometry of HR-EBSD in 3D (a) adapted from [Maurice

et al. 2012] and in 2D (b)

Let us consider an element ∆X in the reference crystal lattice, and assume this particular

direction generates a diffracted beam that intersects the detector plane at point P , of coordi-

nates (x, y, 0). In the following, the vector SP is denoted as p. Then {p} = {∆x,∆y,∆z}⊤ =

{x− x∗, y − y∗, z∗}⊤ = α∆X , where α is the projection scale.

If the interaction volume around the source point S is subjected to an elastic deformation

described by the deformation gradient tensor F e, i.e., then the reference element ∆X is

transformed into ∆x = F e
∆X . The diffracted beam, which was initially along direction p,

has now moved to point P ′′, so that

p′′ = αF e
∆X (3.7)

where vector SP ′′ is denoted as p′′. The straight line SP ′′ intersects the detector plane at

point P ′ [Maurice et al. 2013]. The apparent motion on the detector plane is u = p′ − p (i.e.,

vector PP ′)

u = p′ − p

= pz

p′′

z
p′′ − p

= z∗

α(F e∆X)z
αF e

∆X − p

= z∗

(F e·p)z
F e · p − p

= z∗

(F̂ e·p)z

F̂ e · p − p,

(3.8)

or in an explicit form, for pixel (x, y) of the detector,

ux(x, y) =
z∗(F̂ e

1 (x−x∗)+F̂ e
2 (y−y∗)+F̂ e

3 z∗)

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗
− (x− x∗)

uy(x, y) =
z∗(F̂ e

4 (x−x∗)+F̂ e
5 (y−y∗)+F̂ e

6 z∗)

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗
− (y − y∗)

(3.9)

118



ADDICTED: APPLICATION OF IDIC IN HR-EBSD

The HR-EBSD technique is mainly based on Equation (3.9), and all the following analyses

discuss its exploitation.

To summarize, the displacement field (ux, uy) between a reference diffraction image and

a diffraction image of a deformed configuration reflects the elastic strains of the crystal lattice

at the studied point with respect to the chosen reference crystal. The determination of tensor

F̂ e is the major objective of HR-EBSD. Before explaining the newly developed technique,

existing HR-EBSD techniques that are based on cross-correlation are introduced.

3.2.3 Principle of cross-correlation analyses

In practice, the registration of diffraction images of two different states is performed with an

algorithm based on cross-correlation [Sutton et al. 1983; 2009]. It has been used to measure

displacement fields and evaluate strain fields on surfaces and volumes [Sutton et al. 1983;

2009; Hild and Roux 2012b]. The correlation technique is widely employed by numerous free

or commercial softwares dedicated to various objectives, thanks to its speed and satisfactory

resolution. According to different groups working on metrological performances [Bornert

et al. 2009; Britton et al. 2013], the standard error of measured displacements by correlation

techniques is of the order of one centipixel.

Cross-correlation analyses start with dividing the region of interest (ROI) into subsets,

whose central point motion will be tracked to get a discrete displacement field for the ROI.

It is common to call these image subsets as zones of interest (ZOIs). Figure 3.5 shows an

example of dividing the ROI into image subsets.
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Figure 3.5: Example of image subset distributions used by CrossCourt [CrossCourt3 2012]

for performing cross-correlation calculations. A significant overlap of the subsets is ob-

served, especially at the image center.

An example of cross-correlation is shown in Figure 3.6. Figure 3.6(a) shows the ZOI

in the reference diffraction image, and Figure 3.6(b) the studied diffraction image. Fig-

ure 3.6(c) reports the cross-correlation values of the ZOI with the deformed image shown

in Figure 3.6(b), and an arrow depicts the mean displacement of the ZOI, which is calcu-

lated as the location of the maximum cross-correlation. A 3 × 3 pixel neighborhood about

the maximum is extracted (Figure 3.6(d)) and an adjustment by a quadratic function [Sutton

et al. 2009] allows the maximum position (marked by a star in Figure 3.6(d)) to be retrieved

with a sub-pixel resolution. After treatment of all the ZOIs of Figure 3.5, a cloud of dis-

placements (of the ZOI centers) is obtained (Figure 3.6(e)). Equation (3.9), which links mea-

sured shifts, (ux, uy), at particular locations, (x, y), to the elastic deformation gradient tensor

is to be exploited to estimate F̂ e. When more than four ZOIs are calculated, the problem

becomes over determined and F̂ e is evaluated by the minimization of the mean squared

error between measured and predicted shifts from F̂ e [Maurice et al. 2012]. Weighted least

squares calculation has also been proposed to decrease the impact of incorrectly measured

ZOIs [Britton and Wilkinson 2011].
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(a) (b) (c)

(d) (e)

Figure 3.6: Example of DIC analysis by cross-correlation of image subsets. (a) ZOI in the ref-

erence diffraction image. (b) Studied diffraction image. (c) Field of cross-correlation results

with the studied diffraction image. The arrow that links the image center and the maximum

correlation indicates the ZOI motion between the reference and deformed images. (d) En-

largement of a portion of sub-figure (c), focusing on the maximum point and its immediate

neighborhood. The star illustrates the maximum position obtained by bi-quadratic interpo-

lation. (e) Measured mean displacements of ZOIs shown in Figure 3.5

Today commercial softwares exist such as “BLG CrossCourt” [CrossCourt3 2012]. Sev-

eral laboratories have developed their own software for HR-EBSD analyses (e.g., “Strain-

Correlator” [Villert 2008] or “Phase-Only-Correlation” (POC) [Miyamoto et al. 2009]. They

all are based on the same DIC algorithm as CrossCourt. In theory, four image subsets are

sufficient to derive the 8 components of F e. In practice, more subsets are used (Figure 3.5) in

order to make the estimation of deformation gradients more accurate and robust [Wilkinson

et al. 2006a; Villert 2008; Villert et al. 2009]. However, this data processing method is not

optimal (as discussed below). The motivation of this chapter is to propose a new approach
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that minimizes the measurement uncertainties and the systematic errors.

3.2.4 Challenges of cross-correlation of HR-EBSD images

The difficulties linked to data treatment by cross-correlation are identified as follows:

1. Every image subset provides a mean displacement. For a good accuracy of cross-

correlations, the size of the subset should be large enough to contain a sufficient num-

ber of Kikuchi bands. In order to get a rich displacement field, it is mandatory to take

a large number of ZOIs (in practice varying between 25 and 100 [Villert 2008; Cross-

Court3 2012; Plancher 2015]). Due to the large number and size of ZOIs, a significant

overlap is present in image subsets (Figure 3.5). This property slows down the cor-

relation process since the pixels of the diffraction image are calculated many times in

different image subsets.

2. The choice of image subsets positioning could impact the obtained results [Maurice

et al. 2012], which is a manifestation of non optimal cross-correlation-based HR-EBSD

analyses.

3. In cases of relatively large deformations, significant rotations (e.g., several degrees) be-

tween diffraction images can be observed. Then for displacement fields composed of

pure translations of image subsets, the kinematic basis is no longer adapted to repro-

duce the observed image transformations. Consequently, cross-correlation may yield

errors such as abnormally high stress levels at zones with high rotations compared to

the reference image.

4. The overlap of different ZOIs produces correlations in the different estimates that

should ideally be accounted for to evaluate F e.

3.2.5 Optimized cross-correlation by remapping

To solve the problem of high rotations in diffraction figures, [Maurice et al. 2012] proposed

to perform image rotation as a pre-processing step, which is illustrated in Figure 3.7. A

first fast calculation is performed to determine the average rotation in an image. The finer

deformation calculation is then based on the rotated reference image.
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Figure 3.7: Principle of “remapping” [Maurice et al. 2012]. The reference image is corrected

by the rotation measured beforehand, thus becomes more similar to the deformed image.

The displacement field between the corrected reference image and the deformed picture can

be measured more precisely by cross-correlation.

This procedure could also lead to bias because remapping requires the knowledge of the

position of the projection center [Plancher et al. 2016], denotedO in Figure 3.4, whose precise

measurement is challenging.

Existing publications deal with the issues listed in Section 3.2.4, for example [Maurice

et al. 2012; Britton and Wilkinson 2011; 2012]. However no satisfactory solutions exist yet.

Though cross-correlation-based HR-EBSD make the estimation of elastic strains and the cor-

responding stresses possible, the process remains slow, exposed to randomness in cases of

relatively high strains.

3.2.6 Alternative methods

Other algorithms exist for measuring displacement fields via DIC [Hild and Roux 2012b;

Sutton 2013]. An alternative to cross-correlation of image subsets (also known as local

DIC) has been proposed as global DIC [Wagne et al. 2002; Besnard et al. 2006] or integrated

DIC [Hild and Roux 2006; Roux and Hild 2006; Leclerc et al. 2009]. The global approach uses

the entire image (and only once) instead of many image subsets. The repetitive calculations

of the same pixels and the empirical choice of image subsets disappear naturally, together

with the issue of dealing appropriately with correlations of measurement due to overlap-

ping ZOIs [Hild and Roux 2012a]. Besides, global DIC provides a residual field, which is

calculated at each pixel and constitutes by nature a good criterion to characterize the error

of registration.

Integrated Digital Image Correlation (IDIC) has been proposed to measure directly the

physical quantities (parameters) of interest from image registrations. Thus the measured
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displacement fields are expressed in a “kinematic basis” that is tailored a priori to the studied

physical phenomena (and potentially the artifacts of image formation and acquisition). No

additional degrees of freedom are allowed in the displacement field. This technique can be

adapted to HR-EBSD analyses, since it is based on an interpretative framework adjusted to

the expected kinematics, and exploits the pixels of each image with an equal weight. This

chapter proposes to substitute the current (cross-correlation) data treatments of HR-EBSD

images to evaluate elastic deformation gradient tensors with an IDIC procedure.

3.3 Integrated DIC for HR-EBSD: ADDICTED

A new algorithm has been developed to measure elastic strains from HR-EBSD images. The

algorithm is based on the principles of IDIC and applied to two sets of experimental im-

ages. This algorithm and the necessary pre-processing of diffraction images are summa-

rized in Figure 3.8 and detailed in this section. It has been proposed to call the new method

ADDICTED, an acronym for “Alternative Dedicated Digital Image Correlation Tailored to

Electronic Diffraction.”
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Input: Kikuchi images, PC, parameters P

Choice of reference image
f , ‘deformed’ images g

Remove Kikuchi
image background

Remove failing pixels and
global polynomial trends

Gaussian smoothing of images

Initiation of F̂ e

u = u(P ) + u(F̂ e, PC)

g̃u(x) = g(x + u(x))

Assemble [M ] , {γ}F̂ e = F̂ e + δF̂ e

Solve [M ] {δF̂ e} = {γ}

‖δF̂ e‖ < ε

Output: F̂ e, residual r

Post-processing:
F e, KAM, ǫe, σe, ...

yes

no

Figure 3.8: Flowchart of ADDICTED algorithm. The steps included in the box are exclusive

to ADDICTED.

3.3.1 Picture preparation

3.3.1.1 Filtering of bad pixels

Because of the non-uniformity of the phosphorescent screen utilized for electron capture,

the acquired images often contain, at fixed locations, over-exposed pixels. These very bright

pixels are detrimental to DIC calculations and it is proposed to replace the gray level of these

“bad pixels” by the mean values of neighboring pixels.

125



ADDICTED: APPLICATION OF IDIC IN HR-EBSD

3.3.1.2 Extraction of global variation of gray levels

After the extraction of diffraction image background, explained in Section 3.2.1.2, the

Kikuchi bands may possess global variations of gray levels, which are related to the fluc-

tuations of the average energy of diffracted electrons. For example, Figure 3.9(a) shows

a diffraction image brighter in the upper part and darker in the lower part. This global

tendency does not impact very much the quality of cross-correlation, which studies local

subsets of the image. However, for global image registration, it is preferable to extract the

global changes of gray levels, which are assumed to be represented by a polynomial of order

2 or 3 (obtained by a classic regression procedure). After the extraction of the global varia-

tion of the gray levels, Figure 3.9(a) is transformed into Figure 3.9(b), which is more uniform

and the contrast related to Kikuchi bands is more visible.
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Figure 3.9: Effect of gray level correction and Gaussian filtering. (a) Diffraction Image trun-

cated between −3 and 3. (b) Previous image corrected by subtraction of global tendency

of gray levels. (c) Previous image filtered by Gaussian kernel of ξ = 1 pixel. The convolu-

tion with Gaussian filter eliminates efficiently the high frequency noise from the diffraction

image.
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3.3.1.3 Filtering of high frequency noise

Gaussian filtering at very small scale of the Kikuchi image makes the subsequent calcula-

tions easier, because the raw image is corrupted by very high white noise. The effect of

Gaussian filtering f̃ is illustrated in Figures 3.9(b) and 3.9(c). The smoothing involves the

convolution of the initial image f by a Gaussian kernel G

f̃ = f ∗G (3.10)

where G(x, y) is chosen as Gaussian depending on an internal length ξ

G (x, y) =
1

2πξ2
e

− x2+y2

2ξ2 (3.11)

In practice, the chosen length ξ lies between 1 and 2 pixels. This choice depends on the noise

level of the image, which is in turn dependent on the acquisition time, the pixel number, the

electron beam parameters and the imaged material.

3.3.2 Algorithm

3.3.2.1 Global digital image correlation

Conventional DIC consists of correlating two images of gray levels, one of the reference state

f(x) and the other one of the deformed state g(x). The displacement field u(x) between the

two images can be found by correcting the deformed image g̃u(x) = g(x+u(x)) to match as

best as possible the reference image f(x), which involves the minimization of the quadratic

norm of the residual r = (f(x) − g̃u(x)) summed over the entire ROI.

The cost function to minimize writes

Φ =
∑

ROI

(f(x) − g̃u(x))2 (3.12)

where g̃u(x) = g(x + u(x)) is the deformed image corrected by the measured displacement

field (for the iterative algorithm, it is the current estimation). The minimization of the cost

function leads to successive corrections of the displacement estimation until convergence.

The displacement field (or its corrections) is constructed by linear (or affine) combinations

of fields constituting the kinematic basis. For ADDICTED, IDIC is the chosen tool to analyze

diffraction images, namely, f and g are respectively the diffraction images of the reference

crystal (e.g., assumed to be stress-free), and of the deformed crystal. The displacement field u

observed in the diffraction images has to be related to the elastic deformation gradient of the
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diffracting crystal, F̂ e. Besides, other parameters may influence the measured displacement

field (e.g., sample inclination with respect to the detector, physical size of the pixel, and the

scanning step of the SEM). The column vector {P } gathers all parameters related to beam-

induced shift [Wilkinson et al. 2006a]. Therefore, it is necessary to express (or make explicit)

the dependence of the displacement field on F̂ e and P

u = u(x; F̂ e, {P }) (3.13)

The displacement field usually has nonlinear dependencies with F̂ e and {P }. First order

Taylor expansions are performed

u(x; F̂ e + δF̂ e, {P + δP }) = u(x; F̂ e, {P }) + Φi(x; F̂ e, {P })δF̂ e
i + Ψj(x; F̂ e, {P })δPj

(3.14)

with
Φi = ∂u

∂F̂ e
i

Ψi = ∂u
∂Pi

(3.15)

where Φi is the sensitivity field with respect to the component F̂ e
i (i = 1, 8) of the elastic

deformation gradient tensor, and Ψi the sensitivity field of parameter Pi. As a result, for

example, Φ is a matrix of size (2Npixel) × 8. To be explicit, by combining Equations (3.8) and

(3.9), the sensitivity fields read

Φx1 = z∗(x−x∗)

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗
Φy1 = 0

Φx2 = z∗(y−y∗)

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗
Φy2 = 0

Φx3 = (z∗)2

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗
Φy3 = 0

Φx4 = 0 Φy4 = z∗(x−x∗)

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗

Φx5 = 0 Φy5 = z∗(y−y∗)

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗

Φx6 = 0 Φy6 = (z∗)2

F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗

Φx7 = − z∗(x−x∗)(F̂ e
1 (x−x∗)+F̂ e

2 (y−y∗)+F̂ e
3 z∗)

(F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗)
2 Φy7 = − z∗(x−x∗)(F̂ e

4 (x−x∗)+F̂ e
5 (y−y∗)+F̂ e

6 z∗)
(F̂ e

7 (x−x∗)+F̂ e
8 (y−y∗)+z∗)

2

Φx8 = − z∗(y−y∗)(F̂ e
1 (x−x∗)+F̂ e

2 (y−y∗)+F̂ e
3 z∗)

(F̂ e
7 (x−x∗)+F̂ e

8 (y−y∗)+z∗)
2 Φy8 = − z∗(y−y∗)(F̂ e

4 (x−x∗)+F̂ e
5 (y−y∗)+F̂ e

6 z∗)
(F̂ e

7 (x−x∗)+F̂ e
8 (y−y∗)+z∗)

2

(3.16)

3.3.2.2 Correction of projection parameters

The projection parameters such as the coordinate of projection center (x∗, y∗) and the rel-

ative inclination angle between the sample and the screen are very important in HR-EBSD

analyses.
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• Projection center

The projection center (PC) positioning is crucial for elastic strain measurement and its

effect has been quantified [Villert et al. 2009; Kacher et al. 2009]. “Remapping” is also lim-

ited by PC positioning. Various methods have been proposed to precisely pinpoint PC

(e.g., shadow-casting [LTD 2012], moving screen [Carpenter et al. 2007; Maurice et al. 2011],

shadow grid [Mingard et al. 2011]). The Kikuchi figure projected onto a sphere centered

on PC contains parallel Kikuchi bands on the “large circles.” This phenomenon enables the

PC to be positioned very accurately [Kacher et al. 2010]. The ADDICTED algorithm per se

cannot determine the PC position [Alkorta 2013].

• Beam-induced shift

Before launching ADDICTED calculations, the shift of the Kikuchi images due to motions

of the emission point (in other words the scanning motion of the electron beam) should be

corrected. This shift, w, can be obtained precisely by the SEM calibration with a standard

sample, knowing the scanning direction on the screen and the physical size of the screen

pixel. This correction of a global translation of the image by w reads

ĝ(x) = g(x + w) (3.17)

where ĝ is the corrected image, and can be performed via cross-correlation over the whole

ROI. Note that w only depends on the position of the incident electron beam, and for each

diffraction image Equation (3.17) describes a pure translation.

•Correction of relative inclination of the sample

The sample is tilted to about 70◦ for HR-EBSD acquisitions and the screen is tilted by

several degrees too. If the acquisition is carried out on a large zone (say greater than

100 × 100 µm2), the distance between the emission point and the screen, z∗, varies in a non

negligible manner. It is worth noting that varying z∗ induces magnification changes. There-

fore, the size of the diffraction image should be adjusted, centered about PC, x∗ = (x∗, y∗)⊤,

before launching ADDICTED

ǧ(x − x∗) ≡ ĝ
[
(z∗

g/z
∗
f )(x − x∗)

]
(3.18)

where z∗
g is the distance between the emission point and the screen for the deformed image,

and z∗
f is that for the reference configuration. Consequently, the effects of the projection

parameters on the displacement field, Ψi, are treated and corrected before and the final

solution to the minimization problem is conducted for F̂ e.
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3.3.2.3 Solution

The minimization algorithm follows the standard IDIC steps without particular modifica-

tion [Hild and Roux 2012b]. The cost function (3.12) is iteratively minimized with Gauss-

Newton algorithm. The column vector {δF̂ e} gathering all corrections to F̂ e is obtained

[M ] {δF̂ e} = {γ} (3.19)

where [M ] is the Hessian matrix of size 8 × 8 at iteration n− 1

M
(n−1)
ij =

∑

ROI

(∇f(x) · Φi(x, F̂ e))(∇f(x) · Φj(x, F̂ e)) (3.20)

and the second member {γi} includes the residual field

γ
(n)
i =

∑

ROI

(
f(x) − g̃(n)(x, F̂ e)

)
∇f(x) · Φi(x, F̂ e) (3.21)

When ‖{δF }‖ < ǫ, ǫ being chosen equal to 10−7 for all the calculations of this chapter, the

minimization stops and F̂ e is stored. Otherwise, F̂ e is updated

F̂ e
(n)

= F̂ e
(n−1)

+ δF̂ e
(n)

(3.22)

Once F̂ e is obtained, the displacement field u is derived from Equation (3.8), and the de-

formed image can be corrected with these new estimates.

3.3.2.4 Analysis of noise

Besides F̂ e, ADDICTED gives another important result, namely, the correlation residuals

evaluated at any pixel location in the ROI

r(x) = f(x) − g̃(x) (3.23)

The registration residual r collects all artifacts of the formation and acquisition of Kikuchi

figures, and thus potentially contains very rich indications of the analyzed images. Signals

in the residual that are not (white) noise often indicate an incomplete exploitation of the

information, or an unadapted kinematic transformation between images. The residual may

thus contain signal and noise. Let us assume that the reference image f is formed from

a noiseless signal, fp, with the superposition of a supposedly normal distributed noise bf ,

which is known by the designation “Gaussian white noise"

f(x) = fp(x) + bf (x) (3.24)
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The superposition is supposed to contain no spatial correlation. The same formation for a

series of deformed diffraction images gi reads

gi(x) = gi
p(x) + bi

g(x) (3.25)

where bg is white noise. After the application of ADDICTED, the corrected image reads

g̃i(x) = g̃i
p(x) + b̃i

g(x) (3.26)

thus the residual reads

ri(x) = f(x) − g̃i(x)

= fp(x) − g̃i
p(x) + bf (x) − b̃i

g(x)

= bf (x) − b̃i
g(x)

(3.27)

Equation (3.27) can be established if the ideal reference fp and deformed g̃i
p images perfectly

match after the registration.

The same reference image is utilized for a given grain, which means a unique image f

is registered to a series of deformed images g. The residuals at convergence for all images g

can be averaged and, by noting 〈...〉 their average over the different points inside one grain,

〈ri〉 = bf − 〈b̃i
g〉

= bf

(3.28)

The average of the residual field provides an estimation of bf , which allows noise to be re-

moved from the reference image, fp. The “cleaned” reference image allows the measurement

uncertainty to be decreased (i.e., variance divided by 2).

3.4 Examples of application

The ADDICTED algorithm has been coded in Matlab. The code enables all the reported

results earmarked ADDICTED or integrated image correlation to be obtained. The proposed

algorithm has been tested on two sets of experimental data. The first test quantifies the

uncertainty of the algorithm on a specific single crystal sample. The second test probes the

feasibility of the algorithm in a more realistic case. The performance of ADDICTED has been

evaluated by comparison with two existing softwares, i.e., StrainCorrelator and CrossCourt.
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3.4.1 Single crystal sample in 4-point flexural test

A 4-point flexural test has been performed by [Plancher 2015; Plancher et al. 2016] on a Zeiss

Supra 55VP FEG-SEM operating at 20 kV with a probe current of 2.4 nA. A sample made

of A316 stainless steel has been obtained by electric arc erosion from a single crystal ingot

fabricated with the Bridgman-Stockbarger technique [Stockbarger 1936]. The sample is ori-

ented along the 〈100〉 axis with an uncertainty of 3◦. Then the sample has been mechanically

and electrochemically polished to minimize the surface residual stress. The final sample is of

dimensions 30 × 4.8 × 0.5 mm3. It was tested by a 4-point flexural setup, which is illustrated

in Figure 3.10. During the test the maximum force reached 5.4 N. A transverse profile has

been studied to get its strain state, which is representative of the loading of the central part

of the sample. Along this 500 µm long profile, HR-EBSD acquisitions have been performed

over 5000 points, with a step of 100 nm. The diffraction images have been recorded by a

Nordlys II camera with a definition of 1344 × 1024 pixels. The sample has also been stud-

ied by synchrotron X-ray diffraction, in order to apply the DIC-Laue technique [Petit et al.

2015]. The Laue diffraction technique provides a comparison of coarser resolution, because

the focused synchrotron beam has a diameter larger than the electron beam of SEMs. How-

ever, the Laue diffraction combined with DIC leads to a lower uncertainty on the (elastic)

strain measurements (of the order of 10−5) due to an averaging effect as it is less local than

HR-EBSD [Plancher et al. 2016].

 F 
2

 F 
2

O

T
e
n
s
io

n

C
o

m
p
re

s
s
io

n

Neutral axis (σ=0)

Observed profile

[100]

[010]

x

y

z [001]

Plastic zone

Figure 3.10: Sketch of 4-point flexural test [Plancher et al. 2016].
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According to beam theory, a neutral axis where there is neither compression nor tension

exists at the sample mid-height along the longitudinal direction. Therefore, the test provides

a reference diffraction image, which corresponds to an unloaded state, at the intersection of

the studied profile and the neutral axis, denoted by point O in Figure 3.10. The synchrotron

diffraction images were treated by DIC-Laue [Plancher et al. 2016]. The HR-EBSD images

along the profile were treated with the StrainCorrelator software and ADDICTED.

Figure 3.11 shows the regions utilized in the calculations on the reference image. Strain-

Correlator utilizes 25 256-pixel subsets distributed close to the image center, see Fig-

ure 3.11(a). A unique (yet large) region is treated with integrated DIC (ADDICTED).

(a) (b)

Figure 3.11: Reference diffraction image and the ROIs (a) of StrainCorrelator, and (b) of

ADDICTED.

The strain component ǫyy corresponds to the direction where the strain level is the high-

est. Its profile is shown in Figure 3.12. 5000 acquisition points are reported as a function of

the distance to the beam neutral axis. Between -50 µm and 50 µm, a linear trend is observed,

corresponding to the elastic deformation regime. The broadness of the band of points indi-

cates the scatter of data. Since the sample stems from a single crystal of good quality, in the-

ory there should be no high-frequency signal for F e. Therefore, the scatter of the resulting

strains along the profile allows the performance of HR-EBSD algorithms to be compared.

ADDICTED gives ǫyy results very close to those of StrainCorrelator, both for the average

value and for the amplitude. Consequently it is interesting to compare the corresponding

scatter. The standard deviation of the measured strains is a good indicator. To calculate it, an

average strain profile has been calculated by moving average of 200 consecutive data, then

the standard deviation of distances between the data points and the average profile is con-

sidered as the scatter. The standard deviation is 5.6×10−5 for StrainCorrelator, and 4.9×10−5
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for ADDICTED, i.e., a 12% reduction for the latter. If the stray points at activated slip loca-

tions are excluded in calculation, the value is 4.3×10−5 for StrainCorrelator and 3.5×10−5 for

ADDICTED. This uncertainty gain can be explained as ADDICTED considers a large and

unique ROI, i.e., only one sampling on a large number of data. The sampling bias, which af-

fects the cross-correlation by image subsets, has been avoided. This phenomenon shows the

robustness of ADDICTED against image noise. Besides, it is worth noting that this test leads

to very small strains (less than 10−3), and the rotation of diffraction images is limited. There-

fore it is a favorable case to apply cross-correlation of image subsets (for StrainCorrelator).

In cases with larger strains, ADDICTED is expected to be even more advantageous.
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Figure 3.12: ǫyy profiles as functions of the distance to the neutral axis dn, provided by

(a) StrainCorrelator, (b) ADDICTED. For comparison purposes, ǫyy profiles calculated by

DIC-Laue [Plancher et al. 2016] are drawn in both figures.

The εyy profile of Figure 3.12 is characterized by local discontinuities. It was found that

discontinuities of F e components correspond to the presence of activated slip traces [Plancher

2015]. At each discontinuity several outliers exist. The residual fields associated with out-

liers are shown in Figure 3.13. Apart from these outliers, the residual contains only white

noise (Figures 3.13(a) and 3.13(d)). For the outliers, an unaccounted for signal remains in the

residual, which is visible on the lower left part of Figure 3.13(b), and on the lower right part

of Figure 3.13(c). This phenomenon shows that the diffraction images acquired in the direct

vicinity of slip traces are more complex than regular diffraction images. A possible expla-

nation is that plastic slip could cause crystal rotations, and on the two sides of a slip trace

two lattices of slightly different orientations may interact simultaneously with the electron
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beam. This observation proves on the one hand the high sensitivity of ADDICTED to such

cases. On the other hand this example shows that the residual image calculated for each

correlation between diffraction images contains a very rich information, which reveals the

failure of the transformation model in this particular situation. Signals in the residual field

point at the way for potential interpretation in the future.
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Figure 3.13: Residual field calculated by ADDICTED. (a) and (d) correspond to images

outside the zone of localized slip trace. (b) and (c) residuals of diffraction images captured

on the slip trace.

Figure 3.14 shows an example of denoising with the method explained in Section 3.3.2.4.

The raw diffraction image is shown in Figure 3.14(a), where noise is clearly visible. Fig-

ure 3.14(b) shows the filtered diffraction image with a Gaussian kernel of 2 pixels, leading

to an attenuation of noise but also to loss of image contrast. Figure 3.14(c) shows the de-

noised reference image based on ADDICTED results on 400 diffraction images located be-

tween -40 µm and 0 µm. Figure 3.14(c) reports a drastic reduction of noise, while keeping

the contrast of the original image. These trends are more manifest on the zoomed areas

(Figures 3.14(d), 3.14(e), 3.14(f)). Figure 3.14(f) reveals very rich details that are otherwise

invisible in Figures 3.14(d) and 3.14(e).
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(a) (b) (c)

(d) (e) (f)

Figure 3.14: Example of noise reduction on a diffraction image. (a) Raw image. (b) Image

filtered by convolution with a Gaussian kernel of length 2 pixels. (c) Denoised image with

the method explained in Section 3.3.2.4. (d-f) Zooms of zones indicated by the red boxes

in (a-c). It is seen that (c) and (f) show a significant decrease of noise while preserving the

contrast of the Kikuchi bands.

For the flexural test on a single crystal sample, the present algorithm gives results with

an uncertainty 12% lower than StrainCorrelator. The registration residual field shows a high

sensitivity to localized phenomena.

3.4.2 Tensile test on polycrystalline sample

A more complex experiment has been performed to test the robustness of ADDICTED on

an industrial material. An A316 stainless steel sample, having large grains, has been pol-

ished and subjected to an in-situ tensile loading inside the chamber of a Tescan Mirra SEM

(Figure 3.15). The loading direction is horizontal in Figure 3.15. At first plastic straining,

HR-EBSD acquisitions have been performed on a ROI focused on a triple point of the mi-

crostructure. ADDICTED has been used again to process the data. For comparison pur-

poses, CrossCourt is also run on the same data set. The parameters are chosen to be identical

for the two calculations (i.e., reference image for each grain, and coordinates of projection
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centers).

(a)

30µm

Grain 1

Grain 2 Grain 3

(b)

001

111

101

Figure 3.15: Region of interest of the sample. (a) Secondary electron image. (b) Inverse pole

figure obtained by standard EBSD analysis.

Figure 3.16 shows an example of integrated correlation result on two diffraction images

(a-b). The same images are studied via cross-correlation (Figure 3.6). A rotation, which is not

easily perceptible by naked eyes, exists between Figures 3.16(a) and 3.16(b). Yet it becomes

notable when the difference between the two diffraction images is computed (Figure 3.16(c)).

The 8 components of F̂ e are obtained by integrated correlation and the corresponding dis-

placement fields are shown in Figures 3.16(e) and 3.16(f). Compared to Figure 3.6(e), the

advantage of integrated correlation is noteworthy, namely, the displacement field is much

richer. The rotation is intrinsically recovered by the algorithm, and does not need a “remap-

ping” step, which is computationally costly.

Figure 3.16(g) shows the deformed image corrected by the measured displacement field,

and Figure 3.16(h) the residual between Figure 3.16(a) and Figure 3.16(g). It is concluded

that the dominant initial difference (Figure 3.16(c)) disappears and “phantom” bands be-

come visible in the residual. Compared to the residuals obtained in the first example (Fig-

ure 3.13), the present residual contains more information (Figure 3.16(h)) because the sample

microstructure is more complex than the single crystal studied previously. Thus the diffrac-

tion images are less sharp. For instance, single slip traces create signals in the residual field

(Figures 3.13(b) and 3.13(c)). A complex industrial polycrystalline sample with more slip

traces and lattice distortions will inevitably lead to more unaccounted for motions. Further,
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as opposed to the previous case, it is not easy to select a stress-free point as reference and

there might well be no strictly stress-free point at all.

By observing the diffraction image in Figure 3.16(i), similarities between the Kikuchi

bands and the “phantom” pattern in the residual is revealed (Figure 3.16(h)). This phe-

nomenon indicates that the “background” of diffraction images has not been acquired satis-

factorily. Consequently, the diffraction signal of grain 3 is contained in the corrected diffrac-

tion images of grain 1. By analyzing the residual field provided by ADDICTED, it is possible

to reveal some information that would be hidden otherwise, which is useful to construct a

better “background” image.
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(c) Initial difference

F̂ e:


0.9985 −0.0342 0.0207
0.0355 1.0040 0.0050
−0.0181 −0.0065 1.0000




(d) Measured F̂ e
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(g) Corrected deformed image
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(h) Residual
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Figure 3.16: Example of integrated correlation result. (a) Reference and (b) deformed im-

ages of grain 1. (c) Initial difference between the two images. (d) Tensor F e obtained by inte-

grated correlation. Displacement field component along x (e) and y (f) directions (expressed

in pixels). The displacement field is to be compared with that shown in Figure 3.6(e). (g) De-

formed image (b) corrected by the measured displacement field. (h) Corresponding residual

(i.e., difference between images (a) and (g)) (i) Diffraction image of grain 3, where the signals

contained in (h) are visible.

When using ADDICTED, it is preferable to start the calculation with images near the

reference point. To initialize the first integrated calculation (i.e., the first “deformed” diffrac-

tion image), the identity matrix I is a good choice for F̂ e, due to the assumed small strains
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between those images. To initialize the calculations over other pixels, it is generally recom-

mended to take the value of F̂ e calculated for its immediate neighbors since the strains are

assumed to be close for nearby material points.

The convergence speed as a function of the calculation conditions is summarized in Ta-

ble 3.1. It is concluded that Gaussian filtering of diffraction images drastically reduces the

number of iterations before convergence. The smoothing with a larger kernel (2 pixels) is

more efficient than a smaller one (1 pixel). The initialization with F̂ e of neighboring pix-

els accelerated the convergence too, especially for the calculations on unfiltered diffraction

images. In terms of values of F̂ e, different computation conditions do not lead to identi-

cal values, but sufficiently close, namely the standard deviation of F̂ e values is less than

10−4. For the sake of computation speed, the following discussions are based on the results

with diffraction images filtered with a 2-pixel Gaussian kernel and with an initialization of

neighboring F̂ e.

Gaussian filter kernel of 2 pixels kernel of 1 pixels none

Initialized by I 17 65 700

Initialized by neighboring F̂ e 14 50 300

Table 3.1: Number of iterations before convergence as a function of the computation param-

eters

The plane stress hypothesis has been used and F̂ e is transformed into F e. The emission

zone (i.e., interacting with the electron beam) is about 25 nm deep, which legitimizes the

plane stress hypothesis. It should be noted that this hypothesis assumes the surface normal

is well known, which is generally not the case after deformation. A rough surface degrades

the accuracy of HR-EBSD measurements. HR-EBSD acquisitions have been performed at the

entry of plasticity thus it is legitimate to neglect the changes of topography. It is assumed

that the rotation levels could be significant, yet the deformation contributions remain limited

(elastic regime). Therefore it is advised to keep a finite strain formalism for F e, and calculate

the rotation Re tensor by polar decomposition

F e = V eRe (3.29)

It has been found that the left side decomposition of F e is more convenient to implement for

HR-EBSD, since when measuring the strains of the “deformed” region, one is interested in
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the strain of the crystal in the “deformed” configuration, that is the finite rotation between

the reference and the current pattern is applied first, followed by an elastic distortion of

the rotated crystal [Maurice et al. 2012]. Then the elastic right Cauchy Green and Green-

Lagrange tensors can be computed. If the strains remain small, the left Cauchy-Green tensor

reduces to

(V e)T V e ≃ I + 2ǫ (3.30)

where ǫ denotes the infinitesimal strain tensor [Maurice et al. 2012].

The Kernel Average Misorientation (KAM), or local misorientation, is a property that

characterizes the local deformation level of a crystal [Wilkinson and Britton 2012]. In the

present case, the KAM is defined as

KAMij = 〈ϕ
(
Rij(Rneigh)−1

)
〉 (3.31)

where Rij is the rotation matrix calculated at pixel (i, j), Rneigh are the rotation matrices at

the 4 neighboring pixels, i.e., R(i−1)j , R(i+1)j , Ri(j−1), Ri(j+1), and

ϕ(Q) = Arccos

(
tr(Q) − 1

2

)
(3.32)

is the function that links a rotation matrix Q to the misorientation angle. As illustrated in

Figure 3.17(a), the KAM provided by standard EBSD analyses is too noisy to characterize a

misorientation of the order of 10−4 − 10−3 rad. The indexing of crystallographic orientations

by standard EBSD comes with an error of 0.5°. ADDICTED gives results (Figure 3.17(b)) very

close to those obtained by CrossCourt (Figure 3.17(c)). The inter-granular straight traces are

due to polishing artifacts/scratches, and appear in a distinct way in the two images, as high-

lighted by ellipses in Figures 3.17(b) and 3.17(c). Further, the kernel average misorientation

is higher at grain boundaries, especially at triple points, which is consistent with predictions

of dislocation pile-up [Nye 1953] and experimental observations [Caillard 1996].
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Figure 3.17: Kernel average misorientation obtained by (a) standard EBSD analyses, (b) AD-

DICTED (HR-EBSD), and (c) CrossCourt. The green crosses indicate the position of the ref-

erence diffraction images for each grain.

In the elastic regime, the complete stress tensor is calculated by Hooke’s law [Plancher

2015]

σ = J−1F eC : ǫ(F e)⊤ (3.33)

where J is the determinant of F e. The elastic constants C11 = 206 GPa, C12 = 133 GPa,

C44 = 119 GPa are chosen for the two algorithms [Ledbetter 1981].

The stress components obtained by CrossCourt are presented in Figure 3.18 and those

obtained by ADDICTED in Figure 3.19. The component σzz is by construction vanishing and

thus not presented. It is found that ADDICTED results in stress fields more homogeneous

than CrossCourt. Stress discontinuities when crossing grain boundaries are also lower with

ADDICTED. Besides, in order to obey the plane-stress hypothesis, the shear stress at the free

surface σiz should cancel out. These shear stresses are closer to zero with ADDICTED.

142



ADDICTED: APPLICATION OF IDIC IN HR-EBSD

y (pix.)

x
(p
ix
.)

20 40 60 80 100 120 140

20

40

60

80

100

120

140
−1

−0.5

0

0.5

1

(a) σxx

y (pix.)

x
(p
ix
.)

20 40 60 80 100 120 140

20

40

60

80

100

120

140
−1

−0.5

0

0.5

1

(b) σyy

y (pix.)

x
(p
ix
.)

20 40 60 80 100 120 140

20

40

60

80

100

120

140
−1

−0.5

0

0.5

1

(c) σxy

y (pix.)

x
(p
ix
.)

20 40 60 80 100 120 140

20

40

60

80

100

120

140
−1

−0.5

0

0.5

1

(d) σyz

y (pix.)

x
(p
ix
.)

20 40 60 80 100 120 140

20

40

60

80

100

120

140
−1

−0.5

0

0.5

1

(e) σxz

Figure 3.18: Stress tensor components (expressed in GPa) obtained by CrossCourt. (a) σxx,

(b) σyy, (c) σxy, (d) σyz, (e) σxz. The component σzz is set to 0 (plane stress hypothesis), thus

not shown. The green crosses indicate the position of the reference diffraction images for

each grain.
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Figure 3.19: Stress tensor components (expressed in GPa) obtained by ADDICTED. (a) σxx,

(b) σyy, (c) σxy, (d) σyz, (e) σxz. The component σzz is set to 0 (plane stress hypothesis), thus

not shown. The green crosses indicate the position of the reference diffraction images for

each grain.

Von Mises equivalent stresses are compared for ADDICTED and CrossCourt in Fig-

ure 3.20. It is concluded that the Von Mises stress field is more homogeneous and its level

is lower with ADDICTED. The straight inter-granular line is always visible in the results

provided by ADDICTED, contrary to those with cross-correlation, as highlighted by ellipses

in Figures 3.20(a) and 3.20(b). Note that this straight inter-granular line corresponds to a

scratch that goes together with a residual stress signature, so that the mark is physical and

not an artifact, thus ADDICTED captures the stress level more precisely than CrossCourt.

The comparison of histograms of Figure 3.20(c) and 3.20(d) indicate that the high equiva-

lent stresses obtained by CrossCourt (i.e., greater than 0.6 GPa) disappear with the present

approach. These unrealistic stress levels are significantly reduced.
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Figure 3.20: Von Mises equivalent stress (expressed in GPa) obtained by (a) ADDICTED and

(b) CrossCourt softwares. The green crosses indicate the position of the reference diffraction

images for each grain. (c) and (d) are the histograms of (a) and (b), respectively.

Another key point concerns the extreme value of Von Mises stress, which is 6.5 GPa for

CrossCourt, and 2.7 GPa for ADDICTED. It has been checked that for the two calculations,

the maximum values are reached for the same diffraction image. A lower equivalent stress

also proves the better treatment of this degraded image by ADDICTED.

In terms of computation time, ADDICTED takes 40 h on an HP laptop using two i7

cores. On a desktop machine running eight i7 cores, CrossCourt takes about 40 h for the first

rough cross-correlation, and 100 hours with the second cross-correlation after “remapping”.

The fact that the present algorithm reduces drastically (by about 75% compared to cross-

correlation without “remapping”, or about 90% compared to cross-correlation with “remap-

ping”) the computation time with an interpreted language is very encouraging to generalize

and extend the technique to industrial applications.
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3.5 Conclusion

This chapter has revisited the main ideas exploited in HR-EBSD and developed in the last

decade in order to measure elastic strains and estimate stresses. To process diffraction im-

ages, instead of cross-correlating image subsets, integrated DIC was employed over the

quasi-totality of the image, constructed directly with the most appropriate formulation of

the problem, which is the geometrical projection equations of diffraction patterns onto the

detector plane.

The so-called ADDICTED algorithm has the following advantages:

1. Simple implementation. The pre-rotation step (i.e., “remapping”) is intrinsically incor-

porated in ADDICTED.

2. Robustness of calculation, since the 8 components of the deformation gradient tensor

are directly computed by analyzing only once the quasi-totality of the diffraction im-

age. This property has been checked on degraded Kikuchi images. The exploitation

of the studied images is complete and does not introduce spatial correlations between

neighboring calculation points.

3. The strategy of global correlation also allows redundant calculations to be avoided,

which is largely present with the cross-correlation method due to overlapping subsets.

As a result, ADDICTED is considerably less costly in computation time (from 75% to

90% according to the test case).

4. The strategy of global correlation reduces the measurement uncertainty. For example,

a reduction of 12% was obtained in the test case on a slightly deformed single crystal

sample. The algorithm takes a large and unique ROI, i.e., it samples once and for all

large quantities of data. By drastically reducing the sampling bias of cross-correlation,

ADDICTED is optimal in terms of least sensitivity to white Gaussian noise corrupting

diffraction images.

5. Some optimizations of the ADDICTED calculation have been proposed, for example

the application of Gaussian smoothing on the diffraction figure to attenuate the high

frequency noise, and initialization of ADDICTED calculations by the results of neigh-

boring pixels.
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6. In cases of larger deformations, the transformation of Kikuchi images is not well cap-

tured by the standard image correlation method, but in theory perfectly described by

the formulation based on the projection equation. A gain in accuracy is expected, re-

sulting in a reduction of extreme stress values for the second test case.

7. The residual field of the correlation technique is intrinsically obtained by integrated

DIC, while it is not naturally calculated by cross-correlation approaches. Its calcula-

tion would be very expensive because many gray level interpolations are necessary.

The residual field is a good indicator of the calculation performance. The information

contained in the residual can be exploited in different ways. For example, by analyz-

ing the residuals of numerous calculations, Kikuchi images can be denoised, possible

errors in the image background corresponding to Kikuchi patterns can be detected.

Last, ADDICTED, which is adapted to HR-EBSD images, could be extended to several

other types of diffraction images (e.g., Kossel diffraction, Laue diffraction, or TEM diffrac-

tion). These techniques derive from the same principles of projection of diffracted beams

and after a simple modification, ADDICTED can be applied to those images as well. Inte-

grated algorithms for Laue and TEM diffraction, with all the advantages cited above, will

bring significant gains to their exploitations.

As illustrated by the two application cases of ADDICTED, HR-EBSD works well for sam-

ples with low residual stresses, such as a monocrystal. The results of a sample of only

3 coarse grains present already an elastic deformation field which is not fully realistic. If

HR-EBSD is applied on ferritic-bainitic steel with fine grains, the results will be even more

complex, possibly nonphysical. In this sense, the HR-EBSD technique is presumably not

adopted for studying 16MND5 steel.

While ADDICTED provides an optimal processing algorithms for high-resolution Kikuchi

images, two major challenges remain for HR-EBSD:

• the precise measurement of the projection center for every diffraction image. A specific

sample holder has been designed by [Plancher 2015] that allows precise alignment of

sample in SEM coordinates thus facilitates the evaluation of projection center locations.

It would help if this kind of devices become commercially available;

• the simulated stress free Kikuchi figure should have a significant similarity to be regis-

tered with experimental Kikuchi figures, in order to overcome the absence of stress-free

experimental diffraction images.

147



ADDICTED: APPLICATION OF IDIC IN HR-EBSD

Should these problems be solved, HR-EBSD technique would become more robust, and ca-

pable to measure the elastic deformation of industrial fine grained metals and thus facili-

tate the identification of their plasticity parameters. Chapter 4 will come back to the stan-

dard EBSD technique and SE/BSE images to characterize the surface of 16MND5 sample,

all along the in-situ tensile test.
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Chapter 4

On the use of SEM correlative tools for

in-situ mechanical tests

Reproduced from: Qiwei SHI, Stéphane ROUX, Félix LATOURTE, François HILD, Do-

minique LOISNARD and Nicolas BRYNAERT. On the use of SEM correlative tools for

in-situ mechanical tests. Ultramicroscopy, January 2018, 184(Part A):71 – 87.

In-situ SEM mechanical tests are key to study crystal plasticity. In particular, imaging and

diffraction (EBSD) allow microstructure and surface kinematics to be monitored all along

the test. However, to get a full benefit from different modalities, it is necessary to register all

images and crystallographic orientation maps from EBSD into the same frame. Different cor-

relative approaches tracking either Pt surface markings, crystal orientations or grain bound-

aries, allow such registrations to be performed and displacement as well as rotation fields

to be measured, a primary information for crystal plasticity identification. However, the

different contrasts that are captured in different modalities and unavoidable stage motions

also give rise to artifacts that are to be corrected to register the different information onto

the same material points. The same image correlation tools reveal very powerful to correct

such artifacts. Illustrated by an in-situ uniaxial tensile test performed on a bainitic-ferritic

steel sample, recent advances in image correlation techniques are reviewed and shown to

provide a comprehensive picture of local strain and rotation maps.
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4.1 Introduction

Scanning Electron Microscopy allows contrasted images to be acquired with sub-micrometer

spatial resolution at the surface of metals, using Secondary Electron (SE) imaging mode,

mostly sensitive to topography. Back-Scattered Electron (BSE) imaging is sensitive to to-

pography or chemical contrast depending on the detector configuration. The latter case

is the most favorable for kinematic measurements since brightness changes due to out-of

plane displacements are essentially prevented. New generations of Scanning Electron Mi-

croscopes (SEM) with field emission guns exhibit far less imaging distortions than their

predecessors based on Tungsten probe technology [Sutton et al. 2007a], and are therefore

very well adapted to performing digital image correlation (DIC) measurements [Sutton et al.

2007b; Guery et al. 2014; Lim et al. 2015].

Another imaging mode providing key information when studying crystal deformation

is Electron Back-Scattered Diffraction (EBSD). Sensitive to crystal orientation, EBSD allows

rotation fields to be tracked at the surface of a polycrystalline specimen subjected to strain-

ing (see Chapter 2). Measuring rotation and more specifically its gradients is important to

address plasticity problems at the grain scale, since rotation gradients are induced by ge-

ometrically necessary dislocations involved in strain gradient plasticity models [Acharya

et al. 2003; Wulfinghoff et al. 2015].

In-situ mechanical tests often rely on the combined use of BSE and EBSD images, but

these two images are acquired with two different specimen configurations. The surface is

normal to the electron beam for BSE images and is subsequently tilted for EBSD imaging.

Matching the coordinates system of the two images is an issue seldom reported in the liter-

ature. A commonly adopted procedure is to use indent marks, which are visible in the two

images, to find the transformation between the images using simple shape functions (e.g.,

rotations, magnification changes/dilations [Héripré et al. 2007]).

Kinematic measurement by DIC requires gray level images ideally with high local con-

trast. Apart from natural contrast of the sample surface (e.g., surface roughness), differ-

ent marking techniques are available to produce a fitting artificial contrast for SEM stud-

ies, such as the deposition of microgrids by microlithography [Allais et al. 1994], ran-

dom patterns generated by nanoparticle deposition techniques [Berfield et al. 2007] or UV-

photolithography [Scrivens et al. 2007]. To the best knowledge of the authors, all the artificial

patterns serve as contrasts in SE/BSE images, and no report exists concerning the exploita-

150



ON THE USE OF SEM CORRELATIVE TOOLS FOR IN-SITU MECHANICAL TESTS

tion of its contrast in EBSD images. Besides, the mechanism of trace generation in EBSD

images has not been investigated.

An alternative solution is to deposit in-situ computer-generated patterns onto the speci-

men surface by microlithography with a precise knowledge of the reference pattern [Guery

et al. 2014]. Another advantage of the in-situ deposition is that the size, shape and thick-

ness of the speckles are easily and precisely controlled by the SEM. As information depth

is bigger in EBSD than SE/BSE images, and the spatial resolution of EBSD is not as good

as SE/BSE images, larger and thicker speckles are necessary to create sufficient contrast in

EBSD images for DIC purposes. This chapter presents a work to generate a visible random

pattern in both SE/BSE and EBSD images and employs multiple correlative tools to track

the pattern in these imaging modes during the in-situ test, thereby generating very rich ex-

perimental information about the sample.

The characterization of SEM errors is critical when images are quantitatively analyzed.

Imaging distortion of SEM has been characterized by DIC [Guery et al. 2014] on samples

with in-situ deposited speckles. Slow scan direction error in atomic force microscpy (AFM)

has been quantified and corrected [Xu et al. 2008; Teyssedre et al. 2011] by capturing two

images with orthogonal scan directions. A hypothesis has been made that the information

acquired for each scanned line is reliable. EBSD acquisition uncertainty, both spatial distor-

tion and orientation resolution, should be analyzed too. A detailed orientation uncertainty

analysis [Venables and Bin-jaya 1977] estimates the angular resolution at 0.5◦, which has

been confirmed by experimental measurements [Ram et al. 2015].

For tilted samples, distortion of EBSD images has been pointed out [Kapur and Casasent

2000; Wu et al. 2002], and a geometric transformation has been proposed to correct the dis-

tortion based on SEM images on non tilted samples. The tilt correction has since been in-

corporated as a basic function in standard SEMs. Trapezoidal distortion has been analyzed

theoretically [Nolze 2006; 2007]. However, the uncertainty in tilt correction has not been

studied.

The present study aims at coupling crystal deformation and rotation measurements of a

tensile test performed in-situ (i.e., in an SEM). Surface deformations are measured thanks to

DIC [Allais et al. 1994; Hoc et al. 2003; Héripré et al. 2007] with a specific implementation al-

ready proven well adapted to polycrystals [Guery et al. 2016a]. More recently, it was shown

that crystal rotation fields can also be measured on surfaces by registering EBSD images via

so-called quaternion correlation (see Chapter 2). EBSD images have been overlaid manu-
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ally on DIC strain map to study the relation between the texture and fatigue properties [Jin

et al. 2011]. Accurate matching of the two kinds of images is necessary to describe the mi-

crostructure of polycrystals and more importantly, its changes during mechanical loadings.

Rotations measured by EBSD and strains evaluated by DIC were compared [Gioacchino

and da Fonseca 2015] for an austenitic steel with large grain size. Matching EBSD and BSE

images was thus not mandatory in that work since only few grains were studied.

Since comparisons will be performed herein for a bainitic steel with a much finer mi-

crostructure, rotation and strain fields have to be expressed very precisely with respect to

each other. The matching of BSE and EBSD images will rely on the presence of the same

speckle pattern produced by lithography in the images captured with different specimen

positions and detectors. Efforts will be devoted to the understanding of electronic processes

leading to image capture, thereby allowing for good correlation between images acquired

with different modalities, and in turn sound comparisons between plastic slip and lattice ro-

tation. The chapter is organized as follows. Section 4.2 details the experimental procedure.

Section 4.3 is dedicated to the treatment of BSE images, and Section 4.4 to that of EBSD

images. Matching EBSD and BSE images and its benefit will be discussed in Section 4.5.

4.2 Experimental settings

The studied material, A508cl3 (i.e., 16MND5 in French nomenclature), which is a bainitic-

ferritic low-alloyed steel used in the nuclear industry, is subjected to in-situ uniaxial tension.

Two flat tensile specimens with a gage zone of volume 10 × 1.5 × 1 mm3 are machined.

For imaging and ulterior simulation purposes, sample surfaces are ground to be as plane as

possible, at the same time without a hardening layer under surface. Three steps of polishing

have been carried out: mechanical polishing with silk cloths and diamond suspension down

to 0.25 µm to obtain a plane surface, polishing with a soft cloth and diamond suspension

down to 0.1 µm to remove the hardening layer, followed by finishing with 40 nm colloidal

silica suspension for 10 minutes.

A random platinum speckle has been generated and deposited in-situ onto the sample

surface. The theoretical position of the speckles is shown in Figure 4.1(a). Note that the x

direction is vertical and y direction horizontal, and the coordination origin is at the top left of

the image. This convention is used in all the images of the dissertation. A platinum square

of 110×110 µm2 encompassing the speckles has also been deposited, to facilitate the sample
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repositioning during the tensile test. The shape of the square also indicates intuitively the

deformation, or the distortion of captured images. The diameter of the speckles is set to

300 nm and their thickness is 75 nm, as shown in Figure 4.1(b).

(a)

300nm

7
5
n
m

(b)

Figure 4.1: (a) Theoretical positions of randomly generated speckles. (b) Size and shape of

an individual speckle.

The red boxes contain extra information that was not published. The properties of several trials of

speckle sizes are reported.

The speckle size is optimized prior to the test, by trial and error, to make them visi-

ble in image quality (IQ) maps and invisible in orientation maps associated with EBSD

analyses. Some EBSD acquisition tests on the speckle size are shown in Figure 4.2. For

tall Pt speckles, orientation indexing of underlying material is jeopardized, as shown in

Figure 4.2(a). For thin Pt speckles, say 40 nm, traces in IQ image are not distinguishable

enough, as shown in the lower left part of Figure 4.2(d). The speckles cover a Region of

Interest of area 105 × 105 µm2.
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(a)

(b)

(c)

(d)

Figure 4.2: EBSD acquisitions on samples with Pt speckles of different sizes. (a) IPF

image and (b) IQ image of tall Pt speckles (>500 nm). (c) IPF image and (d) IQ image of

shorter Pt speckles, whose heights vary between 40 nm and 200 nm.

The SEM used in this study is of type TESCAN Mira3 600. BSE detector in Z-contrast

has been used with an acceleration voltage of 30 kV and a working distance of 17 mm. The

physical size of one pixel is 50 nm, which is close to the spatial resolution limit of EBSD ac-
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quisitions. This very fine resolution is chosen because 16MND5 has a very fine microstruc-

ture, with 1-2 µm thick bainitic laths. The scanned area (110 × 110 µm2) has a definition of

2200 × 2200 pixels. Two successive EBSD acquisitions have been performed for the unde-

formed sample and another two acquisitions for the deformed sample. Backscatter Kikuchi

Pattern (BKP) size is 120×120 pixels. The diffraction pattern is imaged on a phosphor screen

and the image is captured using the CCD camera (Nordif CD camera). The camera is po-

sitioned 20° from the plane formed by the normal direction of the sample and the incident

beam. Each acquisition duration is about 21 h, allowing enough electrons to be collected by

the EBSD detector for each scanned point. This long duration may come together with ther-

mal drift due to temperature changes between day and night. The data obtained by EBSD

acquisitions and processed with EDAX OIM™ software are used as a starting point of EBSD

analyses.

An in-situ tensile test has been performed on the sample in the horizontal position. The

macroscopic strain rate is set to 4×10−4 s−1 up to 6% longitudinal strain. Series of SE and BSE

images have been acquired during the whole test. Scan rotation has been set successively

to 0◦ and 90◦ for each step. The image definition is 3072 × 3072 pixels for a surface area

of 130 × 130 µm2. The images are acquired with an acceleration voltage of 30 kV and a

working distance of 13 mm. It is worth noting that EBSD acquisitions necessitate a tilted

configuration (surface normal inclined with respect to the SEM column by about 70◦), and

are not accessible during the in-situ tensile test.

Let us mention that another strategy was tested to facilitate the registration of EBSD and

surface imaging. The mechanical stage was positioned so that the sample surface remained

inclined at about 70◦ (as required for EBSD acquisition) during the entire test. The tilt cor-

rection of the SEM was used to revert to in-plane coordinates. In this way a series of EBSD

acquisitions and SE images were taken along the test.

4.3 Analysis of SEM images

The red boxes contain extra information that was not published. The results of in-situ tensile test

on tilted sample are discussed.

The two series of SEM images (SE, BSE) acquired during two in-situ tensile tests are

first analyzed. A rich kinematic information is revealed by DIC on SEM images. However,

DIC can also be used to reveal artifacts.
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4.3.1 SEM tilt correction error on inclined sample

In this tensile test the sample is tilted at 70◦ with the y-axis being the tilt axis and the tensile

direction. Secondary electron images were acquired at different stages of loading, and

the tilt correction of the SEM was used to correct the inclination. The initially flat surface

develops a significant roughness due to plastic flow. This roughness is the prominent

features used to register images. Although DIC from single-point-of-view images does

not account for roughness changes, it can be used to capture incremental displacements

as shown in Figure 4.3 and 4.4.

Figure 4.3(a) shows the image obtained after 0.5% macroscopic strain, chosen as the

reference image, and Figure 4.3(b), after 2.0% macroscopic strain, as the deformed im-

age. Figure 4.4(a) shows the image obtained after 5.4% macroscopic strain and arbitrarily

chosen as the reference image and Figure 4.4(b), after 6% macroscopic strain, as the de-

formed image. DIC was performed with an unstructured mesh composed of elements of

size 20 pixels and the elastic regularization length was reduced gradually from 200 to 50

pixels [Tomic̆ević et al. 2013]. The gray level residual fields after registration are shown

in Figure 4.3(c) and 4.4(c) respectively. This residual shows that most features of the

initial image have been erased. However as no gray level corrections are included, the

residual shows gray level differences that can be interpreted as surface slope changes (i.e.

roughness evolution). Some localized scars can be attributed to shadowing effects due to

the grazing incidence of the electron beam. In the center of Figure 4.4(c), two concentric

squares correspond to pollution of a region scanned for refocusing the electron beam after

tensile loading. Thus from those residuals, DIC is deemed trustworthy.
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(a) Reference image (b) Deformed image
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Figure 4.3: DIC result on 2 SEM images of tilted sample. (a) SEM image of 0.6% macro-

scopic strain, used as reference image. (b) SEM image of 1.8% macroscopic strain, used as

deformed image. (c) Gray level residual. Displacement fields between the two images in

x and y directions are shown in (d) and (e) respectively. Strain field ǫxx and ǫyy between

the two images are shown in (f) and (g) respectively. 1 pixel = 26 nm.
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(a) Reference image (b) Deformed image
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Figure 4.4: DIC result for another pair of SEM images of tilted sample. (a) SEM image

of 5.4% macroscopic strain, used as reference image. (b) SEM image of 6.0% macroscopic

strain, used as deformed image. (c) Gray level residual. Displacement field between the

two images in x and y directions are shown in (d) and (e) respectively. (f) Average Uy

value row by row. 1 pixel = 26 nm.

Figures 4.3(d), 4.3(e), 4.4(d) and 4.4(e) show the two components of the estimated dis-
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placement field for the two incremental calculations. The Ux field looks trustworthy in

both calculations, so does Uy in Figure 4.3(e). However, the displacement field Uy in Fig-

ure 4.4(e) displays many horizontal stripes that cannot be due to the plastic deformation.

To further investigate this point, the profile of 〈Uy(x)〉 averaged row by row (along y) is

shown in Figure 4.4(f). This profile exhibits an almost periodic pattern (period of about

200 pixels) of amplitude close to 1 pixel. The amplitude decreases to around 0.5 pixel in

the lower half of the region. This may be due to degraded focus of the incident beam for

the lower part of image, as the sample is tilted and the working distance varies during

the scan. These observations are consistent with the assumption that the tilt correction

is rounded at integer values. Our interpretation is that the tilt correction of the SEM is

satisfactory for producing images for easy reading, but do not achieve subpixel fidelity.

This is unfortunate as the Ux map shows that the instrument by itself has the capability of

producing quantitative images that can be exploited at sub-pixel resolution (because the

y direction is not affected by tilt corrections).

Another difficulty is related to the measured strain in x and y directions. In both

calculations ǫyy are positive and ǫxx negative, in line with the fact that tension was aligned

with the y direction. However, the absolute value of ǫxx is larger than that of ǫyy, as shown

in Figure 4.3(f) and 4.3(g), indicating that the Poisson’s ratio of the material is surprisingly

larger than 1. A possible explanation to this presumably spurious observation is that the

tilt correction functionality over-corrects tilt, perhaps due to the real tilt angle being less

than 70°, which will be demonstrated in Section 5.2. Another possible explanation is

that the specimen becomes more tilted as the tensile test goes on, and the constant tilt

correction based on 70° fails to correct all the tilt effect. A simple test will validate this

hypothesis (or not): take an additional SEM image with the sample in horizontal position

and see if the image is consistent with the tilt correction.

Today a full DIC analysis cannot be carried out successfully because of unnecessary

acquisition simplification (rounding errors). For these reasons, in the sequel, the tensile

test on the tilted sample was discarded, and all further discussion deals with the test

where the specimen was not tilted.

4.3.2 SEM scan orientation artifacts

According to previous studies, images acquired by scanning microscopy, e.g., electron mi-

croscopy [Sutton et al. 2007b;a] and atomic force microscopy (AFM) may suffer from distor-
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tions/scan drift, especially in the slow scan direction [Garnaes et al. 1998]. To assess such

distortions it has been proposed to capture images in different scan directions [Sun and Pang

2006], and to combine them, relying on fast scan lines, to get an image corrected from such

line to line artifacts [Teyssedre et al. 2011]. In this last reference, artificial strains due to such

slow scan drift was observed to reach 16% for AFM images.

In the present experiment, all SEM images are taken with a scan rotation of 0◦ and 90◦ to

correct for potential direction-related distortions. For all images with a scan rotation of 0◦,

the ‘fast’ scan direction is y and lines at increasing x positions are progressively accumulated

(x is said to be the ‘slow’ scan direction). Conversely, for the scan rotation of 90◦, the fast

scan direction is x and line data are collected at increasing y coordinates. As a result, images

taken with scan rotations 0◦ and 90◦ are comparable only after rotating an image by 90◦. Fig-

ures 4.5(a) and 4.5(b) show the BSE images of the reference state of the sample. Figure 4.5(c)

shows the 90◦ acquisition (Figure 4.5(b)) exactly rotated by an angle of 90◦ anti-clock wise.

The difference between Figures 4.5(a) and 4.5(c) is hardly detectable with bare eyes.

(a) 0◦-scan image (b) 90◦-scan image (c) Rotated 90◦-scan image

Figure 4.5: BSE images of the sample in the reference configuration acquired with a scan

direction of (a) 0◦ and (b) 90◦. (c) Numerically rotated image (b) by 90◦ anti-clockwise. The

pixel size is 42 nm for all images

DIC has been run to register images acquired with different scan directions (Fig-

ures 4.5(a) and 4.5(c)). Triangular elements with characteristic length of 25 pixels are

adopted, and the regularization length is set to 200 pixels to reduce the measurement uncer-

tainty as the spatial resolution is not an issue herein.

An example of DIC result with the BSE images of the reference state is shown in Fig-

ure 4.6. Figure 4.6(a) shows the raw difference between Figures 4.5(a) and 4.5(c), for which

a clear difference is observed. A small region in Figure 4.6(a) is free of speckles, while in its
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neighborhood speckles gradually appear. This phenomenon implies a slight yet persistent

distortion between the two studied images. Figure 4.6(b) shows the gray level residual field

at convergence of the DIC routine. Although some patterns can still be seen, the level of

residuals has been greatly decreased from the initial difference. The histogram is shown in

Figure 4.6(c).

This registration is achieved for a very large amplitude of apparent displacement field

in both x and y directions, as shown in Figures 4.6(d) and 4.6(e). The most salient property

of the displacement field is the fact that the x axis is more or less uniformly stretched by

1% whereas the y axis shows a similar uniform contraction of about −1%. This observation

suggests that pixels are in fact elongated to rectangles along the slow scan direction, what-

ever the scan direction (0◦ or 90◦). To get a more precise appreciation of these distortions,

it is interesting to compute the strains from the apparent displacement field, as shown in

Figures 4.6(f), 4.6(g) and 4.6(h). ǫxx and ǫyy show marked horizontal and vertical stripes re-

spectively, while a ‘tartan’ fabric pattern is visible in ǫxy field. In agreement with the previous

observation, the dominant strain is a stretch (respectively contraction) of about 1% along the

x (resp. the y) direction, as can be seen from the average values of the corresponding strain

components.
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(a) Initial difference (b) Final residual
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Figure 4.6: DIC results for BSE images of the reference state acquired with rotated 0◦-scan

and 90◦-scan (Figure 4.5). (a) Initial difference between the two images. (b) Corresponding

residual field at convergence. A ‘grid’ like pattern is visible. (c) Histogram of the gray level

residual. (d,e) Displacement field in x and y directions (expressed in pixels). (f-h) Strain

fields. The pixel size is 42 nm for all images

The remarkable and specific patterns exhibited by the strain field can be explained by
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the fact that SEMs control the electron beam more precisely in the fast scan direction, while

the position of the starting point of the next scanned line is less accurate. Consequently, the

spacing error between scanned lines induces bands in ǫxx and ǫyy fields and the incorrect

alignment leads to the grid in ǫxy field. Following Ref. [Teyssedre et al. 2011], it is pro-

posed to combine images acquired with different scan directions so that each fast-scan line

is preserved untouched but may be repositioned at a slightly corrected starting point. This

procedure, which revealed successful for AFM images, is here applied to register the above

different scan orientation images.

4.3.3 SEM slow scan error correction

The correction procedure is based on the hypothesis that the fast-scan direction is correct in

SEM images [Teyssedre et al. 2011]. Let φ(x) be the undistorted image, which is unknown.

Image f1 is captured with a fast-scan direction along the x-axis, and image f2 captured along

the y-axis. Thus each line f1(., y) and f2(x, .) is considered exact. For the first image, when

the incident beam moves to the start position of the next line, it is assumed that a reposition-

ing error exists with components ux and uy in the sample surface plane. The two components

ui of the displacement are assumed to only depend on the slow scan direction y. Similarly

for image 2, each line is repositioned with a displacement v(x). This is expressed as

f1[x + u(y)] = φ(x)

f2[x + v(x)] = φ(x)
(4.1)

where u = (ux, uy) and v = (vx, vy) are two unknown vector profiles. The correct fast-scan

hypothesis and the applied slow scan error correction u are illustrated in Figure 4.7.
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Figure 4.7: Illustration of slow scan error of SEM. The columns of triangles indicate the

theoretical scanning points of SEM (for figure φ(x)), while the columns of black dots show

the experimental SEM scanning points (for figure f1(x)). A spacing distance of (ux, uy) exists

between those scanning points.

The objective of the procedure is to estimate φ from f1 and f2 as well as the displacements

u and v. Equation (4.1) belongs to the global DIC techniques, with the specific difficulty of

unknown reference φ.

The red boxes contain extra information that was not published. The detailed process of SEM slow

scan error correction is reported.

A similar strategy has been proposed to solve the problem and the unknown one-

dimensional displacement fields u and v are represented by a functional basis

ui(x) = aj
i Φj(x)

vi(x) = bj
i Φj(x)

(4.2)

f̃1(x) = f1[x + u(x2)] ≈ φ(x)

f̃2(x) = f2[x + v(x1)] ≈ φ(x)
(4.3)

The function Φj is chosen as continuous piecewise linear

Φj(x) =
max(0, 1 − |x− xj|)

ℓ
(4.4)

for a uniform distribution of nodes xj separated by distance ℓ. Another choice for Φj is

using Fourier series

Φ0(x) = x

Φ2k−1(x) = cos(2kπx)

Φ2k(x) = sin(2kπx)

(4.5)
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When the Fourier series is truncated, i.e., a limited number of modes is used, a linear basis

Φ0(x) = x helps to complete the basis functions. The element size ℓ and maximum Fourier

wavenumber 2k are free parameters that control the regularization of the problem. Then

the nodal values ({a}, {b}) are sought, and further used to construct the reference image

φ(x).

In total, for an image of n × n pixels, the total degree of freedom using linear basis

functions is 4(n/ℓ + 1), which is much fewer than the data (n2). A weak form has to be

introduced as the minimization of the quadratic differences

ℑ[u,v] =
∑

{f1[x + u(x2)] − f2[x + v(x1)]}2 (4.6)

Additionally, a multi-scale procedure helps accounting for large displacements. Images

are first coarsened (and reduced in size) to perform the registration, and the obtained

displacement is used as an initialization of the same analysis performed on a finer resolu-

tion, and this procedure is repeated down to the original scale [Zhang et al. 2006]. Image

coarsening consists of a pyramidal construction where each level is a coarse image with

super-pixel obtained by averaging 4 pixels of the finer image. This procedure allows for

an artificial broadening of the “well” of cost function at the corresponding solution, and

diminishes the possibility of being trapped in a local minimum. In the end the original

images are used to get the final results.

At each level of the pyramid, the minimization problem is linearized through a Taylor

expansion of the images f1 and f2 over the present position value. So the cost function at

step n is approximated as

ℑ(n)[du,dv] =
∑

[f1(x) + du(x2).∇f
(n)
1 (x) − f2(x) − dv(x1).∇f

(n)
2 (x)]2 (4.7)

writing G1 = ∇f1, G2 = ∇f2, du =
∑

i daiΦi(x2), dv =
∑

i dbiΦi(x1), optimality with

respect to ai reads

∂ℑ[du,dv]
∂ai

= 2
∑(

f
(n)
1 (x) − f

(n)
2 (x) + ajΦj(x2).G1(x) − bkΦk(x1).G2(x)

)
Φi(x2).G1(x)

= 0

(4.8)
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where Einstein summation notation is adopted. Hence

aj

∑
Φj(x2).G1(x) ⊗ G1(x)Φi(x2) − bk

∑
Φk(x1).G2(x) ⊗ G1(x)Φi(x2)

=
∑(

f
(n)
2 (x) − f

(n)
1 (x)

)
Φi(x2).G1(x)

(4.9)

where the notation ai stands for the two components vector of u1 and u2 at the nodal

point xi. Similarly with respect to bi

aj

∑
Φj(x2).G1(x) ⊗ G2(x)Φi(x1) − bk

∑
Φk(x1).G2(x) ⊗ G2(x)Φi(x1)

=
∑(

f
(n)
1 (x) − f

(n)
2 (x)

)
Φi(x1).G2(x)

(4.10)

It has been proposed to solve iteratively aj by Equation (4.9), neglecting the b term and

solve bj by Equation (4.10), neglecting the a term [Teyssedre et al. 2011]. Even if not

optimal, it is a convenient resolution strategy. At each level of the coarsening pyramid

the convergence is reached when the incremental variation of the parameters (a, b) is less

than a small parameter ε.

Once completed, the displacement field u and v for f1 and f2 are obtained, thus cor-

rected images f̃1 and f̃2 are available. The estimate of the exact image is given by

φ(x) ≈ 1

2

[
f̃1(x) + f̃2(x)

]
(4.11)

Figure 4.8 shows the correction results for the undeformed state. The displacement was

decomposed over 50 Fourier modes (this is an arbitrary choice but other discretizations pro-

vide very similar results). The analysis requires less than 2 hours for 3072×3072-pixel images

on a PC with i7 CPU and 32 Gb of memory.

Figure 4.8(g) shows the residual field of the slow-scan error correction procedure. No

original image features are clearly apparent and hence the registration procedure is deemed

trustworthy. It is worth noting that residuals are very significantly decreased as compared

to the previous approach, because the effect of artifacts is more precisely formulated. Fig-

ures 4.8(a) and 4.8(b) show the x and y components of the displacement fields u between

image f1(x) and the best achieved compromise φ(x).

Figure 4.8(c) shows ∂xux, which is comparable to ǫxx shown in Figure 4.6(f). Similarly,

Figures 4.8(d) and 4.8(e) show the x and y components of the displacement field v between

image f2(x) and φ(x). Figure 4.8(f) shows −∂yvy, which is comparable to ǫyy shown in Fig-

ure 4.6(f). Under a small strain assumption, the difference between these two fields, u − v,

should be comparable to the previous standard DIC displacement field shown in Figure 4.6.

It is observed that the agreement is quite satisfactory. All the bands in the strain field are
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well captured by the slow-scan error correction procedure. This result validates the previ-

ous DIC approach, but also indicates that the present approach is more reliable (i.e., showing

smaller residual levels). The mean gradients of u and v are respectively 1.12%, and 1.07%, in

very good agreement with the previous determination of about 1% mismatch between fast

and slow scan directions.
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(a) ux (b) uy (c) ∂ux/∂x

(d) vx (e) vy (f) −∂vy/∂y

(g)

Figure 4.8: DIC results for the correction of BSE images f1 and f2 for the initial state. (a-

b) Displacement field in x and y directions between image f1 and the corrected image. (c)

Gradient of figure (a) in x direction. (d-e) Displacement field in x and y directions between

image f2 and the corrected image. (f) Gradient of figure (e) in y direction. (g) Residual field

f1(x + u) − f2(x + v). The pixel size is 42 nm for all images

The above procedure confirms the existence of scan drift in SEM images, although less

marked than for AFM acquisitions [Teyssedre et al. 2011]. This effect should be taken into

consideration if accurate strain and displacement measurements are sought, but at the extra
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cost of a double acquisition along two perpendicular scan directions. However, it should be

noted that the resulting error in measuring strains is the product of the true strain and the

spurious one due to scanning. In the present case, accepting a relative 1% inaccuracy in the

local strain, i.e., of order 6 × 10−4 uncertainty, one can consider that the BSE images can be

trusted.

4.3.4 Registration of SEM images

DIC has been run on all BSE images acquired during the in-situ tensile test and the change

of displacement fields ux and uy, strain fields ǫxx and ǫyy are shown in Figure 4.9, Figure 4.10,

Figure 4.11 and Figure 4.12 respectively. Finite deformation theory has been adopted and

the strain tensor is computed as the Green-Lagrange tensor where y is the tensile direction.

From ǫxx and ǫyy changes it is concluded that the strain concentration/localization patterns

revealed at the onset of plasticity do not change subsequently. This trend is confirmed by

previous work on 304L stainless steel [Gioacchino and da Fonseca 2015]. The strain patterns

are also consistent with slip traces at the specimen surface, inclined at 45◦ with respect to the

loading direction.
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Figure 4.9: ux fields calculated by DIC on the BSE images acquired during the tensile test

for different macroscopic strain levels 〈ǫyy〉. The pixel size is 42 nm for all images
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Figure 4.10: uy fields calculated by DIC on the BSE images acquired during the tensile test

for different macroscopic strain levels 〈ǫyy〉. The pixel size is 42 nm for all images

(a) 〈ǫyy〉 = 0.9% (b) 〈ǫyy〉 = 2.4% (c) 〈ǫyy〉 = 5.5%

Figure 4.11: ǫxx fields calculated by DIC on the BSE images acquired during the tensile test

for different macroscopic strain levels 〈ǫyy〉. The pixel size is 42 nm for all images

(a) 〈ǫyy〉 = 0.9% (b) 〈ǫyy〉 = 2.4% (c) 〈ǫyy〉 = 5.5%

Figure 4.12: ǫyy fields calculated by DIC on the BSE images acquired during the tensile test

for different macroscopic strain levels 〈ǫyy〉. The pixel size is 42 nm for all images
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4.4 Treatment of EBSD images

Recently, quaternion correlation has been proposed to measure crystal rotation and displace-

ment fields (see Chapter 2). The algorithm uses the crystallographic orientation maps pro-

vided by EBSD images as registration support and the residual field indicates the rotation

field. The algorithm leads to displacement fields with sub-pixel uncertainty and the rotation

field with an uncertainty on the order of 10−3 degree, well below the orientation indexation

error/resolution of EBSD.

The orientation maps of 4 EBSD acquisitions are shown in Figure 4.13. Figure 4.13(c)

shows the IQ field corresponding to Figure 4.13(a). The square encompassing speckles is

distorted, thereby indicating a systematic drift of EBSD acquisition, a phenomenon that will

be addressed in Section 4.5. It is worth noting that two EBSD acquisitions might use different

reference orientations, which will result in non-sensical disorientation through quaternion

correlation even after the application of crystal symmetry. To correct this, one can choose

arbitrarily a set of Euler angles from the same region in the two acquisitions, say those at

the barycenter of the largest grain in the area, and transform them into a fixed interval, say

(ϕ1 ∈ [0, π], ϕ ∈ [0, π/2], ϕ2 ∈ [0, π/2]), through crystal symmetry. Then the difference of

their reference becomes clear and easily cancelled. The reference difference calculated from

the two selected pixels can be applied for the entire region, because during an acquisition

procedure the reference orientation does not change and the reference difference is universal

for two given EBSD acquisitions.
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(a) (b) (c)

(d) (e)

001

111

101

Figure 4.13: Orientation maps of successive EBSD acquisitions of the virgin sample (a,b),

corresponding IQ map (c). Orientation maps of the deformed sample (d,e). The pixel size is

50 nm for all images

Figure 4.14 shows the kernel average misorientation field for the reference EBSD acquisi-

tion shown in Figure 4.13(b). The boundary of laths packages inside bainitic grains become

very visible, and the grains without lath packages are noted as proeutectoid ferrites, which

are encircled by green lines. Further phase-based analyses will be based on this grain classi-

fication.
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Figure 4.14: Kernel average misorientation (expressed in degrees) of the 16MND5 sample

at reference state. Proeutectoid ferrites are encircled by green lines.

The difference between successive acquisitions (without any difference in loading) is not

visible to the naked eye, and hence, they were analyzed using quaternion correlation. The

DIC parameters for quaternion correlation and IQ field correlation are: i) an unstructured tri-

angular mesh with element size 25 pixels; ii) the mechanical regularization length is brought

down gradually from 400 to 200 and 100 pixels, each time initialized with the results of the

last calculation; iii) the displacement field obtained by IQ field correlation is used as ini-

tialization for quaternion correlation, to save computation time. The results provided by

quaternion correlation reveal non negligible disorientations and the displacement field pro-

vided by IQ field correlation show spatial inconsistencies, as shown in Figures 4.15 and 4.16.

It can be seen that the displacement fields in x and y directions have a range of 11 pix-

els and 22 pixels, respectively, for the undeformed sample, 90 pixels and 50 pixels for the

deformed sample. Significant displacement gradients of are visible at the top, indicating se-

vere instabilities in the beginning of EBSD acquisition. In addition, horizontal traces appear

in both x and y directions, which means the slow scan direction drift studied in Section 4.3

is also present in EBSD acquisitions (presumably because of the long duration of the acqui-

sition overnight). The large uncertainty in location must be taken into consideration during
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the exploitation of EBSD results.

The amplitude of disorientation and the corresponding rotation vector components are

shown in these figures. It is seen that a tilted thick band of low disorientation zone, i.e.,

less than 0.5◦, exists even though no load was applied (Figure 4.15(c)). The corresponding

rotation vector components ωx, ωy and ωz are noisy in the band. This is in accordance with

the small magnitude of rotation that renders the rotation vector ill-defined. However, out-

side the band the disorientation level increases very significantly, reaching about 1.8◦ in the

corner. The rotation vector ω shows a tendency, too. For example, Figure 4.15(e) shows a

low level of ωy at the top left corner and higher level at the down right corner.

(a) (b) (c)

(d) (e) (f)

Figure 4.15: DIC results between successive EBSD acquisitions (virgin sample). (a-b) Dis-

placement field in x and y directions respectively. (c) Disorientation angle (in ◦); (d-f) 3

components of disorientation vector ωx, ωy and ωz, respectively. The pixel size is 50 nm
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(a) (b) (c)

(d) (e) (f)

Figure 4.16: DIC results between successive EBSD acquisitions (deformed sample). (a-b)

Displacement field in x and y directions respectively. (c) Disorientation angle (in ◦). (d-f) 3

components of disorientation vector ωx, ωy and ωz, respectively. The pixel size is 50 nm

Satisfactory explanations to the indexed orientation ‘drift’ are not available yet. Sev-

eral possible reasons may be proposed: i) the sample has a thermal distortion between two

scans, either by heat induced by the electron beam, or due to the room temperature differ-

ences between the two days of the experiment. ii) Dynamic focus does not work perfectly.

As during the experiment, dynamic focus is performed on the image center, the electron

beam is not well focused for the upper and lower parts, as the working distance may vary.

This phenomenon explains the horizontal band in Figure 4.16(c), but not the tilted band in

Figure 4.15(c). iii) Physical drift of the imaging device, namely, either the sample support

drifts during acquisitions, or the EBSD device is sucked firmly into the chamber by vacuum

during the two-day acquisitions. As a result, the indexed orientation is to be used with cau-

tion. However, as the macroscopic tensile strain level is 6% and significant crystal rotations

occur, the uncertainty associated with such smooth spatial variations with a maximum level

of 1.8◦ will not be considered as a severe problem.

Quaternion correlation has been run to study crystal rotations during the tensile test.
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However, as quaternion correlation is based on the hypothesis that the crystal orientation

and grain boundaries do not change significantly (see Chapter 2), which is not the case

herein, a precise initialization is needed. A global and regularized DIC procedure has been

successfully applied to grain boundary images to obtain an initial displacement field. A

regular triangular mesh with characteristic length of 30 pixels is chosen and mechanical

regularization length is reduced gradually from 200 to 70 pixels [Tomic̆ević et al. 2013]. The

grain boundary images and the corresponding displacement field are shown in Figure 4.17.
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Figure 4.17: DIC results on grain boundary images. (a) Reference picture corresponding to

Figure 4.13(b). (b) Deformed picture corresponding to Figure 4.13(e). (c-d) Resulting ux and

uy displacement fields, respectively. The physical size of one pixel is equal to 50 nm

This displacement field is used to initialize quaternion correlation, which results in the

rotation field shown in Figure 4.18. It is observed that rotations concentrate significantly,
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with a maximum level 15◦. High gradients exist in several grains.

Figure 4.18: Rotation field (in ◦) between two EBSD acquisitions before and after the tensile

test (Figures 4.13(b) and 4.13(e)). The pixel size is 50 nm

Until now the BSE image series has been registered by DIC, and EBSD images by quater-

nion correlation. However, the matching of these two modality images and its benefits have

not been discussed yet and are detailed in the next section.

4.5 Registration of EBSD and BSE images

EBSD images provide the crystal orientation with a standard angular uncertainty of 0.5◦,

thus accurate enough for describing the microstructure of the sample. As discussed in Sec-

tion 4.3, BSE images with fast scan accuracy in both directions can be obtained, so the spatial

coordinates of pixels are obtained very precisely. A natural idea is to combine EBSD and BSE

images to give a description of the microstructure with the accuracy of crystal orientation

of EBSD image and spatial coordinates of BSE images. Manual matching of EBSD and SEM

images has been performed in previous works [Jin et al. 2011], without stating the accuracy

of the registration. The matching has also been performed by associating manually cho-

sen ‘control points’ on different imaging modalities through ‘thin plate spline’ [Zhang et al.

2014], or calculating a transformation matrix F from several markers visible in EBSD and

SEM images [Héripré et al. 2007]. The corresponding error has been predicted to be about
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15 pixels or 2 µm for an area of 400 × 400 µm2. Precise registration can be obtained by corre-

lating the two types of images in the present work, thanks to the image contrast introduced

by a large number of speckles that are visible in both modalities.

4.5.1 Analysis of speckles in EBSD and BSE images

Figure 4.19 shows a zone in EBSD (orientation and IQ) and BSE images. It is observed that

the speckles are invisible in the orientation map (Figure 4.19(a)), thus the deposited speckles

do not impact the crystal orientation indexation. For the IQ image, each speckle corresponds

to two roughly vertical darker spots (Figure 4.19(b)). The darkest pixels of the twin spots are

separated with around 9 pixels, i.e. 450 nm (Figure 4.19(c)).
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Figure 4.19: Several images of the same region of interest of the sample obtained from

(a) EBSD orientation map, (b) EBSD IQ image, (d) BSE image, (e) BSE image with artificial

‘shadow’ speckles. (c) is an enlargement of twin spots shown in sub-figure (b). The diffrac-

tion images corresponding to the marked rectangular area are shown in Figure 4.22
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The red boxes contain extra information that was not published. The trajectories of back-scattered

electrons simulated by Monte-Carlo calculations are reported.

In order to probe the formation of twin spots in EBSD IQ image, a Monte-Carlo sim-

ulation of electron interaction with Fe has been performed with Casino software [Drouin

et al. 2007]. 20,000 electrons with an acceleration voltage of 30 KV have been projected on

the sample with a 70° tilt in the simulation. The trajectories of all backscattered electrons

are shown in Figure 4.20. It can be seen that the average ballistic range of backscattered

electrons is about 200 nm and the maximum is near 400 nm, which is larger than the

speckle diameter in the test. This phenomenon brings about the proposition of twin spots

formation, which is detailed hereafter.
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Figure 4.20: Monte-Carlo simulation of the trajectories of backscattered electrons in Fe

by Casino software [Drouin et al. 2007]. (a) Trajectories of all back-scattered electrons.

(b) Density (expressed in exponential term) of trajectories. The incident electron beam

hits the position 0 with a 70° tilt and the energy per electron is 30KVe.

Figure 4.21 illustrates the formation of the twin spots, which is based on previous stud-

ies on the origin of diffraction patterns [Zaefferer 2007; Wisniewski et al. 2017]. One spot is
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linked to the real position of the speckle, the other one is the shadow cast on the sample.

When the electron beam hits the speckle (Figure 4.21(a)) its interaction with the underlying

material is altered. Thus the diffraction image is deteriorated and so is the image quality

of the EBSD analysis. When the electron beam hits a point near a speckle, as shown in

Figure 4.21(b), and if the ballistic range of incident electron is longer than the speckle di-

ameter, the effective back-scattering source is not obscured by the speckle. The diffraction

pattern captured by the detector is of better quality than its upper and lower neighbors,

thus a higher IQ score between twin spots is obtained. Otherwise if the ballistic range of

the incident beam is shorter than the speckle diameter, no such region exists and the twin

spots are connected with each other, as shown in Figure 4.2(b).When the electron beam hits

the region above the speckle, see Figure 4.21(c), the speckle with a non negligible height will

cast a shadow on the bottom of the diffraction image. The slight horizontal shift between

‘real’ spot and ‘shadow’ spot is explained by the fact that the camera is positioned with a

20° shift from the normal direction of the sample.
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Figure 4.21: Schematic sketch providing an explanation to the formation of double spots.

(a) Formation of ‘real’ spot. (b) Formation of ‘saddle’ between two spots. (c) Formation of

shadow spot. (d) Schematic view explaining the distance between the shadow and real spots

As the electron beam moves away, the shadow moves even faster due to the gnomonic

projection effect. This schematic explanation is confirmed by the collection of Kikuchi pat-

terns (see Figure 4.22) recorded as the rectangle shown in Figure 4.19(c) is scanned. It can

be seen that for the lower spot a shadow at the bottom of the image appears and vanishes

quickly as the electron beam scans through the studied zone.
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Figure 4.22: Series of diffraction images of a split speckle. The lower lines of the diffraction

images correspond to the shadow spot, as the shadow is visible on the lower edge

As the speckle is a thick disk of Pt with a diameter much larger than its height, the

effective obstacle area is limited. This is the reason why the shadow spot is smaller than

the real one. For BSE images, a speckle generates a unique spot (Figure 4.19(d)). It can be

seen from Figure 4.19(c) that the twin spots are separated by a distance D of about 9 pixels.
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Figure 4.21(d) illustrates the origin of this distance. The electron beam e−
0 hits the upper

edge of the speckle and reaches the sample at point C, thus travels the longest distance

inside the speckle. The electron beam e−
2 hits point G, the lower intersection of the sample

and the speckle, and also travels the longest distance. In fact, the darkest pixel corresponds

to the electron beam e−
1 which hits point F , the midpoint of CG. As for electron beam e−

3 ,

the most emissive part of the back-scattering electron source is masked by the speckle, and

the darkest point in the shadow spot is obtained. Consequently,

D = AB +BF

= AB + (BC +BG)/2

= AB + (h tan(70◦) +BG)/2

= 200 + (75 × tan(70◦) + 300)/2

≈ 450 nm

(4.12)

where B is the intersection point of the speckle and sample surface, A is the beam hitting

point of the darkest point of shadow speckle, F is the beam hitting point of the darkest point

of real speckle, and h is the speckle height (i.e., 75 nm). The distance between the twin spots

is perfectly explained.

4.5.2 Registration results

The physics behind the ‘split’ speckles in EBSD IQ images being understood, one should

either delete the shadow spot in EBSD IQ image, or create shadow speckles in BSE image

if the two types of modalities are to be registered. The latter is chosen herein as shown in

Figure 4.19(e). DIC has been run on the EBSD IQ map and BSE image with shadow speck-

les, and the results are shown in Figure 4.23. The coordinates given by EBSD acquisitions

are distorted both in x and y directions. More importantly, the distortion is not stable in

time, as it is not the same between the two successive EBSD acquisitions and the BSE image,

especially in the y-direction. It is therefore not possible to characterize once-and-for-all the

EBSD scan distortions and use them to correct other EBSD images. Besides, as the displace-

ment field cannot be described by a regular/simple polynomial function, the conventional

(i.e., manual) registration of EBSD and SEM images based on the remarkable points in both

images and global polynomial interpolation is not very accurate.
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(a) (b)

(c) (d)

Figure 4.23: Correlation results between reference BSE image and first EBSD IQ map. (a)

ux (b) uy expressed in pixels. Correlation results between reference BSE image and second

EBSD IQ map. (c) ux (d) uy expressed in pixels. The physical size of one pixel is 50 nm

As mentioned in Section 4.3, the corrected BSE image is free from scan drift. Once BSE

and EBSD images are registered, accurate spatial coordinates given by BSE images are com-

bined with crystallographic orientations provided by EBSD. Figure 4.24 shows the grain

boundaries extracted from the EBSD image overlaid on the reference BSE image. Those

points that have a disorientation greater than 5° with neighbors are considered as grain

boundaries. The magnified views (Figures 4.24(b), 4.24(c) and 4.24(d)) show that the grain

boundaries extracted from EBSD pictures are always several pixels away from the grain

boundaries shown in the BSE modality. This is due to the stable distance between the inci-

dent beam and the effective back-scattering electron source.
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Figure 4.24: Overlay of grain boundary extracted from EBSD image on reference BSE image.

Full-field (a), and three magnified views (b-d). The pixel size is 42 nm for all images

An illustration of this phenomenon is provided in Figure 4.25. The electron beam cap-

tures both grain boundary and speckle, yet they are actually separated on the sample. Thus

the speckles and grain boundaries shown in the IQ field have a consistent shift. Grain

boundaries, which are embedded inside the sample, are registered when encompassed by

the interaction zone. As for the Pt speckle, its large atomic number/weight and position

at the surface mean that it affects the incident beam directly. As a result, the consistent

distance shown in Figure 4.24 can be used to quantify the distance from the incident beam

hitting point and the average emission point. In fact the shift can be predicted by a sim-
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ple algebra calculation: from Figure 4.21(d) and Equation (4.12) it is concluded that point

F , the darkest point of the speckle in IQ image, is 100 nm lower than the central point of

speckle. Although the ‘real’ speckle is elongated vertically in IQ image, the spot is symmet-

rical vertically and it is thus justifiable to take the darkest point to calculate the shift. Added

by 200 nm, the distance between the incident beam hitting point and the average emission

point, a total distance of 300 nm is obtained. Therefore, EBSD images need to be shifted

upwards by 6 pixels to be comparable to BSE/SE images.

e-

Speckle

Detector

Effective
source

GB

Figure 4.25: Schematic view of the distance between grain boundaries and real speckle. The

electron beam captures both grain boundary and speckle, yet they are actually separated

Figure 4.26 shows the grain boundary extracted from the EBSD image overlaid on top of

the reference BSE image with a constant 6-pixel shift. The magnified views (Figures 4.26(b),

4.26(c) and 4.26(d)) show that the accuracy of grain boundary positioning is about one pixel,

which is deemed very satisfactory.

186



ON THE USE OF SEM CORRELATIVE TOOLS FOR IN-SITU MECHANICAL TESTS

(a)

y (pix.)

x
(p
ix
.)

650 700 750 800 850

1350

1400

1450

1500

1550

(b)

y (pix.)

x
(p
ix
.)

1900 1920 1940 1960 1980 2000

1980

2000

2020

2040

2060

2080

(c)

y (pix.)

x
(p
ix
.)

1100 1120 1140 1160 1180 1200 1220

460

480

500

520

540

560

580

(d)

Figure 4.26: Overlay of grain boundary extracted from EBSD image on reference BSE image

when grain boundaries are uniformly shifted by 6 pixels. Full-field (a), and three magnified

views (b-d). The pixel size is 42 nm for all images

4.5.3 Correlation between crystal orientation and plastic strain

The precise registration between EBSD and BSE images opens another route, which is to

study the relationship between crystal rotations and plastic strains in the same coordinate

system.
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The red box contains extra information that was not published. A discussion about the represen-

tation of equivalent strain is provided.

The knowledge of in-plane components of coordinates for each pixel along the tensile

test allows the in-plane components of infinitesimal strain tensor to be calculated. But

the computation of the Green-Lagrange strain tensor needs the components xz and yz of

the deformation gradient tensor F , which are unknown. The assumption to neglect these

components is only satisfied if the surface of the strained sample is still plane and parallel

to the initial plane, which is not the case here (see Chapter 5). Thus the local Green-

Lagrange strain tensor can only be approximately calculated. An equivalent strain, ǫeq,

is chosen to characterize the strain levels. Again this requires the unknown third out-of-

plane principal value of the strain tensor. Allais et al. [1994] have proposed to assume the

third principal value to be equal to the second in-plane principal value, even if it is only

a rough approximation. Thus the equivalent strain reads

ǫeq =
2

3

[√
2ǫY + 1√
2ǫX + 1

− 1

]
(4.13)

where ǫY and ǫX are the principal/eigen values of the in-plane Green-Lagrange strain

tensor. ǫeq is a measure of the deviatoric strain.

Figure 4.27 shows a direct comparison between crystal rotations and equivalent plastic

strain for the analyzed pictures. The white pixels in Figure 4.27(a) come from the imprecise

orientation indexation at grain boundaries, and hence quaternion correlation naturally pro-

vide a local estimate of the crystal rotation that is meaningless but on average much higher

that the trustful crystal rotation within grains. Thus the white pixels draw very precisely the

grain boundaries (see Chapter 2). In Figure 4.27(b), green curves are overlaid grain bound-

aries thanks to the registration of EBSD and BSE images.

In order to study the correlation between crystal rotations and equivalent plastic strains,

a 2D joint histogram is shown in Figure 4.27(c) for all grains in the region of interest. Fig-

ure 4.27(d) and Figure 4.27(e) show the 2D joint histogram for ferritic and bainitic grains

respectively. The classification of grain types is shown in Figure 4.14. Pixels at the grain

boundaries are not counted since the measured crystal rotation is not reliable. The three

histograms are based on 3.3 million, 0.6 million and 2.7 million data points respectively. By

comparing Figure 4.27(d) and Figure 4.27(e), it is concluded that strains are generally higher

in ferritic grains than in bainitic grains, as found in previous works [Latourte et al. 2012],
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while no significant differences exist in terms of crystal rotation between the two phases.

Strain and rotation are broadly distributed in the three histograms. However, they appear

to be significantly correlated, thereby indicating the existence of crystal rotations and plastic

strain concentrations in the same regions. To better highlight these correlations, average and

median crystal rotations are calculated at fixed ǫeq (within intervals of width 0.002), and av-

erage and median ǫeq are calculated as functions of crystal rotation (within intervals of 0.1◦).

In the statistically significant box, 0.03 < ǫeq < 0.15 and 3◦ < θ < 10◦, all four trends show a

marked positive correlation. This analysis does not aim at revealing a deterministic relation-

ship between both of these quantities as they remain very broadly distributed and not only

because of measurement uncertainties. A prosaic argument to support this observation is to

note that in regions where the stain is small, crystal rotations are expected to remain small.
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Figure 4.27: Comparison of crystal rotations and equivalent plastic strains at the end of the

tensile test. (a) Crystal rotation magnitude. (b) Equivalent plastic strain. Grain boundaries

extracted from the EBSD image are overlaid. The pixel size is 50 nm for (a) and (b). 2D joint

histograms of crystal rotations and equivalent plastic strains for (c) all grains, (d) ferritic

grains and (e) bainitic grains. Note that the scale is in exponential terms. Average and

median profiles of crystal rotation and ǫeq are overlaid in the sub-figures

4.6 Conclusion

The present chapter provides a detailed study of an in-situ tensile test carried out inside an

SEM. Properly sized and randomly positioned platinum speckles deposited onto the sam-

ple surface facilitate the registration between different modalities including BSE and EBSD

images. Regularized DIC reveals very powerful to match BSE images acquired at each in-

crement of mechanical loading, in spite of very heterogeneous (i.e., emerging shear-bands)

strain fields, while quaternion correlation allows the crystal rotation field to be analyzed
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between the initial and final stages. Several new findings have been reported:

1. Properly sized platinum speckles deposited onto the sample surface facilitate the reg-

istration of EBSD and BSE/SE images. When finely tuned to the suited value, the

speckle thickness may not degrade the reliability of orientation detection of the under-

lying crystal, and yet leave clear traces in the image quality map. Such a tailoring of

the Pt speckle marks reveals very instrumental for further registrations.

2. SEM images suffer from a slow-scan direction error for the SEM device tested herein.

Registration of images taken for different scan directions helps to correct this artifact.

However, it is worth noting that such artifacts do not impede a quantitative analysis

of the surface kinematics with DIC.

3. EBSD acquisitions suffer from unstable electron beam scan, which undermines the

precision of coordinates in EBSD results. Yet, DIC based on the Pt speckle seen in BSE

and from the IQ map of EBSD enables this artifact to be corrected.

4. Crystallographic orientations indexed by EBSD have an uncertainty of 0.5◦. Repeated

acquisitions without any change on the sample, reveal from quaternion correlation

that crystal orientation and sample position could drift in time with effects as large as

2◦ spurious rotation. Quaternion correlation allows such drifts to be corrected, but it

shows that an absolute measurement is not accessible.

5. In the EBSD image quality map, each speckle appears as two separate spots. One spot

is created when the incident electron beam hitting the Pt disk diminishes the number

of electrons interacting with the underlying sample. The other spot is due to back-

scattered electrons hitting the Pt speckle, and resulting in a shadow on the Kikuchi

diffraction image. Between the two spots a narrow zone may be well indexed, when

both above-mentioned phenomena are avoided.

6. The registration of EBSD and BSE images based on speckles exhibits a consistent shift

of grain boundaries (evaluated to 6 pixels/300 nm in the present study). This shift is

interpreted as due to the penetration distance of electrons in the EBSD configuration.

After the spurious shift is corrected, a pixel-level overlap of EBSD and BSE images is

obtained. Thus a very precise description of the polycrystalline microstructure and its

changes can be trustfully studied.
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7. After registration, full surface plastic strains and crystal rotations are measured and

faithfully registered onto the corresponding material points.

The ability to bring in coincidence information coming from the different modalities of

SEMs is extremely precious to analyze crystal plasticity from in-situ tensile test. Providing

proper patterns that are visible in the different SEM modalities, while not affecting others,

is at the core of the success of the mechanical test analysis. Apart from deposition of Pt

protrusions adopted herein, other shapes of patterns may be considered, such as dimples or

chemical etching pits. An interesting scenario is to fill the pits with amorphous Pt to benefit

from speckles and yet avoid its shadowing effect. Such suggestions have not been tested.

This chapter has analyzed the sample surface changes during the tensile test by BSE/SE

and EBSD images. Though very rich, the information conveyed by these images is confined

to the 2D surface. As can be seen from Figure 4.4(b), there are probably out-of-plane motions

of the sample surface. The topography information of the sample cannot be neglected if a

comprehensive characterization of the in-situ tensile test is sought. In chapter 5 we will focus

on the topography measurement and introduce three methods to evaluate it.
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Chapter 5

Measuring topographies from

conventional SEM acquisitions

The present study extends the stereoscopic imaging principle for estimating the surface to-

pography to two orientations, namely, normal to the electron beam axis and inclined at 70°

as suited for EBSD analyses. In spite of the large angle difference, it is shown that topogra-

phy can be accurately determined using regularized global Digital Image Correlation. The

surface topography is compared to another estimate issued from a 3D FIB-SEM procedure

where the sample surface is first covered by a Pt layer, and its initial topography is progres-

sively revealed from successive FIB-milling. These two methods are successfully compared

on a 6% strained steel specimen in an in-situ mechanical test. This analysis is supplemented

by a third approach in which the change of topography is estimated from crystal rotations

as measured from successive EBSD images. This last technique ignores plastic deformation,

and thus holds only in an elastic regime. For the studied example, despite large plastic flow,

it is shown that crystal rotation already accounts for a significant part of the deformation-

induced topography.

5.1 Introduction

Surface topography is critical for many properties, especially for mechanically demanding

applications. For example, fatigue failure and corrosion resistance are often controlled by

surface roughness, and therefore the latter is carefully controlled in many products from

dental implants [Mendonça et al. 2008] to workpiece materials [Novovic et al. 2004]. Topog-

raphy measurements are also crucial for inspecting and analyzing defects in semiconductor
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products [Morita et al. 2000]. They also help to study the plastic properties of materials.

For example, topography changes due to crystallographic slip have been assessed quan-

titatively by AFM and qualitatively by SEM to characterize plastic deformations at very

local levels [Kahloun et al. 2010; Franciosi et al. 2015]. The topography measurement of

nanoindentation with AFM helps for the direct observation of plasticity for different crystal

planes [Ramos et al. 2009]. Recent studies show that the precise measurement of the 3D ma-

terial microstructure and its subsequent deformation, thus including topography, improves

identification results of crystal plasticity parameters (see Chapter 6).

To characterize the surface topography and/or its changes during a mechanical test in

the nano- to micrometer range, it is quite demanding to perform both mechanical test in-situ

and at the same time utilize different techniques to measure topography. Thus using a single

instrument appears quite attractive. SEMs, through their variety of modalities, offer several

ways to evaluate the surface geometry. A taxonomy of 3D SEM surface reconstructions

can be found in Ref. [Tafti et al. 2015]. Not all techniques offer the same reliability and

measurement quality:

• FIB offers remarkable opportunities to perform nano-machining [Volkert and Minor

2007] or material deposition [Reyntjens and Puers 2000]. The successive removal of

surface layers by FIB followed by EBSD analyses allows a 3D volume with crystal-

lographic information to be reconstructed (i.e., a technique called 3D-EBSD [Groe-

ber et al. 2006]), which opened new avenues for characterizing materials in three-

dimensions [Zaafarani et al. 2006; Calcagnotto et al. 2010; Guyon et al. 2016] (alas de-

structively). In particular, the surface topography can be measured through the very

accurate estimate of successive contour lines.

• In the 1980s, photogrammetry, also known as stereomatching, provided quantitative

results thanks to the advent of Digital Image Correlation (DIC) [Koenig et al. 1987].

From a pair of images of a specimen acquired at different inclination angles, the sam-

ple elevation was measured from the registration of the two images by DIC. During

the last decades both DIC and pattern marking for SEM images have known significant

developments. Thus measurement reliability and accuracy have improved and their

application spectrum has been broadened. The uncertainty of the stereoscopic analysis

of SEM images has been quantified [Lockwood and Reynolds 1999]. Various types of

errors in the measurement process have been studied and partly corrected [Zhu et al.

194



MEASURING TOPOGRAPHIES FROM CONVENTIONAL SEM ACQUISITIONS

2011], including SEM distortion, system calibration and tilt angle inaccuracy. For sur-

faces between the identified matching points, an interpolation is necessary to obtain an

estimation of topography. Delaunay triangulation and linear interpolation have been

adopted [Geiger et al. 2010], thereby resulting in a surface made of small facets of dif-

ferent normal directions [Yan et al. 2017]. Thus the density of matching points dictates

the surface representation. One major challenge is the accurate matching of all points

between images since a single error will bias the obtained topography [Koenig et al.

1987]. Neural adaptive learning or machine learning have been successfully applied

to ensure matching [Binaghi et al. 2004; Tafti et al. 2016]. Yet such approaches remain

fragile as long as no assessment of the registration quality is available.

• Shape-from-shading is another method that was proposed in the 1970s [Lebiedzik

1975; 1979] and revisited many times. This approach exploits the dependence of the

secondary or backscattered electron intensity on the surface orientation and detector

position [Horn 1977]. The use of multi-detectors has been proposed to perform topo-

graphic reconstruction in an SEM without a physical rotation of the sample. Thus only

gray level differences are exploited, and not detailed registration. The difficulty is the

quantitative interpretation of these gray level variations, in particular for the SE mode,

in spite of their better spatial resolution [Suganuma 1985]. At present, this technique

is mostly qualitative.

The more recent SEMs can operate on tilted samples thanks to their enhanced depth of

focus and better control of e-beam collimation. This is in particular exploited in EBSD anal-

yses where the sample is generally tilted to about 70°. In the present study, the stereoscopic

approach is followed to evaluate the surface topography from two orientations. The latter

are chosen as the ones corresponding to these standard acquisition modes (i.e., normal to the

beam axis and in the EBSD-tilt orientation). Although the principle of stereoscopic topogra-

phy reconstruction is classical, such orientations are very unusual. To tackle this problem,

regularized global DIC is used to register images after having revealed a speckle pattern

consisting of Pt dots deposited onto the surface. This procedure allows the changes in gray

levels due to the very large tilt angle to have no influence on the quality of registration. The

sample used as a support for this study is a steel specimen with a polished surface, but sub-

jected in-situ to a mechanical test up to 6 % macroscopic strain. This method and result of

such topography measurements are detailed in Section 5.2.
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In order to assess the quality of the surface topography measurement, 3D-EBSD is used,

where only surface topography is considered herein for comparison purposes. The proce-

dure and results are detailed in Section 5.3. Last, a third original approach is presented that

aims at capturing the change in topography as resulting from crystal rotations only (Sec-

tion 5.4). Crystal rotation fields are measured from a series of EBSD images acquired at

different stages of deformation via so-called “quaternion correlation,” which was proposed to

track the grain boundary kinematics in polycrystalline solids (see Chapter 2). Based on the

sole crystallography, grain rotations can explain part of the out-of-plane surface displace-

ments, and hence topography formation. However, plastic flow does not alter the crystal

orientation and hence cannot be assessed with this tool. Conversely, it allows the relative

part of crystal rotation vs. plastic flow in the formation of topography to be estimated. In

the present case, it is shown that in spite of significant plastic flow, crystal rotations (as

measured herein) capture already a significant part of topography. The relative merits and

weaknesses of all these approaches is discussed in Section 5.5.

5.2 SEM tilt-imaging method

5.2.1 Mechanisms

The principle of stereoscopic topography evaluation is well-known [Howell 1975]. From

images of the surface under two orientations, the topography can be reconstructed. Gen-

erally the two orientations are chosen as tilted from the electron beam axis by ±10° [Boyde

1973; Lockwood and Reynolds 1999; Zhu et al. 2011]. Here, this technique is applied to two

orientations, namely, in the first one the mean surface normal is parallel to the e-beam axis,

while the second is tilted to roughly 70° in the standard EBSD configuration (Figure 5.1).

This choice is made because these two orientations are often accessible when an EBSD ana-

lyzer is present. However, such a very large tilt angle is not used for stereoscopic analyses,

as large distortions and shadowing effects may be feared. Moreover, the fragility of missing

matching points as earlier mentioned is also expected to be increased in such a configura-

tion. It will be shown that regularized global DIC restores the needed robustness for such a

technique to be safely used.
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Figure 5.1: Mechanism of the tilt-imaging method. SEM image of the sample on horizontal

(a) and tilted (b) positions by angle θ.

Since the adopted SEM magnification is high (i.e., ×6400), the e-beam is considered as

parallel [Koenig et al. 1987]. In the horizontal configuration, the sample surface is denoted

as z = h(x, y). The tilted configuration is obtained after a rotation of angle θ about the y axis,

as shown in Figure 5.1.

In the tilted configuration, the point (x, y, z) is mapped horizontally at a position

(x′, y′, z′), where

x′ = x cos(θ) − h(x, y) sin(θ) (5.1)

and y′ = y. Typically, for a small roughness, h ≪ x, the main effect of tilt is a mere affinity,

by a factor cos(θ) (i.e., just as if h = 0 in the above equation). Compensating for this scale

factor by an inverse affine transformation, x′′ = x′/ cos(θ), moves the point to a position

x′′ = x − h(x, y) tan(θ). Hence the topography simply translates into a displacement ux =

h(x, y) tan(θ).

5.2.2 Uncertainty quantification

Before applying the tilt-imaging method to the real topography, an uncertainty evaluation

has been performed. Pt speckles have been deposited at prescribed positions on a Ge single

crystal sample with a polished surface. Each Pt speckle is a disk whose diameter is 300 nm

and height 75 nm. The sample surface is assumed to be perfectly flat and the measured
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topography is attributed to errors. The first image has been taken with the Ge sample in

the horizontal position (see Figure 5.2(a)), and the second image when the sample has been

inclined at 70° (see Figure 5.2(b)). The image definition is 2048 × 2048 pixels, and covers an

area of 110 × 110 µm2. The images have been acquired with an acceleration voltage of 30 kV

and a working distance of 16 mm. To reduce the possible SEM drift distortion, each SEM

image is the average result of 30 scanned frames. The scan speed is set to 3, which corre-

sponds to a dwell time of 1 µs to lower the image acquisition duration. With these settings,

it has taken 2 minutes to get an image. Global DIC with mechanical regularization has been

applied on the image pair, and the resulting displacement fields in x and y directions are

shown respectively in Figures 5.2(c) and 5.2(d).
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Figure 5.2: (a) SE image of horizontal Ge sample with Pt spots. (b) SE image of the Ge

sample inclined at 70° after applying tilt corrections. Displacement field as measured via

DIC in x (c) and y (d) directions, respectively. Displacement field after removing global

quadratic trend in x (e) and y (f) directions, respectively. The displacement is expressed in

pixels and the pixel size is 53.7 nm 199
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According to Section 5.2.1, ux contains the topography information, which is vanishing

in the present case, and possibly a linear component that is related to the inclination angle

θ. However, a long wavelength bias is seen in both ux and uy components. This is due to

the scan artifacts that are not corrected. A second order polynomial regression is thus re-

moved from the measured displacement as this bias is not considered as reliable, and being

a low frequency modulation, it will lead to a minor change in the estimated topography.

The resulting displacement components are shown in Figures 5.2(e) and 5.2(f). Contrary to

the rather uniform uy field, the ux field exhibits horizontal bands. This is interpreted as a

slow-scan direction error (due to the repositioning inaccuracy at the beginning of each new

scanned line). An adapted global DIC procedure has been developed to correct this specific

error by acquiring two images with different scanning directions [Teyssedre et al. 2011; Shi

et al. 2018a], yet the algorithm cannot be applied to two images on the inclined sample by the

current SEM. Without correcting the slow-scan direction error, the root mean square (RMS)

average of ux shown in Figure 5.2(e) is 0.41 pixel (or 22.3 nm). The corresponding RMS av-

erage of topography measurement uncertainty is estimated to be 8.1 nm (22.3 nm/tan(70°)).

For comparison purposes, the RMS average of uy shown in Figure 5.2(f) is 0.23 pixel (or

12.3 nm). The effect of the SEM scan drift distortion on the topography measurement is thus

quantified.

It should be noted that an uncertainty level of 8.1 nm is very satisfactory, with respect

to the pixel size of 53.7 nm. Although the principles of tilt-imaging are far from new, the

recourse to such high tilt angle is unusual, and global DIC used herein together with a well-

suited speckle patterning provide very robust and accurate topography measurements.

5.2.3 Test case

The tensile test sample described in Ref. [Shi et al. 2018a] is used to validate the tilt-imaging

method. The same Pt speckles described in Section 5.2.2 have been deposited onto the sam-

ple surface. In addition, using the same technique, a Pt rectangle was drawn around the

speckled region to easily locate the region of interest (ROI). The “horizontal” SE image of

the sample is shown in Figure 5.3. The image definition is 3072 × 3072 pixels and covers an

area of 130 × 130 µm2. The images have been acquired with an acceleration voltage of 30 kV

and a working distance of 13 mm. To reduce the possible SEM drift distortion, each SEM

image is the average of 30 scanned frames. The dwell time has been set to 1 µs to increase
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the image acquisition speed. With these settings, 5 minutes were needed per acquisition.

The SEM drift distortion for the aforementioned conditions have been analyzed in

Ref. [Shi et al. 2018a], and amount to approximately 1 % in both x and y directions. The

uniform linear SEM drift distortion will not lead to topography measurement errors, since

its effect will be removed in the linear fitting step. The random SEM drift from line to line

has been analyzed and quantified in Section 5.2.2. As a result, the large image resolution to-

gether with the adopted acquisition conditions provide a rich characterization of the sample

surface, while the uncertainty due to SEM drift is kept to a limited level.

Figure 5.3: SE image of the sample in the horizontal configuration.

Then the sample is tilted by about 70° and an SE image of the same size is recorded with-

out activating the tilt correction function of the SEM (Figure 5.4(a)). The stage rotation parameter

of the SEM has been adjusted to make the Pt rectangle horizontal. The lateral surface of the

sample is imaged in the bottom part of the image. The “valleys” and “hills” are very promi-

nent on the sample surface because of the shadowing effect of a rather grazing incidence.

The affinity due to tilt along the vertical direction is first corrected, as shown in Figure 5.4(b),

by a scale factor of 1/ cos(θ) = 2.7, where this value is a rough estimate obtained by tracking

the rectangular marking on the surface. This factor will however be accurately determined

in the following and hence this first rough determination is only aimed at initializing the

registration procedure.
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Figure 5.4: Pre-correction of the tilted image. (a) Original SE image of the tilted sample.

(b) Stretched image 2.7 times along the vertical direction. Several regions with visible slip

traces are indicated in green. (c) Norm of the gray level gradient. (d) Processed tilted image

and (e) zoom to show the rendering of the Pt spots. The pixel size is 42 nm for all images.
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In such a transformation, the brightness and contrast change very significantly, which is

due to the interaction between the e-beam and the sample surface. The goal is not to explore

such physics and propose a model interpreting the gray levels. Rather it is preferred to focus

on the surface marking, namely, the Pt spots that were deposited as a speckle pattern. They

are very clearly visible in the reference image. They become also much clearly visible in the

tilted image (Figure 5.4(a) and 5.4(b)). In order to filter out the brightness information of the

substrate material, the norm of the gray level gradients is calculated (Figure 5.4(c)). The Pt

spots are better revealed, which is due to their steep gray level variations. A threshold has

been applied to Figure 5.4(c) to get the positions of all the Pt spots, with the exception of a

few locations that cannot be distinguished from the bright background. The gray level of Pt

spots and their vicinity is kept, while all other pixel levels are set to 0 in the treated tilted

image (Figure 5.4(d)). A zoom of the final image is shown in Figure 5.4(e) where the gray

level gradient at Pt spots are visible.

The displacement field is assessed via DIC between the two images shown in Figure 5.3

and 5.4(d). A finite-element description of the kinematics is used with 3-noded elements

with linear interpolation functions (i.e., T3-DIC [Tomic̆ević et al. 2013]). Only the region

covered by Pt speckles is studied, as shown in Figure 5.5(a), and an unstructured mesh with

characteristic length of 25 pixels is used.

Due to the concentration of contrast around Pt speckles (Figure 5.4(d)), regularization is

introduced to provide a smooth interpolation at very small scales when Pt speckles are not

seen or very faintly. A regularization based on an elastic kernel [Tomic̆ević et al. 2013] is

utilized in the present work to filter out high frequencies, with a cut-off frequency (i.e., the

inverse of the so-called regularization length) that can be tuned at will (see Section 1.2.1.3).

The regularization length has been gradually reduced from 400 pixels down to 100 pix-

els. It can be seen in the DIC residual field (i.e., the difference between reference and cor-

rected deformed images after registration) shown in Figure 5.5(b) that all the Pt speckles are

well matched between both images, with the exception of the lost speckles in bright regions

shown in Figure 5.4(b). Displacement fields in x and y directions are shown in Figure 5.5(c)

and 5.5(d).
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Figure 5.5: DIC calculation in the tilt-imaging method. (a) Region of interest for DIC.

(b) Gray level residual field. (c,d) respectively x and y component of the resulting displace-

ment field (expressed in pixels, 1 pixel ↔ 42 nm) between the images shown in Figures 5.3

and 5.4(b).

The ux displacement component shows a significant gradient along x, proving that the

initial guess used for the pre-correction by the scale factor 1/ cos(θ) = 2.7 was not the best

suited value. A linear regression through the data is performed to perform a better tilt

compensation, leading to a much more precise estimate of the tilt angle

cos(θ) = 0.39 (5.2)

or θ ≈ 67.1°. It should be noted that a precise assessment of the tilt angle in EBSD posi-

tions has a big impact on EBSD acquisitions, not only on the absolute value of the indexed

crystallographic orientation, but also on the coordination of EBSD figures after the tilt cor-

rection [Nolze 2007]. It is believed that this method could become a routine process prior to
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EBSD acquisition when high precision is required.

Then the topography field h is computed from h(x, y) = ux cot(θ) (see Figure 5.6(a)). For

comparison purposes, the ferritic grains in the studied region are manually selected and

highlighted in Figure 5.6(b). The selection criterion of ferritic grains is the absence of lath

structure in the range 1-3 µm.

(a) (b)

001

111

101

Figure 5.6: (a) Estimated topography field. To better illustrate the relationship between

topography and sample microstructure, the grain boundaries are shown as green lines for

bainite and black lines for ferrite. (b) Ferritic grains in the studied region are highlighted for

comparison purposes. The pixel size is 50 nm.

The RMS of the topography measured by tilt-imaging is 188 nm, while the maximum

peak-to-value distance is 1.36 µm. It is concluded from Figure 5.6 that the height of large fer-

ritic grains tends to be lower than average, especially at the grain center. This phenomenon

is not surprising, as this softer phase tends to elongate more in a tensile test, thus due to

plastic incompressibility, the surface contracts more than other grains. Note that there ex-

ist several regions rich of visible activated slip systems in Figure 5.4(b), which indicate the

presence of “paddy-rice-field”-like topography. However, these structures are beyond the

resolution and thus not captured in Figure 5.6(a). A higher resolution and suited marking

would be required to resolve them.

The sizes of Pt speckles are adjusted for EBSD acquisitions. Consequently, relatively

large and rather few spots have been deposited onto the sample surface. If topography

were chosen to be the principal quantity of interest, then a finer and denser speckle marking

would lead to a better spatial resolution. In the present case, the evaluation of topography
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was seen as an opportunity, namely, a side-result that could be obtained at no additional

cost after an EBSD analysis was chosen.

It should be emphasized that the tilt-imaging method does not differ from standard

stereoscopic SEM techniques in terms of underlying principle. However the stereoscopic

technique usually involves two acquisitions with a tilt difference of about 10°. Thus the

displacement magnitude between the acquired images is very limited. By adopting a fixed

detector, in-lens or not, and tilting the sample, the “stereo-angle” can be chosen freely, prefer-

ably larger tilt angles to increase the signal-to-noise ratio. As soon as an EBSD device is

installed in an SEM, such analysis can be performed by acquiring an additional SE/BSE

image (without the tilt correction functionality), provided sufficient surface markings are

engineered to enable for image registration. Further, as the above result shows, regularized

DIC makes use of the limited and localized contrasted areas between the two stereo-images

to measure a displacement field, thereby resulting in a smooth topography for the whole

area of interest. The abrupt slope change at mesh boundaries is thus avoided.

5.3 FIB method

After the in-situ tensile test, a region of the same sample has been chosen as potential FIB

milling area. This region, roughly 1/9th of the speckled part of the sample surface, is lo-

cated near the edge to make milling easier and at the boundary middle of the speckled zone

to benefit from precise displacement measurements. The whole area around the region of

interest is FIB-milled with high current to free the access and limit pollution during further

analyses. This preparatory step can also reduce the volume to be milled during the main

FIB-EBSD process, thus accelerate the experiment and reduce the potential coordinate drift.

The region of interest has been covered by a 1 µm-thick layer of Pt (Figure 5.7(a)). This Pt

coating acts as a sacrificial protective layer for FIB milling. Moreover, performing EBSD af-

ter successive slice removals, amorphous Pt is easy to distinguish from the steel substrate.

The successive interfaces with Pt follow precisely the initial free surface of the sample. Note

that a similar protective tungsten layer was deposited in the past to mainly protect the free

edges against diffuse FIB cutting [Zaafarani et al. 2006]. So-called 3D-EBSD provides a much

richer information than surface topography, but this technique also allows for quantitative

measurements of topography, and is used herein as the ground truth.
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(a) (b)

Figure 5.7: Preparations of FIB-EBSD. (a) Chosen area covered by a layer of Pt. (b) Neigh-

borhood of the area of interest is first removed to make milling easier. The volume to follow

the 3D-EBSD procedure is at the top of the pillar that was carved out (bottom of sub-figure

(b)).

(a) (b)
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101

Figure 5.8: (a) Sample aligned in FIB position at an intermediate stage of the 3D-EBSD

procedure. The top of the pillar shows both the emergence of the most salient regions of

the sample surface and the Pt covered deeper regions. (b) Indexing of crystal orientation by

EBSD at the same stage.

Prior to the main FIB-EBSD process, the surface of the ROI has FIB-milled with high
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current to ensure a flat surface thus prevent “theater curtaining” [Munroe 2009]. Special

care is required to enable for accurate z-direction realignment after each sample motion as

FIB milling and EBSD analyses require different positions of the sample in the SEM cham-

ber. A cross-shaped mark has been milled close to the studied area for such an alignment.

The software EBS3 G2 used for FIB-EBSD recognizes the mark and measures its motion by

cross-correlation with sub-pixel resolution. The sample in the FIB position is shown in Fig-

ure 5.8(a) after few milling steps. The clear contrast at the sample surface reveals that the

substrate material emerges at some places while the Pt coating persists at others. The crys-

tal orientation map as indexed by EBSD (Figure 5.8(b)) accurately quantifies this analysis.

The acceleration voltage has been 30 kV, and the physical size of one pixel 100 nm for every

EBSD acquisition. Each EBSD indexing takes about 50 min. The pollution induced by the

EBSD analysis has been eliminated by the next FIB milling step.

In total, 118 slices have been milled and indexed for a duration of one week. A volume

of 42 × 41 × 11.8 µm3 is available. The orientation maps of the first eight slices of FIB-EBSD

are shown in Figure 5.9. The white area indicates the not-indexed region, which is covered

by the Pt layer. As a result, the first 8 inverse pole figures can be seen as a binary height

image for sample surface. The Pt layer gradually recedes and completely disappears at the

eighth slice. The first slice shown in Figure 5.9(a) has already a significant indexed area,

especially at the upper left region. This is where the Pt deposition is thinner, as shown in the

boxed region of Figure 5.7(a). Besides, the FIB-milling of the ROI surface before FIB-EBSD

(in order to remove the roughness of the ROI surface) could have removed the Pt layer, even

some substrate material, at peaks of the sample. This phenomenon implies that the Pt layer

was not thick enough and presumably the most salient peaks of the topography were erased

during the first surface preparation.
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(a) (b) (c)

(d) (e) (f)

(g) (h)
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Figure 5.9: Orientation maps of the first 8 FIB-EBSD slices. The deposited Pt layer (appear-

ing in white) is completely removed in the eighth slice.

The transition between indexed and not-indexed areas is gradual in most cases, thus the

indexed grains near the remaining Pt layer seem more “transparent,” as shown in the boxed

area of Figure 5.9(a). A filter process is applied to provide a more clear-cut binary height

image. Simple image processing operations are used, “open” and “close” steps involving
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only nearest neighbor pixels so as not to alter the large scale features by artificial smoothing.

The effect of the filter is shown in Figure 5.10. It is observed that not only a more precise

topography image results from such procedure, but also a finer microstructure is revealed.

(a) (b)
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Figure 5.10: Effect of filter operation on FIB-EBSD images. (a) Raw FIB-EBSD figure ex-

tracted from Figure 5.9(a). (b) Filtered image. Image “open” and “close” steps, and interpo-

lation of the crystallographic orientation are involved.

The filtered 3D-EBSD data were collected and processed with Dream3D, an open source

software dedicated to the analysis of 3D microstructures [Groeber and Jackson 2014]. For

FIB-EBSD data, the code reads the indexed orientation maps, realigns each slice in the (x, y)

plane and labels each grain based on a user-defined disorientation threshold. Slice realign-

ment is necessary since shift inevitably occurs between subsequent EBSD acquisitions.

Indexing of crystal orientation at grain boundaries is difficult and imprecise, and one

should pay attention to automatic corrections performed on non-indexed pixels. Here, the Pt

coating phase was labelled manually as a grain on its own to prevent spurious modifications

of the Pt-sample interface in the standard data “cleaning” procedure that is automatically

performed. After completion, it suffices to delete the Pt grains and the topography becomes

visible (Figure 5.11(a)). Besides, a full crystallographic image of the sample surface is also

obtained by combining the first 8 FIB-EBSD slices (Figure 5.11(c)). The reconstructed sample

surface is identical to the inverse pole figure of the sample before Pt layer deposition, which

is shown in Figures 4.13(d) and 4.13(e). It should be noted that due to the discrete nature of

the FIB milling process, the topography reconstructed by this procedure has terraces, each
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of height 100 nm (or 1 pixel). To filter out the topography while preserving the terrace edges,

successive Fourier filtering enforcing the terrace edges has been performed, and the result

is shown in Figure 5.11(b).
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Figure 5.11: Reconstructed sample surface by FIB-ESBD. (a) Raw topography (expressed

in µm). (b) Topography with a Fourier transform interpolation based on on-edge pixels.

(c) Inverse pole figure of the sample surface obtained from the first 8 slices of 3D-EBSD

procedure. The pixel size is 100 nm for all images.

5.4 Rotation-integration method

Quaternion correlation provides the displacement field and, more importantly, the crystal

rotations (see Chapter 2). With the exception of plastic strains due to the motion of dislo-

cations along activated slip systems, the displacements in all three directions are related to
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crystal rotations. This principle can be used to extract the fraction of topographic changes

due to plastic flow and due to crystal rotation.

In the following to make the discussion easier, it is first assumed that no plastic flow has

occurred. The crystal rotation, which is applied to the pixel length, is then interpreted as the

antisymmetric part of the displacement gradient (within the small perturbation framework).

Moreover the sample surface is traction free, and hence the symmetric part of the displace-

ment gradient (i.e., the infinitesimal strain tensor ǫ) is constrained. In particular, vanishing

shear stresses and strains εxz = εyz = 0 imply that the change in topography, uz, which is

the change in surface elevation between the two states chosen for quaternion correlation, are

related to the rotation matrix [Q] based on axis-angle (θ, [d1, d2, d3])

[Q] =




(1 − d2
1) cos θ + d2

1 d1d2 (1 − cos θ) + d3 sin θ d1d3 (1 − cos θ) − d2 sin θ

d1d2 (1 − cos θ) − d3 sin θ (1 − d2
2) cos θ + d2

2 d2d3 (1 − cos θ) + d1 sin θ

d1d3 (1 − cos θ) + d2 sin θ d2d3 (1 − cos θ) − d1 sin θ (1 − d2
3) cos θ + d2

3




(5.3)

The calculation of (θ, [d1, d2, d3]) from reference and deformed EBSD images is detailed in

Appendix A. From this rotation field, the initially flat surface roughens and the topography

gradients read

Gx = ez · Q · ex

Gy = ez · Q · ey

(5.4)

where ei is a unit vector in direction i (i.e., x, y or z), and

Gx = uz,x

Gy = uz,y

(5.5)

Note that the same argument would also hold for finite strains using the polar decomposi-

tion of the deformation gradient tensor.

The two fields Gx and Gy are theoretically related by the equality of cross-derivatives

Gx,y = Gy,x. However, since they are estimated independently, numerically this relationship

is violated (due to measurement noise). In order to minimize the effect of data noise, an

integration using gradients in both directions via Fourier transform is well suited [Frankot

and Chellappa 1988]. Denoting Fourier transforms with a ˜ symbol, and wave vectors as k,

the change in elevation uz reads

ũz =
−i

2π|k|2 (kxG̃x + kyG̃y) (5.6)

which means that uz variations are calculated from crystal rotations.
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5.4.1 Uncertainty assessment

Before applying the rotation-integration method to the real topography, an uncertainty eval-

uation is performed. Two successive EBSD acquisitions were performed on the initial (i.e.,

before tension) 16MND5 steel sample with a polished surface. The first image, shown in

Figure 5.12(a), is arbitrarily chosen as the reference state and the second as the “deformed”

configuration (Figure 5.12(b)). Quaternion correlation on these two images provides the

“crystal rotation” between them, which combines the systematic and random errors in the

crystallographic orientation determination of the SEM. Figure 5.12(c) shows the misorien-

tation magnitude, ω, and Figures 5.12(d), 5.12(e) and 5.12(f) display the three components

of a unit vector Ω along the rotation axis. The mean value of ω is 0.69°, and its standard

deviation is equal to 0.39°.

(a) (b) (c) ω

(d) Ωx (e) Ωy (f) Ωz

Figure 5.12: Reference (a) and “deformed” (b) states of the polished sample surface. (c) Ro-

tation angle ω (in degrees). (d-f) x, y and z components of the Ω rotation axis. The pixel size

is 50 nm for all images.

The corresponding topography gradients in x and y directions are shown in Fig-

ure 5.13(a) and 5.13(b). Combined with Figure 5.12, low frequency fields are seen especially

in the Gy component. Because the initial geometry is flat, the displacement along z is equiv-
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alent to the elevation. When integrated, the topography is obtained (Figure 5.13(c)). Rigid

body motions of the sample between the two images can neither explain the misorienta-

tion shown in Figure 5.12(c), nor the integrated topography shown in Figure 5.13(c). This

significant long wavelength misorientation could be attributed to the inadequate precision

of pattern center during orientation indexing [Alkorta 2013]. A 2nd order polynomial re-

gression through the elevation map is performed and removed in Figure 5.13(d). Compared

to Figure 5.13(c), the 2nd order polynomial removes the majority of spurious topography,

while the resulting elevations in Figures 5.13(d) and 5.13(e) imply that a 4th order polyno-

mial is necessary to remove the remaining signal (Figure 5.13(f)). However, a regression by

higher order polynomials may delete real signals, thus a compromise has to be made in real

measurement cases. It is concluded that, after 4th order polynomial regression, the standard

uncertainty of topography measurement is about 10 nm.

(a) (b) (c)

(d) (e) (f)

Figure 5.13: Surface elevation gradient in (a) x and (b) y directions obtained by crystal

rotation. (c) Integrated elevation (expressed in µm) from the gradients. Elevation (expressed

in nm) after removal of quadratic (d), 3rd-order (e), or 4th-order (f) polynomial trends. The

pixel size is 50 nm for all images.

The method was also applied to two successive EBSD acquisitions on the deformed
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sample surface to measure the topography reconstruction uncertainty. Again the artifac-

tual topography due to global orientation drift is assumed to be removed with a 4th-order

polynomial. The remaining topography field has a standard uncertainty of 11 nm, slightly

higher than the previous test, due to the degraded EBSD image quality on strained samples.

Consequently, it is observed that the SEM used in the present work has a non-negligible

orientation indexing “drift,” which makes the removal of fitted 4th-order polynomials from

the topography necessary. As a result, only the local relative topography remains after this

removal and is thus accessible for the EBSD images acquired by the tested SEM machine.

5.4.2 Analysis of the test

The EBSD acquisitions are first rectified to correct the coordinate distortions (see Section 4.5),

then analyzed by the rotation-integration method. Figure 5.14(a) shows the crystal rota-

tion magnitude and the components of the rotation axis director between the reference state

where the surface is again flat (i.e., initially polished surface), so that in the absence of plastic

strain, the integrated displacement uz would be equal to the elevation. Gradients Gx and Gy

are shown in Figure 5.14(b) and 5.14(c) respectively. Crystal rotations at grain boundaries

are omitted since they cannot be trusted. Figure 5.14(d) shows the estimated elevation ob-

tained from integration and after a linear regression to the data has been removed to cancel

out the possible global orientation drift and rigid body motion.
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(a) ω (b)

(c) (d)

Figure 5.14: (a) Rotation magnitude (in degrees) between initial and final states of the tensile

test. (b,c) Surface elevation gradient respectively in x and y directions obtained from crystal

rotations. (d) Topography (expressed in µm) obtained from integration and subtraction of a

linear regression through the data corresponding to orientation indexing “drifts” and rigid

body motions. The pixel size is 50 nm for all images.

5.5 Comparison and discussions

The two methods introduced in the present chapter have been tested on the same sample.

Thus it is interesting to perform a quantitative comparison of the topography measurement

results. Due to time limitation and experimental cost, only 1/9 of the ROI surface was

estimated by FIB-milling, while the entire ROI topography was measured by the stereo-
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scopic method (as well as crystal rotation integration). The topography fields of the milled

area measured by tilt-imaging and FIB (with FFT smoothing) are shown in Figures 5.15(a)

and 5.15(b) respectively. Figure 5.15(c) shows the difference between tilting-image and FFT

filtered 3D-EBSD measurements. It is observed that the first two methods give very con-

sistent answers. The remaining differences are believed to be due to the lost peak topog-

raphy information caused by insufficient Pt layer thickness. Note that since the reference

plane may not be identical in the two measurements, a regression with a plane has been

subtracted from the difference (this is equivalent to changing the reference plane z = 0 in

one measurement in order to match the other one at best). Consequently, the tilt-imaging

method is deemed validated, in spite of the very oblique incidence angle.
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Figure 5.15: Topography field of the milled area measured by tilt-imaging (a) and FIB with

FFT smoothing (b). (c) Difference between FFT smoothed FIB and tilt-imaging topography

measurements. (d) Reliable part of (c) after the subtraction of a plane. The unity of topogra-

phy is µm and the pixel size is 100 nm for all images.

Over the reliable part of the measurement (i.e., below the initially emerged topography

shown in Figure 5.15(d)), the RMS difference in topography is measured to be 46 nm. The

uncertainty of the tilt-imaging method being estimated to be 8.1 nm, the topography mea-

surement uncertainty is about 45 nm for the FIB-EBSD method, as opposed to the RMS of

topography of 188 nm. Knowing that the pixel size in SEM imaging is 42 nm and the voxel

size in FIB-EBSD 100 nm, the topography measurement uncertainty is below the SEM imag-

ing resolutions. This excellent agreement opens up the field of topography measurement

to all SEMs equipped with an EBSD setup. Although the principles are far from new, the
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recourse to such high tilt angle is unusual, and global DIC used herein together with a well-

suited speckle patterning provide very robust and accurate topography measurements.

The topographies measured by tilt-imaging and rotation-integration methods, after cor-

rection of coordinate distortions, are shown in Figure 5.16(a) and 5.16(b) respectively. Similar

results are observed since the two topography fields have a Pearson correlation coefficient

of 0.64. This is a proof that, even after filtering out with low order polynomials, the rotation-

integration method captures part of the topography. However, the RMS of the topography

measured by rotation-integration is equal to 171 nm, while that for tilt-imaging topography

is equal to 188 nm. Knowing that the rotation-integration method only measures the to-

pography due to elastic deformations, it is concluded that plasticity-induced and elasticity-

induced topographies are mostly along the same direction and have comparable orders of

magnitude.

(a) (b)

Figure 5.16: Comparison of topographies (expressed in µm) calculated by (a) tilt-imaging

and (b) rotation-integration methods. The pixel size is 50 nm for all images.

Last, an evaluation of each presented method is proposed:

• 3D FIB-EBSD is very simple in its principle and data processing is straightforward,

thereby resulting in very reliable three-dimensional microstructures including the sur-

face topography. However, the method is by nature destructive and can only be per-

formed postmortem. Besides, the experimental setup is much more involved (i.e., it

requires many operations and the duration of the test is much longer than for the

other two methods). Additionally, the measurement resolution is the thickness of each
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FIB layer, and cannot offer the sub-pixel resolution provided by DIC. An interesting

prospect of resolution improvement is to extract more topography information from a

FIB slice, such as taking images probing different depths after each FIB removal.

• Stereoscopic tilt-imaging is the fastest method. Its accuracy depends on the size and

density of the surface speckles as well as the positioning of the sample in horizon-

tal and tilted configurations. The tilt angle is an essential parameter in the measure-

ment, namely, large angles enhance the magnification of the displacement field issued

from the topography during tilt, as demonstrated in previous works [Lockwood and

Reynolds 1999]. However, large θ angles also yield a more severe contraction effect,

leading to poorer resolution in the direction perpendicular to the tilt axis. Moreover,

large angles may induce shadows that preclude topography reconstruction in these

regions. Therefore, a compromise has to be made in the choice of θ. It is recommended

that for very rough surfaces θ should be small, while for flatter and well-marked sur-

faces θ can be set between 40-70°. It should be noted that this method can also be used

in other imaging equipments, such as optical cameras and microscopes. A key feature

is here the possibility to reveal the surface patterning (i.e., speckles) that circumvent

gray level variation issues.

• Rotation-integration can only be applied for samples that have EBSD acquisitions be-

fore and after the process by which roughness has appeared (e.g., mechanical test).

In theory, the procedure can only give access to the roughness that is due to crystal

rotations (and not plastic flow). An integration algorithm combining gradients in x

and y directions helps to minimize the effect of (high frequency) Gaussian noise of the

crystallographic orientations. However, a low frequency orientation error has been ob-

served. A high-pass filter (i.e., subtraction of low order polynomial fit) may cancel out

or dampen this artifact. However, this is at the risk of removing a significant part of

the signal so that the method should be considered with care. Nonetheless, it provides

an interesting piece of information distinct from the previous methods, which allows

roughness induced by plastic flow and by crystal rotation to be distinguished. This

method may benefit from more stable EBSD acquisitions (i.e., less orientation “drift”),

or with more precise orientation data, as for example results obtained from high reso-

lution EBSD (HR-EBSD [Wilkinson et al. 2006a], see Chapter 3).
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5.6 Conclusion

Two very different methods for measuring topographies with SEM images were proposed

herein exploiting different modalities. They were tested on a strained sample subjected to a

tensile test, conducted in-situ in an SEM chamber. The surface topography features were of

the order of 1 µm.

FIB-SEM and tilt-imaging methods measured the overall topography, and provided very

consistent results. Their standard uncertainties were evaluated to be of the order of 30 nm.

The rotation-integration method was designed to evaluate the topography changes without

inelastic strains between two EBSD acquisitions. The resulting topography that differed

from the previous two methods showed the effect of plastic flow in the generation of surface

roughness in the mechanical test.

These approaches broaden the wealth of information that can be extracted from the dif-

ferent modalities offered by scanning electron microscopy. Last, one of them (based upon

stereoscopic tilt-imaging) can be performed at no additional cost with standard SEMs.

A thorough characterization of the sample surface evolution along the in-situ tensile test

has been acquired, including three-dimensional displacements of the sample surface and

crystal rotations. Before exploring the 3D grain configurations by FIB process, a critical

problem must be solved, namely, how to estimate the initial microstructures from the de-

formed ones, since the destructive FIB procedure can only be performed postmortem. The

next chapter will focus on this problem.
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Chapter 6

Backtracking depth-resolved

microstructures for crystal plasticity

identification

Reproduced from: Qiwei SHI, Félix LATOURTE, François HILD and Stéphane ROUX.

Backtracking depth-resolved microstructures for crystal plasticity identification - Part 1:

Backtracking microstructures. JOM, December 2017, 69(12):2810–2818.

and

Qiwei SHI, Félix LATOURTE, François HILD and Stéphane ROUX. Backtracking depth-

resolved microstructures for crystal plasticity identification - Part 2: Identification. JOM,

December 2017, 69(12):2803–2809.

In-situ mechanical tests performed on polycrystalline materials in a scanning electron

microscope suffer from the lack of information on depth-resolved 3D microstructures. The

latter can be accessed with focused ion beam technology only postmortem, because it is

destructive. The present study considers the challenge of backtracking this deformed mi-

crostructure to the reference state and identifying crystal plasticity parameters. This theo-

retical question is tackled on a numerical (synthetic) test case. A 2D microstructure with one

dimension along the depth is considered, and deformed using a crystal plasticity law. The

proposed numerical strategy is shown to retrieve precisely the reference state. This recon-

structed depth-resolved information reveals very beneficial for identification purposes.
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6.1 Introduction

Many enrichments of multiscale plasticity constitutive models have been proposed in the

past decades, motivated by better predictions of the macroscopic behavior. Many fields of

application benefited from these developments, ranging from metal forming or fatigue fail-

ure [Horstemeyer 2012], to long-term behavior of materials subjected to irradiation [Leclercq

et al. 2010]. In particular for sensitive industrial applications, this progress calls for exper-

imental validation, at the relevant scale(s), or identification of unknown constitutive parame-

ters, that become more challenging with the increased sophistication of the models.

In this context, validations of crystal plasticity models exploiting kinematic fields have

been conducted, and more specifically the displacement and strain fields obtained from im-

ages acquired with a Scanning Electron Microscope (SEM) [Héripré et al. 2007; Lim et al.

2015; Guery et al. 2016b]. However, only surface measurements are accessible. For the pur-

pose of validating the experimental identification procedure and its upscaling to macro-

scopic laws, specimen with columnar and coarse grains have been prepared, so that a mere

extrusion of the surface microstructure is a valid description [Lim et al. 2015]. Such an ap-

proach has the merit of addressing the methodology with a good control of the microstruc-

ture. Yet, it is limited to materials that are not representative of most key applications. If a

similar procedure, e.g., extrusion of the observation face microstructure, is applied to mate-

rials with unknown grain geometry in the depth direction, numerical modeling is expected

to lead to a poor agreement with in-situ observations, as documented from numerous nu-

merical simulations (see e.g., [Zeghadi et al. 2007b]). Another option is to generate in-depth

microstructure synthetically based on surface grain structures, which introduces random-

ness into models. Nonetheless, numerous works have adopted extruded model from sur-

face [Guery et al. 2016b] or synthetic in-depth microstructure [Lebensohn et al. 2008] in 3D

simulations, due to the lack of real 3D microstructures. It is believed that any progress

achieving a better determination of the microstructure will lead to much more constrained,

and hence reliable, identification.

On the experimental side, a major break-through has been achieved in the past few years

with techniques such as 3D-XRD and Diffraction Contrast Tomography (DCT) [Herbig et al.

2011; Ludwig et al. 2009]. These techniques allow for retrieving the full 3D grain geometry

with the associated crystallography. Such a complete characterization will certainly lead to

a major step forward in the context of identification and validation of crystal plasticity in
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the future. Yet, using such methods, is still exceptional as they require monochromatic and

coherent X-ray beams as produced by synchrotron facilities. They also suffer (today) from

some limitations (such as a small (few thousand at most) number of grains with simple

shapes). Although one may be confident on the future breaking of those limitations, these

techniques are not yet mature enough for in-situ mechanical tests on materials such as fine

grain steels as needed for some demanding industrial cases.

The other large avenue to access the 3D microstructure, which is compatible with a broad

class of materials, is to resort to 3D-FIB SEM tomography also known as 3D-EBSD [Groeber

et al. 2006; Calcagnotto et al. 2010]. This technique consists of EBSD characterization of

surfaces obtained after successive FIB milling revealing progressively the material in depth.

Such a technique allows for very fine spatial resolution down to 50 nm, and very accurate

crystallographic orientations (about 0.5◦). Microstructure models have for instance benefited

from this technique, as reported in [Altendorf et al. 2014].

The limitation of the latter approach is obviously its destructive character, that may lead

to the erroneous conclusion that it is not compatible with an in-situ mechanical test. In

fact, such a 3D-EBSD could be performed but only at the end of the mechanical test, and

hence after a potentially large plastic deformation, whereas a standard mechanical modeling

necessitates the knowledge of the undeformed geometry.

The present study aims at addressing precisely the feasibility of back-tracking the 3D

depth-resolved microstructure of the final state to the initial one, in order to increase the

reliability of the interpretation of a surface characterization of mechanical test performed

in-situ in a SEM. The surface deformation of sample surfaces can be measured thanks to

full-field measurement techniques such as Digital Image Correlation [Allais et al. 1994; Hoc

et al. 2003; Héripré et al. 2007]. More recently, it was shown that the crystal rotation fields

can also be measured on surfaces by registering EBSD images via so-called quaternion corre-

lation (see Chapter 2). The active slip systems can also be revealed since they induce surface

roughness detected in SEM pictures [Abuzaid et al. 2012; Carter et al. 2014]. High angular

resolution EBSD provides insight into the surfaces residual deformation at each step [Wilkin-

son et al. 2006b]. All this detailed information is specific from the observation surface, and

as previously mentioned, without a reliable 3D microstructure, it remains uncomplete for

the mechanical modeling.

It will be shown that an approximate, yet accurate, picture of the depth resolved mi-

crostructure of the initial state can be achieved. However, the problem remains ill-posed as
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the in-depth boundary conditions remain unknown. Therefore it is essential to evaluate the

added value of the inferred 3D grain geometry and crystallography on the identification of

the crystal plasticity constitutive law from the kinematic characterization of the free surface

during the test.

To the best of the authors’ knowledge, such a problem definition has never been ad-

dressed in the past and in particular the limitations due to its ill-posed character (although

reduced as compared to bare surface measurements) are difficult to assess. Hence, a 2D (one

surface and one depth directions) toy problem is considered in the following, because of the

high numerical cost of the direct and inverse modeling. It is believed that the issue of depth

is well captured by such a simplified approach, though surface measurements are obviously

much poorer in the 2D toy problem than in the real 3D cases. Thus assessing the feasibility

in 2D is a very encouraging result for applying the very same methodology in an actual

experiment.

The chapter is organized as follows. Section 6.2 details the proposed procedure to com-

bine the determination of the reference configuration and the calibration of material param-

eters. Section 6.3 is dedicated to a virtual experiment carried out to validate the procedure.

6.2 Proposed procedure

6.2.1 Definition of the problem

Modeling in-situ mechanical tests at the microstructure scale, requires two types of un-

knowns, namely, the reference configuration Ωref of the microstructure and the constitutive

equation parameters {p}, (assuming the constitutive law itself is either known or chosen).

The configuration Ωref consists here only in the crystal orientation Ξ — parameterized with

e.g., Euler angles or quaternions — at each material point X . Additional internal parameters

which could be included in this configuration are here ignored.

From 3D-EBSD, it is assumed that what is known is the deformed configuration Ωexp
def ,

namely the field of crystal orientation ξ at each material point x of the deformed geometry.

From surface SEM observations and digital image correlation, the Lagrangian displacement

field uexp(X, t) is known for X at the observed surface, and in the course of time (or loading)

t. Additional measurements may be available such as the remote load F exp(t).

In classical continuum mechanics, the displacement field is the only relevant kinematic
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field, and hence modeling consists in computing the transformation of the reference material

points, X , into a new position x at any stage t of the loading. This can be written

x = Φ(X, t) ≡ X + u(X, t) (6.1)

where u(X) is the Lagrangian displacement field. For crystal plasticity, an enriched de-

scription is required, as each material point is endowed with a crystal orientation, and its

transport in the plastic flow has to be accounted for. Hence, the generalized or enriched

kinematic transformation has to be considered, where both current position and orientation

(x, ξ) have to be related to their initial state (X,Ξ). Thus the configuration Ωref = Ξ(X) is

transformed into a deformed one Ωdef = ξ(x) as described by a generalized transformation

still denoted by Φ,

(x, ξ) = Φ(X,Ξ, t) (6.2)

where the dependence with respect to the reference orientation has been made explicit, al-

though a given finite element computation only computes Φ for a given configuration since

the constitutive law itself depends on the crystal orientation, and hence only the restriction

Φ̂(X, t) = Φ(X,Ξ(X), t) is directly accessible. Strain for instance can be computed from gra-

dients of Φ̂(X, t) along X . However, sensitivity with respect to the local orientation ∂Φ/∂Ξ

requires several finite element simulation from which finite differences can be estimated.

Let us also stress that ξ cannot be estimated from the sole displacement field and thus is a

needed independent output of Φ.

Identification consists in providing estimates of the unknown Ωref and {p}. The pro-

posed strategy aims at solving this problem iteratively, assuming one set of unknowns and

estimating the other up to stationarity. Those two steps are done alternatively until conver-

gence of both. The whole procedure is summarized in Figure 6.1 and detailed in following

subsections. The left part of the chart aims at the determination of the configuration at fixed

constitute parameters. The right part determines the constitutive parameters at fixed con-

figuration. The global loop shown in Figure 6.1, is indexed by a simple superscript, m. Each

left or right block also contains iterations labeled internally with an index (n) in between

parenthesis. The global loop is interrupted when a stationarity condition is met, based on

the relative incremental correction norm between m+ 1 and m.

It is to be emphasized that model error, i.e., the fact that the actual plasticity behavior

would not be described by the chosen constitutive law, is not considered here. It is a very

important and often limiting point, however addressing such a problem is beyond the am-
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bition of the present study. In the following, it will be assumed that the algebraic form of

the law and the relevant internal parameters are correct and only parameters {p} are to be

identified.

Start

Input: Ωexp
def , {p

0}, uexp
obs , F

exp

Initialization

Estimate of refer-
ence configuration

Calibration of con-
stitutive equations

‖Ωm+1
ref − Ωm

ref‖ < ε1

‖{pm+1}−{pm}
{pm} ‖ < ε2

Output: Ωm
ref , {p

m}

Stop

Ωexp
def , {p

0}, uexp
obs

Ω0
ref , {p

0}

{pm+1}, Ωm+1
ref

yes

no

{pm}, Ωm
ref

updated

Ωm+1
ref , {pm}

Figure 6.1: Flow chart summarizing the determination of the reference configuration of the

microstructure and the parameters of the chosen constitutive equation

6.2.2 Microstructure estimate

The present procedure is designed to estimate the reference configuration from the de-

formed one, assuming that the constitutive law is close to the actual one. It is sketched

in Figure 6.2 (accounting for the left wing of Figure 6.1).

In this procedure, the inputs are:
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Ω
(0)
ref = Ωm

ref

{p} = {pm}

Cfe({p},Ω
(n)
ref )

simulation

δΩ =
f(Ωexp

def ,Ω
(n)
def ,Ω

(n)
ref )

Ω
(n+1)
ref = Ω

(n)
ref + δΩ

‖δΩ‖ < ε1

Ωm+1
ref = Ω

(n)
ref

}

Ω
(n)
def

δΩ

yes

no

Ω
(n)
ref updated

Figure 6.2: Flow chart describing the determination of the reference configuration.

• the material parameters {pm} that are assumed to be known and are not updated;

• an initial estimate of the reference configuration Ω
(0)
ref that will be updated iteratively

(index n);

• boundary conditions prescribed on the reference configuration during FE analyses;

• experimental deformed configuration Ωexp
def , including in-depth texture.

The output is an updated estimate of the reference configuration, which approaches at best

the exact yet unknown reference configuration Ωexp
ref . In order to proceed with the FE com-

putation of the deformed configuration (i.e., the so-called direct problem), the boundary

conditions are needed.

The observed free surface is very well documented since the surface displacement is

known, and moreover, it is a free surface with zero surface traction. Hence both Dirichlet or

Neumann conditions could be used. This redundancy will be used in the following. How-

ever, in depth, the information is lacking and has to be inferred somehow. Various prescrip-

tions can be envisioned to guess a depth extrapolated displacement field, compatible with

the surface displacement. None of them will be exact, but it may be expected that the errors

due to the extrapolation will mostly affect the boundary of the studied domain, and that
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the central part of the observed surface will only be marginally dependent on the boundary

condition prescription. This question will be addressed in the following Section 6.3.

Equipped with the reference configuration, the constitutive law and boundary condi-

tions (as defined through a given prescription), an appropriate finite element computation

provides the (generalized) transformation Φ.

(x(X), ξ(X)) = Φ(X,Ξ, t) (6.3)

The difficulty is now to solve the inverse problem. The proposed strategy is a simple

correction step based on an approximation of the tangent transformation. Let us consider

a small modification of the reference configuration, dΞ(X), and study its effect in the de-

formed configuration

(x(X) + δx(X), ξ(X) + δξ(X)) = Φ(X,Ξ + δΞ(X), t) (6.4)

and written generally as involving non-local but linear operators

δx(X) =
∫

G1(X,X ′)δΞ(X ′) dX ′ (6.5)

δξ(X) =
∫

G2(X,X ′)δΞ(X ′) dX ′ (6.6)

Let us note that this explicit computation is prohibitive as it requires multiple finite element

computations for any perturbation δΞ(X). Therefore it is proposed to use a very simple

approximant of these transformations G1 and G2, trivially inverted in order to update the

reference configuration based on observed differences in the deformed configurations.

An additional specificity of the granular microstructure that is addressed here is that

roughly, each grain i is considered to have a unique orientation, Ξi and hence only the

boundary of the grain matters. Moreover, grains are considered to be polyhedral in 3D (resp.

polygonal in 2D) and hence can be defined by a set of triplets (resp. doublet) of points, which

define local facets from a connectivity table. The latter defines the granular topology that is

believed not to be affected by the plastic deformation and thus that can be read from the

deformed state. Therefore only the coordinates of these vertices Aj , X(Aj), (akin to finite

element nodes) contribute to the definition of the deformed granular system. These vertices

are also physical points lying at grain boundaries. The set of discrete orientations Ξi, one per

grain, and of vertices X(Aj) forming the grain boundaries, is a natural parametrization of

the granular configuration. Within iteration n of the procedure, one computes the deformed

state ξ
(n)
i and x(Aj)

(n).
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Because the sought microstructure is piecewise constant, the considered perturbations

are mainly of two types. The first corresponds to a slight variation of the orientation uni-

formly within a grain, at fixed shape. The second type is a slight modification of the bound-

ary between grains at fixed orientation. Indeed, this is a convenient representation of the

residual difference between the computed and observed configuration. Within each grain, i,

the mean difference of orientation ∆ξ
(n)
i = ξ

exp
i − ξ

(n)
i is of the first type, whereas the dif-

ferences of position ∆x(n)(Aj) = xexp(Aj) − x(n)(Aj) for each face vertex, j, easily identified

from topological features, make up the second type.

For the first case, the approximations G̃1(j, j
′) = 0 and G̃2(i, i

′) = δii′I are chosen. Hence,

the observed grain mis-orientation between computed and observed configuration in the

final state is simply corrected by the same amount locally, i.e., per grain, without altering its

shape.

For the second case, the mispositioning of a vertex is simply transported back to the

reference configuration again locally, that is without affecting other vertices, and identically,

i.e. with no alteration of the magnitude and orientation of the mispositioning ∆Aj . Likewise,

the grain orientations are unaltered. In other words, the approximations G̃1(j, j
′) = δjj′I and

G̃2(i, i
′) = 0 are chosen. Therefore, the differences noted in the deformed state are simply

directly accounted for in the reference one:

X(n+1)(Aj) = X(n)(Aj) + xexp(Aj) − x(n)(Aj)

Ξ
(n+1)
i = Ξ

(n)
i + ξ

exp
i − ξ

(n)
i

(6.7)

More elaborate variants could be considered in particular if large rotations are involved,

the first correction could benefit from the rotation matrix extracted from the deformation

gradient. However, although inexact, the relative expected error is expected to be a small

fraction of the displacement gradient, and hence unnecessary for the treated examples.

This defines one iteration of the microstructure correction, that is repeated until a station-

ary condition is observed, namely until incremental changes in X(Aj) or Ξi are considered

as small enough, i.e. less than a given parameter ε1. It should be emphasized that to solve the

inverse problem, iterations of the direct method have been adopted to evaluate the sought

answer. The inversion of the constitutive law and related possible instabilities have been

avoided at the price of multiple direct calculations.
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6.2.3 Calibration of material parameters

Finite Element Model Updating (FEMU), which is described in Figure 6.3, will be used to

calibrate material parameters. The FEMU algorithm is based on measured and computed

displacement fields u, and applied load F data. Such approaches have already been used

for analyses and calibration purposes of crystal plasticity models [Héripré et al. 2007; Guery

et al. 2016b]. It will be referred to as FEMU-UF. In this procedure, the inputs are:

• the reference configuration Ωm
ref , which is assumed to be known and is not updated;

• an initial estimate of the material parameters {p(n)} that will be updated iteratively

(index n);

• boundary conditions prescribed on the reference configuration during FE analyses;

• experimental kinematic field {uexp}, experimental loading force {F exp}.

The outputs are an updated estimate of the material parameters, which are based on the

current reference configuration Ωm
ref .

Cfe({p
(n)},Ωm

ref )
simulation

Homogenisation
on RVE

Newton-Raphson
calculator

‖ {δp}
{p(n)}

‖ < ε2

{pm+1} = {p(n)}

{p(n+1)} =
{p(n)} + {δp}

usim

F

{δp}

yes

no

{p(n)} updated

Figure 6.3: Flow chart describing FEMU-UF

FEMU-UF consists in minimizing a global cost function [Héripré et al. 2007; Guery et al.

2016b]

χ({pm}) =
1

2η2
fNdofNt

∑

t

{δu}T
t [M ] {δu}t +

1

η2
FNt

{δF }T {δF } (6.8)
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where Ndof the number of (scalar) degrees of freedom of the surface mesh, Nt the number

of time steps, {δu}t is the column vector of the difference evaluated at surface mesh node

between ’experimental’ {uexp}t and simulated {usim({pm})}t displacements at time step t.

[M ] is the DIC matrix [Mathieu et al. 2015], whose inverse characterizes the covariance

matrix of the measured degrees of freedom [Hild and Roux 2012a]. When displacement and

load information is taken into account, (hence the acronym UF for the FEMU algorithm used

herein), {δF } is the column vector of the load differences between measured and computed

values. ηf and ηF are the standard deviation of noise of the “experimental” images, and load

measurement, respectively.

Boundary conditions of the FE calculation are a crucial point here again, in a similar spirit

as for determining the configuration. For the buried boundaries that are not accessible a pre-

scription is used, to extrapolate the displacement from those measured at the boundary of

the observed surface (the discussion about those prescriptions is deferred to the following

Section 6.3). The observed surface is left traction free (Neumann condition). This is suffi-

cient for the computation and because the displacements are not prescribed, the differences

between computed and observed values, {δu}t can be used to drive the identification using

FEMU-UF.

The minimization of χ with respect to the material parameters {p} is performed itera-

tively by a Newton-Raphson algorithm. The initial set of parameters is {p(0)} = {pm}. At

iteration n, the parameter corrections {δp} are obtained by

([
H(n)

u

]
+
[
H

(n)
F

])
{δp} =

[
N (n)

u

]
+
[
N

(n)
F

]
(6.9)

with the Hessian matrices
[
H(n)

u

]
= 1

2η2
f

Ndof Nt

∑
t

[
S(n)

u

]T
t

[M ]
[
S(n)

u

]
t[

H
(n)
F

]
= 1

η2
F

Nt

[
S

(n)
F

]T [
S

(n)
F

] (6.10)

and the Jacobian vectors
[
N (n)

u

]
= 1

2η2
f

Ndof Nt

∑
t

[
S(n)

u

]T
t

[M ] {δu}t

[
N

(n)
F

]
= 1

η2
F

Nt

[
S

(n)
F

]T {δF }
(6.11)

where
[
S(n)

u

]
and

[
S

(n)
F

]
are the sensitivity matrices of the displacement field at time step t

and load, respectively. They are evaluated with the current parameter estimates {p(n)}. The

correction vector {δp} allows to update the current determination

{p(n+1)} = {p(n)} + {δp} (6.12)
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Convergence is declared to be reached when the stationarity condition

max

∣∣∣∣∣
δp

p(n)

∣∣∣∣∣ < ε2 (6.13)

is met. Then the material parameters are updated to {pm+1}:

{pm+1} = {p(n)} (6.14)

6.3 Proof of concept

6.3.1 Virtual experiment

In the following a 2D synthetic test case is considered in order to study the feasibility of

the proposed procedure by comparing the results Ωref and {p} with known values. In 2D,

the top edge of the considered model corresponds to the observation surface whereas the

vertical direction is along the depth. The displacement field is computed from a Finite Ele-

ment simulation with Code_Aster [EDF 2017]. A two-dimensional microstructure shown in

Figure 6.4 with isotropic texture is modeled. It corresponds to an experimental orientation

map of a reactor pressure vessel steel sample [Latourte et al. 2014]. Two sets of isotropic

crystallographic orientations are generated randomly, each being uniform inside each grain,

as shown in Figure 6.4(a) and 6.4(b). This domain represents a large scale solid at the bound-

ary of which simple boundary conditions are applied. It is meshed as shown in Figure 6.4(c)

conforming to the grain shapes. The finite element calculation is performed under a plane

strain assumption. The entire domain is subjected to a monotonic uniaxial tensile strain up

to 6% with the following boundary condition. The left and right edges both have uniform

displacements in the x (horizontal) direction. All data extracted from the simulations are

considered as “experimental” data in the following.
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(a)

001

111

101

(b)

(c)

Figure 6.4: (a) Inverse pole figure of the 2D polycrystalline model, orientation set 1 (a) and

set 2 (b). (c) FE mesh of the virtual experiment. The square region at the top, of size 50 ×
50 µm2, is the region of interest (ROI) before deformation, i.e., Ωexp

ref

A constitutive law based on dislocation dynamics for body centered cubic crystals

(DD_CC [Monnet et al. 2013]) has been chosen in the FE simulations. The parameters

adopted in DD_CC are summarized in Table 1.5. They correspond to a reactor pressure

vessel steel, and were obtained by identification on a stress-strain curve of steel ASTM A508

cl3 (16MND5) at room temperature. A finite strain framework is used to implement the

constitutive equations in order to properly account for crystal rotation during the applied

load.

In order to be representative of the future experiment, a smaller square Zone Of Interest

(ZOI) is defined. Its size is on third of the initial domain in each direction. It is centered in

the horizontal direction, and attached to the free surface along the vertical direction. This
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ZOI mimics the region that would be analyzed using 3D-EBSD. The surrounding part is

introduced here as a buffer zone that mediates a uniform displacement applied at the outer

boundary to a more “natural” one at the edges of the ZOI.

The grain boundaries of the global model using orientation set 1 before (black) and after

(red) straining the sample are shown in Figure 6.5(a), and the grain boundaries inside the

ZOI are shown in Figure 6.5(b). The red lines in Figure 6.5(b) indicate the grain boundaries

of the deformed configuration Ωexp
def , which would be available in real-life experiments by

postmortem 3D-EBSD. Note that Ωexp
def will be the starting point of all the following calcula-

tions.

(a) (b)

Figure 6.5: Reference (in black) and deformed (in red) configurations of the the whole model

(a) and the region of interest (b) of the virtual experiment

The standard deviation of image noise, ηf , is set to 2% of the gray level range of the

’experimental’ image and ηF , the standard deviation of macroscopic load measurement is

set to 2 Newton. The ’experimental’ macroscopic load F exp is estimated independently

by integration on edge subjected to tension from a numerical homogenization on an RVE

model [Héripré et al. 2007; Kraska et al. 2009; Guery et al. 2016b], as shown in Figure 6.6

with the reference parameters of DD_CC using the same RVE model. Boundary conditions

are the same as the tensile simulation to generate the “experimental” data.
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Figure 6.6: 2D RVE model for the calculation of macroscopic load. It consists of 250 Voronoi-

style grains

Two parameters, τF and Kself are chosen as the sought constitutive parameters; τF influ-

ences principally the initial yield stress and Kself affects the hardening ratio. Unlike other

parameters in DD_CC (e.g., Dlath, Dobs, b), these two parameters cannot be determined di-

rectly by physical measurement. Their values have to be identified, and they are natural

candidates for assessing the feasibility. Reference values are set to 35 MPa for τF and 100 for

Kself . Convergence is obtained when neither of the two parameters changes by more than

0.5% between two successive iterations.

To provide fair comparisons with the proposed procedure, Ωest
ref labeled “est” for esti-

mated, two other models are adopted. First, the reference microstructure Ωexp
ref , the “ideal”

one, which is not available in real-life experiment except on the sample observation surface,

corresponds to the limit case where the determination of the microstructure would be exact,

and, second, a quasi 2D extruded model Ω2D
ref based on the microstructure of the observa-

tion surface that is simply considered as invariant along the depth as shown in Figure 6.7.

The latter is very commonly used [Guery et al. 2016b] for identification from in-situ SEM

experiments.
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(a) (b) (c)

001

111

101

Figure 6.7: Microstructures used for identification purposes. (a) Ωexp
ref ; (b) Ωest

ref ; (c) Ω2D
ref . The

top lines indicate the observed ZOI surface used for displacement measurement, which will

be discussed in Section 6.3.4.

6.3.2 Choice of boundary conditions

Boundary conditions (BCs) are essential in crystal plasticity calculations and strongly affect

the mechanical response of grains in the vicinity of the boundary. As earlier mentioned,

boundary conditions are to be inferred along the boundaries that are buried underneath

the observed surface. Along them, boundary conditions are of Dirichlet type, i.e., with pre-

scribed displacements, whereas the observed surface is considered to be traction free (Neu-

mann type). Boundary conditions are involved in both determination steps (configuration

and constitutive parameters). Although there is no hope to achieve an exact estimate, an

appropriate guess may presumably lead to slight differences with the actual boundary con-

ditions, differences mostly confined in the immediate vicinity of edges.

Different prescriptions for the unknown boundary conditions are considered:

• (BC1) consists in moving the two surface corner points to their original position while

keeping the buried boundaries fixed;

• (BC2) assumes that the left and right edges are subjected to a mere solid translation,

(in both spatial directions), as set by the surface corner points;

• (BC3) assumes that only the horizontal component of the displacement along the left
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and right edges are those of the surface corner points. The vertical components are

such that the resulting shear forces along the vertical edges are both equal to 0;

• (BC4) is comparable with the previous (BC3) prescription, but the vertical displace-

ment along the bottom side (opposite to the observed surface) is assumed to be uni-

form all along the edge.

(a) BC 1 (b) BC 2

(c) BC 3 (d) BC 4

Figure 6.8: Reference microstructure (in black) and reversed microstructures (in red) based

on different boundary conditions

Figure 6.8 shows the different estimated configurations, obtained from the first proce-

dure only while keeping the constitutive parameters set to their exact values (those used

to generate the data). It is observed that the (BC4) prescription gives the best estimate of

the reference microstructure. Thus this prescription is kept for all the remaining studies,

including initial microstructure estimation and crystal plasticity parameters’ identification.

The contrast of the correct nodal displacement boundary condtions and the applied ones

(BC4) is shown in Figure 6.9. Figure 6.9(a) provides an illustration of nodal displacements

239



BACKTRACKING DEPTH-RESOLVED MICROSTRUCTURES

obtained by a first direct calculation during which the domain Ω is surrounded by a poly-

cristalline material providing realistic grain-to-grain interaction effects at the boundary ∂Ω.

During the reconstruction procedure, the estimated microstructure is loaded with the BCs

depicted in Figure 6.9(b). Only the two upper corners are loaded with the exact two com-

ponents of the displacement that can be measured experimentally, and drawn in blue color

in Figure 6.9(a). Artifacts in boundary conditions will mostly affect the response of grains

surrounding the boundary. Since errors are known to result from the discrepancy between

exact BCs and assumed BCs, quantifications will be provided hereafter.

(a) (b)

Figure 6.9: Comparison of boundary conditions. (a) exact BC applied on the model, ex-

tracted from the synthetic experiment calculations; (b) adopted BC for all of the FE analyses.

6.3.3 Initialization of the configuration Ω0
ref

To initialize the iterative process, one may choose Ωexp
def as Ω0

ref . However, a very simple

constitutive equation, namely, macroscopic pseudo-elasticity, is adopted to provide the first

estimate. The true elastic part of DD_CC constitutive law is ignored. The average hardening

modulus is used as the pseudo-elastic modulus and the Poisson’s ratio is set to 0.499 to

describe plastic impressibility and avoid numerical issues (Figure 6.10(a)). To undertake

this initialization step, the BCs shown in Figure 6.9(b) are reversed, and then applied to Ωexp
def

with the isotropic elastic law shown in Figure 6.10(a). Figure 6.10(b) indicates that the simple

estimate of Ω0
ref does not deviate much from the correct configuration and hence constitutes

a fair (but cheap) initialization. Note that the deformed configuration shown in Figure 6.8d
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was not chosen as initialization because i) the correct constitutive law used in compression

is not known in real-life experiments; ii) compression by DD_CC law takes much longer

computation time than an isotropic elastic law.

0.00 0.01 0.02 0.03 0.04 0.05 0.06
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(a) (b)

Figure 6.10: Initialization of Ω0
ref . (a) Stress-strain curve of DD_CC law and reference (tan-

gent) pseudo-elastic law; (b) blue: Grain boundaries of Ω0
ref . For comparison purposes, the

black lines show Ωexp
ref , the red lines show Ωexp

def , which can be measured by 3D-EBSD

6.3.4 Choice of metric for displacement field u

The FEMU-UF method calls for a comparison between computed and observed displace-

ment fields on the observation surface, and a L2 norm of the difference was mentioned as

a standard. However, in contrast with usual application of FEMU, boundary conditions in

the depth are known to be approximate at best. This implies that the displacement on the

observation surface cannot be securely compared with the computed values.

To illustrate this point, Figures 6.11(a) and 6.11(c) display, respectively for the two cho-

sen cases, displacement fields ux as a function of the surface coordinates x. They correspond

to three different inferred microstructures: exact Ωexp
ref , estimated with the current procedure

Ωest
ref , and extruded Ω2D

ref . For these computations, the DD_CC constitutive law is chosen

with the exact parameters. The boundary condition prescription was chosen to be BC4 as

earlier mentioned. Over the observed surface, all edge displacements (that is, in the present

2D case, the displacements at the two end points) coincide with the “experimental” data

(shown in green), as a result of the BC4 prescription for boundary conditions. Nevertheless,

when using the exact microstructure Ωexp
ref , and exact constitutive law, the computed displace-

ment over the observed surface (shown in blue) differs significantly from the “experimental”
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data. This emphasizes the large impact of the boundary conditions in the depth. For the ex-

perimental case, the displacements along the ZOI boundaries results from the elasto-plastic

behavior of the surrounding grains shown in Figure 6.5(a). In contrast, the displacement

profile computed with the exact microstructure is obtained for the boundary condition pre-

scription (BC4), and ux for instance is uniform along the vertical boundaries. It is also to be

observed on the same figures that the displacement fields from the “estimated” microstruc-

ture (shown in red) give a result that is extremely close to that of the exact microstructure. In

contrast, the extruded microstructure, Ω2D
ref , give rise to displacement profiles that are rather

distinct. However, in a blind application of this method in real life, only the experimental

data are available and hence the metric to be chosen for comparing different displacement

profiles or fields is critical for estimating the correct constitutive parameters.

When considering only the central zone of the observation surface, the sensitivity with

respect to erroneous boundary conditions is reduced, and the local microstructure imprints

its signature in a more obvious way. Thus it is proposed to focus on the central half of the

observation window x1 < x < x2 where x1 = L/4 and x2 = 3L/4, where L is the initial

length of the surface. When extracting only this central part, the mean translation and mean

strain over the surface are different. In order to compare these profiles, a linear rescaling

is proposed so that the displacements at the end of the considered comparison window

coincide. More precisely, any displacement profile vx(x) is rescaled to wx(x) as

wx(x) = ux(x1) + (vx(x) − vx(x1))
(ux(x2) − ux(x1))

(vx(x2) − vx(x1))
(6.15)

where u(x) refers to the experimental data. It is noteworthy that this rescaling is not ex-

act, but it assumes that the local relative strains varies in proportion to the mean (just as if

the localization operator were insensitive to the total amount of plastic strain) that may be

considered as a decent approximation.

After such a rescaling over the comparison window the displacement profile are shown

in Figures 6.11(b) and 6.11(d) for test cases 1 and 2 respectively. Apart from the extruded

quasi-2D microstructure that shows a poor agreement, the experimental data is very well

captured by the exact and estimated microstructures, and this for the two test cases.

Therefore, it is proposed in the following to use this comparison window after rescaling

as a substitute to the L2 norm used in the FEMU-UF cost function. Let us also point out

that the 2D nature of the toy model restricts the comparison to a rather narrow interval,

and thus few grains, and in 1D. As a consequence, the 1D comparison window bears little
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information as compared to a more realistic 2D surface case.
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Figure 6.11: Surface displacement profiles as functions of coordinates (x) along the obser-

vation surface for all models calculated with the exact DD_CC parameters. Top row (a-b)

corresponds to test case 1, and bottom row (c-d) to test case 2, with similar data. The left

plots (a-c) correspond to the displacement profiles computed for all microstructures and the

“experimental” data (green). The right plots (b-d) show the same profiles over a narrower

comparison window and rescaled to match the experimental data at the two end points

Section 6.3.5 will now address the complete problem of estimating the configuration and

identification of the constitutive parameters. To this aim, only test case 2 is selected as its

microstructure appears to be more influential on the displacement profile and hence dis-

criminating.
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6.3.5 Results

The results of this 2D synthetic case are shown in Figure 6.12. The whole procedure con-

verges after only m = 3 iterations of the global algorithm, as the difference between Ω
(3)
def

and Ωexp
def is less than the convergence criterion, as shown in Figure 6.12(b). However, the

estimated initial configuration, Ω
(3)
ref , is different from the exact solution, as shown in Fig-

ure 6.12(a). A slight yet visible difference also exists in the inverse pole figures, as shown

in Figure 6.12(c) and Figure 6.12(d). In terms of the quality of the estimate for the reference

configuration, one may resort to a “distance” measurement which is the root mean square

distance between corresponding vertices defining the grain structure between the exact con-

figuration and the estimate in the reference state. To make this indicator dimensionless, it is

normalized by the same distance computed for the known deformed configuration. There-

fore, a normalized distance error of 100% is obtained when comparing the reference mi-

crostructure with the deformed microstructure obtained after a macroscopic strain of 6%.

As a consequence, small changes between microstructures are emphasized with high error

values resulting from the normalization choice. The initial estimate obtained by isotropic

elastic compression reduces this relative coordinate error down to 56%, and the iterative

determination lowers it down to 43% of the coordinates error. Similarly, one can define an

orientation error, normalized by the deformed state. At convergence, the orientation error

also decreases as shown in Table 6.1, but in a lesser degree. In other words, the error of

reference configuration estimate drops and stabilizes in the iterations, but does not vanish

completely.
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Figure 6.12: Backtracked reference configuration. (a) Grain boundaries of Ω
(3)
ref is shown in

red lines. (b) Grain boundaries of Ω
(3)
def is shown in cyan lines. For comparison purposes,

Ωexp
ref is shown in black lines and Ωexp

def is shown in blue lines in both figures. Note that Ω
(3)
def

coincides with Ωexp
def in (b). (c) Ω

(3)
ref is shown as an orientation map. (d) Ωexp

ref is shown as an

orientation map for comparison purposes

Table 6.1: Distances of several configurations to Ωexp
ref

Configuration Ωexp
def Ω0

ref Ω
(1)
ref Ω

(2)
ref Ω

(3)
ref

RMS distance to Ωexp
ref (µm) 1.17 0.65 0.51 0.50 0.50

Normalized distance error 100% 55.7% 43.7% 42.9% 42.9%

RMS misorientation to Ωexp
ref (◦) 2.61 2.61 1.69 1.68 1.68

Normalized orientation error 100% 100% 64.8% 64.4% 64.4%
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The estimated reference configuration at convergence, Ω3
ref is shown in Figure 6.12. In

terms of deviation from the correct reference configuration Ωexp
ref , Ω3

ref is 23% lower than Ω0
ref

and 57% lower than Ωexp
def . This remaining error results from boundary conditions that cannot

be determined exactly. The crystal plasticity analyses are sensitive to boundary conditions,

which are unknown except at the measurement surface. The only differences between the

two cases are the initial configuration and the BCs. Because the direct problem is treated

without approximation, if the boundary conditions were exact so would be the computed

initial microstructure. Hence the resulting discrepancy in the estimated and reference mi-

crostructure configuration does only result from differences in boundary conditions.

The appreciation of how good or bad the above errors are, is highly subjective. However,

since the initial motivation is to incorporate the depth resolved microstructure in order to

better identify a plasticity law, it is important to evaluate the consequence of this additional

piece of information on identification.

The identification results are shown in Figure 6.13. It can be seen that convergence is

reached after n ≈ 4 − 5 iterations for all the models, which is relatively fast. Three outer

iterations are needed, m = 3, for the estimated model to reach convergence. The correct and

estimated models lead to very good identification results, whereas model Ω2D
ref gives much

poorer results. The efforts for having a more faithful picture of the in-depth microstructure

are rewarded by the accuracy of the identification results for constitutive parameters.
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Figure 6.13: Calibration results for τF and Kself for different microstructures: (a) exact;

(b) estimated; (c) Quasi 2D configurations. The reference values are shown as dashed lines

The change of the cost function during the identification iterations are shown in Fig-

ure 6.14. As shown in Figure 6.14(b), as the calculation model changes from the initialization

to the first estimated model, Φu drops significantly, although using the same parameters of

DD_CC law. This phenomenon illustrates the beneficial effect of estimated configuration

updating. The drop is much smaller in the transition from Ω1
ref to Ω2

ref . At convergence

the estimated model leads to comparable displacement residual Φu to the correct model,

both much lower than Ω2D
ref (i.e., quasi 2D model). This is another proof that having a better

knowledge of the in-depth microstructure brings better synergy between experiments and

simulations.
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Figure 6.14: Cost function changes during the identification for each model: (a) exact; (b) es-

timated; (c) Quasi 2D configurations

In other words, the procedure that combines the determination of the reference config-

uration and the calibration of material parameters gives satisfactory results in this virtual

experiment.

6.4 Conclusion

This chapter discussed the feasibility for the determination of undeformed microstructures

from postmortem microstructures and calibration of material parameters. A backtracking ap-

proach has been proposed to solve the inverse problem by iteratively updating the reference

configuration via direct calculations. It is proposed to run FE analyses on the estimated ref-

erence configuration Ωest
ref and get an estimated deformed configuration Ωest

def , then modify

Ωest
ref based on the difference between Ωexp

def and Ωest
def . Due to lack of in-depth information,
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displacements at surface are extruded to provide approximate boundary conditions for the

FE simulations.

A virtual experiment on a 2D model serves as proof of concept. A sophisticated con-

stitutive law, DD_CC, has been adopted to generate “experimental” data. Only the data

at the top line (i.e., the measurable surface) are considered to be known. Besides, the de-

formed model, including the in-depth microstructure, is considered known, as FIB-EBSD

reveals the microstructure in experiments. It has been found that for relatively small plastic

strains, simple constitutive laws such as isochoric elasticity restore much of the reference

configuration.

An iterative process of corrections based on more sophisticated constitutive equations is

then proposed to improve the microstructure estimate. This process results in an estimated

model that is closer to the exact one, with errors reduced by 57%. More accurate boundary

conditions need be adopted if the error is to be reduced further. As approximate boundary

conditions are guessed an exact undeformed configuration cannot be obtained. Nonetheless,

this algorithm is a step forward compared to the commonly used extruded microstructure

from surface and the artificially generated Voronoi-style microstructure. From the better

reconstructed model and with all information available at the surface, crystal plasticity can

be studied more precisely. For example, identification based on the backtracked reference

configuration results in more precise parameters than those based on extruded model from

surface.

More efforts should be devoted to provide better descriptions of boundary conditions in

the depth of the material, as they are the current limitation to further lower the discrepancy

with the exact reference configuration. One option would be to treat the in-depth boundary

conditions as unknowns to be calibrated [Bertin et al. 2016]. Another problem to address

is the heavy calculation cost, as the procedure proposed herein contains nested loops of

FE calculations. An important approach to reduce this time cost would be to reduce the

dimension along the depth, paying special attention to avoiding compromise of the whole

model.

It should be noted that this chapter is devoted to a feasibility check of the proposed

algorithm, and hence a synthetic two-dimensional example is considered. The efficiency and

correctness of the process for three-dimensional models should be validated in simulations

and, all the more importantly, with experimental data. It is not expected that the obvious

additional complexity of the 3D topology as compared with 2D situations will cause extra
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difficulties in either the backtracking procedure or calibration step. The next chapter will

apply the strategy on experimental data.
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Chapter 7

Comparison of experimental and

simulated surface 3D kinematic fields and

its exploitation in plasticity parameter

calibration

This chapter assembles all the experimental observations and numerical methods presented

previously. The comparison between experimental and numerical kinematic fields on a fine-

grained sample with a realistic 3D microstructure is provided. A novel FIB slice realignment

method based on DIC is proposed and tested. A realistic 3D mesh has been generated from

the strained experimental microstructure. The extraction of boundary conditions and their

propagation along the depth are revisited. The surface 3D kinematic fields obtained by FE

simulation with two crystal plasticity laws are compared with experimental observations,

and their differences are quantified. Two pairs of plasticity parameters are calibrated for the

two phases in 16MND5 steel via finite element model updating.

7.1 Introduction

Many enrichments of multiscale plasticity constitutive models have been proposed in the

past decades, which are motivated by better predictions of the macroscopic behavior (see

Chapter 1). In this context, validations of crystal plasticity models exploiting kinematic

fields have been conducted, and more specifically the displacement and strain fields ob-

tained from images acquired via SEM [Héripré et al. 2007; Lim et al. 2015; Guery et al. 2016b].
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However, only surface information is accessible by SEM analysis, while tensile test samples

live in a three-dimensional world. Hence the 2D characterization performed during the ex-

periment is incomplete for studying 3D crystal plasticity for both tensile experiment and

numerical simulation.

For the purpose of validating the identification procedure and its upscaling to macro-

scopic laws, samples with columnar and coarse grains have been prepared so that mere ex-

trusion of the surface microstructure is a valid description [Grennerat et al. 2012; Lim et al.

2015]. Such an approach has the merit of addressing the methodology with a good control

of the microstructure. Yet, it is limited to materials that are not representative of most key

applications. If a similar procedure, e.g., extrusion of the observed surface microstructure, is

applied to materials with unknown grain geometry in the depth direction, numerical mod-

eling is expected to lead to poor agreement with in-situ observations, as documented from

numerous numerical simulations (see e.g., [Zeghadi et al. 2007b]).

Another option is to synthetically generate in-depth microstructure based on surface

grain structures, which introduces randomness into models. The effect of the syntheti-

cally generated in-volume data on the mechanical responses at microscale has been studied

by [Zeghadi et al. 2007b; Guery 2014]. It has been found that two artificially generated 3D

simulation models, even based on the same surface grains, will result in distinct simulated

mechanical responses on the surface. Nonetheless, numerous works have adopted extruded

model from surface data [Héripré et al. 2007; Lim et al. 2014; Guery et al. 2016b] or synthetic

in-depth microstructure [Lebensohn et al. 2008] in 3D simulations, due to the lack of infor-

mation on real 3D microstructures. Any better determination of the actual microstructure is

expected to lead to a much more constrained, and hence reliable, identification (Chapter 6).

On the experimental side, a major breakthrough has been achieved in the past few years

with techniques such as 3D-XRD and Diffraction Contrast Tomography (DCT) [Ludwig et al.

2009; Herbig et al. 2011]. These techniques allow the full 3D grain geometry with the asso-

ciated crystallography to be retrieved. Such a complete characterization constitutes a major

step forward in the context of identification and validation of crystal plasticity models. Yet,

using such methods is still exceptional as they require (up to now) monochromatic and co-

herent X-ray beams as produced by synchrotron facilities. They also suffer (today) from

some limitations, such as a small (few thousands at the most) number of grains with simple

shapes and uniform orientations. Although one may be confident on the future breaking of

those limitations, these techniques are not yet mature enough for in-situ mechanical tests on

252



COMPARISON OF EXPERIMENTAL AND SIMULATED 3D KINEMATIC FIELDS

materials such as fine-grained steels as needed for some demanding industrial cases (e.g.,

16MND5 steel).

During the last decades one approach to access 3D microstructure, which is compatible

with a broad class of materials, has been proposed and adopted. It is 3D-FIB SEM tomog-

raphy also known as 3D-EBSD [Groeber et al. 2006; Calcagnotto et al. 2010]. This technique

consists of EBSD characterization of surfaces obtained after successive FIB milling, which

progressively reveals the material in depth. A detailed description of the technique is avail-

able [Zaefferer and Wright 2009]. 3D-EBSD and 3D crystal plasticity FE simulations have

been coupled to bridge experiments and simulations. The 3D texture and microstructure

below a nanoindent in a Cu single crystal have been studied using 3D-EBSD and crystal

plasticity calculations [Zaafarani et al. 2006]. Statistically-equivalent virtual microstructure

has also been proposed for crystal plasticity finite element (CPFE) simulations [Groeber et al.

2008a;b]. Although the microstructure properties are statistically respected, the statistically-

equivalent model still involves random tessellation and thus cannot be used for direct com-

parison between experiment and simulation at local scales. A realistic polycrystal model of

Mo-TiC30% metal-ceramic composite has been generated based on FIB-EBSD experimental

data, and yields better prediction of the stress-strain curve than the columnar-grain crys-

tal aggregates [Cédat et al. 2009; 2012]. The improvement has been attributed to the more

accurate 3D microstructure of the initial state. To the best knowledge of the author, no previ-

ous work comparing simulated and measured experimental kinematic fields of realistic 3D

model for fine-grained steels have been reported.

In-plane kinematic fields are often utilized for validating crystal plasticity laws and cali-

brating their parameters [Héripré et al. 2007; Lim et al. 2015; Guery et al. 2016b]. However,

very few works are reported on the comparison of experimental and simulated out-of-plane

kinematic fields. An Al sample with a single quasi-2D layer of coarse grains (average size

≈3.5 mm) has been deformed plastically and its kinematic fields have been observed [Zhao

et al. 2008]. Quite similarly, a Ta sample with a single quasi-2D layer of coarse grains (av-

erage size ≈2 mm) has been deformed plastically and its surface kinematic fields have also

been observed [Lim et al. 2014]. Their surface topographies were measured using a white-

light confocal microscope, then compared to CPFE simulation values [Zhao et al. 2008; Lim

et al. 2014], where similitudes and discrepancies have been found, as shown in Figures 1.30

and 1.31. To the best of the author’s knowledge, no comparison between experimental and

CPFE simulation out-of-plane motions has been made for fine-grain materials at the mi-
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croscale.

In this chapter these problems will be tackled as follows: Section 7.2 introduces the FIB-

EBSD data and generates a 3D-tetrahedral mesh, including a novel slice alignment method

based on global DIC. Section 7.3 is dedicated to the validation of two crystal plasticity laws

by using the 3D mesh. Several identification processes have also been performed on the

experimental 3D mesh.

7.2 FIB-EBSD settings and data

After the tensile test detailed in Chapter 4, a region of the same sample has been chosen as

the targeted milling area (see Chapter 5). The region, roughly 1/9 of the patterned part of

the sample, is located near the sample edge to facilitate the milling and at the edge center

to benefit from precise displacement measurement (see Figures 4.9 and 4.10). The steps of

FIB-EBSD process have been detailed in Section 5.3.

In total 118 slices have been milled and indexed (by HKL CHANNEL 5 [HKL 2007]) for

a duration of two weeks. An area of 42×41×11.8 µm3 has been studied in 3D. The Ga+ gun

overheated after the 89th slice and had to be rebooted. Thus it is likely that the 89th and

90th slices have a step size larger than 0.1µm. As a result, only the first 89 slices are used to

reconstruct the volume. The orientation maps of the first eight slices of FIB-EBSD are shown

in Figure 5.9, and the topography of the eroded area has been reconstructed (Chapter 5).

Figure 7.1 shows the inverse pole figures of the 9th, 29th, 49th, 69th, 89th and 109th FIB-

EBSD slices, where a gradual yet significant grain morphology change is observed. These

slices need to be compiled to reconstruct the 3D microstructure of the region.

Dream3D is an OpenSource software dedicated to the analysis of microstructures in

3D [Groeber and Jackson 2014]. For FIB-EBSD experimental data, it reads the indexed

orientation data, realigns each slice and labels each grain based on user-set disorientation

threshold. The slice realignment is necessary since there is inevitably a shift between ad-

jacent EBSD acquisitions, even with the built-in sample realignment by cross-correlation in

the FIB-EBSD process. Figure 7.2(a) shows the lateral view of the compiled FIB-EBSD data

without realignment. Unphysically rugged grain boundaries are visible at the bottom left

and top right regions. During the Dream3D realignment process, the disorientation between

adjacent slices is calculated. Then the slice is shifted rigidly along the x and y directions to

achieve a minimal disorientation. The shift is uniformly performed on the entire slice, and
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(a) (b) (c)

(d) (e) (f)
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Figure 7.1: Orientation maps of the 9th (a), 29th (b), 49th (c), 69th (d), 89th (e) and 109th (f)

FIB-EBSD slices.

only by integer number of pixels without interpolation. However, as revealed in Chapter 4,

the coordinates in EBSD images are not stable, especially at the beginning of acquisition.

This effect will limit the realignment performance, and spurious rugged grain boundaries

cannot be fully removed, as shown in Figure 7.2(b). A global-DIC-based realignment process

is proposed in the following.

7.2.1 FIB slice realignment by DIC

DIC applied to neighboring FIB sections can be based on different physical quantities, such

as crystallographic orientation (by quaternion correlation detailed in Chapter 2), or Kikuchi
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(a)

(b)

(c)

Figure 7.2: Lateral view of the second Euler angle of compiled FIB-EBSD data. (a) Com-

pilation without re-alignment. (b) Compilation with uniform shift provided by Dream3D.

(c) Compilation with the herein proposed DIC method. This figure is shorter than the two

previous ones, since the ROI covers only the central part of image.

image quality (IQ field or band contrast field according to different indexing software). Band

contrast is a scalar indicator of the average intensity of the Kikuchi bands with respect to the

overall intensity within the electron back-scattered pattern [HKL 2007]. For computation

cost reasons, the following discussion is based on the band contrast information of different

FIB slices.

DIC on a series of FIB-EBSD images faces several particular challenges. Generally lit-

tle image contrast is available, mostly concentrated on grain boundaries. The commonly

used speckle deposition for low contrast surface is no longer possible, namely, the deposited

speckle will simply be removed by the FIB milling process. Besides, there is potentially sig-

nificant grain morphology difference between neighboring FIB slices, especially for thick

slices. Moreover, the image registration for FIB slices of a specimen with a texture will lead
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to skewed results. For example, if the grains are mostly elongated along a specific direction,

DIC (together with the uniform shift proposed by Dream3D) will tend to rectify the inclined

grains. In this case, the precise registration of FIB slices will bias the reconstruction. A possi-

ble remedy for the problem of specimen with a texture is to take images of both ends of the

sample, then launch the FIB-EBSD process that runs through the sample entirely. Another

solution is to do coarse 3D microstructure measurement by non-destructive methods, and

use it as reference for finer FIB-EBSD measurements.

Although the 16MND5 sample used herein does not exhibit particular texture, poor in-

formation contrast and potential significant difference mean that the high resolution of dis-

placement fields cannot be obtained. However, a few degrees of freedom can be allowed to

account for possible shifts and imaging distortions between slices, thus making the align-

ment more precise than uniform shifts. A poorer global DIC calculation has been performed

in this context. An example of the Band Contrast (BC) chosen for FIB slice registrations is

shown in Figure 7.3(a). According to previous correlation results on EBSD images, displace-

ment field show traces along the scanning direction, especially for the beginning part (see

Figures 4.15(a), 4.15(b), 4.16(a) and 4.16(b)). A tailored mesh with only 6 horizontally elon-

gated triangles is proposed for DIC analyses, as shown in Figure 7.3(b). All the equations

for global DIC introduced in Section 1.2.1.2 still hold true. No mechanical regularization

has been implemented in the DIC procedure, as only a few degrees of freedom are sought

here and grain boundary information between slices is sufficient to evaluate the nodal dis-

placements. Besides, the line specific displacement of EBSD acquisition, as revealed by Fig-

ures 4.15(a) and 4.15(b), could not be well treated by regular elastic regularization.

The measured displacement fields in x and y directions are shown in Figures 7.3(c)

and 7.3(d). Though less rich than the majority of displacement fields obtained in DIC calcu-

lations, they already provide a much richer information than the commonly used uniform

shift of slices, and will lead to more precise alignment between FIB slices. Figure 7.3(e)

shows the residual between two neighboring FIB slices after a uniform shift, while Fig-

ure 7.3(f) shows the residual after the herein proposed DIC calculation. The RMS of the gray

level residuals has been evaluated to be 8.4 for the uniform shift alignment and 7.2 for the

FIB-DIC calculation. The latter leads to a better registration between the two slices. The first

slice with full orientation indexing, i.e., the 8th slice, is used as the initial reference image,

and the 9th slice is registered. Then the corrected 9th slice is used as reference image to reg-

ister the 10th slice, and so on. Consequently, all the slices are transported to the coordinate
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system of the 8th slice. The measured displacement fields have been applied on the crystal-

lographic orientation fields by quaternion interpolation, in which the ‘nearest’ interpolation

method has been used (see Chapter 2). The interpolated crystal orientation at a query pixel

is the value at the nearest sample grid point, in order to avoid creating spurious orientations

at grain boundaries. Then the DIC-aligned crystal rotation field is fed to Dream3D without

activating its realignment function. A better alignment is obtained in this way, as shown in

Figure 7.2(c). Compared to the uniform shift realignment adopted by Dream3D shown in

Figure 7.2(b), the FIB-DIC method results in smoother grain boundaries.

258



COMPARISON OF EXPERIMENTAL AND SIMULATED 3D KINEMATIC FIELDS

Ref Image and ROI

y (pix.)

x
(p
ix
.)

100 200 300 400

50

100

150

200

250

300

350

400

0

20

40

60

80

100

(a)

100 200 300

50

100

150

200

250

300

350

400

(b)

Ux(pix.)

y (pix.)

x
(p
ix
.)

100 200 300

50

100

150

200

250

300

350

400

−3

−2

−1

0

1

2

(c)

Uy(pix.)

y (pix.)

x
(p
ix
.)

100 200 300

50

100

150

200

250

300

350

400
−0.5

0

0.5

1

(d)

50 100 150 200 250 300 350

50

100

150

200

250

300

350

-50

-40

-30

-20

-10

0

10

20

30

40

50

(e)

50 100 150 200 250 300 350

50

100

150

200

250

300

350

-50

-40

-30

-20

-10

0

10

20

30

40

50

(f)

Figure 7.3: Registration of FIB slices by global DIC with a few degrees of freedom. (a) The

Band Contrast image of a slice, used as reference image. The boxed area is the ROI. (b) Tri-

angular mesh used for the registration. Measured displacement (expressed in pixel, 1 pixel

↔ 100 nm) fields between neighboring FIB slices in x and y directions are shown in (c) and

(d) respectively. (e) Gray level residual between 2 neighboring slices after applying a uni-

form shift. (f) Gray level residual after the DIC calculation.
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To provide a statistical comparison for the recompilation quality, the misorientation be-

tween neighboring voxel pairs has been calculated for the three reconstructions. For a cube

of 9,842,000 voxels, 280,387 voxel pairs exhibit a misorientation greater than 5° for the re-

construction without shift, 260,661 pairs for the reconstruction by uniform shift, and 259,171

pairs for the reconstruction by FIB-DIC. It is concluded that the realignment by FIB-DIC

leads to a better reconstruction than the other two reconstructions.

It should be noted that the FIB-EBSD test is performed on a relatively small region with

a limited number of indexed points and a short acquisition time. The instability of scan-

ning, i.e., distortions of electron beams and inconsistent step distances in x and y directions,

are thus limited. For example, as shown in Figure 7.3(c) and 7.3(d), the DIC-realigned dis-

placement field is of the order of 1-2 pixels from uniform shift. If tested on a FIB-EBSD

acquisition with larger regions of interest, FIB-DIC will exhibit more significant advantages

than the re-alignment by uniform shift. The reconstructed volume is shown in Figure 7.4

and its topography is visible. The volume is ready for mesh generation.

Figure 7.4: Result of slice reconstruction by Dream3D, where topography is visible.

7.2.2 Mesh generation

2D meshing is provided in Dream3D, where outer-surface and grain boundaries will be

meshed with triangle elements, as shown in Figure 7.5. The process meshes along the voxel

surfaces along the grain boundaries. As a result the raw triangular mesh is of unit size

(the voxel size) and always parallel or perpendicular to the principal axes of the cubic voxel

array.
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Figure 7.5: Raw 2D triangular mesh provided by Dream3D.

The 2D raw mesh requires a simplifying process to represent the experimental mi-

crostructure with fidelity while keeping the numerical cost low. A Laplacian smoothing

algorithm [Field 1988] is provided in Dream3D and its effect is shown in Figure 7.6. Lapla-

cian filtering results in smooth grain boundaries. However, some elements may be degen-

erated and hinder future 3D meshing. For example, several singular points are visible in

Figure 7.6. Besides, grain sizes tend to be modified by Laplacian smoothing, where an addi-

tional volume control for each grain is necessary. As a result, Laplacian smoothing has been

abandoned in the mesh generation.
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Figure 7.6: Result of Laplacian smoothing on a local part of the model.

To reduce the microstructure complexity and the corresponding computation cost, a bin-

ning operation is adopted to reduce every 7×7×7 voxels to 1 super voxel. The resulting

raw 2D mesh is shown in Figure 7.7(a). Though many microstructure details are lost in this

process, the voxel size of 0.7 µm allows the model to keep the major features of the studied

region. Compared to the full definition image shown in Figure 7.5, Figure 7.7(a) shows a

much simpler mesh yet keeps the major features of grain morphologies. It should be noted

that the gain in rectification precision by the proposed DIC procedure has been mostly lost in

the binning process. However, it is believed that with the ever growing computing power,

FE simulations could be performed with more complex models in the future. Hence the

binning process will no longer be necessary, and the more precise realignment between FIB

slices by DIC will lead to more accurate simulation results.

Another tool for processing an existing mesh is MeshGems (www.meshgems.com), a

commercial software developed by Distene. Three products of MeshGems have been

adopted in the present work: Cleaner, SurfOpt and Tetra. The first one cleans up a 2D mesh,

for example merges very close nodes, while the second optimizes a 2D mesh, for example

increasing the element size whenever possible. Figure 7.7(b) shows the effect of SurfOpt,

where a 25% reduction of element number is achieved compared to the mesh shown in Fig-

ure 7.7(a).
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(a) (b)

Figure 7.7: (a) Raw surface mesh after the 7×7×7 binning as obtained from Dream3D. (b)

Result of surface mesh optimization by MeshGems of (a).

It should be noted that the SurfOpt function modifies the position of nodes and not every

node motion is as expected. For example moving nodes at the mesh surface is generally

undesired. Fortunately, the surface microstructure is known precisely, as shown in Chap-

ter 5, and the undesired node positioning can be corrected. The surface mesh correction is

shown in Figure 7.8(b). After the optimization of 2D surface meshes, the function Tetra of

MeshGems is utilized to generate tetrahedral elements based on the 2D surface meshes. In

total, there are 180,081 tetrahedral elements in the generated mesh. Once the mesh is cre-

ated, linear tetrahedral or reduced integration quadratic tetrahedral elements can be used.

The 3D tetrahedral mesh is shown in Figure 7.8(a), where different colors correspond to

different grains.
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(a) (b)

Figure 7.8: Generated FE mesh based on the FIB-EBSD data. (a) Tetrahedral mesh (different

colors correspond to different grains). (b) The topography of the mesh is visible.

The different steps of the procedure are highlighted on a big proeutectoid ferritic grain

(grain A in Figure 7.13(b)) Figures 7.9-7.11. The 3D shape of the grain, viewed in three differ-

ent positions, in full resolution of the FIB-EBSD data is shown in Figure 7.9. The complexity

of the grain morphology makes the initial microstructure prohibitive for numerical calcula-

tions. The grain shape after a 7×7×7 binning is shown in Figure 7.10, where the shape com-

plexity is drastically reduced. The topography of the grain is also visible in Figures 7.9(a)

and 7.10(a). After the 3D mesh generation process, the shape of the grain is shown in Fig-

ure 7.11. It can be seen that the major features of the grain morphology are kept in the final

mesh, while the number of elements is limited, and the spurious oscillations at the grain

boundary surfaces are avoided. Besides, the element sizes are rather homogeneous.

(a)

Figure 7.9: 3D shape of a big proeutectoid ferritic grain as measured by FIB-EBSD
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(a)

Figure 7.10: 3D shape of the same grain (Figure 7.9) after 7×7×7 binning of the raw data

Figure 7.11: Generated tetrahedral elements of grain of Figure 7.10. Note that a part of the

grain is not included in the meshed area.

A crystallographic orientation is prescribed to each tetrahedral element, which is deter-

mined as the median orientation of the voxels in the element area. Figure 7.12(a) shows the

crystal orientation at the model surface, while the experimental orientation for the model

area is shown in Figure 7.12(b). It can be concluded that the discretization of the microstruc-

ture simplifies the experimental observations, yet the majority of the microstructure infor-

mation is kept. The mesh together with the crystal orientations, generated from 3D experi-

mental data, will be used in the following FE simulations.
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(b)

Figure 7.12: (a) Prescribed crystal orientation for the model surface. (b) Experimental crystal

orientation for the meshed area.

7.3 Validation and identification of crystal plasticity laws on

3D model

7.3.1 Determination of boundary conditions

Surface boundary conditions can be obtained by registering the SEM images acquired dur-

ing the tensile test. However, as shown in Section 4.4, coordinates of EBSD acquisitions are

subjected to spurious displacements. FIB-EBSD images are no exception. Their coordinates

need to be corrected should precise extraction of boundary conditions be aimed at. The

following strategy has been chosen:

i) Build a full surface EBSD image by combining the 8 slices shown in Figure 5.9. In

the process if a pixel is not indexed in slice 1, then the orientation of the same pixel of

slice 2 is kept. A shift between neighboring slices is applied when necessary. (For any 2D

position (x, y) inside the cube model, the orientation of the highest indexed pixel at that

position is assigned to the pixel (x, y) of the resulting surface EBSD image.) The result is

shown in Figure 7.13(a). The kernel average misorientation (KAM) of the region is shown in

Figure 7.13(b), where isolated points correspond to initial Pt speckles. The bright curvy lines

indicate the grain boundaries, and darker lines highlight the lath boundaries. Two major

grains are short of lath boundaries, and they correspond to proeutectoid ferrite designated

266



COMPARISON OF EXPERIMENTAL AND SIMULATED 3D KINEMATIC FIELDS

as grains A and B.
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Figure 7.13: (a) Reconstructed surface EBSD image obtained by combining the images of

Figure 5.9. (b) Kernel average misorientation of the milled surface.

ii) The meshed region of the FIB-EBSD data is shown in Figure 7.14(a). The reconstructed

EBSD image has been registered by quaternion correlation with the EBSD image after tensile

loading (Figures 4.13(d) and 4.13(e)). Then the meshed area is mapped onto the full EBSD

figure after tensile test (Figure 7.14(b)). It can be seen that the overlaid mesh edge is straight

on the left and right sides, but curvy on the top and bottom sides. This is the evidence that

the SEM machines used for in-situ tensile tests and for FIB-EBSD have different scanning

drifts in the x direction. As a consequence, the constructed EBSD image can be registered

with BSE images all along the tensile loading and its coordinates are corrected, as shown in

Figures 7.14(c) and 7.14(d). Their difference in coordinates is the sought surface boundary

conditions, which are illustrated on the surface triangular meshes in Figure 7.15. The out-of-

plane displacement, which is measured as topography in Chapter 5, on the model boundary

is also prescribed. Note that contrary to the displacements in the x and y directions, the

displacement in z direction is only available for the final state, as shown in Figure 7.16. To

prescribe uz on model boundary for the intermediary steps, the displacement uz is assigned

proportionally to the mean applied strain 〈ǫyy〉. In this way, the omni-present shift in EBSD

acquisition has been avoided and correct boundary conditions can be extracted.
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(a) (b)

(c) (d)

Figure 7.14: Steps of extraction of boundary conditions for the meshed area for FE cal-

culation. (a) Reconstructed sample surface computed from the first 8 slices of FIB-EBSD.

(b) Post-test EBSD image. (c) Post-test BSE image. (d) Reference BSE image.
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Figure 7.15: Measured 2D surface boundary conditions for all the loading steps.

Figure 7.16: 3D kinematic boundary conditions on model surface for the tensile simulation.

The out-of-plane component is magnified 5 times to make it more visible.

The next step is to estimate the in-depth boundary conditions, not accessible by SEM

observations, from the surface measurements. It has been found that concentrated strain
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bands form lines tilted nearly 45° with respect to the tensile direction, as shown in Fig-

ures 4.11 and 4.12. The inter-grain strain bands hint that the fine-grained steel sample can

be simplified as an isotropic ideally plastic material in the SEM observation scale. Con-

sequently, according to the slip theory [Schmid and Boas 1935], the activated slip systems

should possess: i) slip direction at 45° with respect to the tensile direction, ii) plane normal

direction also 45° with respect to the tensile direction. These two conditions constrain the

slip planes to be vertical on the sample surface, which suggests that the observed surface

boundary conditions can be reasonably extruded along the sample depth and form the 3D

boundary conditions for the FEM model.

Based on the discussion of effects of BC on the FE simulations in Section 6.3.2, two fol-

lowing BCs are proposed and tested hereafter:

• BC1: extrude the displacements in x and y directions on the surface edges of the model

into the depth, while the z components are such that the resulting shear forces along

the vertical faces are equal to 0. The observed exterior surface and the parallel embed-

ded surface are left traction free (i.e., Neumann condition).

• BC2: extrude the displacements in x, y and z directions on the surface edges of the

model into the depth. The observed exterior surface and the parallel embedded surface

are left traction free (i.e., Neumann condition).

It is important to mention that, even with the justification of BC extrusion discussed

above, the obtained BCs are approximate. As mentioned in Section 6.4, one option would be

to treat the in-depth boundary conditions as unknowns to be calibrated [Bertin et al. 2016].

7.3.2 Backtracking the initial microstructure of the 3D experimental

model

The generated mesh shown in Figure 7.8 corresponds to the deformed microstructure. Ac-

cording to Chapter 6 , a compression by an effective plasticity with a constant hardening

ratio recovers most of the deformation during the tensile test, and already leads to rather

precise crystal plasticity parameters. A similar compression has been applied on the mesh.

The true elastic part of the stress-strain curve shown in Figure 7.18 is ignored. The average

hardening modulus is used as the pseudo-elastic modulus and the Poisson’s ratio is set to

0.499 to describe plastic impressibility and avoid numerical issues (see Figure 6.10(a)). The
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boundary conditions used for this compression composed of the reversed boundary condi-

tions proposed in Section 7.3.1 for the model edges, and the reversed 3D displacements of

all the surface nodes. During this compression, all the surface nodes have thus been restored

to their original positions before tension, including the elevation (out-of-plane coordinates).

After the compression procedure, the mesh is transported to its original configuration and

the topography is flat, as seen in Figure 7.17(a). The 3D meshes for the two big ferritic grains

are shown in Figure 7.17(b). All the following CPFE simulations are based on the mesh

shown in Figure 7.17(a).

(a)

(b)

Figure 7.17: (a) The 3D mesh restored to its initial configuration, where the mesh surface is

flat. (b) Tetrahedral mesh of the two big ferritic grains.

At first glance, it seems odd to assume the material as perfectly plastic in Section 7.3.1 and

as plastic with a constant (non zero) hardening ratio in the present section. However, this

is not contradictory, as plastic deformation constitutes the majority of the strain of a macro-

scopic 7% level. As aforementioned, the measured strain bands hint that the steel sample

exhibits some perfect plasticity behavior. Thus the extrusion of boundary conditions based

on the perfect plasticity assumption is partly justified. The synthetic constant-hardening
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plastic behavior used in the present section aims to provide a good enough initialization

of the initial configuration for the double loop process introduced in Chapter 6. The syn-

thetic 2D calibration case presented in Chapter 6 shows that this prescription already leads

to precise calibration results, even without the following microstructure updates.

7.3.3 Identification strategies for crystal plasticity laws

Two constitutive laws are adopted to simulate the tensile test on the above meshes: the sim-

plified Méric-Cailletaud (SMC) and the Dislocation Dynamics for BCC materials (DD_CC).

A finite strain frame has been used in the simulation with both laws. The constitutive equa-

tions are detailed in Section 1.3.3. Before identifying the plasticity parameters, the reference

parameters should be tested along with the boundary conditions. The reference crystal plas-

ticity parameters of SMC are listed in Table 1.3, and the parameters for DD_CC are given in

Table 1.5.

The two extruded boundary conditions BC1 and BC2 are first tested, and the differences

between the simulation results and the experimental values are shown in Table 7.1. BC1 and

BC2 lead to similar kinematic fields in x and y directions. However, while BC1 gives access

to comparable uz with the experimental observations, BC2 results in overwhelmingly lower

uz. This phenomenon indicates that in a tensile test, the displacements in z direction in the

bulk are mainly higher than those at the free surface. Consequently, the observed surface uz

should not be extruded in the volume, thus BC1 are the appropriate boundary conditions.

All the following results are based on BC1.
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Table 7.1: Comparison of difference (expressed in µm) between experimental and simulated

surface kinematic fields with BC1 and BC2.

BC1 BC2

∆ux

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

∆uy

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

∆uz

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

The computation times for different element types and plasticity laws are listed in Ta-

ble 7.2. It is found that the SMC law is 30 times faster than DD_CC, and reduced integration

on quadratic elements is around 20 times slower than that with linear elements. Using both

SMC and DD_CC constitutive equations, the simulated and experimental displacements of

the model surface are reported in Table 7.3, and the difference between experimental and

simulated kinematic fields is shown in Table 7.4. The standard variances of the experimen-
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tal displacement fields in three dimensions are listed in Table 7.5. The standard variances

of the distances of simulated kinematic fields to the experimental displacement fields are

summarized in Table 7.6, together with their ratio to the experimental ones. The simulated

displacement fields in all three directions look alike the experimental ones, especially for the

model boundaries. By taking the reference parameters, without distinguishing the bainitic

and ferritic grains, the FE simulation already represents the experimental in-plane kinematic

fields with an accuracy between 80-90%. The prediction of the out-of-plane kinematic fields

is less remarkable, i.e., 40-50% accurate, but it is already a good result. It is also visible that

although FE simulation on linear tetrahedral elements cannot treat correctly the plastic in-

compressibility, due to a phenomenon called ‘volumetric locking’ [Chiumenti et al. 2004], it

results in closer synergies with the experimental values than the FE simulation on quadratic

elements. The reason for this phenomenon is not yet clear.

Table 7.2: Computation time for different element types and constitutive equations with

Code-Aster, version 13.4 parallelized on 32 CPUs.

SMC with quadratic elements SMC with linear elements DD_CC with linear elements

70h 3.5h 110h

This result is quite satisfactory, especially given the fine microstructure and the simpli-

fications adopted in CPFE (intense voxel binning, approximate backtracking of the initial

microstructure, approximate boundary conditions and unique set of crystal plasticity for

bainite and ferrite). It can be concluded from Tables 7.3 and 7.4 that different crystal plas-

ticity laws (SMC and DD_CC) and different element types result in similar kinematic fields.

Contrary to the displacement fields, the similarity of crystal rotations between experimental

and numerical values is less remarkable (see last row of Table 7.3), in agreement with pre-

vious works that found that the rotation is more difficult to predict numerically [Zaafarani

et al. 2006]. Note that the FE simulation with quadratic elements results in a rotation field

spatially denser to that with linear elements, since there exist more integration points in

quadratic elements (here 4 for the reduced-integration). In order to provide a fair compar-

ison between the simulations, the rotation angles of the 4 integration points are averaged

then assigned to the element uniformly. Though different from the experimental values, the

three FE simulations result in similar rotation fields. Consequently, the crystal rotations are
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not analyzed in the following.

Table 7.3: Comparison of experimental and three simulated surface kinematic fields. The

displacements in three dimensions are expressed in µm, and the crystal rotation fields in °.

SMC on quadratic elements SMC on linear elements Experimental data DD_CC on linear elements

ux

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

-1.2

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

uy

0

0.5

1

1.5

2

2.5

0

0.5

1

1.5

2

2.5

0

0.5

1

1.5

2

2.5

0

0.5

1

1.5

2

2.5

uz

-0.6

-0.4

-0.2

0

0.2

0.4

-0.6

-0.4

-0.2

0

0.2

0.4

-0.6

-0.4

-0.2

0

0.2

0.4
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-0.4
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0

0.2

0.4

θ

0

5

10

15
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Table 7.4: Comparison of experimental and three simulated surface kinematic fields. The

displacements in three dimensions are expressed in µm, and the crystal rotation fields in °.

SMC on quadratic elements SMC on linear elements DD_CC on linear elements

∆ux

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

∆uy

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

∆uz

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

-0.3

-0.2

-0.1

0

0.1

0.2

Table 7.5: Standard variance of experimental displacement fields (expressed in nm).

σuexp
x

σuexp
y

σuexp
z

461.5 740.1 200.2
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Table 7.6: Standard variance of difference between experimental and simulation displace-

ment fields

σ∆ux
(nm)

σ∆ux
σ

u
exp
x

σ∆uy
(nm)

σ∆uy

σ
u

exp
y

σ∆uz
(nm)

σ∆uz
σ

u
exp
z

SMC on quadratic elements 84.1 18.2% 82.5 11.1% 116.3 58.1%

SMC on linear elements 83.3 18.0% 73.1 9.9% 96.9 48.5%

DD_CC on linear elements 93.4 20.2% 70.1 9.5% 100.5 50.2%

It is concluded that the two constitutive laws give almost the same kinematic response

of the 3D model. For time considerations, the identification of SMC parameters has been

performed with linear tetrahedral elements via FEMU-UF.

7.3.4 Identification of SMC parameters

FEMU-UF consists in minimizing a global cost function Φ, which is the sum of squared dis-

placement difference ΦU and the macroscopic equilibrium gap ΦF [Héripré et al. 2007; Guery

et al. 2016b]. This formulation assumes no model error, which is mainly composed of the

constitutive equation formulation errors, finite element mesh geometry errors, local crys-

tal orientation errors and in particular boundary condition errors. The global cost function

writes as
Φ({p}) = ΦU + ΦF

= 1
2η2

f
Ndof Nu

t

∑
t{δu}T

t [M ] {δu}t + 1
η2

F
NF

t

{δF }T {δF }
(7.1)

whereNdof the number of (scalar) degrees of freedom of the surface mesh, Nu
t the number of

time steps in displacement field measurement, NF
t the number of time steps in macroscopic

loading force measurement (note that Nu
t and NF

t are not same since they are acquired in

different tests), {δu}t is the column vector of the difference evaluated at surface mesh node

between ‘experimental’ {uexp}t and simulated {usim({p})}t displacements at time step t.

Note that the displacements in three dimensions are used here, i.e., {δu} = {δux, δuy, δuz}.

[M ] is the DIC matrix [Mathieu et al. 2015], whose inverse characterizes the covariance

matrix of the measured degrees of freedom [Hild and Roux 2012a]. When displacement and

load information is taken into account (hence the acronym UF for the FEMU algorithm used

herein), {δF } is the column vector of the load differences between measured values {Fexp}
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and computed ones {Fsim}. ηf and ηF are the standard deviation of noise of the experimental

images and load measurement, respectively. In the present case, ηf is set to 4000 gray levels,

and ηF to 3 N.

As discussed in Section 7.3.1, the observed surface is left free of prescribed displacements

(Neumann condition). This is sufficient for the computation and because the displacements

are not prescribed, the differences between computed and observed values, {δu}t can be

used to drive the identification using FEMU-UF.

The minimization of Φ with respect to the material parameters {p} is performed itera-

tively by a Newton-Raphson algorithm [Bonnet 2012]. The initial set of parameters is {p(0)}.

At iteration n, the parameter corrections {δp} are obtained by

([
H(n)

u

]
+
[
H

(n)
F

])
{δp} =

[
N (n)

u

]
+
[
N

(n)
F

]
(7.2)

with the Hessian matrices
[
H(n)

u

]
= 1

2η2
f

Ndof Nu
t

∑
t

[
S(n)

u

]T
t

[M ]
[
S(n)

u

]
t[

H
(n)
F

]
= 1

η2
F

NF
t

[
S

(n)
F

]T [
S

(n)
F

] (7.3)

and the gradient vectors

[
N (n)

u

]
= 1

2η2
f

Ndof Nu
t

∑
t

[
S(n)

u

]T
t

[M ] {δu}t

[
N

(n)
F

]
= 1

η2
F

NF
t

[
S

(n)
F

]T {δF }
(7.4)

where
[
S(n)

u

]
and

[
S

(n)
F

]
are the sensitivity matrices of the displacement field at time step t

and load, respectively. They are evaluated with the current parameter estimates {p(n)}
[
S(n)

u

]
=
[

{δu
(n)
sim

}

{δp}

]

t[
S

(n)
F

]
=
[

{δF
(n)
sim

}

{δp}

]

t

(7.5)

where δp = ε1{p(n)}, ε1 is set to 2% in the present study.

The correction vector {δp} allows the current determination to be updated

{p(n+1)} = {p(n)} + {δp} (7.6)

Convergence is declared to be reached when the condition

max

∣∣∣∣∣
δp

p(n)

∣∣∣∣∣ < ε2 (7.7)

is met. In the present chapter ε2 is set to 1%.
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A macroscopic strain curve of 16MND5 steel at 0 ◦C issued from [Renevey 1997] has

been used for the calibration (since only the curves between -150 ◦C - 0 ◦C were measured

by Renevey [1997]), as shown in Figure 7.18. Note that the present in-situ tensile test is

performed at room temperature, thus the strain-stress curve in Figure 7.18 overestimates

the real stress value by around 20 MPa [Renevey 1997]. The simulated strain-stress curve

is predicted by an RVE model of 200 grains with random orientation using Berveiller-Zaoui

homogenization method, which is detailed in Section 1.3.6.1. Among the 200 grains, 150

grains are assigned to be bainitic and 50 ferritic. The ferritic percentage of 25% is based on

previous experimental observations [Diawara 2011].

A convenient tool is available to write tailored constitutive equations and compile them

for further calculations, namely MFront developed at the French Atomic Energy Commis-

sion (CEA) [Helfer et al. 2015; 2017]. A handy tool called MTest is also proposed in the

framework of MFront. MTest probes the local behavior of a material by imposing indepen-

dent constraints on each component of the strain or stress. Calculation by MTest is much

faster (from ten to several hundred times depending on the test case) than using a full-

fledged finite element solver [Helfer et al. 2015]. An MFront source code for the dual-phase

16MND5 steel via BZ homogenization with SMC has been implemented in the present work,

and MTest has been adopted to run the homogenization. With MTest, a single computation

of the strain-stress curve for an average strain level of 7.5% takes about 2 minutes. The

strain-stress curve predicted by MTest with the reference parameters of SMC is shown in

Figure 7.18.
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Figure 7.18: Comparison of experimental macroscopic stress-strain curve of 16MND5 steel

at 0 ◦C [Renevey 1997] and simulated curve with reference SMC parameters.
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For time reasons, the updating of the reference microstructure proposed in Section 6.2.2

is not performed hereafter. Thus the obtained microstructure after the isotropic constant-

hardening plastic compression is chosen as the initial configuration.

The present PhD sets an aim to identify the parameters R0, influencing the yield stress,

and Q and b, impacting the hardening ratio, for the two phases. They are denoted as Rf
0 ,

Qf , bf , Rb
0, Qb and bb for the ferritic and bainitic phases. The identifiability of the param-

eters is investigated with a sensitivity analysis where the Hessian of the FEMU ([Hu]) is

analyzed [Bertin et al. 2017]. Figure 7.19(a) shows the global Hessian of the FEMU process

obtained with the reference parameters. bf is the parameter with the largest influence. The

corresponding correlation matrix of the Hessian is shown in Figure 7.19(b), where a high

correlation exists between Rf
0 , Qf and bf . As a result, Rf

0 , Qf and bf cannot be identified

at the same time. Similarly, Qb and bb cannot be identified simultaneously neither. Rf
0 is

kept for the calibration, while both Qf and Qb are prescribed equal to Q. Both bf and bb are

prescribed with the reference value. This choice is based on the experimental observation

that ferrite and bainite have very similar hardening ratios, as shown in Figure 1.10. As a

result, this calibration, denoted as RQR afterward, seeks two independent R0 parameters

for bainitic and ferritic phases and a single hardening modulus Q for the two phases. To

provide a comparison for the RQR calibration, another calibration is launched where the

16MND5 steel is considered as a unique phase metal, and one set of parameters R0 and Q is

sought. The latter calibration is denoted as RQ hereafter.

(a) (b)

Figure 7.19: Global Hessian (a) and its corresponding correlation matrix (b) for the investi-

gated model (i.e., {p} = {Rf
0 , Q

f , bf , Rb
0, Q

b, bb}t).
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Figure 7.20 illustrates the change of the cost functions for the RQ and RQR identifica-

tions: ΦU is shown in Figure 7.20(a), ΦF in Figure 7.20(b) and Φ in Figure 7.20(c). It can be

seen that theRQ identification only reduces ΦU by 1%, while theRQR identification reduces

ΦU by 7%. This phenomenon means that taking the same set of crystal plasticity parame-

ters for ferrite and bainite cannot reproduce the microscale heterogeneity of the experiment,

while two different sets of parameters help to simulate the heterogeneity (though to a lim-

ited extent). During the calibration ΦF does not vary too much, as the reference parameters

already account well for the macroscopic strain-stress responses. As a result, the whole cost

function Φ is reduced more in the RQR identification than in the RQ identification. Both

ΦF and ΦU are not reduced to 1, indicating that there exists non-negligible model errors.

However Φ has been reduced by 2% with RQ and by 7% with RQR in comparison with the

reference parameters.
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Figure 7.20: Change of cost functions (a) ΦU (b) ΦF and (c) ΦT for the RQR and RQ identi-

fications with the iteration number.

Figure 7.21(a) shows the change ofR0 values in the two identifications, and Figure 7.21(b)

those of Q. It is found that starting from the same initial value, RRQR
b and RRQR

f diverges

quickly and stabilizes at distinct values, 190 MPa and 100 MPa respectively. This trend is

anticipated, since bainite is a harder phase with more dispersed carbides and finer structures

(see Section 1.1.2). Previous X-ray diffraction studies have already shown that, in the same

sample, the bainite grains exhibit higher stress levels than ferrite grains [Mathieu 2006].

The value of R0 in the RQ identification does not vary much and stabilizes around 164 MPa,

betweenRRQR
b andRRQR

f values. The values ofQ vary by a few MPa for the two calibrations.

Figure 7.22(a) and 7.22(b) show the difference of simulated and experimental ux fields

before and after the RQR identification, and Figure 7.22(c) and Figure 7.22(d) show the cor-

responding uy fields, Figure 7.22(e) and Figure 7.22(f) show the corresponding uz fields. The
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Figure 7.21: Evolution of parameters R0 (a) and Q (b) in RQ and RQR identifications.

RMS of the difference between experimental and simulated kinematic fields before and af-

ter the calibration is listed in Table 7.7. The standard measurement uncertainties in x and y

directions are of the order of 1.3 nm (0.026 pixel), which is evaluated by DIC on an experi-

mental image and an artificial one that adds the image noise to the experimental image [Hild

and Roux 2006]. The standard measurement uncertainty for uz is 30 nm, as demonstrated in

Section 5.5. It can be seen that:

• The difference of simulated and experimental displacement fields mainly occurs near

the center of the model. The displacements on the edges, and especially at the corners,

are prescribed with measured values (Saint Venant effect).

• The difference of displacement fields reduces in x and y directions during the iden-

tification, but only by 3.5% compared to the differences with reference parameters of

SMC. On the contrary, the difference in uz increases along the calibration, but it does

not impede the FEMU-UF process since the out-of-plane motion measurement comes

with a much higher uncertainty level. Significant signals still exist in the residual field,

indicating that the FE simulation adopted in the present study, even with identified

parameters, still cannot capture all the kinematic details. Better boundary conditions,

finer meshes, closer similitude of the model microstructure to the experimental one,

more precise classifications of grains could further reduce the difference.
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Figure 7.22: Difference (expressed in µm) of simulated and experimental kinetic fields. Dis-

placement difference in x direction between experimental values and (a) simulated values

with reference SMC parameters (b) simulated values with RQR calibrated SMC parame-

ters. Displacement difference in y direction between experimental values and (c) simulated

values with reference SMC parameters (d) simulated values with RQR calibrated SMC pa-

rameters. Displacement difference in z direction between experimental values and (e) simu-

lated values with reference SMC parameters (f) simulated values with RQR calibrated SMC

parameters.

Table 7.7: Standard variance of difference between experimental and simulation displace-

ment fields

σ∆ux
(nm)

σ∆ux
σ

u
exp
x

σ∆uy
(nm)

σ∆uy

σ
u

exp
y

σ∆uz
(nm)

σ∆uz
σ

u
exp
z

Before calibration 83.3 18.0% 73.1 9.9% 96.9 48.5%

After calibration 77.6 16.8% 72.4 9.8% 99.4 49.6%
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The average equivalent stress profiles during the tensile simulation for the two phases

are drawn in Figure 7.23(a), while the curve calculated with the RQ calibration results is

shown in Figure 7.23(b). Compared to the experimental strain-stress curve (see Figure 7.18),

the simulated curves exhibit higher hardening ratios for both calibration results. This is typ-

ically the volumetric locking phenomenon with inappropriate FE models. The calculations

based on reduced-integration with quadratic elements will presumably lead to local stress

levels closer to the experimental ones. The difference between stress levels in ferritic and

bainitic grains has been evaluated experimentally by X-ray diffraction to be about 110 MPa

at low temperature [Mathieu 2006], while the difference between proeutectoid ferritic and

bainitic grains is predicted to be around 200 MPa by the present identification. A possible

explanation to the contrast is that the X-ray diffraction has a spatial resolution of a few mi-

crometers, which leads to an averaging effect that decreases the observed stress difference.
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Figure 7.23: (a) Average equivalent stress profiles along the tensile simulation for ferrite

and bainite with the RQR identification results. (b) Average σV M profile calculated with the

RQ calibration results.

Note that due to the volumetric locking phenomenon, the stress levels are overestimated

in the present work. A comparison of simulated stress levels with RQR and RQ calibrations

is provided in Figure 7.24. The simulated Von Mises stress σV M at the model surface for

the final state with the two calibrations is shown in Figures 7.24(a) and 7.24(b), and their

histograms are overlaid in Figure 7.24(c). It is concluded that the parameters obtained in

RQ calibration underestimate the stress levels at the higher end in bainite. A similar con-

clusion can be drawn with the predicted first principal stress levels, which are shown in
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Figure 7.24(d), 7.24(e) and 7.24(f). From the simulated stress tensors a cleavage stress can

be calculated, which is defined as the maximum (tensile) normal stress level applied on the

cleavage planes. Then the possibility of brittle fracture of 16MND5 steel can be evaluated

by a local approach [Hausild 2002; Mathieu 2006]. Considering the steel as a unique phase

will presumably underestimate the failure possibility.
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Figure 7.24: Comparison of predicted stress levels by RQR and RQ calibrations. Von Mises

equivalent stress levels (expressed in MPa) at the model surface predicted by RQR (a) and

RQ (b) calibrations. (c) Histograms of Von Mises stress at the model surface predicted by

the two calibrations. The first principal stress level (expressed in MPa) at the model surface

predicted by RQR (d) and RQ (e) calibrations. (f) Histograms of the first principal stress at

the model surface predicted by the two calibrations.

7.4 Conclusions and prospects

The lack of in-depth microstructure information is a major challenge in polycrystal simula-

tions at the microscale. Thanks to a FIB-EBSD procedure after an in-situ tensile test, a three-
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dimensional mechanical simulation with experimental in-depth grain morphology has been

performed in the present work. The only missing piece of information is the in-depth kine-

matic boundary conditions for carrying out a simulation of the experiment. Here a simple

procedure has been chosen, but ideally, the boundary conditions should be identified in the

same way as the constitutive law.

The FIB-EBSD procedure has been performed postmortem on a bainitic-ferritic steel sam-

ple to get its in-depth microstructure. A DIC calculation between neighboring FIB slices

has been proposed to account for the scanning beam artifacts of EBSD acquisition. Due to

the poor image contrast and possible structural changes between FIB slices, the degrees of

freedom for the DIC have been limited by adopting a very coarse FEM mesh. It has been

found that the DIC procedure reduces further the spurious grain boundary roughness of

the reconstructed 3D volume. After a binning operation, a 3D tetrahedral FE mesh has been

generated with a compromise between computation cost and microstructure detail.

The reconstructed 3D microstructure, which is deformed artificially to its initial configu-

ration via a synthetic isotropic constant-hardening plastic constitutive law, has been used to

conduct 3D CPFE simulations with DD_CC and simplified Méric-Cailletaud crystal plastic-

ity laws. By adopting the extruded surface boundary conditions, the 3D CPFE simulations

give similar kinematic responses (for in-plane and out-of-plane motions) in comparison to

experimental ones. A FEMU-UF identification step has been applied to the 3D microstruc-

ture model. It has been found that a unique set of parameters for the two phases reduces

very mildly the kinematic distance to the experimental displacement field, while two sets

of parameters for bainite and ferrite respectively reduce the distance to a larger degree.

The two sets of obtained material parameters, softer for ferrite and harder for bainite, are

consistent with previous experimental observations [Mathieu 2006], and allow for future

multi-phase simulations for the considered material. This first attempt for performing a full

3D identification has shown the feasibility of the global procedure. Repeating those steps

including a better determination of the boundary conditions, and suited constitutive laws,

should allow for a much enhanced reliability of the determination of the material parame-

ters for such a strategic part in the nuclear industry.

The proposed material simulation (including constitutive parameter calibration) based

on real 3D microstructure and surface kinematic fields overcomes the major limitation of

including the actual 3D microstructure for the comparison between experiments and simu-

lations of polycrystals. It is expected to have a broad application in materials science and en-
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gineering, including investigating plasticity mechanisms, proposing new constitutive equa-

tions and identifying their parameters.
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Chapter 8

Conclusions and Perspectives

The PhD project developed experimental and simulation approaches to study the plastic be-

havior of 16MND5 steel. This steel has fine microstructures and is composed principally of

proeutectoid ferrite and bainite. The experiment consists in conducting an in-situ uniaxial

tensile test inside an SEM chamber employing different imaging modalities, and postmortem

FIB-EBSD milling to study the in-depth microstructure of the sample. Although uniaxial ten-

sion test is the most fundamental and conventional mechanical test, special efforts have been

dedicated to improve its practices in various aspects. The main development/improvement

are as follows:

1. Different speckle sizes (diameter and thickness) have been tested to find a proper

size for multi-modality SEM observations (BSE, EBSD). Platinum speckles of diameter

300 nm and thickness 75 nm fulfill the demand: very good contrast in SE/BSE im-

ages, recognizable traces in EBSD IQ images and good crystal orientation indexing for

underlying material surfaces. Those speckles made strain and rotation measurements

significantly easier;

2. Position of the sample during in-situ test. Both 70° tilted, which is optimal for EBSD

acquisition, and horizontal positions, for SE/BSE full-resolution imaging, have been

tested and analyzed. Surprisingly, the image processing of the tilted test reveals some

artifacts of SEM imaging techniques that are difficult to account for. Since the coor-

dinate precision of BSE images is of great importance for quantitative analyses, the

horizontal positioning is kept for the study;

3. Slow-scan direction drift has been detected and corrected in BSE/SE images. Inspired

by previous works on AFM imaging drifts, SE/BSE images have been acquired at Scan-
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Rotation 0° and 90°. Specific correlative algorithms have been proposed to correct the

drift and improve SEM imaging quality;

4. An algorithm has been proposed to correlate EBSD images. Crystallographic orien-

tation has been considered as image contrast, and an algebra based on quaternion

has been found convenient to treat 3D orientations, including misorientation calcula-

tion, orientation interpolation and crystal symmetry application. By registering EBSD

images, quaternion correlation leads to displacement and crystal rotation fields, both

with satisfactory uncertainty.

5. Development of elastic strain measurement by an integrated DIC version processing

HR-EBSD data. Cross-correlation between high-resolution Kikuchi images has been at

the heart of HR-EBSD, a technique developed since 2006 to measure elastic strains of

crystals. Global DIC and especially integrated DIC has been tested on HR-EBSD, re-

sulting in significant improvements: 3-10 times speed acceleration, 40% improvement

of data scatter, together with other byproducts. Though not applied in the present

study of 16MND5 steel, the proposed algorithm for HR-EBSD has a significant indus-

trial potential. A pending patent about the procedure is deposed in France.

6. Precise registration of EBSD and SE/BSE images. A phenomenon of speckle ‘split’ has

been identified and explained in EBSD IQ images. Speckles in BSE images are artifi-

cially doubled, making it is possible to correlate the two types of images. After adjust-

ing a consistent 7-pixel vertical shift, a pixel-level registration of EBSD and SE/BSE

images has been obtained. Therefore, each and every EBSD, SE and BSE images taken

during the test can be correlated and an unbiased sample microstructure and its mo-

tions can be tracked at surfaces. Imaging errors including the standard deviation of

gray level of BSE and crystal orientation indexing uncertainty have been quantified.

The constant shift also provides insights into the information depth of EBSD acquisi-

tions.

7. Three distinct methods of topography measurements by conventional SEM techniques

have been proposed. They are tested on the strained 16MND5 sample, whose surface

features topography of the order of 1 µm. FIB-SEM and tilt-imaging methods measure

the overall topography, while rotation-integration method is designed to measure the

topography changes due to elastic deformation between two BESD acquisitions. The
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topography results of the first two methods exhibit a standard uncertainty of 50 nm,

which cross-validates the two methods. The similitude of the rotation-integration re-

sult with the former ones shows that crystal rotation already accounts for a significant

part of the deformation-induced topography. The advantages and disadvantages of all

three methods are analyzed.

8. Observation of 3D deformed microstructure by FIB milling. FIB-EBSD has been carried

out on the sample, focusing on a region of the tested sample, to study its 3D structure.

A tailored global DIC with elongated triangular elements has been proposed, which

registers the FIB slices more precisely than the commonly used uniform shift. The

registration of FIB-EBSD slices with surface BSE images allows un-distorted kinematic

fields to be extracted. A comprehensive characterization of the in-situ tensile test has

then been performed.

For the numerical side of research on the mechanics at the microscale, a major challenge

is the lack of high-resolution information of in-depth experimental grain microstructures.

It has been addressed in the present work by postmortem FIB-EBSD acquisitions of the de-

formed state. A specific difficulty arises, which is to backtrack the initial microstructure,

which is the starting point of the ‘direct problem’. Three unknowns intertwined in the pro-

cedure: the initial microstructure configuration, in-depth boundary conditions, and the ma-

terial constitutive parameters. After prescribing in-depth boundary conditions estimated

from measured ones, an algorithm has been developed to iteratively seek the other two un-

knowns one by one. Upon convergence, the unknowns will altogether be obtained given

the assumption that the constitutive equation is correct. The algorithm has been tested on a

synthetic 2D case and satisfactory results were achieved.

A physical crystal plasticity law DD_CC and a phenomenological model, namely a sim-

plified version of Méric-Cailletaud (SMC) law, have been tested on the 3D experimental FE

model. Both linear and quadratic tetrahedral elements have been considered for the simu-

lation. It has been found that, although the computation time varies substantially (ratio of

20), different crystal plasticity laws and element types result in similar kinematic fields for

the tested plasticity parameters. A satisfactory synergy has been found between the exper-

imental 3D kinematic fields and the simulated values with reference plasticity parameters.

Several identification calculations have been performed via FEMU-UF with the SMC law,

where the 3D model has been considered for a unique-phase and dual-phase setting. It has
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been found that calibration by imposing a unique set of plasticity parameters for the steel re-

duces very little (0.5%) the difference between simulated and experimental kinematic fields.

In contrast, the kinematic field difference reduces by 3.5% when calibrating different plas-

ticity parameters for the proeutectoid ferrite and bainite respectively. Besides, the two sets

of obtained material parameters, softer for ferrite and harder for bainite, are consistent with

previous experimental observations, and allow for future multi-phase simulations for the

considered material.

In terms of perspectives, the following points are to consider if someone is to continue

the adventure in crystal plasticity by synergy between experiments and simulations:

1. The elastic strain measurement by HR-EBSD has not been carried out in the principal

test. For future tests, it is suggested to take a few HR-EBSD acquisitions along the

test, especially at lower strain levels. Although absolute strain and stress levels are

difficult to get, relative elastic strains and misorientations are yet accessible by HR-

EBSD, which, together with other properties such as GND density, will further enrich

the experiment and simulation.

2. The generation of 3D FEM meshes has always been a challenge for comparing exper-

imental and simulation results. A software named MeshGems has been used in the

thesis to generate a viable tetrahedral mesh from FIB-EBSD data. However, the quality

of the mesh is not as good as the showcase in the brochure of MeshGems. For exam-

ple, at grain boundaries the mesh tends to be step-like. Future research is suggested

to continue exploring the potential of the software, or develop post-processing to im-

prove the mesh. Quadratic tetrahedral elements should be directly generated from the

experimental data, instead of creating quadratic tetrahedral elements from linear ones.

3. The in-depth boundary conditions cannot be accessed by SEM, thus it has to be esti-

mated from the available information on surface. For the present thesis the surface

boundary condition is simply extruded to the volume, with a certain degree of justifi-

cation. More adapted boundary conditions could be considered, and it will fulfill the

last uncertainty of analogy between simulation and experiments. Several initial works

have started in the present dissertation to consider the material as perfectly plastic,

and calculate the slip planes and slip directions. More precise boundary conditions

can thus be generated.
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4. The crystal rotation obtained by quaternion correlation is a rich kinematic informa-

tion for crystal plasticity. However, the rotation fields from simulation and experiment

show a considerable difference. The rotation was not included in the crystal plasticity

parameter identification. Future work is needed to seek the reason for the underes-

timation of crystal rotations by FE simulation, to correct it and to add it to the cost

function. With more information taken into consideration, the calibrated parameters

are believed to be more trustworthy. It may also give a hint to further developments

of constitutive laws.
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Appendix A: Basic properties of quaternions

Multiplication rules for elementary quaternions reads

i × i = −1, j × j = −1, k × k = −1

i × j = k, j × k = i, k × i = j

j × i = −k, k × j = −i, i × k = −j

(8.1)

The multiplicative sign × was shown explicitly in order to avoid possible confusions. In

particular, the third line shows that the product is not commutative, and thus special care is

to be exercised. In the following, to simplify notations, the product sign will be omitted and

q1 × q2 will be denoted q1q2. The conjugate of a quaternion q = a+ bi + cj + dk is defined as

q∗ = a− bi − cj − dk (8.2)

and its quadratic norm is

‖q‖2 = qq∗ = a2 + b2 + c2 + d2 (8.3)

A unit quaternion Uq is such that its norm is unity, and hence its inverse is its conjugate

U−1
q = U ∗

q
(8.4)

The multiplication of two unit quaternions produces a new unit quaternion, its corre-

sponding rotation is the combination of the two original quaternions. The “division” of two

unit quaternions p and q, qp−1, indicates the rotation between them, with the following

relationship between rotation angle θ and (qp−1)1

(qp−1)1 = cos
θ

2
≈ 1 − θ2

8
, with small θ (8.5)

Linear quaternion interpolation (Lerp) reads

L(p, q, h) = p(1 − h) + qh (8.6)

Linear quaternion interpolation needs to be projected onto the unit sphere in 4D to obtain

unitary quaternions

UL(p,q,h) =
p(1 − h) + qh

‖p(1 − h) + qh‖ (8.7)

Figure 8.1 illustrates the Lerp of quaternions in 2 dimension. The secant pq is equally split by

Lerp, while the angle between p and q is not. Lerp is easy to implement, namely, component-

wise linear interpolation and renormalization.
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p q

UL(p,q,0.5)

UL(p,q,0.25) UL(p,q,0.75)

L(p,q,0.25) L(p,q,0.5)

L(p,q,0.75)

Figure 8.1: Lerp illustrated in the orientation space. Quaternions p and q are shown in the

orientation space with their linear interpolations

All representations of rotation, namely, Euler angle notation, axis-angle notation and

quaternion are interchangeable. Their transformation can be performed by comparison of

the rotation matrices. The rotation matrix based on Euler angles (ϕ1,Φ, ϕ2) reads in Bunge

notations



cosϕ1 cosϕ2 − sinϕ1 sinϕ2 cos Φ sinϕ1 cosϕ2 + cosϕ1 sinϕ2 cos Φ sinϕ2 sin Φ

− cosϕ1 sinϕ2 − sinϕ1 cosϕ2 cos Φ − sinϕ1 sinϕ2 + cosϕ1 cosϕ2 cos Φ cosϕ2 sin Φ

sinϕ1 sin Φ − cosϕ1 sin Φ cos Φ




(8.8)

The rotation matrix based on axis-angle (θ, [d1, d2, d3]) is written as




(1 − d2
1) cos θ + d2

1 d1d2 (1 − cos θ) + d3 sin θ d1d3 (1 − cos θ) − d2 sin θ

d1d2 (1 − cos θ) − d3 sin θ (1 − d2
2) cos θ + d2

2 d2d3 (1 − cos θ) + d1 sin θ

d1d3 (1 − cos θ) + d2 sin θ d2d3 (1 − cos θ) − d1 sin θ (1 − d2
3) cos θ + d2

3




(8.9)

The quaternion (q1, q2, q3, q4) and axis-angle notation (θ, [d1, d2, d3]) are related by

q1 = cos
θ

2
, q2 = sin

θ

2
d1, q3 = sin

θ

2
d2, q4 = sin

θ

2
d3 (8.10)
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Appendix B: 48 unitary quaternions corresponding to cubic

crystal symmetry

There are 24 crystal symmetry systems in a cubic crystal:

• 3-fold rotation symmetry in cubic diagonal direction {111}

• 4-fold rotation symmetry in orthogonal direction {100}

• 2-fold rotation symmetry in facial diagonal direction {110}

Crystal symmetry can be represented by unit quaternions. For example, a rotation of

θ = 2π/3 about d = (1/
√

3)(1, 1, 1) can be represented as

p = (cos(π/3), d1 sin(π/3), d2 sin(π/3), d3 sin(π/3)) = (1/2)(1, 1, 1, 1) (8.11)

All of the 48 cubic symmetry quaternions pcub
i are listed in Table 8.1.
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Table 8.1: List of the 48 quaternions image of q0 = 1 in a cubic symmetry. For the sake of

simplicity a constant scale factor is factorized in the first column

Scale factor p1 p2 p3 p4 Scale factor p1 p2 p3 p4

1 +1 0 0 0 1 -1 0 0 0

1 0 +1 0 0 1 0 -1 0 0

1 0 0 +1 0 1 0 0 -1 0

1 0 0 0 +1 1 0 0 0 -1

1/2 +1 +1 +1 +1 1/2 -1 -1 -1 -1

1/2 +1 -1 -1 -1 1/2 -1 +1 +1 +1

1/2 +1 +1 -1 +1 1/2 -1 -1 +1 -1

1/2 +1 -1 +1 -1 1/2 -1 +1 -1 +1

1/2 +1 -1 +1 +1 1/2 -1 +1 -1 -1

1/2 +1 +1 -1 -1 1/2 -1 -1 +1 +1

1/2 +1 -1 -1 +1 1/2 -1 +1 +1 -1

1/2 +1 +1 +1 -1 1/2 -1 -1 -1 +1
√

2/2 +1 +1 0 0
√

2/2 -1 -1 0 0
√

2/2 +1 0 +1 0
√

2/2 -1 0 -1 0
√

2/2 +1 0 0 +1
√

2/2 -1 0 0 -1
√

2/2 +1 -1 0 0
√

2/2 -1 +1 0 0
√

2/2 +1 0 -1 0
√

2/2 -1 0 +1 0
√

2/2 +1 0 0 -1
√

2/2 -1 0 0 +1
√

2/2 0 +1 +1 0
√

2/2 0 -1 -1 0
√

2/2 0 -1 +1 0
√

2/2 0 +1 -1 0
√

2/2 0 0 +1 +1
√

2/2 0 0 -1 -1
√

2/2 0 0 -1 +1
√

2/2 0 0 +1 -1
√

2/2 0 +1 0 +1
√

2/2 0 -1 0 -1
√

2/2 0 -1 0 +1
√

2/2 0 +1 0 -1
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Résumé : Cette thèse vise à étudier le comportement 

mécanique de l’acier de cuve 16MND5 (ou A508cl3 
pour la norme anglaise) à l’échelle de la 
microstructure en croisant des approches 

expérimentale et numérique. Plusieurs contributions 

au développement de l’essai de traction in-situ à 

l’intérieur de MEB ont été apportées. En premier, les 
biais de mesure de différentes modalités (BSE, 

EBSD et SE) d’acquisition d’images sous MEB ont 
été caractérisés et corrigés. Les images MEB de 

différentes modalités ont été corrélées de façon 

précise afin de décrire la topographie de l’éprouvette. 
Les images d’orientation cristallographique (EBSD) 
ont été corrélées afin de révéler la rotation cristalline 

et les champs de déplacement de surface au long de 

la traction. La déformation élastique de l’éprouvette 
a été mesurée par corrélation intégrée des images de 

diffraction électronique à haute-résolution. Les  

microstructures fines de l’éprouvette à trois 
dimensions après déformation ont été mesurées par 

FIB-EBSD. 

    L’essai a également été simulé par calcul de 

plasticité cristalline sur un maillage 3D, basé sur les 

microstructures mesurées dans la configuration 

déformée. Un algorithme a été proposé pour estimer 

la configuration initiale de l’éprouvette et identifier 
les paramètres de loi de plasticité en procédant par 

itérations. Un cas test synthétique 2D a été employé 

pour valider la faisabilité de l’algorithme. Deux lois 
de plasticité cristalline ont été testées sur le maillage 

3D: dynamique des dislocations des cristaux 

cubiques centrés, et une version modifiée de la loi 

Méric-Cailletaud. Pour cette dernière loi, deux jeux 

de paramètres ont été identifiés pour les ferrites et 

bainites par recalage des éléments finis. 

 

 

 

Title : Experimental and numerical studies on the micromechanical crystal plasticity behavior of an 

RPV steel 

Keywords: Crystal plasticity, Crystal rotation, Scanning electron microscopy, Digital image correlation, 

Finite element model updating, Bainitic-ferritic steel. 

Abstract: The PhD project studies the mechanical 

response of the reactor pressure vessel steel 

A508cl3 (or 16MND5 in French nomenclature) at 

the microscopic scale by experimental analyses and 

numerical simulations. Different aspects of in-situ 

tests inside an SEM chamber have been considered. 

First, the characterization and corrections of bias 

and uncertainties of different SEM imaging 

modalities (SE, BSE, and EBSD) have been 

performed. Precise registrations of SEM images in 

different modalities have been developed in order 

to give a comprehensive description of the sample 

surface topographies. Crystallographic orientation 

maps (from EBSD analyses) are registered to 

measure the crystal rotation and displacement fields 

along the tensile test. The elastic deformations of 

the surface are assessed by integrated correlation of  

high-resolution electron diffraction images. The 3D 

microstructure of the analyzed sample is revealed a 

posteriori by combining FIB milling and EBSD 

images. 

    The experimental test is also simulated by crystal 

plasticity calculations on a 3D mesh created according 

to the 3D microstructure observed in the deformed 

configuration. An algorithm has been proposed to 

estimate its initial configuration and to identify the 

plastic parameters iteratively. A synthetic 2D model 

has been used to prove its feasibility. Two crystal 

plasticity laws have been validated on the 3D mesh, 

namely dislocation dynamics for body-centered cubic 

crystals and a modified version of Méric-Cailletaud 

model. In the present work finite element model 

updating was used to provide two sets of parameters 

(for ferrite and bainite) for the latter law. 
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