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Abstract

Centralized/Cloud Radio Access Network (C-RAN) is a promising mobile network archi-
tecture, which can potentially increase the capacity of mobile networks while reducing
operators’ cost and energy consumption. However, the feasibility of C-RAN is limited by the
large bit rate requirement in the fronthaul. The objective of this thesis is to improve C-RAN
performance while considering fronthaul throughput reduction, fronthaul capacity allocation
and users scheduling.

We first investigate new functional split architectures between Remote Radio Heads
(RRHs) and Baseband Units (BBU) on the uplink to reduce the transmission throughput in
fronthaul. Some low layer functions are moved from the BBU to RRHs and a quantitative
analysis is provided to illustrate the performance gains.

We then focus on Coordinated Multi-point (CoMP) transmissions on the downlink. CoMP
can improve spectral efficiency but needs tight coordination between different cells, which
is facilitated by C-RAN only if high fronthaul capacity is available. We compare different
transmission strategies without and with multi-cell coordination. Simulation results show that
CoMP should be preferred for users located in cell edge areas and when fronthaul capacity is
high. We propose a hybrid transmission strategy where users are divided into two parts based
on statistical Channel State Informations (CSIs). The users located in cell center areas are
served by one transmission point with simple coordinated scheduling and those located in
cell edge areas are served with CoMP joint transmission. This proposed hybrid transmission

strategy offers a good trade-off between users’ transmission rates and fronthaul capacity cost.






Résumé

Le réseau d’acces radio centralisé (C-RAN) peut fortement augmenter la capacité des réseaux
mobiles. Cependant, la faisabilité de C-RAN est limitée par le débit considérable engendré
sur les liaisons de transport, appelées également fronthaul. L’ objectif de cette these est
d’améliorer les performances de C-RAN tout en considérant les limitations du débit sur le
frontaul, 1’allocation de ressources et I’ordonnancement des utilisateurs.

Nous étudions d’abord les séparations fonctionnelles possibles entre les tétes radios
distantes (RRH) et les unités de traitement en bande de base (BBU) sur la liaison montante
pour réduire le débit de transmission sur le fronthaul : certaines fonctions de couche basse sont
déplacées du BBU vers les RRH. Nous fournissons une analyse quantitative des améliorations
de performances ainsi obtenues.

Nous nous concentrons ensuite sur la transmission coordonnée Multi-point (CoMP) sur le
lien descendant. CoMP peut améliorer 1’efficacité spectrale mais nécessite une coordination
inter-cellule, ce qui est possible uniquement si une capacité fronthaul élevée est disponible.
Nous comparons des stratégies de transmission avec et sans coordination inter-cellule. Les
résultats de simulation montrent que CoMP doit étre préféré pour les utilisateurs situés
en bordure de cellule et lorsque la capacité du fronthaul est élevée. Nous en déduisons
une stratégie hybride pour laquelle Les utilisateurs sont divisés en deux sous-ensembles en
fonction de la puissance du signal. Les utilisateurs situés dans les zones centrales sont servis
par un seul RRH avec une coordination simple et ceux en bordure de cellule sont servis en
mode CoMP. Cette stratégie hybride constitue un bon compromis entre les débits offerts aux

utilisateurs et les débits sur le fronthaul.
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Chapter 1

Introduction

1.1 Motivation

Mobile data traffic is forecasted by Cisco’s Visual Networking Index (VNI) to increase 7-fold
between 2016 and 2017, reaching 48.3 EB per month by 2021 [1] as shown in Figure 1.1.
Meanwhile, the future 5G system is required to support an increase factor of 10 — 100 times of
the transmission user data rate and 10 — 100 times more devices with low delay (millisecond
level) [6]. Therefore, operators need to invest more to increase the mobile network capacity,
such as building more base stations (BSs).

Recent studies propose a number of techniques to satisfy the data explosion: Heteroge-
neous Networks (HetNets) that mix implementation of macro and micro base stations (small
cells) [7, 8], Massive MIMO [9, 10] that explore spatial diversity and serve several User
Equipments (UEs) simultaneously by a very large number of antennas in the same time-
frequency resource. However, these techniques are all focused on hot spots where the density
of users is high. We would like also to improve the system performance in a macro cellular
network. The inter-cell interference largely limits the data transmission, especially for the
UEs located in the cell edge areas. Advanced algorithms such as Coordinated Multiple-point
(CoMP) have been introduced to manage inter-cell interference. Nevertheless, they need
tight coordination between different cells, which cannot be satisfied by current radio access
network (RAN). Furthermore, the current RAN also faces other great challenges.

At first, the building of more BSs and implementation of the above-mentioned new
techniques result in high cost for mobile operators. Both capital expenditure (CAPEX)
and operating expenditure (OPEX) will largely increase. However, operators will not get a
proportionate increase in revenue. With tough price competition, the overall mobile service
revenue is expected with only 1.5 percent annually growth from 2016 to 2026, in contrast to
a decade ago, with 10-15 percent growth [11]. The Average Revenue Per User (ARPU) is
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Fig. 1.1 Global mobile data traffic growth [1].

not predicted to increase because a typical user expects to pay less for data usage. Operators
are facing the challenges to satisfy the explosion of data usage while reducing the cost.

Secondly, the increasing energy consumption of the current RAN augments both oper-
ators’ OPEX and green gas emission. The worldwide communication systems swallows
up 334 TWh in 2012, counting for 1.5 percent of the total electricity use in the world [12].
The corresponding impact on global warming is not negligible. A major target of future
5G network is to reduce power consumption [13]. Traditional radio access network incurs
enormous energy consumption. In [14], it shows that 72% of the power consumption of
China mobile originates from the Base Stations (BSs).

All in all, a novel RAN architecture that optimizes cost and energy consumption and
benefits network capacity increasing becomes necessary. To address the aforementioned
problems, a promising future mobile network architecture, namely Centralized/Cloud Radio
Access Network (C-RAN), has been introduced by China Mobile Research Institute in April
2010 [5]. Similar ideas have been proposed several years ago in [15]. The letter C in C-RAN
can be interpreted as: Cloud, Centralized processing, Cooperative radio, Collaborative or
Clean.

In Long Term Evolution (LTE), most of eNodeBs (eNBs) contain two main parts: Base-
band Units (BBUs) and Remote Radio Heads (RRHs). C-RAN remotes BBUs from RRHs
and puts them to a BBU pool for centralized processing. The BBU pool connects to the core
network through backhaul, and the optical network connecting the BBU pool and RRHs is
defined as fronthaul. The centralization of BBUs facilitates the cooperation between different

cells. Enormous data exchanging with low delay between different cells becomes possible. It
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enables many advanced algorithms that were hard to implement in traditional RAN, such
as enhanced Inter-cell Interference Coordination (eICIC), CoMP, network coding to name a
few [16]. Furthermore, with clouding and virtualization, the BBUs resources can be easily
managed and dynamically allocated on demand. This brings statistical multiplexing gains,
energy and resource savings, which reduce the cost. C-RAN can be considered as an instance
of Network Function Virtualization [17]. The virtualization of BBU resources can further
facilitate scalability and integration of different services [18]. With BBUs centralized in the
BBU pool, the deployment of remote sites with light RRHs and antennas reduces the cost in
construction and operation and provides flexibility in network upgrades [19]. A quantitative
analysis in [20] shows that C-RAN can lead to a 10% — 15% CAPEX reduction per kilometer
comparing with LTE. It also decreases power consumption as less air conditioners are needed
to be installed in distributed sites. China Mobile Research Institute forecasts that C-RAN
brings 71% powering savings compared with current RAN architecture [5] and ZTE estimates
67% — 80% depending on the number of cells covered by the BBU pool [21]. A reduction of
50% OPEX is predicted in [5].

The potential remarkable benefits of C-RAN motivate both major mobile operators and
equipment vendors regarding it as a competitive realization of mobile network supporting
future 5G soft and green technologies. The advocates include mobile operators such as China
Mobile, Orange, NTT DoCoMo, Telefonica, etc, and equipment vendors such as Huawei,
ZTE, Ericsson, IBM, Nokia, Intel, Texas Instruments, etc [16, 19].

However, the commercial deployment of C-RAN also faces a lot of challenges. A main
drawback of C-RAN is the high fronthaul optical transportation network cost [22, 23]. The
current widely used interface protocol for /Q data transmission between RRHs and BBUs is
Common Public Radio Interface (CPRI) [24]. The estimated /Q data throughput exceeds
10 Gbps for a 3 sector BS with 20 MHz 4 x 4 MIMO configuration [25, 26]. A BBU pool
which is expected to connect 10 — 1000 RRHs [5] will need vast transmission bandwidth in
the fronthaul. The construction cost of optical network is high, e.g. deploying 1 m of optical
fiber in urban environments costs up to 100 dollars [22]. The operators who have free/cheap
fiber network resources will be more interested in C-RAN.

From a system point of view, a good C-RAN architecture should provide high bit rate
with limited cost, in other words, reduced load on the fronthaul. The objective of this thesis is
to maximize the user bit rate while taking into account the fronthaul constraints. Moreover, in
C-RAN, it is complex to realize user scheduling, resource allocation, advanced coordinated
algorithms with centralized BBUs resources and limited fronthaul resources [27]. We also

try to solve this problem in this thesis.
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1.2 Contributions

This thesis is divided into two parts. In the first part, we propose new functional splits schemes
which move part of functions in BBU to RRH in order to reduce fronthaul throughput. As
the functional splits are more complex in uplink than downlink, we focus on C-RAN uplink
in this study. In the second part, we study the application of advanced coordinated algorithms
in C-RAN to improve network capacity. We go deeper into the study of users scheduling
and fronthaul resource allocation. A trade-off between load on the fronthaul and throughput
on the radio channel is aimed to be optimized. The major contributions of this thesis are

summarized as follows.

1.2.1 Performance Analysis of Several Functional Splits in C-RAN Up-
link

Various solutions have been proposed to reduce fronthaul throughput. Fronthaul compression
techniques, such as applying non-linear quantization [5], distributed source coding [28],
compress sensing based compression[29], spatial filtering [30], are the first steps to reduce
fronthaul throughput. Another envisaged solution is to change the functional split between
RRHs and BBUs [31]. But few papers have done quantitative analyses on the impact of
different functional splits.

We propose two new architectures of RRH-BBU functional splits for the C-RAN uplink.
In the proposed architectures, the transmission rate between RRHs and BBUs depends on
the mobile network load, while that of current architecture is constant. The performance of
different functional splits are analyzed quantitatively.

This part of work has been published in VTC 2016 Spring [DLG16b].

1.2.2 Coordinated Transmission Design in C-RAN Downlink with Lim-
ited Fronthaul Capacity

C-RAN facilitates the implementation of CoMP and cooperative resource allocation algo-
rithms. These have the potential to largely improve system throughput. However, their high
complexity and the corresponding heavy fronthaul load may counteract all the benefits. In
this thesis, we study different transmission strategies and resource allocation in a C-RAN
downlink system with RRH power constraints and fronthaul capacity constraints. We firstly
compare different transmission strategies without and with cooperation between different
cells. Then, to improve the performance of distributed MIMO with Zero-forcing, we propose

several low complexity user grouping algorithms. In distributed MIMO, several RRHs serve
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a number of UEs in parallel. At last, a hybrid transmission strategy is proposed, in which

part of UEs are served by only one RRH and the others served by several RRHs.

Comparison of Different Transmission Strategies

At first, we study the maximum throughput of different transmission strategies in a C-
RAN cluster with transmission power constraints and fronthaul capacity constraints. Both
transmission strategies without cooperation and with cooperation between different cells are
considered.

This part of work has been presented in WPMC 2016 [DLG16a].

Improving Zero-Forcing Performance by User Grouping Algorithms

We apply zero-forcing (ZF) for multi-user joint transmission (distributed MIMO) in a C-RAN
downlink system. A number of User Equipments (UEs) located in different cells but in the
same cluster are assigned to be served into different subframes. The performance of ZF
depends on the channel matrix. By appropriately choosing which UEs are served together in
the same time frequency resource, the total transmission rate can be improved. With UE data
and channel state information shared in BBU pool, C-RAN facilitates the centralized user
scheduling. We propose several low complexity user grouping algorithms to maximize the
average achievable sum rate. We firstly study the scenario with unlimited fronthaul capacity.
This part of work has been published in ICC 2017 [DLG17].

Then we extend the work to the scenario with limited fronthaul capacity and with multiple
antennas on the UE and on the RRH.

Hybrid Transmission

CoMP can improve the spectral efficiency but requires also much higher fronthaul capacity
than without coordination. In this paper, we propose a hybrid transmission that divides the
User Equipments (UEs) into two parts: some UEs are served in single RRH mode (limited
coordinated scheduling) whereas the others are served in distributed MIMO mode (CoMP
joint processing). The division is based on the UEs’ statistical Channel State Informations
(CSIs). We also propose a new fronthaul transmission scheme to let the UEs served in
distributed MIMO mode exploit the fronthaul capacity not used for UEs served in single

RRH mode. This largely improves system performance when the fronthaul capacity is low.
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1.3 Outline of The Thesis

The rest of the thesis is organized as follows. We give a survey about RAN architecture
evolution, functional splits between BBU and RRH, and CoMP in Chapter 2. The Perfor-
mances of several functional splits in C-RAN uplink are analyzed in Chapter 3. Then we
focus on the studies of transmission strategies and resource allocation in C-RAN downlink.
The C-RAN downlink transmission model with RRH transmission power constraints and
fronthaul capacity constraints is introduced in Chapter 4. Next, Chapter 5 compares the
maximum throughput of different transmission strategies without and with cooperation be-
tween different cells in a C-RAN cluster. Chapter 6 presents and analyses several proposed
user grouping algorithms which aim to improve the performance of Zero-Forcing. Our
proposed hybrid transmission strategy is discussed in Chapter 7. This thesis in concluded in
Chapter 8 with summarized results and contributions. In this chapter, some possible future

study directions are also presented.



Chapter 2

Evolution towards C-RAN

The RAN deals with all radio-related functionality of the overall mobile network. In this
thesis, we focus on the physical layer. Here, we firstly do a brief presentation of the physical
layer in LTE. Then the evolution of RAN architecture is introduced, from 1/2G RAN to
C-RAN. C-RAN facilitates the implementation of CoMP. Another main part of our work is
to analyze the performance of CoMP in C-RAN downlink with limited fronthaul capacity. In

this chapter, we also do a brief survey on different CoMP algorithms.

2.1 LTE Physical Layer

The physical layer in LTE is responsible for coding, modulation, multi-antenna processing,
physical time-frequency resources mapping, etc. In 3GPP LTE, Orthogonal Frequency-
Division Multiplexing (OFDM) is used as the transmission scheme. In this section, we firstly
present OFDM. Then the duplex schemes are introduced. At last, a brief introduction to the
physical layer transmission chain is done.

2.1.1 OFDM

OFDM divides frequency-selective wideband channel into overlapping but orthogonal narrow-
band subcarriers. As shown in Figure 2.1, a data stream is first separated into N sub-streams
and then modulated to N parallel narrowband subcarriers. Each subcarrier has approxi-
mately 1/N bandwidth of original wideband channel. The transmission on each subcarrier
is narrowband. Thus, each subcarrier is non-frequency-selective. OFDM does not need a
complex time-domain equalization to adapt to severe time varying channel conditions, such

as multi-path channel in an urban area.
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Fig. 2.1 Principle of transmission in OFDM. Source: [2]

In practice, computationally efficient Fast Fourier Transmission is used to implement
OFDM with low-complexity. A block chain of corresponding OFDM modulation in LTE
downlink is shown in Figure 2.2. N users’ modulated symbols ag, ay,... ay,— are blocked
together for transmission. They are extended to size-N with zeros and set as the parallel
inputs to a size-N Inverse Discrete Fourier Transform (IDFT). Then the output symbols
X0, X1,... Xy—1 are converted into a stream of data elements transmitted in time sequence,
x(t), followed by adding cyclic-prefix (CP) and digital to analog (D/A) conversion. At last,
x(t) is shifted to a radio frequency fif, then be transmitted through the antenna. If N equals
to 2" for some integer m, the size-N IDFT can be realized by radix-2 Inverse Fast Fourier

Transform (IFFT) processing.

) X0

a Radio Frequency: fit

Sampling Frequency: f;

Fig. 2.2 OFDM modulation by means of IFFT processing. Source: [3]

The N, symbols ay, ay,... ay,—1 are mapped to N; subcarriers which are called active
subcarriers. Meanwhile, the N — N, zeros are mapped to the subcarriers which are called
guard subcarriers or null subcarriers. The guard/null subcarriers are not used to transmit data.

CP insertion is used in both LTE downlink and uplink for OFDM transmission. This
is to make OFDM insensitive to a time-dispersive channel. We assume the transmission
time for xg, x1,... xy— in Figure 2.2 has a duration of 7, (T, = 1/Af). As illustrated in
Figure 2.3, the last N, symbols of xo, xi,... xy_ are copied and inserted to the front of the
N symbols. This extends the transmission time to 7;, + T¢p. In a multi-path environment, a UE
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Fig. 2.3 Cyclic-prefix insertion. Source: [3]

may receive signals from a BS through different paths. Figure 2.3 depicts a scenario where a
UE receives signals both from a direct path and a reflected path with a time difference of 7.
Only if T < T¢p, after removing CP in the received side, the sum of the signals received from
different paths do not lost the orthogonality between different subcarriers.

OFDM has high Peak-to-Average Ratio (PAPR). A high PAPR may lead to excessive cost,
size and power consumption of the UE Power Amplifier (PA). The power efficiency is of
paramount importance in UEs’ side. To avoid high PAPR, 3GPP selects DFT-spread OFDM
(DFTS OFDM) for LTE uplink. Nevertheless a high PAPR is not a critical drawback on BSs’
side. A multi-user version of OFDM, Orthogonal Frequency-Division Multiplexing Access
(OFDMA) is selected for LTE downlink. OFDMA and DFTS OFDM will be presented

individually in the following.

OFDMA

OFDMA is based on OFDM. In OFDM, it is assumed that one UE receives data on all the
subcarriers when the UE is served. OFDMA distributes the active subcarriers to different
UEs at the same time. In LTE downlink, Time Division Multiple Access (TDMA) is also
used in combination with OFDMA. The subcarriers and time resources are grouped into
blocks. Each block corresponds to a group of subcarriers during a specific duration of time
(1 ms in LTE). Each UE is allocated with one or several these resource blocks for serving.

Figure 2.4 shows such a strategy as used in LTE.
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Fig. 2.4 Example of resource allocation in LTE.

DFT-Spread OFDM

DFTS-OFDM can be seen as a normal OFDM with a DFT-based precoding. A simple
DFTS-OFDM signal generation block chain is illustrated in Figure 2.5. Different from
OFDMA, the size-M symbols ag, ay,... ay—1 intended to a UE are firstly preformed with
a size-M DFT, and then be set as the inputs of the size-N IDFT to be mapped to different
subcarriers. M is smaller than N and equals to 2" for some integer m. The rest of the unused
inputs to the IDFT block are set to 0.

The DFT operation gives the output x(z) “single-carrier” properties, which refers to low
power variations, low PAPR [32]. The bandwidth of x(z) depends on M. Similar to OFDMA,
the time-frequency resources are also divided into blocks and can be allocated to multiple
UEs. A more detailed DFTS-OFDM transmission scheme will be presented in Chapter 3.

i
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Fig. 2.5 DFTS-OFDM signal generation. Source: [3]
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2.1.2 LTE Numerology

In LTE, the subcarrier spacing is Af = 15 kHz.The number of subcarriers N ranges from 128
to 2048, depending on channel bandwidth.

Figure 2.6 depicts a basic time-frequency resource structure of LTE with 72 subcarriers.
The period of one time slot is 0.5 ms, corresponding to 7 OFDMA/DFTS-OFDM symbol
intervals for normal CP duration and 6 for extended CP duration. Two time slots make a
subframe and 10 subframes form one radio frame. A Resource Element (RE) is the smallest
defined unit. It consists of one subcarrier during one OFDMA/DFTS-OFDM symbol interval.

The Physical Resource Block (PRB) is the smallest chunk of data transmitted in LTE
data transmission. Each PRB is composed of 12 subcarriers along one time slot, which
results a bandwidth of 15 kHz x12 = 180 kHz for each PRB. When a normal CP is used,
12 x7 = 84 REs form a PRB. When an extended CP is applied,the number of REs in a PRB is
12 x 6 = 72. The number of active subcarriers which are used to transmit data, N, = 12 - Nrg,
where Nrp is the number of PRBs. During one time slot, one RB is distributed to one single
User Equipment (UE) while one UE can be allocated with several PRBs.

Table 2.1 Subcarriers configuration in LTE with different bandwidths.

Channel | Number Number . Total Number | minimum .

. of dis- Sampling
band- of dis- tributabl number of guard | percentage i N f
width tributable actil\l/ea © of subcar- | subcarri- | of null (1\;%;; Y s
(MHz) PRBs . riers ers subcarriers

subcarriers

1.4 6 72 128 56 43.75% 1.92
3.5 12 144 256 112 43.75% 3.84
5 25 300 512 212 41.41% 7.68
10 50 600 1024 424 41.41% 15.36
15 75 900 1536 636 41.41% 23.04
20 100 1200 2048 848 41.41% 30.72

We use Ny to denote the total number of OFDM symbols (including CP) during
one subframe. Without oversampling, the sampling frequency for the OFDM symbols
is fs = Niota1/(1ms). For example, Ny = 30720 for a LTE configuration with 20 MHz
bandwidth. Then we get f; = 30.72 MHz.

A summary of the subcarriers configuration in LTE with different bandwidths is shown
in Table 2.1. The corresponding sampling frequencies are also noted. The value of the
minimum percentage of null subcarriers is obtained in the case when all the active subcarriers

are occupied.
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Fig. 2.6 Basic time-frequency resource structure of LTE. Source: [2]



2.1 LTE Physical Layer 13

2.1.3 Duplex Schemes

LTE supports both Frequency Division Duplex (FDD) and Time Division Duplex (TDD)
[33]. As shown in Figure 2.7, downlink and uplink transmission are divided in frequency
domain for FDD mode while in time domain for TDD mode. In FDD, two different carrier
frequencies are used, one for uplink transmission (fyr) and the other one for downlink
transmission (fpr). In TDD, uplink and downlink transmission take place in the same

frequency band, but in non-overlapping time slots.

frequency frequency
foL
fUL+DL
fu,

time time

TDD FDD

Fig. 2.7 Frequency- and time-division duplex. Source: [3]

2.1.4 Physical layer transmission chain

LTE physical layer translates data into reliable signals for the transmission between eNodeBs
and UEs in the radio interface. To be more immune to transmission errors, the data from a
higher layer are usually encoded with Cyclic Redundancy Check (CRC) code at first and then
channel coded (e.g. Turbo Code). Further processing after channel coding in LTE downlink is
illustrated in Figure 2.8. After being scrambled, the coded data are modulated with different
modulation schemes which could be QPSK, 16 QAM, 64 QAM etc. Different modulation
schemes can be applied for different subcarriers. Next, the modulated data are mapped to
different layers and then precoded to be transmitted in different antennas. The “RE mapper”
block maps the data to different PRBs. At last, the “OFDM signal generation” blocks convert
data to OFDM signals for transmission. In uplink, the physical layer has similar basic
structure. The “OFDM signal generation” blocks have to be replaced by “DFTS-OFDM
signal generation”.
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Fig. 2.8 General signal structure for LTE downlink. Source: [2]

2.2 Evolution of RAN Architecture

A mobile network covers an area which is divided into cells. Users located in a cell are served
by the corresponding Base Station (BS). The changes of the integration and separation of the
functions reflect the evolution of BS architecture. In current deployed LTE RAN architecture,
both radio functionalities and baseband processing are all implemented in remote sites, which
are called eNodeBs (eNBs). The path towards C-RAN usually are divided into two steps.
In the first step, the baseband processing resources of different different remote sites are
centralized. In the second step, the centralized baseband processing resources are virtualized

and cloudified. This evolution will be introduced in the following.

2.2.1 Functions in a Base Station

In general, the main functions of a BS can be divided into 3 parts: radio functionalities,
baseband processing and upper layers.

* The radio functionalities include radio-frequency (RF) application, power amplification,
etc. These mainly serve the signal frequency shifting between radio frequency and

baseband.

* The baseband processing corresponds to the functions in physical layer: coding,
modulation, physical time-frequency resources mapping, etc (see Section 2.1).

* In LTE, the upper layers refer to Medium Access Control (MAC), Radio Link Control
(RLC), Packet Data Convergence Control (PDCP) and Radio Resource Control (RRC).

2.2.2 Old Architecture of Base Station

In the old BS architecture, all the functions are integrated into one technical shelter and
constitute the BS. The shelter is usually located at the bottom of the tower (see Figure 2.9).
The antennas are installed at the top of the tower, and connect to the BS by coaxial cables.
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Fig. 2.9 Old architecture of BS.

Due to the high losses of the coaxial cables, there is a constraint on the distance between
the BS and the antennas. This architecture is implemented in 1G, 2G and part of 3G mobile
network.

2.2.3 RRH-BBU Concept

When the 3G mobile network was being deployed, a new architecture of BS was introduced.
In the new architecture, the radio functionalities are integrated in Remote Radio Heads
(RRHs). Meanwhile, the baseband processing and upper layers are implemented in Baseband
Unit (BBU). One RRH connects to one BBU by optical fiber (mainly), cable, or microwave.
This RRH-BBU concept BS architecture is applied in the 3G and 4G mobile network.

An example of the RRH-BBU concept BS architecture is illustrated in Figure 2.10. There
are three RRHs serving three different cells corresponding to a 3-sector cellular network. The
RRHs are installed near the antennas and connected with coaxial cables. The three RRHs
are connected to BBU by Optical fiber (mainly). Usually, there are three BBUs installed
together, and each serves one RRH.

Figure 2.11 illustrates a simple 4G LTE RAN architecture. The BBUs are connected to
the core network through S1 links. The transport network that connects the core network and
remote sites are defined as backhaul. The BBUs of different cells can communicate to each
other by the X2 interface.
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Fig. 2.11 LTE radio access network architecture.
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Compared with the old BS architecture, the distance between the RF application module
and the antennas is reduced in the RRH-BBU concept. With a shorter coaxial cable, the link

budget is improved.

2.2.4 Fronthaul and Required Bit Rate

The connections between between RRHs and BBUs are called fronthaul. The current widely
used interface protocol for the data transmission in fronthaul is Common Public Radio
Interface (CPRI) [24]. As a constant-bit-rate bidirectional protocol, CPRI requires accurate
synchronization and strict latency control. Open Base Station Architecture Initiative (OBSAI)
[34] was developed to be a main competing protocol of CPRI. However, it is not widely used.
Thus, we take the CPRI case and do the calculation of the required bit rates in the fronthaul.
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Fig. 2.12 The CPRI interface protocol for /Q data transmission from BBU to RRH in LTE
downlink.

The CPRI interface brings enormous overhead to the transmitted data. An example of
data transmission from BBU to RRH in LTE downlink applying CPRI is shown in Figure 2.12.
The outputs of the block “IFFT” and “adding CP” correspond to OFDM symbols which
are complex and analog. The in-phase (/) components and quadrature (Q) components of
the analog symbols are sampled with a sampling frequency f;, separately. The number of
quantization bits for each sample is denoted by Q4. Thus the data transmission rate from one
BBU to one RRH is given as

Dpr, =2 X fs X Qq X Nta (2.1)

where Nty is the number of antennas equipped by the RRH and the factor 2 results from
that both 7 and Q signals are quantized and transmitted.
In CPRI, the digitized data are added with extra overheads before being transmitted to

RRH:
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* one word is added to every 15 data words for control and management [35].

* the digitized data are expanded by 10/8 when 8B/10B Forward Error Correction (FEC)
code is applied. In the CPRI specification, 64B/66B FEC is also an option.

Table 2.2 Subcarriers configuration in LTE with different bandwidths.

5 MHz band-| 10 MHz band-| 20 MHz band-| 20 MHz band-
width 2x2 | width 2x2 | width 2x2 | width 4x4
MIMO MIMO MIMO MIMO

LTE downlink
configuration

Fronthaul rate

(Gbits/s) 0.65 1.3 2.6 5.2

Taking into account the CPRI overheads, the data transmission rate from one BBU to one
RRH in (2.1) is changed to
16

10
DDL:ZstquxExngTA. (2.2)

We set O, = 16. Derived from (2.2) and the last column of Table 2.1, the transmission
rates from one BBU to one RRH in different LTE downlink configurations are illustrated
in Table 2.2. We can observe that the fronthaul bit rate requirement is huge. The downlink
maximum user transmission rate in the radio interface for an LTE configuration with 20 MHz
bandwith and 4 x4 MIMO is 300 Mbits/s. However, the corresponding required fronthaul bit
rate is 5.2 Gbits/s. An LTE network does not always work with full capacity. Assuming a
100 Mbits/s average transmission rate, the required fronthaul bit rate is more than 50 times

of the data transmission rate in the radio interface.

2.2.5 Centralized RAN Architecture

The first step towards C-RAN is to move BBUs away from RRHs and centralize them in a
BBU pool. This makes a centralized RAN as shown in Figure 2.13. A general Centralized-
RAN architecture consists of three main parts: 1) a BBU pool with centralized BBUs, 2)
RRHs and antennas located at the remote sites, 3) a transport network which provides a

connection between BBU pool and RRHs.
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Fig. 2.13 Centralized RAN.

Benefits of Centralized RAN

The centralization of BBUs largely improves the capacity of information exchange between
different cells and the delay is also much reduced. This facilitates the implementation of
CoMP and other collaborative resource allocation and transmission algorithms.

BBU pool is equipped with a set of "soft" BBU nodes. A BBU is associated to a
dedicated RRH or a set of RRHs depending on real-time conditions. All RRHs may connect
to a switcher/central device which can flexibly assign the BBU resources to each RRH. This
brings advantages in energy saving as explained below.

The density of users in a certain area varies during different periods of a day. People
works in an industrial area and goes back to a residential area in the evening. As shown
in Figure 2.14, the traffic density is lower during daytime in a residential area, but higher
in an industrial area. This is called the tidal effect of users. The current RAN architecture
works in an inefficient way in such a nonuniform data traffic scenario. A BBU’s capacity is
dimensioned to satisfy the peak load time of a cell. Lots of BBU resources are wasted during
off-peak load time. Thanks to the centralization of BBUs to BBU pool in C-RAN, the overall
utilization rate of the equipments can be improved. The BBU resources can be allocated on
demand [36] . It is supposed that less BBU resources are needed in BBU pool than the sum
of BBU resources in current BSs. Thus, a statistical multiplexing gain can be achieved. In
[37], they have proposed semi-static and adaptive BBU-RRH switching schemes for C-RAN.
From the analysis in the Tokyo metropolitan area, the needed number of BBUs is only 25%
of that using traditional RAN architecture.
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Fig. 2.14 Tidal effect in residential and industrial area. Source: [5].

Fronthaul Compression

The Transport networks connects the RRHs to the BBUs pool. We also call it the fronthaul
links in C-RAN. Different technologies, like dark fibre, fibre transport networks or microwave
transmission, can be applied depending on the scenarios.

As shown in Table 2.2, with a LTE 20 MHz bandwidth and 4 x4 MIMO configuration,
the fronthaul link applying CPRI beween one BBU and one single RRH requires 5.2 Gbits/s
transmission rate. However, a BBU pool is supposed to connect tens to hundreds RRHs.
The fronthaul rate would be enormous. Furthermore, in future 5G network, higher data
rates to UEs are predicted, which results in envisioned heavier fronthaul burden. The high
bandwidth needed in the fronthaul transport network is a bottleneck of C-RAN. It is important
to reduce the fronthaul flow in order to realize C-RAN. The raw /Q samples transmitted
between RRHs and BBUs consume too much bandwidth of the transport network. Thus,
an efficient compression scheme is needed for the transmission over capacity-constrained
transport network between RRHs and BBUs. Several solutions have been proposed in [5],
such as reducing signal sampling rate, applying non-linear quantization, frequency subcarrier
compression and /Q data compression. A chosen compression scheme can mix several
aforementioned techniques. It is a trade-off between achievable compression ratio, power
consumption, design complexity, introduced latency and signal distortion [16].
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Reducing signal sampling rate improves compression up to 66% with some performance
degradation [5]. Mature non-linear quantization algorithm are available to bring up to 50%
compression efficiency. Digital Automatic Gain Control (DAGC) can be used for /Q data
compression by reducing the transmitted signal’s dynamic range.

In [38], a CPRI compression algorithm for LTE system is introduced. It’s realised by
eliminating redundant spectrum bandwidth, performing block scaling and applying non-linear
quantizer. The impact of the algorithm to the original data with different compression ratio
is analysed. The error vector magnitude (EVM) is less than 1%, when the compression
ratio is 2:1, while it has a significant increase in the case of high compression ratio. Similar
compression scheme is used in [39]. A drop of 83% transmission data rate is achieved while
keeping EVM below 8% (3GPP requirement for 64 QAM).

An alternative method to reduce fronthaul data flow is to move part of functions in BBU
to RRH. It is studied in Chapter 3.

2.2.6 Cloud RAN Architecture

Transport network
(Fronthaul)

VM: Virtual Machine

Core
Network

Virtual BBU
pool

Coaxial cable Q0 Fiber

Fig. 2.15 Cloud RAN.

In a high level of view, Cloud-RAN can be seen as an instance of network function virtu-
alization (NFV) techniques [17]. All the baseband resources are virtualized and cloudified in
BBU pool. Figure 2.15 depicts an architecture of Cloud-RAN. The BBU pool is virtualized
with a number of virtual machines (VMs). When needed, one VM can be built and act as
a BBU instance to serve one or a couple of RRHs. The resource cloudification facilitates
the dynamic allocation of BBU resources. A virtual BBU pool further eases scalability, cost
reduction and integration of different services. The virtualization and cloudification are out
of the scope of this thesis. The relative details can be found in [14, 16, 17].
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2.3 Cells Coordination

In mobile networks, transmissions on the same time-frequency resource interfere with each
other. Modern mobile-broadband system Long Term Evolution (LTE) has opted for a reuse
factor 1 to maximize the data rates for users close to the Base Station (BS). This increases the
chance of facing low signal-to-interference ratios (SIR), especially in the cell edge area. The
overall system efficiency and UE fairness can be improved if the interference from adjacent
cells can be avoided. This can be done by coordination between different cells. Initial
activities related to coordination between different cells are done by introducing Inter-cell
Interference Coordination (ICIC) in LTE release 8. CoMP is a more advanced way of dealing
with Inter-Cell Interference (ICI). The 3GPP activities on LTE release 10 firstly discussed
CoMP and the main related features are introduced in LTE release 11 [40]. Both of ICIC and
CoMP will be introduced in the following.

2.3.1 Inter-cell Interference Coordination

In Inter-cell Interference Coordination (ICIC), a UE can report back to its serving eNodeB
(eNB) if it suffers strong interference on certain sub-carriers. Then, the eNB communicates
with neighboring eNBs through X2 interface. The neighboring eNBs would try not to
schedule their serving cell-edge UEs on these sub-carriers. ICIC carries out a reconfiguration
on a time-scale of the order of seconds or longer. This is to make it slow enough permitting
eNBs exchange signaling through X2 interface.

2.3.2 Different Downlink CoMP Technologies

The basic idea of Coordinated Multi-point (CoMP) is to jointly avoid ICI or turn ICI into a
useful signal through more tight and dynamic coordination between different cells.

In this thesis, we focus on the downlink CoMP aspects in a macro cellular network. One
RRH covers a macro cell. We define a number of cooperative RRHs as a cluster of RRHs.
The cluster of RRHs jointly serve the UEs located in the corresponding macro cell applying
with CoMP algotithms. Here, we do a brief introduction to different downlink CoMP types
and different transmission schemes from BBU pool to RRHs in a C-RAN applying CoMP.

The downlink CoMP strategies can be generally divided into three different types: dy-
namic point selection (DPS), coordinated scheduling/beamforming (CB/CS) and joint trans-

mission (JT) [41, 42]. The three types will be separately presented in the following.
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Dynamic Point Selection

Dynamic point selection (DPS) is the first category of downlink CoMP techniques [43]. It
can be seen as an extension of ICIC. In DPS, a UE has the opportunity to reselect its serving
RRH out of a cluster of cooperative RRHs. The UE reports the index of its preferred RRH to
BBU pool. Then, the RRH which has the largest measured SINR will be selected for serving.
In the meantime, the corresponding CSIs may also be reported back to RRH or BBU pool
for possible MIMO transmission. ICIC does reconfiguration every several seconds or longer.
However, the serving RRH in DPS may dynamically change from one subframe to another.
The BBU pool mutes the other RRHs in the cluster for the time frequency resource that this
UE uses. Different from ICIC, the data of the UE have to be available in each RRH of the
cluster.

Dynamic
selection _

subframe: : | : 5 : 3i4 : 5 : 6f 758 ig : . used RRH 1 subframe
RRH 1: .-D.D-DDD e B used RRH 2 subframe
RRH 2: EDEDE.:DE-ED:-:.E.E Ty I:] muted subframe

»
>

Fig. 2.16 A simple example of dynamic point selection with two cooperative RRHs.

A simple example of DPS is shown in Figure 2.16, in which two RRHs transmit signals
alternatively to one UE. We assume that the UE gets higher SINR from RRH 1 than from
RRH 2 during subframe 1, 2, 4 and 6. The UE is served by RRH 1 and RRH 2 is muted
on the corresponding frequency resources during these subframes, and vice versa during
subframe 3, 5, 7, 8 and 9.

Coordinated Scheduling/Coordinated Beamforming

In Coordinated Scheduling/Coordinated Beamforming (CB/CS), each RRH only serves the
UE:s in its own cell. The CSIs from all the RRHs in the cluster to all their served UEs are
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available in the BBU pool. The BBU pool decides the UEs scheduling [44] and beamforming
and power allocation [45—47] to minimize the overall interference to the UEs served by a
cluster of RRHs [48]. Based on the CSIs of all the UEs served by the cluster of RRHs, the
BBU pool can select out the set of UEs which construct the best channel condition [49]. This
set of UEs are served at the same time to improve system performance [50]. The transmission
beams of different RRHs can also be generated in a coordinated way [51-53]. The above
mentioned UEs scheduling and beams selection manages to reduce the overall interference.

In general, CS requires less synchronization between different RRHs than CB.

(a) Without CS/CB (b) With CS/CB

Fig. 2.17 A simple example of cooperative scheduling/cooperative beamforming with two
cooperative RRHs.

A simple example of CS/CB is illustrated in Figure 2.17, in which two RRHs transmit
signals to two UEs separately. As shown in Figure 2.17 (a), there is beam collision if UE 1 is
served by RRH 1 and UE 2 is served by RRH 2 in the same time-frequency resource. Instead
of muting one RRH as in ICIC, we can let RRH 2 do a beamforming towards UE 3 as shown
in Figure 2.17 (b). In this way, both UE 1 and 3 get small interference from neighboring cell.
UE 2 can be served in other time-frequency resources.

Joint Transmission

In CB/CS and DPS, each UE is served by only one RRH. However, in Joint Transmission
(JT), each UE is served by all the RRHs in a cluster. The data to be transmitted is available
to each RRH in the cluster. In this scenario, several RRHs jointly transmit to one UE or
several UEs in the same time frequency resource. We define the case where one UE is served
as single user Joint Transmission (SU-JT) and the case where several UEs are served as
distributed MIMO (D-MIMO). In D-MIMO, MU-MIMO techniques are applied. In the
following, we firstly discuss JT then D-MIMO.
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Fig. 2.18 A simple example of Joint Transmission with two cooperative RRHs.

A simple example of SU-JT is illustrated in Figure 2.18, in which two RRHs transmit
signals to the same UE. Different from CB/CS and DPS, the interference from neighboring
cells are not simply reduced or eliminated, but turned into useful signal to the UE. However,
SU-JT takes up the resources of several RRHs to serve only one UE. This is not suitable for

a high loaded network.

UE
RRH 1 RRH 2

Fig. 2.19 A simple example of distributed MIMO with two cooperative RRHs.

To further increase system capacity, we can expand SU-JT to D-MIMO which combines
SU-JT and MU-MIMO. A simple example of D-MIMO is illustrated in Figure 2.19, in which
two RRHs transmit signals to two UEs in parallel.

Another categorization distinguishes JT into non-coherent JT and coherent JT, depending
on whether the transmission is non-coherent or coherent [54]. Downlink coherent trans-
mission are based on CSIs feedback to BBU pool, while CSIs are not used in downlink
non-coherent transmission. Non-coherent JT can use open-loop MIMO techniques like cyclic
delay diversity (CDD) or Space Time/Frequency block coded (STBC/SFBC) schemes to
exploit diversity gain and also increase total transmit power to the served UEs [55-57]. On
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the other hand, with shared CSIs, coherent JT can apply closed-loop MIMO techniques, such
as Zero-Forcing (ZF), minimum mean square error (MMSE), dirty paper coding (DPC), etc
[58]. This provides coherent JT theoretically a high gain over non-coherent JT as compared
in [59]. However, coherent JT requires tighter RRHs synchronization than non-coherent JT.
The needing for full CSIs available in BBU pool also makes coherent JT more complex than
non-coherent JT.

Compared with CB/CS and DPS, coherent JT needs a tighter synchronization between
different RRHs. Nevertheless, coherent JT can explore more degree of diversity than CB/CS
and DPS to improve system throughput.

Different CoMP downlink algorithms for a cluster of cooperative RRHs are summarized
in Table 2.3.

Table 2.3 A summary of CoMP downlink algorithms.

Downlink dynamic . coordinated | non-coherent | coherent
. coordinated . .
CoMP algo- || point selec- . beamform- joint  trans- | joint trans-
. . scheduling . . .
rithms tion ing mission mission
Non-
Acronym DPS CS CB coherent Coherent JT
JT
all data avail- ialslzi ZI;Z i;:l?}i ZZZ all data avail- | all data avail-
User data able in each for its serv- | for its serv- able in each | able in each
RRH ing UEs ing UEs RRH RRH
CSIs available e e e o e
in BBU pool y y y y
0.05 ppm | 0.05 ppm
Sychonization || 0.05  ppm frequency frequency 0.02 ppm fre-
. and 3 wus|and 3 us
requirements || frequency .. . . quency and
. timing ac- | timing ac-| 5 Us timing )
between and 3 us tim- 0.5 us tim-
. . curacy [16]; | curacy [16]; | accuracy [60] | .
different ing accuracy | o "l 0115 s fime ing accuracy
RRHs [16] # e [16]
accuracy ing accuracy
[60] [60]

2.3.3 Transmission Schemes from BBU Pool to RRHs

In recent studies, in downlink, two main strategies of forwarding signals from BBU pool to
RRHs to realize CoMP are proposed: data-sharing strategy and compression-based strategy

[61]. The two transmission schemes and their comparison are introduced in the following.
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Data-sharing

In data-sharing strategy, the channel state informations (CSIs) from all RRHs in a cluster
to each served UEs are available in each RRH in the cluster. The user data flow of a given
UE is transmitted to the corresponding RRH by the BBU pool. The beamformed signals are
locally generated in each RRH.

For CB/CS, an RRH only needs the user flow data of its served UEs. By contrast, all the
user flow data of the UEs served by the cluster of RRHs need to be available at each RRH.

Thus, JT consumes much more fronthaul capacity than CB/CS in data-sharing strategy.

Compression based

We will introduce both Compression after precoding and compression before precoding. But
only compression after precoding is applied in this thesis.

In compression-based strategy, each RRH collects only the CSIs from itself to all the
served UEs and forwards them to the BBU pool. The joint processing is done in the BBU
pool, e.g. the precoding matrices are calculated in the BBU pool [62]. The compression-
based strategy can be further divided to two sub-strategies: compression-after-precoding
(CAP) and compression-before-precoding (CBP) [62]. In CAP (studied in [62]), the user flow
data are firstly precoded in BBU pool then quantized before transmitted to the corresponding
RRHs. In CBP (studied in [62—64]), the user flow data and quantized precoding matrices are
transmitted to the corresponding RRHs and then the user flow data are precoded in RRHs. A
RRH only need the user flow data of its served UEs in CB/CS, while the user flow data of all
the UEs served by the cluster of RRHs in JT. Furthermore, BBU pool transmits a smaller
precoding matrix to each RRH in CB/CS than in JT. Therefore, JT consumes much more
fronthaul capacity than CB/CS in CBP, however not significant in CAP.

A simple example of CAP and CBP where 3 UEs are jointly served by 3 RRHs applying D-
MIMO is shown in Figure 2.20. For CAP, BBU pool need to transmit quantized corresponding
precoded signals to different RRHs. On the contrary, for CBP as illustrated in Figure 2.21, all
discrete user data of UE 1, 2 and 3 together with corresponding quantized precoding matrix
will be transmitted from BBU pool to different RRHs.

CBP consumes less fronthaul capacity than CAP in CB, however not in JT. Furthermore,
when the size of a cluster is large, CBP consume more fronthaul capacity than CAP in JT. In
this thesis, we focus on JT instead of CB. Thus, CAP is chosen as the transmission scheme
from the BBU pool to RRHs for CoOMP in this thesis.



28 Evolution towards C-RAN

Instantaneous

channel gains wep> fronthaul

1
1
1
1
.
' Discrete Quantized signals to RRH 1
1 symbols —> > | RrRH
' toUE1 Q . 1
1 ]
]
: Discrete ' Quantized signals to RRH 2
1
v symbols —| Precoding Q 7 > RRH 2
1 toUE2 :
1
1 1
. ]
. Discrete ' Quantized signals to RRH 3
1 symbols —» > Q - - |RRH 3
1 to UE 3 :
1
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Comparison of the Two Transmission Schemes

Despite the introduction of extra quantization noise, compression-based strategy is more
practical than data-sharing strategy in C-RAN. At first, the RRH should be as light as possible
in C-RAN to reduce cost. The joint processing is too complex to be done in RRHs. Secondly,
the CSIs from all RRHs in a cluster to their served UEs should be available in each RRH.
This costs too much resources.

For a traditional transmission strategy without applying CoMP (non-CoMP), each RRH
only serves the UEs in its cell and no complex cooperation exists between different RRHs.
An RRH only needs to collect the CSIs from itself to its serving UEs and the precoding can
also be done locally in the RRH by applying simple linear precoding algorithm. In this way,
BBU pool only needs to transmit the user flow data of the UEs served by this RRH to it.






Chapter 3

Performance Analysis of Several
Functional Splits in C-RAN

3.1 Introduction

In a C-RAN architecture where all baseband processing functions in traditional BBU are put
into BBU pool, the burden on fronthaul is high. Several solutions have been proposed in
[5], such as reducing signal sampling rate, applying non-linear quantization, frequency sub-
carrier compression and /Q data compression. Another envisioned method to reduce the data
throughput between RRHs and BBUs is to change the current functional split architecture
between RRH and BBU [31]. Part of baseband processing functions in BBU are moved to
RRH. This will largely reduce the overheads of the signal transmitted through fronthaul.

This chapter investigates on the performance of different functional splits with a mathe-
matical model. Two new functional split architectures are proposed, which move part of the
functions in the physical layer of LTE transmission system from BBU to RRH.

For the downlink, the base station is concerned by the transmission side. The baseband
signal is defined in a finite set of discrete symbols. Developing compression scheme is easy
as illustrated in Figure 2.21 of Section 2.3.3. For the uplink, the base station is concerned by
the receiver side. As the signal received is affected by noise, it is fundamentally analog. The
analog received signal should be quantized before being transmitted from the RRH to the
BBU. The quantization has an impact both on the quality of the reception and the throughput
between the RRH and the BBU. Therefore, we focus on LTE uplink in this chapter. This
work has been published in [DLG16b].

This chapter is organized as follows. In Section 3.2, we firstly give a state of the art about
functional splits between RRHs and BBUs. In Section 3.3, the Discrete Fourier Transform
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Spread Orthogonal Frequency-Division Multiplexing (DFTS-OFDM) transmission system
in LTE uplink is briefly introduced. The current and proposed functional split architectures
between RRH and BBU are modeled and presented in Section 3.4. The algorithms applied
and numerical configurations in the simulation for numerical estimation of the distortion are
proposed in Section 3.5. The simulation results are shown in Section 3.6. At last, this chapter

is concluded in Section 3.7.

3.2 State of the Art

To reduce the throughput on the fronthaul, some baseband functionalities at the physical
layer can be moved from the BBU pool to the RRHs (functional splits in the uppers layers
are beyond the scope of this thesis). The fronthaul transmission rates, advantages and
disadvantages have been discussed in [5, 19, 22, 31, 65]. With more functionalities in the
RRHs, it requires more storage and larger calculation capacity available in the remote sites.
The multiplexing gain in energy consumption will be reduced. In the same time, this also
lowers the coordination level between different cells.

The authors of [22, 31] studied the implementation of the FFT/IFFT blocks in the RRHs.
They found that this can bring 40% reduction of the fronthaul bit rate when combined with
the omission of guard carriers and of the cyclic prefix (CP). These studies are based on very
simple models that consider a given bit rate budget for each layer.

In [66], a further reduction of fronthaul bit rate is obtained by moving resource demapping
for the uplink and resource mapping for the downlink from the BBU pool to the RRHs.
The fronthaul bit rate becomes user-traffic dependent. Only the occupied resource blocks
need to be transmitted on the fronthaul. This allows the system to exploit the statistical
multiplexing gain based on the real time traffic. Furthermore, different physical channels
can be distinguished. The authors of [67] applied higher quantization resolution to channels
carrying higher-order modulation and lower quantization resolution to channels carrying
lower-order modulation. In [68], the authors gave quantitative analysis of multiplexing gains
of traffic-dependent C-RAN functional splits. They conclude that the implementation of such
functional splits is much beneficial when the traffic is variable bit rate, has low load or is
bursty. The requirements on the fronthaul link can be largely relaxed.

All the above studies did not consider the impact of the splits on the overall signal
quality. Our objective is to analyse the fronthaul bit rate of different functional splits while

maintaining the same quality expressed with the error vector magnitude (EVM).
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Fig. 3.1 Localized DFTS-OFDM transmitter.

3.3 Overview of DFTS OFDM Transmission System

LTE uplink transmission is based on DFTS-OFDM rather than Orthogonal Frequency-
Division Multiplexing Access (OFDMA), which is used for LTE downlink transmission.
OFDMAA is less power efficient than DFTS-OFDM due to its high Peak to Average Power
Ratio (PAPR) [69]. The lower PAPR feature of DFTS-OFDM greatly benefits the User
Equipment (UE) in terms of transmit power efficiency and reduced cost of the power amplifier.
Time Division Duplex (TDD) and Frequency Division Duplex (FDD) are both supported in
LTE with flexible bandwidth i.e. 1.4, 3, 5, 10, 15, 20 MHz. Modulation schemes QPSK, 16
QAM, 64 QAM etc can be adapted.

3.3.1 Transmitter

Let us consider a transmitter i of a DFTS-OFDM system. It converts input bit stream signal
to a set of modulated sub-carriers. It uses M; sub-carriers over a total of N sub-carriers.
The related signal processing operations are shown in Figure 3.1. A set of input data bits is
firstly collected and then modulated by using QPSK, 16 QAM or 64 QAM, which results
in a complex vector a' = {af),a’i , ...,afwi_l} with dimension M;. After an M;-point unitary
Discrete Fourier Transform (DFT), the output complex row vector A’ = {A§,A},..., A}, |}
is obtained.

Then A’ is mapped to a group of M; adjacent sub-carriers of X'. The remaining sub-

carriers of X' are allocated with zeros. The aforementioned mapping is called localized
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sub-carrier mapping. Next, a DFTS-OFDM symbol x’ = {xé,x’i, ...,x}vf | } is generated by
performing an N-point unitary inverse DFT to X'.

To combat multi-path fading, a Cyclic Prefix (CP) is added at the beginning of each
symbol x’ (see Section 2.1 in Chapter 2). A CP is created by copying the last L samples of
symbol x':

Xf:p:{x}.va,...,x}.V_l,xf),x'i,...,xﬁv_l}. (3.1)

After a parallel-to-serial operation, xép is converted to analog signal and modulated to radio

frequency, then finally transmitted.

The average symbol energy is defined as

E,= E(|a}|?), (3.2)
where [E denotes expectation.
For a given transmission (i.e. a transmission of a random symbol sequence {aé, a’i , ...,aﬁl_l b,
the energy of a’, A’ and X' is then
( . o M—1
E(a')= E(a'(a)") = ¥ E(la/*)
n=0
. Lo —1 .
E(A) = E(A'(A)Y) = L E(|4,) (3.3)
n=0
E(X) = E(x()) = £ E(x)
\ n=

3.3.2 White gaussian noise channel model

(White Gaussian Noise)

n

ok
@

Transmitter i Receiver

X Yep

Fig. 3.2 Model of adding white gaussian noise in the transmission channel between transmitter
i and receiver.
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Fig. 3.3 Localized DFTS-OFDM receiver.

We model the transmission channel with noise between transmitter i and receiver by

adding white gaussian noise as shown in Figure 3.2. The white gaussian noise is given by

(o}
n=—(ni+jxXng), 34
\/5( 1+Jjxngq) (3.4)
where j> = —1, both nj and ng follow a standard normal distribution and o is the standard

deviation of the adding white gaussian noise.
The variance of the adding white gaussian noise is

Eg
62 = E,x 10 %)as/1° (3.5)

where Ej is the defined average symbol energy mentioned in Subsection 3.3.1, and Ny is the
double-sided power spectral density of the white gaussian noise.
The received symbols y ., = xép +n.

3.3.3 Receiver

Figure 3.3 includes a block diagram of a DFTS-OFDM receiver for the recovery of signals
transmitted from multiple transmitters. The signal processing process is inverse to that of
the aforementioned transmitter. The sub-carriers distributed to Transmitter j are selected out
by the Sub-carrier Demapping block. The signal corresponding to Transmitter j is denoted

by B/. A frequency-domain-equalization (FDE) can be performed after the Sub-carrier
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Fig. 3.4 Method 1 of functional split between RRH and BBU (used in CPRI).

Demapping to combat frequency-selective fading and phase distortion. We do not consider
equalization in this work.

3.4 Different Functional Splits

3.4.1 Current Functional Split Between RRH and BBU

A model of receiver applying typical functional split is shown in Figure 3.4, which we denote
as Method 1. A Qq-bits linear quantization is applied to both the real part and the imaginary
part of y., separately before it is transmitted from RRH to BBU. The RRH in Method 1
cannot identify which and how many Physical Resource Blocks (PRBs) are occupied, thus it
has to transmit all the PRBs even if all of them are vacant. Therefore, the transmission rate
between RRHs and BBUs is constant, independent of the mobile network load.

3.4.2 Proposed Functional Splits Between RRH and BBU

In LTE transmission, the number of guard sub-carriers is about 40 percent of all the sub-
carriers transmitted and the cyclic prefix (CP) also forms 7 to 25 percents of the data
transmitted [31]. We consider to remove CP and the guard sub-carriers before the transmis-
sion between RRH and BBU. Two methods of functional split which move “remove CP” and
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Fig. 3.5 Method 2 of functional split between RRHs and BBUs.

“FFT” blocks from BBU to RRH are proposed. We denote them Method 2 and 3, and detail
them hereafter.

Method 2 of Functional Split Between RRH and BBU

The model of Method 2 is shown in Figure 3.5. The difference between Method 1 mentioned
in Section 3.4.1 and Method 2 is that we move the “remove CP” block and “N-point-FFT"
block from BBU to RRH. The new block “PRB usage state detection” detects which sets of
12 sub-carriers corresponding to one PRB, are occupied in Y.

Usually, not all the PRBs are occupied in LTE transmission. If we can detect which PRBs
are occupied or vacant, then we can transmit just the PRBs occupied to further reduce the
data transmission rate between RRH and BBU.

For uplinks, one possible method is to calculate the sum of the modulus of 12 ad-
jacent elements in Y, which correspond to 12 sub-carriers in one PRB. Assume that
{Y12k+nminv Y12ktnpin 15 -+ Y12k+nmm+11} in Y belong to the same PRB k, where ny;, is the
index of the first active sub-carrier. The sum of the modulus of the 12 elements is given as

11
We= Y Yioeinl (3.6)
n=0
If W, is less than a threshold, we can decide that the 12 sub-carriers in PRB k are vacant.

Method 3 of Functional Split Between RRH and BBU

The model of Method 3 is shown in Figure 3.6. The dynamic of the signal y is higher in
the frequency domain than Y in the time domain. In method 2, the signal transmitted from

RRH to BBU is in frequency domain. We consider to transform it to time domain before its
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Fig. 3.6 Method 3 of functional split between RRHs and BBUs.

transmission to BBU, aiming to reduce the dynamic. To realize this, different from method
2, we do a 12-point unitary IFFT to {Y12x 4, s Y12kt n+15 -+ Y12k-4ny+11 } in Y in Method
3. Then we obtain a vector {c1ok, C12k+1,--sC12k+11 }>» Where k =0, 1,...,Ngg — 1. The total
number of PRBs during one LTE time slot (0.5 ms) is denoted by Ngrg. Next, the block “PRB
usage state detection” decides if this vector will be quantized and transmitted to BBUs.

In BBUs, the serial “12-point FFT” blocks are used to reverse the 12-point unitary IFFT
operation in the RRHs.

Method 2 and 3 can satisfy the demand for statistical multiplexing in Next Generation
Fronthaul Interface (NGFI) defined in [70], by transmitting only the occupied PRBs. Here,

statistical multiplexing means that transmission rate can adapt to the varying network load.

Table 3.1 Summary of different methods of functional splits between RRHs and BBUs.

Methods of functional splits Features
Method 1 CPRI like, FFT in the BBU
Method 2 FFT in the RRH

FFT in the RRH, additional IFFT in the RRH

Method 3 and additional FFT in the BBU

The different methods of functional splits between RRHs and BBUs are summarized in
Table 3.1.

3.5 Algorithms and Numerical Configurations

This section will present the simulation of DFT-Spread OFDM in LTE Uplink. Three different
methods of functional split between RRH and BBU are applied and the performances will be
compared.
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We simulate a LTE Uplink physical layer with a bandwidth of 20 MHz, which includes
2048 sub-carriers where 1200 of them are active. There are 100 PRBs within one LTE time
slot. Modulation scheme 16 QAM is considered. “DAC” and “RF” blocks in the transmitter
are not considered as well as “ADC” and “RF” in the receiver. In our simulation, the number
of sub-carriers N = 2048 and the length of CP L = 160. As 16 QAM modulation scheme is
adapted, there are m = 4 bits per symbol.

3.5.1 Quantization and Frame Arrangement

In order to minimize the quantization error, a digital automatic gain control is applied. A
scaling factor Fy is determined for each block of Ny received I/Q samples. Then the N
received //Q samples are quantized linearly with Q, bits resolution per complex component
based on F; . The scaling factor is sent together with the Ny quantized I/Q samples from
RRHs to BBUs. In order not to introduce a large extra delay to the transmission system, the
value of N, should be a factor of N + L for Method 1, and of total number of sub-carriers
occupied during each LTE time slot for Method 2 and 3.

We define the largest absolute value as
Vinax :konfﬁsfl{‘m(prk)L ‘S(YCpk)’} (3.7)

where R(ycp,) and 3 (ycp,) denotes the real and imaginary part of ycp,, respectively.
The corresponding scaling factor is determined as

Vi Vi
max for max | < 2QS —1
Fs:{(,,w [ < 48

20— 1 for [Mms] > 20—

where p is the quantization step for Vinax and Qg is the number of bits used to represent Fs.
Then the 1/Q samples are linearly quantized to 24 levels ranging from —F to Fy. The
n-th quantization level is given by

(3.9)

where n=0,1,...,2% — 1.
Applying the quantization levels obtained, the I/Q samples § is linearly quantized as

uy(k) = argmnin |n — R(Vepy) |, (3.10)
ug(k) = argmnin\qn—S(prkﬂ (3.11)
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where k =0,...,Ny— 1.
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Fig. 3.7 Possible frame structure.

Inspired by [39], the symbols transmitted from RRH to BBU may be organized as a frame
given in Figure 3.7. The first Q; bits are used to represent the scaling factor F;. Moreover,
the references of the corresponding occupied PRBs are also represented by Q; bits. This is
necessary for Method 2 and 3 mentioned in Section 3.4.2 to identify which PRBs the samples
received belong to. For Method 1, Q; = 0.

Taking into account the transmission of the scaling factor and the references of PRB, the
average number of bits used to transport a complex element (/ or Q) for Method £ is:

2N5, Qg + Os + Or

3.12
N (3.12)

Qefiy =

where k = 1,2,3, Ny, is the number of //Q samples in each frame and Oy, 1s the number of
quantization bits per complex component.

3.5.2 Data Transmission Rate From RRH to BBU

In the following, we will present the formula of data transmission rate calculation from RRH
to BBU separately.

Data Transmission Rate for Method 1

The data transmission rate between RRH and BBU for Method 1 is given by

1

Dleostsxszefflxr_ (3.13)
C

where Fyq is the oversampling factor, f; is the minimum sampling frequency, and Qeff 1S

the number of effective quantization bits for each complex element (/ or Q) as mentioned in

Section 3.5.1. The factor 2 in Equation 3.13 results from that both 7 and Q signals should be
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transmitted. Due to the Forward Error Correction (FEC) code applied in CPRI, a code rate r.
needs to be considered.

In LTE uplink with 20 MHz bandwidth, there are totally 2048 sub-carriers including
1200 active ones used for transmission. Therefore, the minimum sampling frequency f; =
2048 x Af = 2048 x 15 kHz = 30.72 MHz. Oversampling is sampling a signal with a
frequency higher than the Nyquist rate (minimum sampling rate). Oversampling is applied to

improve the performance of system.

Table 3.2 Simulation parameters for method 1.

PAPAMETER SYMBOL | VALUE
Oversampling factor Fos 1
Minimum sampling frequency fs 30.72 MHz
Number of samples for each frame Ny 138
Number of bits for scaling factor Os 16
Number of bits for reference of PRB O; 0
Code rate of FEC applied re 8/10

Table 3.2 illustrates the values of the parameters for Method 1 in our simulation.

Data Transmission Rate for Method 2 and 3

The data transmission rate from RRH to BBU for Method 2 is denoted by D;, and D3 for
Method 3. The data transmission rate is given by

Dk:NSCXlXZXQefkalXT] (3.14)
T re

where Ng. is the number of active sub-carriers for data transmission, 75 is the symbol duration,
k =2,3, and 1 is the assumed PRB utilization ratio. The factor 2 in Equation 3.14 results
from that both I and Q signals should be transmitted. We also apply FEC code in the
transmission, thus the same code rate r. as in Method 1 is included in Equation 3.14.

Table 3.3 shows the value assignments of the parameters in our simulation for method 2
and 3.

3.5.3 Error Vector Magnitude

The error vector magnitude (EVM) is used to quantify the performance of aforementioned
different methods of receiver. EVM is defined as
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Table 3.3 Simulation parameters for method 2 and 3.

PAPAMETER SYMBOL | VALUE
Number of active subcarriers Nsc 1200
Symbol duration (for normal CP) T; 71.43 us
Number of samples for each frame | N, (k= 2,3) 12
Number of bits for scaling factor Os 16
Number of bits for reference of PRB O: 7
Code rate of FEC applied Te 8/10
Assumed PRB utilization ratio n 0.50r1
1 Al
pvm = |2l — il (3.15)
E[|aj ]

where afC are the 16 QAM modulated symbols to be sent in transmitters as shown in Figure 3.1,
and &}; are the received symbols before 16 QAM demodulation as shown in Figure 3.3.

We have also considered the cases with AWGN in the transmission channel between
transmitters and receivers (Section 3.3.2).

If there is no quantization noise,

E i _ A2 N,
pvM = [Pl aF] N (3.16)
E[|a|?] Es
From Equation 3.16, we can get
Eg
EVM = 10~ % s’ ? (3.17)

when the number of quantization bits Q, — .

3.6 Simulation Results

In our simulation, all the three methods of receiver applied (Method 1 mentioned in Sec-
tion 3.4.1, Method 2 and 3 mentioned in Section 3.4.2) are tested. The performances in the
three different scenarios with and without AWGN have been simulated. Using Equation 3.13
and 3.14, we can get the data transmission rate from RRH to BBU for different methods of

receiver applied and quantization resolution Q.
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Fig. 3.8 EVMs for applying method 1 of receiver with different (%)dB and quantization

resolution Qq.

3.6.1 Limitation of EVM On Function of AWGN.

At first, simulations have been done to verify Equation 3.17. We have measured the values

of EVM applying Method 1 of receiver with different values of (zEVS) B and quantization

resolution. The simulation results are illustrated in Figure 3.8.

Table 3.4 EVM on function of ()

dB’
(%) 6 10 15 20 | No AWGN
EVM (Q, — ) | 0.5012 | 0.3162 | 0.1778 | 0.1000 0

Using Equation 3.17, we can obtain the values of EVM for different levels of (

E.
IVS)dB’

when Qg — oo. Thus we get the results as shown in Table 3.4, which are coherent with what

we observe from Figure 3.8.

3.6.2 Performance Comparison Between Method 1 and 2.

Figure 3.9 shows the relative transmission data rate between Method 2 and 1 (g—f) with

respect to the same value of EVM. The assumed PRB occupation ration =0.5and n =1

are considered in both cases. Scenarios without AWGN, ]]\% = 10 dB and 1% =6 dB are

simulated. It can be observed that, similar results are obtained with adding different levels
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Fig. 3.9 The relative transmission data rate between Method 1 and 2 with respect to the same
value of EVM.

of white Gaussian noise. Compared with Method 1, Method 2 can save 30% to 40% of the
bandwidth between RRH and BBU when all the PRBs are occupied, and 55% to 70% when
only half of the PRBs are occupied.

3.6.3 Performance Comparison Between Method 2 and 3.

Figure 3.10 shows the relative transmission data rate between Method 3 and 2 (g—;) with
respect to the same value of EVM. The number of PRBs allocated to each transmitter is
denoted by NUMgg. Both the scenarios without AWGN and ]EV; = 6 dB are simulated.
It can be observed that, compared with Method 2, Method 3 can save 5% to 10% of the
bandwidth between RRH and BBU when each transmitter is only allocated with one PRB
without AWGN, and 12% to 15% when % = 6 dB. The more PRBs are distributed to each
transmitter, the less bandwidth gain Method 3 can be obtained compared with Method 2.
This is because the more PRBs are allocated to one transmitter, the more asymmetrical are
the serial 12-point IFFT process in receiver and the M-point FFT process in the transmitter.

3.7 Conclusion

This chapter introduces two new architectures of functional split between RRH and BBU:
Method 2 and 3, which have been modeled and simulated. Digital automatic gain control

and linear quantization have been applied. In method 2, removing CP, FFT and resource
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Fig. 3.10 The relative transmission data rate between method 2 and 3 with respect to the
same value of EVM.

usage detection are processed in RRH. In method 3, besides the modules in Method 2, a
serial 12-point IFFT is made in RRH after FFT and a serial 12-point FFT in BBU. Simulation
results illustrate that, Method 2 brings a drop of 30% to 40% of the transmission rate between
RRHs and BBUs compared with current functional split architecture (Method 1) when all
the PRBs are occupied, and up to 70% when half of the PRBs are occupied. Method 3 can
further reduce the transmission rate when UEs are allocated with few PRBs.

Applying non-linear quantization algorithms have the potential to further reduce the
throughput. Non-linear quantization algorithms are compatible with the different proposed
architectures, and will be investigated in a future work.






Chapter 4

C-RAN Downlink Model

4.1 Introduction

In the following of this thesis, we concentrate on a C-RAN downlink transmission scenario.
This chapter deals with the C-RAN downlink system model. At first, the mathematical model
of the system is introduced. Then, we present the transmission model for single RRH mode
and CoMP mode. In single RRH mode, each UE is served by only one RRH. There is only
limited coordinated scheduling between different RRHs. In CoMP mode, both CS/CB and
JT can be applied. We rather apply CAP than “data-sharing” in data transmission scheme
from a BBU pool to RRHs for CoMP. This is more realistic. Our system configuration is
adapted to a 3GPP 3-sector cellular network [71].

We also propose a new RRH clustering mechanism in this chapter. A cluster with large
size of RRHs will cause numerous fronthaul overheads and high complexity for CoMP
transmission. In general, CoMP is considered to be implemented in a cluster with limited
number of RRHs [72, 73]. The clustering schemes can be categorized to two types[74]:
disjoint clustering [75] and user-centric clustering [73, 76—78]. In disjoint clustering, we
divide the whole network into non-overlapping clusters. The RRHs in each cluster jointly
serve the UEs inside their coverage area. This can effectively mitigate inter-cell interference.
Nevertheless, the UEs located in cluster-edge still suffer great inter-cluster interference from
neighbouring clusters. This disadvantage can be overcome by user-centric clustering [79]. In
this clustering scheme, each UE selects the nearest RRHs to form the cluster which jointly
serves it. The clusters for different UEs may be overlapped. In this way, there is no explicit
cluster edges. Thus, the UEs fairness can be improved. However, the dynamic selection of
clusters and the overlapping of clusters make user-centric clustering much complex than
disjoint clustering. [80]. Here we propose a new RRH clustering scheme. It keeps the
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Fig. 4.1 Downlink of a cluster of RRHs which connect to a BBU pool via finite-capacity
fronthaul links in C-RAN.

simplicity of disjoint clustering. Meanwhile, it reduces or eliminates the interference from
other clusters to the UEs located in cluster-edge areas.

This chapter is structured as follows. At first, the system model is presented in Section 4.2.
Then the problem formulation for single RRH mode and CoMP mode is separately introduced
in Section 4.3 and Section 4.4. Next, Section 4.5 presents system configurations. Our
proposed RRH clustering scheme is discussed in Section 4.6. At last, this chapter is concluded

in Section 4.7.

4.2 System Model

4.2.1 Overall Architecture

We consider that a BBU pool controls and is connected to M;,; RRHs via finite-capacity
fronthaul links. This thesis investigates the downlink of a cluster C of M RRHs out of the M,
RRHs serving U UEs (M < M) as shown in Figure 4.1. The set of all the RRHs is denoted
as Ntp ={1, 2, ..., M}, and the set of all the UEs is denoted as Nyg = {1, 2, ..., U}. Each
v-th RRH is equipped with Ny, antennas and each u-th UE is equipped with N{j, antennas.
The maximum power of RRH v is P,.. The v-th fronthaul link connects the BBU pool with
RRH v. The capacity of the v-th fronthaul link is denoted by C,..
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4.2.2 Transmission Chain Model

We consider ideal OFDM transmission, which is equivalent to a set of independent narrow-
band transmissions. Like in most cellular systems, the time is divided into subframes
(1-ms subframes for LTE). Each transmission is thus made on a sub-carrier f and during a
subframe 7. In this thesis, we restrict ourselves on one single sub-carrier. For subframe ¢, the
downlink propagation channel inside the coordinated cluster is defined by a set of matrix
H,,: € CINea*Ntal where H, ,; is the channel matrix from RRH v to UE u. The channel
matrix from M RRHs to UE uis H,,; = [H; ,,;, Ha ., ..., Hpr ). The whole channel matrix
from M RRHs to all UEs is H; = [H; ;; Hy,; ...; Hy]

During subframe #, RRH v transmits the signal denoted by X,,; € ClNraxNi]

following the

power constraints:
1 —
~ E(Xu|?) <P, Vv € Nre, (4.1)
N
where N is the number of OFDM symbols transmitted from an antenna during one subframe.

The N{j, x N signal Y,,; received by UE u during subframe 7 is given by

M
Yu,t = Z Hu,v,t : Xv,t + Nu,t, (42)

v=l1

where N, ; € CINta*Ni] is the noise matrix, which consists of i.i.d CA’(0, 1) entries.

In this thesis, a set of successive N7 subframes is called a frame and is denoted by
T =A{1, 2,... Nr}. Within a frame, all active UEs are served. The U UEs are thus partitioned
into Nt disjoint groups Nyg, with# € T and the UEs belonging to the same group are served

simultaneously in the same subframe. Thus, |J Myg,; = Nug and Nyg,;(Nug,j = 0, where
teT
i# jVieT and Vj € T. The group of UEs served in subframe ¢ € T is denoted as

Nugs = {u, uh, ... uﬁvgl}, where N, is the size of the group during subframe .
The UEs in Nyg, are served together by the M RRHs under the following constraints:

Ngp, < NﬁA,VMENUE,;, (4.3)
Z NE < Z Nip. (4.4)
MENUEJ veNTp

where Ng; is the number of parallel symbols (layers) transmitted to UE u.
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4.2.3 Channel model

We assume the channel to be constant within a coherence time, while they vary in an ergodic
way across a large number of coherence periods. We assume the coherence time is longer
than a frame. Thus, we omit index ¢ in the channel matrix for simplicity within a frame.

The instantaneous channel between RRH v and UE u is modeled as:
Hu,v - A(eu,v)au,vpu,v : Ijlu,v (45)

where the small-scale multipath fading matrix H,, , € C!Mia*¥al has i.i.d CA(0,1) entries,
Pu,v 18 the shadow fading coefficient, @, , is the path loss coefficient for downlink from RRH
v to UE u and A(6,,,) is the antenna gain, which depends on angle 6, , between the line
(RRH v, UE u) and on the antenna orientation of RRH v.

The path loss coefficient is
1

n’
1+<”f§(;”)

where d,, , denotes the distance between RRH v and UE u, dj is a reference distance and 7 is

Oy = (4.6)

the path loss exponent.
The shadow fading coefficients between different RRHs and one UE are correlated. This
is made by defining two different independent variables: f3, and B, , with

Puy = ﬁuﬁmv, (47)

where 10log;oB, ~ N (0,0;) and 10log;oB,,, ~ N (0,07,).

4.2.4 Discussion on CSI

Channel State Information (CSI) refers to the measured channel properties. There are
generally two levels of CSI: instantaneous CSI and statistical CSI [3].

Instantaneous CSI represents the current channel conditions (H, ). It corresponds to
both small-scale multipath fading part and slow fading part in (4.5).

In this thesis, Statistical CSI refers to the average channel gain. It corresponds to only the
term \/m in (4.5). The statistical CSI varies slower than the instantaneous CSI.

When a system is based on FDD, the channel conditions on the uplink and on the
downlink are different. The channel can be only measured in the receiver side. For the
downlink, a reference signal with constant power is transmitted from the base station to the
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UEs to estimate the instantaneous CSIs. Then, the UEs quantize the CSIs and report them
back to the base station.

In the case of a system with TDD, the reverse-link estimation is possible. This is due to the
reciprocity of the uplink channel and the downlink channel [3]. The downlink instantaneous
CSIs can be directly estimated in the base station through uplink. In this way, compared
with FDD, there will be less CSI errors caused by quantization and delay. Meanwhile, less
transmission resources on the radio interface are consumed. In this thesis, we assume that

the system is TDD and all the available CSIs are perfect.

4.3 Single RRH Mode

The single RRH mode is defined as when each UE is served by one and only one RRH and
each RRH serves only one UE during a subframe. Hence, the size of the set of served UEs in
a subframe equals to the number of RRHs, |[Nyg,| = M.

For beamforming, we apply Maximum Ratio Combining (MRC). The precoding is done
in RRH. We assume the statistical CSIs from each RRH to each UE in C are available in the
BBU pool. In each RRH, only the instantaneous CSI between itself and its serving UE is
available. The corresponding downlink transmission scheme is shown in Figure 4.2.

After channel coding, the symbols to be transmitted to UE u € Nyg, during subframe ¢
are denoted by S,,, € CI'*MI, which are assumed to consist of i.i.d. CA(0, 1) entries. The
“UEs mapping” block decides which RRH serves which UE based on the statistical CSIs and
distributes the coded symbols to the corresponding RRHs through the fronthaul links. In this
mode, no quantization is needed. The mapping strategy is that an UE is served by the RRH
corresponding to the highest statistical channel gain.

In RRH v, the output of the precoding is denoted by X,,; = VVJSkVJ, where V,; is the
precoding matrix for the symbols transmitted by RRH v during subframe ¢ and &, is the

index of the UE served by RRH v during subframe 7. The precoding matrix is given as
_ H
Vvat - ’}/VJHkv#,,v (4'8)

where 7, is the regulation factor which determines the transmission power of RRH v during
subframe 7.

In Single RRH mode, no coordinated power control is considered. The beamforming is
individually done in each RRH and there is no coordinated beamforming between different
RRHs. Each RRH tries its best to do the transmission. The power transmitted by RRH v
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Fig. 4.2 Downlink transmission scheme from BBU pool to RRHs (single RRH mode).

during subframe ¢ is

1

Poi(Vir) = 5 B(Xus[*) = Yoo Hig . (4.9)
N

With full power transmission, the regulation factor is

5
Yor = 4| ——— 4.10)
[ Hy, v
, where P is defined in (4.1).

The achievable transmission rate for UE k,; on the radio interface is limited by the
interference from all the RRHs not serving it [48]:

4
%%t ||Hkv,l N ||
2
1 +Zi7év, iENTP %271‘ |Hki_,,,vHI];J7iI|

Ry, =log | 1+ .11

We now determine the transmission rate Ry = during subframe ¢ with the fronthaul capacity
constraint. As only the discrete symbols for UE ky; are transmitted to RRH v, we get a lower
bound of Ry, :

Ry,, = min {Ekv_,, ,Co}, (4.12)

where C, is the capacity constraint of the v-th fronthaul link.
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Fig. 4.3 Compression-After-Precoding (CAP) scheme for CoMP (“Q” represents fronthaul
compression).

4.4 CoMP Mode

In a CoMP Mode, the U UE:s are served the cluster of M RRHs by different CoMP techniques.
Instead of applying a simple data-sharing strategy to forward data from BBU pool to RRHs
in [81, 82], a compression-based strategy is used in this thesis. A block scheme of CAP
transmission for CoMP is illustrated in Figure 4.3.

The set of symbols for all data streams during subframe 7 is given by

S;F = [SNUE,;[I]’ SJ\/’UEJD],... SNUE,:[Ng,x}]' 4.13)

The output X, of the precoding is:
Xt - VtSt. (414)

The output of the precoder is split into flows Xl,t, Xz’,, .. XM’,, each one being sent to
a given RRH. We introduce matrix D,’N to extract the flow XVJ from X,, which is sent to
RRHv: Vi = (D,’N)T V; and X,; = V/S;. The matrix D} € 1[Evenaa M) *Nial contains
an N¥, x N}, identity matrix in the rows from ¥.)_; N&, —N¥, +1to Y}, N, and all zero
elements in the other rows. Note that V;,, is obtained by selecting the rows of precoding
matrix V; for RRH v (upper index r stands for row).



54 C-RAN Downlink Model

Before being transmitted via the v-th fronthaul, the baseband signal sequence XVJ is

quantized. The compressed signals X,; (after quantization) is:
Xy = Xv,t +Quy, v € NUEs, (4.15)

where Q,; is the quantization noise matrix on the v-th fronthaul during . We assume that the
random entries of Q,; are complex gaussian with variance GVZJ and mean 0 (i.i.d CN (0, Gv%t)),
where GVZJ is an optimization variable. A fine quantization corresponds to a low value of Gv%,,
but leads to a high bit rate on the fronthaul.

Power constraint. The power transmitted by RRH v is given by [62]

1 r r
— E(||Xy|?) = w((D},)" V, VD], + 621y ) (4.16)

PV7t (Vt? 6\1271) = N
N

which should respect the power constraint

Py (Vi,05,) <P. (4.17)

Fronthaul capacity constraint. The rate required on the fronthaul between RRH v and BBUs
pool during subframe ¢ can be quantified by [62]

| .
Cyi(Vi,00,) = v (KuriXuy) = logdet ((D7,)" V,VE D]+ 62 In;, ) — N1alog(cZ,)
N
(4.18)
which should respect the fronthaul capacity constraint

Cys(Vi,05,) <C. (4.19)

Achievable rate for UE u. The precoding matrix Vy , for the data stream specific to
UE u can be obtained by selecting the corresponding columns of V;. The index [, of UE
u in Nyg, is given as I, = {i|Nyg,[i] = u}. The matrix V{, is defined as V{, = V,Df,

. u Nu
where matrix Df, € 1 Ruenyg, ML) <N

from }>*, Nﬁ{U el _ Ngp+1to )", N}/{fj el and all zero elements in the other rows. The
corresponding covariance precoding matrix for UE u is defined as

contains an Ng; X Ng; identity matrix in the rows

Gy =V, (Ve Yu € Nug,. (4.20)
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The achievable rate for UE u € ./\/'UEJ is [62][83]

det (T, + Hu(Tkenis, G+ Q) HE )

det (IN{g  FHu(Xkenie, hru G+ Qt)HIu{>

R, =log 4.21)

o . . . . 2 2
where H, = [H; ,,, Hy ,,... Hj,] and covariance matrix Q, = diag([oj LIRS GMJIN%]).
Fundamental optimization problem. Our objective is to find the quantizations and the
precoding matrix that maximize the global transmission rate. The problem of optimizing
R(Nyg,) can be formulated as:

maximize YueNog, Ru
over Vi, Q
s.t. Gy (Vy, GVZJ) <C, Vv e Np
PVJ(V;, GVZJ) < I_), Vv e NTP-

(4.22)

4.5 System Configuration

4.5.1 Network geometry

We consider a hexagonal three-sectored cellular wireless network as shown in Figure 4.4.
The cell radius is denoted by r (the cell range is 2r). Each site is equipped with three RRHs
and the distance between two neighbor sites is 3r. Each black arrow represents the antenna
orientation for a corresponding RRH. The Cartesian coordinates of RRHs 1, 2 and 3 in the
(x,y) plane are Zkpy = [—37,0], Z&ry = [37.0] and Z3gyy = [0, %gr] Each RRH and UE is
supposed to be equipped with only one antenna.

4.5.2 Simulation parameters

In the following of this thesis, we let each cluster of RRHs have a size of 3. Therefore, M = 3.
We consider a simple cluster including RRH 1, 2 and 3 serving a number of UEs. The set
of RRHs is Np = {1,2,3}. The served UEs are uniformly randomly distributed in the area
enclosed by the triangle whose three vertices are the positions of the three RRHs.

When possible, we take all parameters from 3GPP reference scenarios defined in [71].
Simulations are performed in an urban area LTE downlink scenario where the cell radius r is
500 m, the carrier frequency is 2000 MHz and the base station antenna height is 15 m above

average rooftop level.
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Fig. 4.4 Geometry distribution and clustering of RRHs.
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Antenna radiation pattern

We apply the Base Station antenna radiation pattern in [71] where antenna gain is defined as:

+Aop where —180° < 6,, < 180°. (4.23)

) 2
10logyA(6,.y) = —min 12( ””) A
0348

where 03,5 = 65° is the 3 dB beam width, A,, = 20 dB is the maximum attenuation and A
is the forward antenna gain (in the bore-sight direction of the antenna beam).
In our simulation, we take Ag = 15 dBi for an urban area and a 2000 MHz carrier

frequency [71].

Path loss

The propagation from RRH to UE attenuation model for our considered simulation scenario
given in [71] is
L =128.1+37.6log;((d,,,) dB, (4.24)

where d,, , 1s in kilometers. This model is designed mainly for a value of d,,,, varying from
few hundreds meters to kilometers.

Comparing Equation 4.24 with the following formula

d n
— 10log, () = 10log;, <1+ ( d) ) (4.25)
0

for a comparably large value of d,,,, we can get ) ~ 3.76 and dy ~ 3.92 x 10~* km.
We will take 1 = 3.76 and dy = 3.92 x 10~* km for the following simulation.

Shadow fading

As in [71], we take 10logpu,» ~ N (0,10 dB) in (4.7) and a shadowing correlation factor of
0.5 for the shadowing between sites. As RRH 1, 2 and 3 belong to different sites, we take
10log, 0Py ~ N (0,5 dB) and 10log;opu., ~ N (0,5 dB).

RRH transmission power

In this study, we assume the noise has a variance equal to 1 (noise power): the value of each
RRH power constraint P is a ratio to the noise power. To make the simulations results more
intuitive and comparable with practical system configuration, we convert the unit of power

constraint to dBm.
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At the UE side, noise figure is 9 dB and the white Gaussian noise power is —101 dBm
for a noise temperature of 300 K and a 20 MHz bandwidth. A noise power equal to 1 in
previous study corresponds to —101 dBm+ 9 dB =92 dBm. The corresponding RRH power
constraint in dBm has a ratio of P to the noise power in dBm and is given by

Ppm = P—92 dBm. (4.26)

As defined in [71], for Universal Terrestrial Radio Access (E-UTRA) downlink with
a bandwidth of W = 20 MHz, the maximum RRH transmission power is 46 dBm. In our

simulation, each RRH power constraint is set as Pjgy, = 46 dBm.

Fronthaul capacity

In the system model, the unit of fronthaul capacity is bit/channel. For the same reason that of
converting the unit of RRH transmission power, we convert the unit of fronthaul capacity to
Mbits/s. In LTE downlink with 20 MHz bandwidth, there are 1200 x 14 = 16800 Resource
Elements (REs) during one subframe (1 ms), where 1200 refers to 1200 subcarriers and 14
refers to 14 REs for one subcarrier during one subframe. One RE is the equivalent of 1
modulation symbol on a subcarrier. Here we consider one RE as a channel and there are
16800 channels during one subframe. Thus, a transmission rate r bits/channel equals to
16800r bits/ 1 ms = 16.8r Mbits/s in LTE downlink with 20 MHz bandwidth.

In Section 5.5, we do simulations with r = 8 and r = 2. These correspond to a fronthaul
capacity of 16.8 x 8 = 134.4 Mbits/s and a fronthaul capacity of 16.8 x 2 = 33.6 Mbits/s,
respectively.

4.6 RRH Clustering

In this section, we introduce our proposed RRH clustering mechanism. As shown in Fig-
ure 4.5, the network is divided into regions of triangular form. Each 3 RRHs on neighbour
sites located at the three vertices of a triangle region constitute a cluster, and mainly jointly
serve the UEs located inside this region. Meanwhile, the antenna direction of one RRH of a
cluster should point to one of the other two RRHs in the cluster. For example, RRH 1, 2 and
3 form a cluster but RRH 1, 2 and 9 do not belong to the same cluster.

Each RRH belongs to two different clusters. For example, RRH 1, 2 and 3 form a cluster
while RRH 1, 6 and 7 form another different cluster. To guarantee the coverage of the whole
network, each RRH works in each of its two corresponding clusters half of the time. Thus
the sum transmission rate got from (4.12) and (4.22) should be divided by 2. During one half
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Fig. 4.5 Clustering of RRHs.

of the time, each 3 RRHs located at the three vertices of a “A” type triangle region as shown
in Figure 4.4 constitute a cluster. we call this mode “A”. During the second half of the time,
the system works on mode “B” where each 3 RRHs located at the three vertices of a “B” type
triangle region constitute a cluster. For each two Ny subframes, the system works on mode
“A” to mainly serve the UEs in “A” type regions during Ny subframes, and on mode “B” to
mainly cover the UEs in “B” type regions during the other N7 subframes. The alternating
change between mode “A” and mode “B” can largely reduce the inter-clustering interference.

To assign a UE to a cluster of RRHs, we search for the RRH having the largest large-scale
(average) channel gain to this UE. Then, we will make a choice between the two clusters
associated to this RRH. For example, UE 1 get the largest average channel gain from RRH
2. Then, we should make a choice between the cluster of RRH 1, 2 and 3 and the cluster of
RRH 2, 8 and 9. This choice depends on which RRH among RRH 1, 3, 8 and 9 gives the
maximum average channel gain to UE 1. If it is RRH 1 or 3, we choose UE 1 to be served by
the cluster of RRH 1, 2 and 3, otherwise by the cluster of RRH 2, 8 and 9.
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4.7 Conclusion

The C-RAN downlink system model and configurations for the following of this thesis is
presented. We propose a new RRH clustering scheme. It is a trade-off between disjoint

clustering and user-centric clustering.



Chapter 5

Comparison of Different Transmission
Strategies

5.1 Introduction

In mobile networks, transmissions on the same time-frequency resource interfere with each
other. Early cellular technologies apply static frequency separation between neighbor cells to
avoid the interference. This corresponds to a frequency reuse factor higher than 1, which
is the number of cells that use different frequencies. However, modern mobile-broadband
system Long Term Evolution (LTE) has opted for a reuse factor 1, to maximize the data rates
for users close to the Base Station (BS).

In reuse-one deployment, low signal-to-interference ratios (SIR) may occur, especially
in the cell edge area, where the power of the useful signal has the same order of magnitude
as the interference. C-RAN can facilitate the cooperation among different cells and allows
advanced algorithms (e.g. CoMP ) to manage interference.

However, the digitized baseband signals exchanged between BBU pool and RRHs require
a large bit rate. This is a main limitation of the feasibility of C-RAN. Therefore, it is
important to include fronthaul capacity constraint when evaluating the performance of
different advanced cooperation algorithms in C-RAN [84, 85]. In this chapter, we study the
performance of different transmission strategies with RRH power constraints and fronthaul
capacity constraints.

This study was published in WPMC 2016 [DLG16a]. It was made during the first part of
the thesis. Hence, only one antenna per RRH and per UE is considered. This limitation is

relaxed in the following chapters.
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The rest of this chapter is organized as follows. Firstly, different transmission strategies
are presented in Section 5.2. The system model is introduced in Section 5.3. Then the
problem formulation for different transmission strategies is discussed in Section 5.4. Next,
Section 5.5 presents the simulation results. In the end, Section 5.6 concludes this chapter.

5.2 Different Transmission Strategies

In order to understand the performance of different transmission strategies (e.g. single
transmission vs distributed MIMO), we consider the cooperation cluster including 3 RRHs
(RRH 1, 2 and 3) which serves 3 UEs (UE 1, 2 and 3). Each RRH and UE is supposed to
be equipped with only one antenna. We assume the functional module ‘FFT’ is in BBU
pool. The statistical CSIs are assumed to be known by the BBU pool. In some transmission
schemes, we assume the instantaneous CSIs are also known.

In the following, five different transmission schemes in downlink for the cooperation
cluster are introduced: 1) single RRH mode (see Section 4.3); 2) dynamic point selection
(DPS) (see Subsection 2.3.2); 3) round robin selection (RR); 4) single user joint transmission
(SU-JT) (see Subsection 2.3.2); 5) distributed Multiple Input Multiple Output mode (D-
MIMO). All the transmissions are supposed to be done at the same frequency resource.

5.2.1 Single RRH Mode

RRH 3

— useful signals

-------- » interference

front-haul

Back-haul

Fig. 5.1 Downlink transmission scheme of single RRH mode.
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In single RRH mode, the statistical CSIs are shared among different cells, meanwhile
the instantaneous CSIs are not. The association of which RRH to which UE depends on
statistical CSIs. A simple example of downlink in single RRH mode is shown in Figure 5.1.
RRH 1 transmits signals to UE 1, RRH 2 to UE 2 and RRH 3 to UE 3 at the same time. No
power control is applied and each RRH transmits signals with maximum power. BBU pool
need to transmit discrete user data for UE u only to RRH u through fronthaul links, where
u=1,2,3.

Front-haul transmission Radio interface

BBU pool

BBU 1
Subframe“ “VRRU | s

—RRH2

BBU pool
—RRH 3

| RRH 1 | RRH 2 ‘ RRH 3 |

time FI Data for UE 1 Data for UE 2 Data for UE 3

Fig. 5.2 Downlink fronthaul and radio interface transmission scheme of single RRH mode.

Figure 5.2 shows the fronthaul and radio interface transmission scheme of single RRH
mode. During subframe ¢, each RRH transmits the data received during subframe  — 1 from
the BBU pool to its serving UE.

As all the transmissions are done at the same time and frequency resource, each UE will
suffer interference from its non serving RRHs. The interference will become huge when a
UE is located at the edge of cells. Applying advanced coordinated algorithms can eliminate
the interference or turn it to useful signals. several CoMP algorithms are presented in the
following sections.

5.2.2 Dynamic Point Selection (DPS)

In dynamic point selection (DPS), only one UE is served during a given subframe and the
signal to the UE is transmitted only from a single RRH selected in the cooperation cluster.
We assume that the BBU pool knows the instantaneous channel information between each
RRH and each served UE in the cooperation cluster. The BBU pool selects the RRH that
gives the highest instantaneous channel gain to the served UE. The selected RRH is used for
transmission with maximum power, while the other two RRHs are muted. Different UEs are
served sequentially (TDMA mode). As only one UE is served at each time and frequency
resource, the served UE will no more suffer interference from the other two RRHs.



64 Comparison of Different Transmission Strategies
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RRH 1 RRH 2

front-haul

Back-haul

Fig. 5.3 Downlink transmission scheme of dynamic point selection.

A simple dynamic point selection downlink transmission scheme for the cooperation
cluster of 3 RRHs and 3 served UEs is illustrated in Figure 5.3. In this example, the channel
gain is supposed to be constant during subframe ¢,  + 1 and ¢ 4 2. The highest instantaneous
channel gain is given by RRH 1 for UE 1, and RRH 2 for both UE 2 and UE 3. Hence, RRH
3 is not used but RRH 2 is transmitting during 2 subframes.

Front-haul transmission Radio interface

BBU 1
Subframe|| SR, | Bopher, | BEUR | RRH1 | RRH2 | RRH3

rate

time FI Data for UE 1 Data for UE 2 Data for UE 3

Fig. 5.4 Downlink fronthaul and radio interface transmission scheme of dynamic point
selection with TDMA mode.

Figure 5.4 shows the fronthaul and radio interface transmission scheme of dynamic point
selection. Once a RRH is selected to do transmission during a subframe #, the corresponding
discrete user data are transmitted to the RRH from BBU pool during the previous subframe
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t — 1. The fronthaul link between the selected RRH and the BBU pool is occupied during
subframe ¢ — 1 while the other two are idle. The selection of RRH for transmission is dynamic
for each period of 3 subframes. BBU pool does not know which RRHs will do transmission 3
subframes later. Thus the vacant fronthaul capacity cannot be used for predicted transmission:
only one third of the whole fronthaul capacity is used. This shortage can be compensated by

round robin transmission scheme which is introduced in the following section.

5.2.3 Round Robin Selection (RR)

We assume here that, only average channel gains are known at BBU pool (no instantaneous
channel knowledge). The association of a RRH and its serving UE is fixed during a longer
time than 3 subframes depending on the average channel gains. In round robin selection
(RR), each RRH transmits in a round robin way and during one subframe for each turn. Like
for dynamic point selection, only one RRH transmits at the same time while the other two
are muted. However, RR cannot achieve diversity gain compared with DPS.

RRH 3
8

—>» subframe ¢ | subframe +2
= subframe r+1

@ UE3
subframe ¢+2 UE 1

/ E subframe t+1
subframe ¢ UE :\

RRH 2
front-haul

Back-haul

RRH 1

Fig. 5.5 Downlink transmission scheme of round robin selection.

An example of round robin selection is shown in Figure 5.5. In this example, UE 1 is
served by RRH 1, UE 2 by RRH 2 and UE 3 by RRH 3 in a round robin way, with each UE
being served during one subframe each turn.

Figure 5.6 shows the fronthaul and radio interface transmission scheme of round robin
selection. As the association between each RRH and each UE is fixed during a rather longer
time than 3 subframes, BBU pool can do predicted transmission to each RRH. User data to
be transmitted is stored in a buffer for a period of 3 subframes or less. When one RRH does

transmission during subframe ¢, it can transmit all the user data received during subframe
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Front-haul transmission Radio interface

BBU |
Subframe | 5B | Zonners | B3Pl | RRH1 | RRH2 | RRH3

time FI Data for UE 1 Data for UE 2 Data for UE 3

Fig. 5.6 Downlink fronthaul and radio interface transmission scheme of round robin selection
with TDMA mode.

t—1,t—2and t — 3. In this way, the useful fronthaul capacity is three times higher than for
dynamic point selection.

5.2.4 Single User Joint Transmission (SU-JT)

Dynamic point selection can eliminate interference. However, two RRHs are muted during
each subframe. Different from dynamic point selection, in single user joint transmission
(SU-JT), all the 3 RRHs transmit signals coherently to one and only one UE during each
subframe.

The downlink transmission scheme of joint transmission is shown in Figure 5.7. During
subframe t + u — 1, all the three RRHs transmit the same signals to UE « with maximum
power, where u = 1, 2, 3. BBU pool needs to transmit all discrete user data for UE 1, 2 and
3 to each of the three RRHs.

Figure 5.8 shows the fronthaul and radio interface transmission scheme of SU-JT. During
subframe ¢ + u — 1, the BBU pool transmits the same data of UE u to all the 3 RRHs. And
the RRHs transmit the received data to UE u during the next subframe.

5.2.5 Distributed MIMO Mode (D-MIMO)

Joint transmission brings a power gain compared with dynamic point selection. If all channel

informations including both slow fading and fast fading are shared among different cells in



5.2 Different Transmission Strategies 67

— subframe ¢ subframe ¢

=) subframe ¢+1

e subframe ¢+2

subframe t+1

RRH1 RRH 2
front-haul
BBU
pool
Back-haul

Fig. 5.7 Downlink transmission scheme of single user joint transmission.

Front-haul transmission Radio interface

Subframe | 25507, | Bopeec | BBUPCl |l gy | RRH2 | RRH3

time Data for UE 1 Data for UE 2 Data for UE 3

Fig. 5.8 Downlink fronthaul and radio interface transmission scheme of SU-JT with TDMA
mode.
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the cooperation cluster, all the 3 RRHs can transmit parallel data to the 3 UEs using different
Multi-User MIMO technologies. In this study, we consider Zero-Forcing (ZF) algorithm
for the parallel data transmission. Here, we denote this transmission scheme as distributed
MIMO mode (D-MIMO). D-MIMO can bring a multiplexing gain compared with dynamic
point selection.

RRH 3

= subframe ¢

RRH 1
front-haul

Back-haul

Fig. 5.9 Downlink transmission scheme of distributed MIMO.

As shown in Figure 5.9, during each time period, RRH 1, 2 and 3 transmit parallel data
to UE 1, 2 and 3.

Front-haul transmission Radio interface
BBU pool
Subframe" et ‘ s | BB podl | RRH | | RRH 2 ‘ RRH 3 ‘

rate

time I Data for UE 1,2 and 3

Fig. 5.10 Downlink fronthaul and radio interface transmission scheme of D-MIMO.

Figure 5.10 shows the fronthaul and radio interface transmission scheme of D-MIMO.
During subframe ¢, each RRH transmits the data received during subframe ¢ — 1 from the
BBU pool to all the UEs.
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5.3 System Model
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Fig. 5.11 Geometry distribution of RRHs and UE:s.

We apply the system model and configuration presented in Chapter 4. We consider a
simple cluster including RRH 1, 2 and 3 serving three UEs as shown in Figure 5.11. Thus,
U = 3. The set of RRHs Np = {1,2,3} and the set of UEs Nyg = {1,2,3}. Each RRH and
each UE is assumed to be equipped with one antenna: Ny , = 1, Nyg, = 1, Vv € Np, Vu €
Nug. The position of the center of RRH 1, 2 and 3 is [0, @r] UE u is located on the line
connecting RRH u and the center of RRH 1, 2 and 3, Vu € Nyg. The distances between each
UE and the center of RRH 1, 2 and 3 are the same which is denoted by d..

We assume each RRH is subject to the same fronthaul constraint C and has the same
power constraint P. Thus, C,=C and P, = P, Vv € N1p. Each RRH and UE is supposed to
be equipped with only one antenna. Thus H,, , becomes a scalar. To simplify the notation, let
hu,v = Hu,v, Yu e NUE, S NTP.
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5.4 Transmission Rates for Different Transmission Strate-
gies

In this section, we apply the mathematic model in Chapter 4 to the five transmission strategies
introduced in Section 5.2.

5.4.1 Single RRH mode

For single RRH mode, we assume 7' = 1, and 7 = {1}. Without losing generality, the index
¢ will be omitted in the following of this subsection 5.4.1.

Radio interface

Subframe| RRH 1 RRH 2 RRH 3

rate

time Data for UE 1 Data for UE 2 Data for UE 3

Fig. 5.12 RRH - UE serving association for single RRH mode.

Each UE is served only by one RRH during each subframe. We suppose the serving
association in Figure 5.12 is the best choice depending on statistical CSIs during subframe 1,
where UE u is served by RRHu and u = 1, 2, 3.

Applying (4.11) in Section 4.3, the achievable transmission rate without fronthaul capacity
limitation for UE u is

_ F h 2
R”:10g< > 3H u z+1> Vue Nug (5.1)
VP iz il

The achievable transmission rate with fronthaul capacity constraint for UE u during
subframe 1 is

R, = min (R, C) (5.2)

where u =1, 2, 3.



5.4 Transmission Rates for Different Transmission Strategies 71

The sum of achievable transmission rates during subframe 1 with fronthaul capacity

constraint is

RtOt:Rl +R2 +R3 (53)

5.4.2 Dynamic Point Selection (DPS)

For dynamic point selection (DPS), we assume 7' =3, and 7 = {1, 2, 3}. UE u is supposed
to be the only one being served during subframe u, where u = 1, 2, 3. And only the RRH
bringing the highest channel gain for UE u does transmission during subframe u.

As the serving RRH transmits signals with maximum power, the achievable transmission

rate without fronthaul capacity limitation during subframe u for UE u is

R, = log (1 + P x max (|l | a2, ||hu,3||2)) Y u e Nue (5.4)

The achievable transmission rate with fronthaul capacity constraint for UE u during
subframe u is

R, =min (R, C) (5.5)

where u =1, 2, 3.
The sum achievable transmission rate during subframe 1, 2 and 3 with fronthaul capacity

constraint is
1
RtOt: §<R1+R2 +R3) (56)

5.4.3 Round Robin Transmission (RR)

For round robin transmission (RR), we assume 7 = 3, and 7 = {1, 2, 3}. UE u is supposed
to be the only one being served during subframe u, where u = 1, 2, 3. Only one different
RRH transmits during each subframe. Depending on slow fading channel information during
subframes 1, 2 and 3, we suppose the association that RRH u serves UE u where u =1, 2, 3
is the best choice.

As the serving RRH transmits signals with maximum power, the achievable transmission
rate without fronthaul capacity limitation during subframe u for UE u is

R = log (1+F>< |]hu7u|\2> Vu € Nug (5.7)
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The achievable transmission rate with fronthaul capacity constraint for UE u during
subframe u is
R, =min(R,, 3xC) (5.8)

where u =1, 2, 3.
The sum achievable transmission rate during subframe 1, 2 and 3 with fronthaul capacity

constraint is
1
Riot = g(Rl‘f’Rz +R3). (5.9)

5.4.4 Single User Joint Transmission (SU-JT)

For single user joint transmission (SU-JT), we assume 7' =3, and 7 = {1, 2, 3}. UE u is
supposed to be the only one being served during subframe u, where u = 1, 2, 3. And all the
3 RRH transmit the same signals to UE u during subframe u.

As the serving RRHs transmit signals with maximum power, the achievable transmission

rate without fronthaul capacity limitation during subframe u for UE u is

3
Fu:log (1—}—}_)>< Z Hhmsz) YV u € Ny (5.10)

v=1

The achievable transmission rate with fronthaul capacity constraint for UE u during
subframe u is

R, =min (R,, C) (5.11)

where u =1, 2, 3.
The sum achievable transmission rate during subframe 1, 2 and 3 with fronthaul capacity

constraint is

1
Riot = §(R1+R2 +R3). (5.12)

5.4.5 Distributed MIMO Mode (D-MIMO)

For distributed MIMO mode (D-MIMO), we assume 7 = 1, and 7 = {1}. Without losing
generality, index ¢ will be omitted in the following of this section. All the 3 RRHs transmit
parallel data together to all the 3 UEs.

With perfect Channel State Informations (CSI) available at BBU pool, both linear procod-
ing and dirty paper coding (DPC) techniques can be applied for the joint transmission [19].

DPC can achieve a better performance but is difficult to implement in practical systems. This
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is due to the high complexity of successive encodings and decodings involved, espectially
when the number of UEs is large [86]. In this study, we consider Zero-Forcing (ZF) algorithm
[87] for the parallel data transmission. Applying Zero Forcing algorithm, the precoding
matrix is given as:

v =y (gt) ™! (5.13)
where H is the channel matrix between the 3 RRHs and the 3 UEs, and ¥ is a normalization
factor which is selected to satisfy the RRH power constraint and fronthaul capacity constraint.
Water-filling is not considered in this thesis.

We apply precoding matrix V to problem (4.22) in Section 4.4 to calculate the maximum
sum transmission rate. Problem 4.22 is a non-convex problem. We apply an adapted
Majorization Minimization scheme proposed in [88] to solve this problem.

5.5 Simulation Results

In this section, we compare the performance of different transmission strategies discussed in

the previous section.
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Fig. 5.13 Average achievable sum rate vs. RRH power constraint Pyp, (C = 134.4 Mbits/s,
d.=0m).

We start by investigating the effect of RRH power limitation on the average achievable
sum rate with d. = 0 m. In other words, the 3 UEs are at the same location: at the common
conner of Cell 1, 2 and 3, where RRH u locates at Cell u and u =1, 2, 3.
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At first, we consider a fronthaul capacity C = 8 bits/channel which corresponds to
C = 134.4 Mbits/s (see Section 4.5.2). The simulation results are shown in Figure 5.13. ZF-
based D-MIMO can achieve the highest average sum rate and single RRH mode can achieve
the lowest in RRH high-power regime. However, ZF-based D-MIMO is less preferred in RRH
low-power regime. RR has a better performance than other transmission strategies except for
ZF-based D-MIMO in RRH high-power regime. For DPS and SU-JT, each fronthaul link has
to guarantee enough capacity to convey all the symbols transmitted to the RRHs during each
subframe. Therefore, the sum transmission rates for these transmission schemes are always
less than C.
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Fig. 5.14 Average achievable sum rate vs. RRH power constraint Pyg;,, with small fronthaul
capacity (C = 33.6 Mbits/s, d. = 0 m ).

Then, we consider a smaller fronthaul capacity C = 2 bits/channel which corresponds to
C = 33.6 Mbits/s (see Section 4.5.2). The simulation results are illustrated in Figure 5.14. It
shows that RR has the best performance in RRH high-power regime. The performance of
single RRH mode is better than SU-JT and DPS. The performance difference between single
RRH mode and ZF-based D-MIMO becomes smaller in RRH high-power regime.

Then, the effect of UE distance from the center of RRH 1, 2 and 3 on the achievable
sum rate is tested, with Pygy, = 41.4 dBm. The simulation results with C = 134.4 Mbits/s
are illustrated in Figure 5.15. ZF-based D-MIMO has a better performance than the others.
However, the performance difference between it and single RRH mode becomes smaller
and smaller with the increasing of UE distance from center. Single RRH mode has a worse
performance than RR in low UE distance from center regime, but better in high regime. The

average achievable sum rates of DPS and SU-JT are limited to be less than C.
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When the fronthaul capacity is small (C = 33.6 Mbits/s, see Figure 5.16), RR have the
best performance in small UE distance from center regime. The average achievable sum
rates of DPS and SU-JT are limited to be no more than 33.6 Mbits/s. The performances of
single RRH mode and ZF-based D-MIMO are similar to each other with different values of

UE distance from center.

5.6 Conclusion

We have studied the performance of different coordinated transmission strategies for a
cooperation cluster of 3 RRHs serving 3 UEs with RRH power constraints and fronthaul
capacity constraints. Each RRH and UE is assumed to be equipped with only one antenna.

With each fronthaul link capacity C = 134.4 Mbits/s, ZF-based distributed MIMO (D-
MIMO) is preferred in RRH high-power regime. When each UE is close to RRH, the
performance difference between single RRH mode and ZF-based D-MIMO is small. However,
ZF-based D-MIMO needs much more calculation resources, precise channel information
feedback from UEs and requires high level of synchronization among coordinated RRHs.
It is not interesting to apply ZF-based D-MIMO for only a negligible rate improvement
compared with single RRH mode.

When we reduce the fronthaul link capacity to C = 33.6 Mbits/s, round robin selection
(RR) has the best performance in RRH high-power regime and in the case that each UE is
close to one different RRH. There is no much performance difference between single RRH
mode and ZF-based D-MIMO.



Chapter 6

Analysis of Several User Grouping
Algorithms

6.1 Introduction

In Chapter 5, we compare different transmission strategies without and with cooperations
between different cells. Simulation results show that distributed MIMO mode achieves the
highest sum transmission rates when the fronthaul capacity is high. We apply ZF in D-MIMO
for parallel data transmission. In a C-RAN architecture, the CSIs of the UEs served by a
cluster of RRHs can be easily shared. Based on the CSIs, the UEs could be appropriately
scheduled in order to further improve the performance of D-MIMO.

ZF is known to have low performance when the ratio of the greatest to the smallest
singular value of the channel matrix is large [89]. The more linearly-dependent the channel
gain vectors are, the larger this ratio is. We assume the U UEs have a total number of
antennas larger than the M RRHs. The U UEs are assumed to be randomly distributed at
different positions with different shadow fading. We divide these UEs into several groups
with equal size, and each group of UEs is served during separate subframe. By appropriately
grouping the UEs, the condition of the channel matrix during each subframe can be improved.
However, to determine the best grouping choice to get the maximum sum transmission rate
requires an exhaustive search over all possible grouping possibilities.

The method to improve the performance of ZF by selecting a subset of UEs among a
number of UEs is widely studied in single-cell multi-user Multiple-Input Multiple-Output
(MIMO) [90, 91]. In [89], the sub-optimal greedy user selection algorithms are classified
into two categories: 1) capacity-based algorithms and 2) Frobenius norm-based algorithms.
The capacity based algorithms choose UEs greedily based on the sum rate variation: such as
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a UE is added if this increases the sum rate [92][90]. The Frobenius norm-based algorithms
choose UEs greedily based on the variation of the condition of channel matrix, such as
maximizing the determinant of the composite channel matrix in [93]. Another representative
of Frobenius norm-based algorithms is the semi-orthogonal user selection (SUS) algorithm
proposed in [94], where the UEs are greedily selected by choosing the UE whose CSI has
the largest projected norm on the channel matrices of the already selected UEs. Capacity
based algorithms usually achieve higher sum rate than Frobenius norm-based algorithms,
because they can guarantee sum rate increment in each step of user selection, while Frobenius
norm-based algorithms can not. However, Forbenius norm-based algorithms are less complex
as no calculations of the sum rate is done [89].

In this chapter, we propose several user grouping algorithms to improve the performance
of ZF in a C-RAN downlink system with limited fronthaul capacity. This corresponds to a
multi-cell MIMO scenario. We apply a practical uniform scalar quantization for the analog
data transmitted on fronthaul links as in [95], rather than getting results based on information-
theoretical quantization methods as in [62, 88, 96]. In D-MIMO mode, we study a cluster
of RRHs serving a group of UEs and we apply linear precoding to do joint transmission.
Maximizing the sum transmission rate with per RRH power constraint and per fronthaul link
capacity constraint is a non-convex optimization problem. Different from [62] and [88] which
adopt the Majorization Minimization (MM) scheme to convert the non-convex problem to a
series of convex optimization problems, we relax the above mentioned non-convex problem
by applying uniform scalar quantization and ZF precoding algorithm and get a closed-form
solution.

The remainder of this chapter is organized as follows. In Section 6.2, we introduce the
system model and problem formulation. Next our proposed UEs grouping algorithms are
described in Section 6.3. The simulation results are presented in Section 6.4. Finally we
conclude in Section 6.5.

6.2 System Model and Problem Formulation

We apply the system model presented in Section 4.2. Each UE and each RRH are assumed to
be equipped with equal number of antennas Nya and Nta, respectively. Thus N{j, = Nya,
Vu € Nyg and N}, = Nta, Vv € Np. As shown in Figure 6.1, the U UE are disjointly served
by the M RRHs during N7 subframes. To simplify the analysis, the number of UEs served
during each subframe is the same, N,; = U /Ny = Ng 4, Vt € T. We assume the M RRHs
serve the maximum number of UEs in parallel that they can during each subframe, thus
Ng 4 = MNta/Nua.
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U UEs with Nya antennas M RRHs with Nta antennas

Allocation
Strategy

Number of UEs served

N
during each subframe: H H H e e \H s
T T t

g.d
NUA >
Subframe /  Subframe 2 Subframe Nr
(N, =U /Ng‘d)

Fig. 6.1 M RRHs serve U UEs during N7 subframes.

Let G = {NUE,l, NUE./Q, e NUE,NT} be a set of any arbitrary grouping of UEs. For
example, G = {{1, 3},{2, 4}} is one possible grouping of 4 UEs. As the channel fading is
the same during the N7 subframes, the set G is unordered. Therefore, there is no difference be-
tween G = {{1, 3},{2, 4} } and G = {{2, 4}, {1, 3} }. We denote all possible groupings of
dividing U UEs into disjoint groups with same size N, 4 by an unordered set ICZg"d. WithU =
4, Ny =2and Ngg = 2, we have K2 = {{{1, 21,43, 431}, ({1, 3}, {2, 43}, {{1, 4}, {2, 3}}}.
The number of all possible groupings is given by

|icNg’d|:f‘T[ Nea—1) _ [1;7, (kNga —1)! 6D
U\ kVga—1 ((Nga— DM TIE, (k= DNga)!

The UEs in Nyg, are served together by the RRHs in Ntp on respecting to the constraints:
Ngr < Nya,Vu € Nugg, (6.2)

Y, Mg < MNpa. (6.3)
MENUEJ
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where Ng; is the number of parallel symbols (layers) transmitted to UE u. In this paper,
we assume Ng; = Nya and the M RRHs serve the maximum number of UEs that they can
during each subframe.

We define the achievable sum rate for a certain set of UEs served during subframe ¢ by

R(Nues) = Y, Ru, (6.4)

ME./\/’UEJ

where R, is the achievable transmission rate for UE u.
Here we consider optimizing the achievable sum-rate for all UEs during each subframe

which is defined as
1 M

Riot = No Y R(Nugy). (6.5)
=1

The sum-rate can be optimized over subframes allocation for different UEs, the precoding
matrix and the compression noise under fronthaul capacity and RRH power constraints. In
the following, we formulate the sum-rate optimization problem.

For a certain set of UEs served during subframe ¢, problem (4.22) is a non-convex
optimization problem. In the following, we apply uniform scalar quantization and ZF
algorithm to relax this problem. After the relaxation, we get a closed form expression for the

maximum achievable transmission rate.

6.2.1 Uniform Scalar Quantization

In practice, to find the quantization codebooks to achieve the sum rate given in (4.21) with
the fronthaul capacity constraints given in (4.18) is very difficult. Inspired by [95], we apply
uniform scalar quantization technique for the signals to be transmitted from BBUs pool to
RRHs and derive the corresponding achievable sum rate. We generalize the case where each
RRH is equipped with only one antenna in [95] to multiple antennas in each RRH.

The interface protocol Common Public Radio Interface (CPRI) is currently used for the
data transmission between RRHs and BBUs. It applies separate Inphase (/) and Quadrature
(Q) quantization. The baseband signal for the v-th RRH can be expressed as

X, =X}, + jX%. (6.6)
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Then the 1/Q samples are linearly quantized to 2% levels ranging from —MNvs tO Ny,

Vv € Ntp. The n-th quantization level in RRH v is given by

2
Gny = (—1 + +n%> Mg, (6.7)

209q.v
where n =0, 1,... 2% —1 and My 1s the scaling factor for the quantized signals trans-
mitted from BBU pool to RRH v during subframe ¢. With Q ,, bits resolution per complex
component, the transmission rate in the v-th fronthaul link is C, = 2N15 Qg . bits/channel.

The lower the quantization noise is, the higher transmission rate can be achieved for the
UEs on the radio channel. A higher quantization resolution reduces the quantization noise.
Taking the fronthaul capacity constraint 2Nta Qq,y < C into consideration, to minimize the
quantization noise, we take Qg = L%j as the value of the quantization resolution for the
v-th fronthaul link, Vv € Np. In other words, the fronthaul is fully used.

We choose the scaling factor 1,,, to control the probability of overflow of 1/Q samples in a
low level. We adapt the "three-sigma rule" applied in [95]. The average power of both Inphase
(I) and Quadrature (Q) parts of each element in the k-th row of X, is V/ [k] (V,”v[k])H /2,

where V7 [k] denotes the k-th row of V7 .

r r H r r H
Let p — maX{Vt,v[”(Zly[lD . VZ,V[NTA](;][,V[NTA]) } We set

e =3/p- (6.8)
The probability of overflow for both /-branch and Q-branch samples is expressed as
PRL [ 11 > 1) = PAXE i )| > ) < 0.0027 (6.9)

wherei=1,2,... Nrand j =1, 2,... N;.

Each element in XV’, is linearly quantized as

X!, [i, j] = argmin |g, — X, [i, /]I, (6.10)
n

X%, [i, j] = argmin|g, — X2 [i, /]| (6.11)
n

wherei=1,2,... Nrand j=1, 2,... N;.
As mentioned in [95], according to Widrow Theorem, if the number of quantization
levels (i.e. 2%) is large, and the signal varies by at least some quantization levels from

sample to sample, the quantization noise can be assumed to be uniformly distributed. The
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quantization step size is Q2 = 217%av_ The corresponding quantization noise variance is
20q,v
2 ()22 %y . N
0,; = — ¢ according to Appendix C in [97].

Applying linear quantization with a quantization resolution Qg , = L%j , problem (4.22)

can be modified to

maximize YueNye, Ru
over Vi, VteT (6.12)
s.t. P (V7 Gv%t) <P,, Ve N

where 2220
v, 25 v
o2, = (”’)% W € Nip (6.13)
Vo IVED™ VL [Nga] (VE [N )M
My = 31/ max{— ’ oo — ’ } (6.14)
’ 2 2
C
= , 6.15
Oq, LZNTAJ (6.15)

6.2.2 Zero Forcing
Applying ZF algorithm, the precoding matrix during subframe ¢ is given as:

-1

Vi = ¥H),, (Hage M) (6.16)
where Hpge, = [Hage, 15 B, 205 -5 Hagg, (v, 4] @nd % is a normalization factor which

is selected to satisfy the RRH power constraint during subframe ¢.
Applying V, =V, /%, 6,; = Ovs/ ¥, N{ 5 = Nua Yu € Nyg and (6.16) to (4.21), we get

det(INUA + YIZINUA + %ZHMQHII;I)

R,=1o L , Yu e Ny (6.17)
¢ det(In,, + ¥ H,QHH) UE:
where 5
2 (% 2—2Q0q.v
2 q,
6\1271‘ — % (nV,t)6 — ’}/126"}27[’ vV E NTP (6.18)

(6.19)

Ty = ]\/maX{V{N[l] (jtr,v[l])H L Vi, [N1a] (jtr,v[NTA])H}

- —1
Vi =Hi{,, (Hag HY ) (6.20)

Q=0/y (6.21)
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C
= . 6.22
Qg = L5p ) (6.22)
Applying V, and 6, to (4.16), we get
Pos(Vi,02,) = (VI (Vi) + 62 Iuy, ). (6.23)
Then problem (4.22) can be rewritten as
. - det(Ly,  +¥2 Iy, +77H,QHY)
maximize Y,enqg, Ru = 10g d:t?INUA +l}J'?Hu GHI)
over 7 (6.24)
s.t. y}tr(V{_‘v(V{,v)H + 6\/2,ZINTA) <PWveNtp
The multiple constraints in problem (6.24)
P
B<—— 1 Vv € Nyp (6.25)
r r ~2
tr(Vt,v(Vl,v) +o—v,lINTA)
can be adapted to one constraint
P P
P < min{ R b (6.26)
4 r r r \H =2
(Vt I(V ) + GI lINTA) tr(Vt,M (Vt,M) + GM,tINTA)
Theorem 1. Problem (6.24) can be solved by
P P
¥ = min{ — P }. (6.27)
tr(vzr,l(v ) +Gl tINTA) tr(Vtr’M(V; ) +GM tINTA)
Proof: See Appendix A.
Therefore, the problem of maximizing Ry can be formulated as below:
.. Nr ! 1 7 ~
maximize Y= LueNyg, log 1+ T, oA 6.28)
N .
over G = {NUE,h NUE,Z, ey NUE,Ng,d} S /CUg’d
where
P P
¥% = min{ . .. — (6.29)
r(VtrJ (Vzr ) + Gl ZINTA) (VtrM(Vtr ) + GM,tINTA)
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Fig. 6.2 Process of allocating UEs to be served in different subframes with UDA.

6.3 User Grouping Algorithm

Problem (6.28) can be solved by an exhaustive search over all possible UEs groupings. This
brute force algorithm is simple with a small number of UEs U. Nevertheless, the number of
all possible UEs groupings increases exponentially with U for a fixed Ng 4 > 1. To reduce
the complexity, we propose different algorithms that solve these optimization problems
approximately.

We adapt the iterative capacity based greedy algorithm in [98] to a C-RAN system, and
name it “Greedy User Grouping Algorithm” (GUGA). We present it in Section 6.3.1. In
Section 6.3.2, we adapt the Semi-orthogonal User Selection (SUS) algorithm proposed in
[94] to an UEs grouping algorithm named “Semi-orthogonal User Grouping Algorithm”
(SUGA).

We also propose two new two-stage UEs grouping algorithms. An exhaustive search of all
UEs groupings to find the best one is complex. We thus decide to first restrict the selection of
UEs grouping into a certain region. The process of these two-stage UEs grouping algorithms
is shown in Figure 6.2. In the first stage, the U UEs are partitioned into N, collections with
the same size Ng. Then, in the second stage, UEs in the same collection are assigned to
different subframes. Thus, a collection of UEs is defined as the UEs that are not served
during the same subframe. To get a larger achievable sum rate, we should let the channel
matrices between all the RRHs and each UE served in the same subframe be less linearly
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dependent. We put the UEs with similar channel gain to the same collection and avoid that
they are served on the same time.

During a given subframe, there is exactly one UE in each collection that is served. Thus
the number of UEs in each collection is Ny = Ny = U /N, 4. As the group of UEs served

during the same subframe contains one UE from each collection, the number of collections

M Nt
Nua

equals to the number of UEs served during each subframe is N. = Ny g = . To simplify
the analysis, we assume that the value of ]% is always an integer.

We denote the i-th collection as M;. Thus, Ui.\il M; = Nyg and M;M; =0, Vi # j.
Let MII\][C be the unordered set of all possible groupings of partitioning U UEs belonging to
N¢ collections into groups with same size N, 4 with the above mentioned constraint. The

cardinal of M]gc is given by

N.—1
M| = <%’) (6.30)

For example, with M =3, U = 6, N, = 3, we could have M| = {1, 4}, M, ={2, 6}
and M3 = {3, 5}. In this case, UE 1 and UE 4 are in the same collection, they cannot be
served during the same subframe. The same applies also to the UEs in M, and M3. With

this partition of collections,

M = {{{1, 2,3},{4, 6,51}, {{1, 2, 5},{4, 6, 3}},

6.31)
{{1,6,3},{4, 2, 53}, {{1, 6, 5}, {4, 2, 3}}}.

And we have | M| = (81> =4,

We propose an algorithm called “User Division Algorithm” (UDA) to do the first stage
process which partitions the UEs to different collections. UDA and the motivation to apply
UDA are introduced in Section 6.3.3. For the second stage, we apply separately random
selection and GUGA for the two different proposed two-stage UEs grouping algorithms.
We call the one which combines UDA and random selection by “ Pre Partitioned - Random
User Grouping Algorithm” (PP-RUGA); the one which combines UDA and GUGA by “Pre
Partitioned - Greedy User Grouping Algorithm”(PP-GUGA). We present the two proposed
two-stage UEs grouping algorithms in Section 6.3.4. Among the above mentioned UEs
grouping algorithms, PP-RUGA and SUGA are Frobenius norm-based algorithms, GUGA
and PP-GUGA are capacity-based algorithms. All the four algorithms are summarized in
Table 6.1.
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Table 6.1 Summary of different UEs grouping algorithms.

Acronym Meaning Number of First stage | Second stage
stages
GUGA Gireedy user GUGA
grouping algorithm
SUGA Seml—o‘rthogona‘l user | SUGA
grouping algorithm
PP-RUGA Pre partlthned - raqdom randqm
user grouping algorithm selection
PP-GUGA | | ¢ partitioned - greedy 2 UDA GUGA
user grouping algorithm

6.3.1 Greedy User Grouping Algorithm (GUGA)

In this section, we describe GUGA algorithm. For each turn, the U UEs are assigned
separately to N7 different subframes to be served. The GUGA algorithm has a number of
iterations which is equal to Nr. In each iteration, we assign N, 4 UEs to one subframe. Let
J be the set of all possible unordered subsets of size N, 4 of NuE. The size of J is

Ngd U!
— [ e ) = . 6.32
71 ( U ) (U —Nga)!Ng 4! (032)

Meanwhile, we denote the set of all possible unordered subsets of size N, 4 of the still
unassigned UEs at the beginning of the k-th iteration by 7). Thus, we have 7)) = 7.

Before starting the iterations, we first calculate the value of R(S) for each S € 7 by (6.4),
(6.17) and (6.27), and save them.

In the k-th iteration, we find the set of UEs S € 7 that has the largest value of R(S)
(achievable sum rate of S). This set of UEs is assigned to be served during subframe & and is
denoted by S. Thus, we have

S = argmaxR(S). (6.33)
Segw

Then we remove the sets in 7 ¥) which contain any element in S to get J k1) je.
FlHD) = {5|$ eJ® andi¢ SVic sk}. (6.34)

Next we move onto the (k+ 1)-th iteration and terminate at the end of the Np-th iteration.
At last, the chosen grouping of UEs is given by G = {S, S, ..., Sn; }.
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6.3.2 Semi-orthogonal User Grouping Algorithm (SUGA)

Semi-orthogonal User Grouping Algorithm (SUGA) is an extension of the user grouping
algorithm in [94] to the scenario where both RRHs and UEs are equipped with multiple
antennas. The basic idea of SUGA is to greedily construct a channel matrix whose rows are
as orthogonal as possible to each other.

SUGA is an iterative algorithm which assigns the U UEs to N7 contiguous subframes.
We denote the set of unallocated UEs as K and the set of allocated UEs during subframe k as
Sk

LetH, = [h!

u,1?

hl, ..., hl, ], whereh,; is the channel vector from the RRHs to the
) YVUA ’
i-th antenna of UE u. We initialize n = 1.

For each i-th antenna of each UE u € K, calculate the component of h,, ; orthogonal to

the subspace spanned by {&1, .-, &,—1)Nys+i-1):

(n—1)Nya+i—1} .gH
hu,lgj ~

8 Npati =Pui— Y, 8] (6.35)
=gl
8(n—1)Nya+i = B(u—1)Nya+i- (6.36)

When n = 1, this implies g, 1)y, +i = hu,i, Where i=1, 2, .., Nya.

Let i be the UE in K that maximizes Z?ff &(u—1)Mya +ill>. We remove UE i from K, put
it in Sy and increment n. Next, we select another UE with the same process until Ny 4 UEs
are selected.

Once Ng 4 UEs are assigned to subframe k, we increment k, reset n = 1, Sy =0 and
allocate another N, 4 UES to the next subframe with the same procedure. After allocating all
the U UEs, we get G = {S|, Sy, ..., Sn; }, which is the grouping of the UEs.

SUGA is summarized in Algorithm 1.

6.3.3 User Division Algorithm (UDA) and Motivation to Apply UDA
UDA

The objective of UDA is to generate N. = N, 4 collections of same size N7. In a collection,
the UEs are served in different subframes. UDA allocates the UEs that get the highest sum
channel gain from Nya antennas of a RRH into the same collection. It firstly calculates a

reference matrix Z € RIV*Nel Let r = Npa /Nya. Each element of the matrix is
uNya Ir 5
Zu= ) Y, MG (6.37)

i=(u—1)Nya+1 j=(I—1)r+1
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Algorithm 1 SUGA: Semi-orthogonal User Grouping Algorithm

Input: H (Channel matrix), M (No. of RRHs), U (No. of UEs), N, 4 (No. of UEs served
during each subframe), Nya (No. of antennas of each UE), Nyg (Set of UEs to be
served)

Output: G (UEs grouping)

Initialisation : Let §; = 0 (Set of UEs to be served during subframe k), where k =

1,2, ..., U/Ngq
1: hu,i = [H(u_l)NUA“’i:l’ ey H(u—l)NUA-I—i,MNTA]’ where u =1, 2, ..., U and i =
1,2, ..., Nua
2: K = Nyg (Set of UEs still unallocated)
3: for k =1toU/Ngq do
4: for =110 Ngzqdo
5: if / = 1 then
6: for m =1to |K| do
7: for n =1 to Ny do
8: (m—1)Nya+n = th[m]Jz
9: end for
10: end for
11: else
12: for m =1to |K| do
13: for n =1 to Ny do y
14: 8(m—1)Nya+n = h/C[m],n - ZEI:_II)NUA—i—n_l hﬁ‘[g?irzg_i g
15: 8- 1)Nyat+n = &(m—1)Nya+n
16: end for
17: end for
18: end if
19: Let F ={1, 2, ..., |K|}
20: m= argmaxmefz,?ff ||g(m*1)NUA+i||2 /* Select the UE. %/
21: for i =1 to Ny do
22: 8- 1)Nya+i = B(—1)Nya+i
23: end for
24: Sk<—SkU{lC[n~1]} /* Add /C[Y?l] to Sk. >I</
25: K+ K/K[m]
26:  end for
27: end for

28: return G = {81, S, SNT}
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whereu=1, 2, ..., Uand [ =1, 2, ..., N.

Antenna / Antenna 2

Antenna / | Antenna 2
Z,, =|H,D|f +[H2) + [, DI +[H,2)f

Fig. 6.3 An example of the calculation of one element of the reference matrix.

Note that each element in Z is the sum of the channel gain from each of Ny antennas
in a RRH to each antenna in a UE. Figure 6.3 shows an example of the calculation of one
element in the reference matrix. In this example, each RRH and each UE is equipped with 2
antennas (Nta = Nya = 2).

Secondly, UDA initializes N. = {1, 2, ..., N} and the N, collections all to be empty sets:
M; = 0Vie N.. Then UDA does U iterations to assign each of the U UEs to a collection.

In each iteration, UDA finds the index of the maximum value in Z:

{m,n} = argmax Z,;. (6.38)
i€NUE,jENTP
Then UE m is added to the set M,, and removed from Nyg. When the n-th collection is full
(M,, =U/N,), we delete collection n from N..
UDA is summarized in Algorithm 2.

Motivation to Apply UDA

In the following, we present several examples to show the sensitivity of the average available
sum rate w.r.t. the chosen UEs grouping.

Here we let M =3, U =9, Nt = 1 and Ny = 1. Thus, we have N, ¢ = MN1p /Nuya =3
and Nt = U /N, 4 = 3. In this case, applying Equation (6.1), the number of all possible
combinations |ICI[>’g’d| = |K3| = 280.
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Algorithm 2 UDA: UEs Division Algorithm

Input: H (Channel matrix), M (No. of RRHs), U (No. of UEs), Ntpo (No. of antennas of
each RRH, Nya (No. of antennas of each UE
Output: {M;, My, ..., My, } (UEs collections)
Initialisation : Let the set of all UEs Nyg = {1, 2, ..., U}
Let N, = MNta /Nya /* Calculate the number of collections */
Let N. = {1, 2, ..., N.}, M; =0 (UEs collections), where i = 1, 2, ..., N,
Letr= NTA/NUA
Let Z € RU*N] pe a reference matrix,
where 7, = Z?LV&A—UNUAH Zé'rz(lq)rﬂ IH(, )
fork=1toU do
{m,n} = argmaxiENUE,jGNc Ziaj
Assign UE m to the set M,
NUE < Nug/{m}
if |M,,| = U /N, then
10: Ne <= N /{n} /+ When a collection already has U /N, elements, it should not be
assigned with new UEs any more.x/
11:  end if
12: end for
13: return {M;, M;, ..., My }

Rl

e

UDA partitions the U UEs into N, = N, 4 = 3 collections with same size Ny = Ny = 3.
The number of all possible UEs groupings with the constraint that UEs in the same collection
cannot be served during the same subframe is |./\/l][\]]°| = |M3| = 36 (applying (6.30)).

We apply the simulation configuration presented in Section 6.2 and set the RRH power
constraint to P = 41.86 dBm. Each fronthaul is assumed to have unlimited transmission
capacity. In each simulation, we randomly generate U = 9 UEs located at different positions
which are served by the cluster of the 3 RRHs with a random channel matrix. For the given
channel matrix in this simulation, we calculate the sum rate with each of the |ICS| =280 UEs
groupings using (6.17) and (6.27). Then we order the 280 UEs groupings ICS in increasing
order of the average achievable sum rates achieved by them. Next, we do the same process
to the |MS| = 36 UEs groupings. After the reordering, each i-th element of ICZg’d is labeled
with the number i. MS is a subset of ICS. Next, we let each element in MS have the same
label as it has in ICS.

We perform 5 different simulations, and plot the average achievable sum rate versus the
labels of each element in ICS and MS of each simulation in Figure 6.4. We can observe that
there is a wide variation of average achievable sum rate for different UEs groupings in each
simulation. The highest average achievable sum rate can be twice as the lowest. Therefore,

it is interesting to find a good UE grouping to increase the sum rate. ./\/lg is a set of UEs
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Fig. 6.4 Sensitivity of the achievable sum rate towards the chosen grouping of UEs for the
channel matrix.

groupings selected from ICS by UDA. We can observe that the UEs groupings in ./\/lg mainly
locate in the high average achievable sum rate regime of ICS. To select one UEs grouping
from /\/lg gives a larger chance to get a high sum rate than from ICS and also gives a much
lower chance to get a very low sum rate. Moreover, we have large possibility to get the
maximum or near maximum sum rate by selecting one UEs grouping from the |M3| = 36
UEs groupings rather than from the |ng| = 280 UEs groupings.

6.3.4 Two-Stage UEs Grouping Algorithms

In the following, we present the two proposed pre partitioned UEs grouping algorithms
separately.

Pre Partitioned - Random User Grouping Algorithm (PP-RUGA)

In Section 6.3.3, it is shown that, by applying UDA, the selecting of one UE from each
collection increases the chance to form a group of UEs which achieve a high sum rate. A
simply random selection can already increase the system performance. PP-RUGA applies a
pseudo-random way to select one UE from each collection to be served during each subframe.
After the assignment for each collection by UDA, we sort M; into increasing order, where
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i=1,2,... N.. Then we select the k-th UE from each collection to be served during the k-th
subframe, Vk € 7. PP-RUGA is summarized in Algorithm 3.

Algorithm 3 PP-RUGA: Pre Partitioned - Random User Grouping Algorithm

Input: H (Channel matrix), M (No. of RRHs), U (No. of UEs), N, 4 (No. of UEs served
during each subframe), Nya (No. of antennas of each UE), Nta (No. of antennas of each
RRH)

Output: G (UEs grouping)

Initialisation : S = 0 (Set of UEs to be served during subframe k), where k =

1,2, ..., U/Ngq

N. = MNta /Nya /* Number of collections */

{M1, My, ..., My.} = UDA(H,M,U,Nya,N1a)

Sort M; into increasing order, Vi € Ntp

for k= 1to U/N, 4 do

for/=1toN.do
kN q/M

6: Sk = S U( U {M,li]}) /* Assign one UE from each collection to be
i=(k—1)Ng a/M+1
served during subframe k. */
end for
8: end for

9: return G ={S|, Sy, ..., Sy, }

AN

Pre Partitioned - Greedy User Grouping Algorithm (PP-GUGA)

Pre Partitioned - Greedy User Grouping Algorithm (PP-GUGA) is a combination of UDA and
GUGA. At first, PP-GUGA uses UDA to divide the U UEs into N, = MNta /Nya collections.
Then, it gets the set of all possible unordered subsets of size N, 4 of NyEg with the constraint
that each subset should contain at least and only one UE from each collection: 7. To

construct one subset of 7, we just need to select one UE from each collection. Thus, the size

of J is N
~ U ¢
== . 6.39
7= (3 ) (639
The second stage of PP-GUGA has the same process as GUGA, expect that we need to

replace 7 in GUGA (see Section 6.3.1) by . PP-GUGA is summarized in Algorithm 4.

6.3.5 Complexity Analysis

In this subsection, we discuss the complexity of different user grouping algorithms. Let O(-)

be the complexity of one algorithm.
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Algorithm 4 PP-GUGA: Pre Partitioned Greedy User Grouping Algorithm

Input: H (Channel matrix), M (No. of RRHs), P (RRH power constraint), U (No. of UEs),
Ng 4 (No. of UEs served during each subframe), Nya (No. of antennas of each UE), Nta
(No. of antennas of each RRH)

Output: G (UEs grouping)

Initialisation : Let the set of all UEs Nyg = {1, 2, ..., U}, Sy = 0 (Set of UEs to be
served during subframe k), where k =1, 2, ..., U/N, 4

1: N. = MN1a/Nua /* Number of collections */

2: {M], Mo, ., MNC} :UDA(H,M,U,NUA,NTA)

3: Get the set of all possible unordered subsets of size Ng 4 of Nug with the constraint tha~t
each subset should contain at least and only one UE from M; wherei =1, 2, ..., N.: J

Calculate the value of R(S) for each S € J by (6.17) and (6.27)

Let JW =7

for k=1to U/N, 4 do
S = argmaxg, 70 R(S ) /* Set of UEs Sy having the highest achievable sum rate is
chosen to be served during subframe & */

Flr1) {5|s eJ® andi¢ SVic Sk}
9: end for
10: return G ={S;, Sy, ..., Sy, }

AN

@

GUGA

The main cost of GUGA is the computation of the sum transmission rate of each subset of UEs
S in J, where J is the set of all possible unordered subsets of size N, 4 of NUE. In this com-

putation, the operation (HS(HS)H> costs the most. Each calculation of <H5(H5)H>
has a complexity of O(N;dN% AMN1a) [98]. GUGA needs to do | J| = W(;),Ngd, times
this operation. Thus, the complexity of GUGA algorithm is O(Ng dN% AMN1A - U Ned). Ap-

plying Ng g = MNta/Nya, we get
©(GUGA) = O(M3 N3, U MNra/Nua)y (6.40)

SUGA

In (6.35), we need at most MNya — 1 times (1 X MNga) X (MNta X 1) X (1 X MN1a ) (column
vector)-(row vector)-(column vector) multiplication whose complexity is O(MNpya ) for each
antenna of each unallocated UE. To allocate a UE, we need to calculate (6.35) for at most

UNya antennas in UEs’ side and choose the one who has the maximum module. Thus,
the complexity of allocating one UE is O(UNyaM?*N%, ) + O(UNya) = O(UNyaM?*N3,).
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Therefore, the total complexity of SUGA is
O(SUGA) = O(M*>N3\NyaU?). (6.41)

PP-RUGA

In UDA, we need to do MU NyaNta multiplications and a sorting to MU elements. The
complexity for UDA is O(MU logMU ) + O(MU NyaNrta ). After applying UDA, the second
stage of PP-RUGA is just a randomly allocation of different UEs to be served during different
subframes. Thus, the complexity of PP-RUGA is

©(PP-RUGA) = O(MU logMU) + O(MUNyaNT ). (6.42)

PP-GUGA

The first stage of PP-GUGA has the same complexity as UDA. Similar to GUGA, the
computation of the sum transmission rate of each possible subset of UEs S in J (see
Section 6.3.4) is the main cost of the second stage of PP-GUGA. However, the size of
7| = (U/N.)™ is much less than |.7|. Note that N, = N, 4. The complexity of the second
stage of PP-GUGA is O(N;dN%AMNTA (U /Ng7d)Ng*d). This is higher than that of UDA.
Thus, the total complexity of PP-GUGA is O(Ng’dN%AMNTA - (U/Nga)Vs9).  Applying
N,y 4 = MNta/Nya, we get

(MN1a /Nua)
N UA) ). (6.43)

®(PP-GUGA) = O(M>Ni, (MN
TA

6.4 Simulation Results

We apply the system configuration presented in Chapter 4. We consider a simple cluster of
M =3 RRHs serving U UEs. The set of RRHs is Np = {1, 2, 3}. Each RRH and each UE
is equipped with Nto = Nya = 2 antennas. During each subframe, N, 4 = 3 UEs are served.
Each fronthaul link is assumed to apply the linear quantization with the same number of
bits: Qg = Qq Vv € Nrp. For each numerical result, an average over 100 times randomly
generated U UEs allocated to the studied cluster of RRHs with different large-scale channel
gain is performed. For each fixed large-scale channel gain, we take average over 100 times
small-scale multi-path fading.

We denote the exhaustive enumeration of all possible UEs grouping to solve optimization

(6.28) by “Exhaustive algorithm”. We call the transmission without applying any user
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grouping algorithm by “Random UEs grouping”. In this section, we compare the average
achievable sum rate of applying different user grouping algorithms GUGA, PP-GUGA,
SUGA and PP-RUGA with applying “Exhaustive algorithm” and “Random UEs grouping”.
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Fig. 6.5 Average achievable sum rate vs. RRH power constraint Py (U =9, Qq = 4).

At first, we fix the number of UEs U = 9 and each RRH power Py, = 46 dBm. The
average achievable sum rate of the six algorithms with respect to different fronthaul con-
straints is shown in Figure 6.5. Secondly, we fix the number of UEs U = 9 and each fronhaul
quantization bits Q4 = 4. The average achievable sum rate of the six algorithms with respect
to different RRH power constraints is shown in Figure 6.5.

It is observed that applying the algorithms which selects an optimal or suboptimal UEs
grouping increases the system performance compared to randomly selecting a UEs grouping.
Applying GUGA has a similar performance to that of applying “Exhaustive algorithm”.
Meanwhile applying PP-GUGA achieves a smaller average sum rate than applying GUGA,
but higher than SUGA. PP-RUGA also achieves a higher average sum rate than “Random
UEs grouping”, however smaller than all the other user grouping algorithms.

Then, we fix the RRH power constraint Py, = 46 dBm and each fronhaul quantization
bits Qq = 4. We vary the number of UEs U. The corresponding ratios of increasing average
achievable sum rate compared with applying “Random user grouping” realized by applying
GUGA, PP-GUGA, SUGA and UDA are illustrated in Figure 6.7. With the increasing

number of UEs for grouping, the performances of all the proposed user grouping algorithms
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Fig. 6.7 Ratio of increasing average achievable sum rate compared with applying “Random
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increase. Applying GUGA increase 50% the average achievable sum rate when U = 30,
40% with PP-GUGA, 25% with PP-SUGA and around 10% with PP-RUGA. However, the
increase rate of the average achievable sum rate is gelling lower as U increases, because most

of the spatial diversity has been exploited.
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Fig. 6.8 Running time vs. number of UEs U (Pygm = 46 dBm, Q4 = 4).

The simulation is done by Matlab in a MacBook Air with 1.4 GHz Intel Core i5. The
average running time for GUGA, PP-GUGA, SUGA and PP-RUGA with respect to different

number of UEs U is shown in Figure 6.8. It illustrates that, considering running time, GUGA

> PP-GUGA > SUGA > PP-RUGA.

When we fix the values of M, Nta and Nyp, the complexities of the four user grouping
algorithms (6.40), (6.43), (6.41) and (6.42) become:

©(GUGA
©(PP-GUGA
®(SUGA
®(PP-RUGA

)

0
U?)
U?)
O(UlogU).

S

(6.44)

S

These correspond to the increase of average running time with respect to the number of UEs

U as depicted in Figure 6.8. Note that, although the increasing rate of GUGA is similar to
that of PP-GUGA, (6.40) and (6.42) show that GUGA is more complex than PP-GUGA. This

is consistent with Figure 6.8.
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6.5 Conclusion

In this chapter, we proposed four user grouping algorithms denoted GUGA, SUGA, PP-
RUGA and PP-SUGA. ZF precoding is used for joint transmission in a C-RAN downlink
system with limited fronthaul capacity. For a number of UEs, the algorithms select which
UEs are served simultaneously during the same subframe to increase the average achievable
sum rate.

GUGA can achieve a similar performance of that of exhaustive enumeration of all possible
UEs groupings with a lower complexity. However GUGA is still too complex when the
number of UEs U becomes large for a fixed number of UEs served during each subframe.
PP-SUGA and SUGA exhibit less complexity with a small loss in performance. PP-GUGA
has a better performance than SUGA but a higher complexity. The complexity can be further
significantly reduced with PP-RUGA. However, PP-RUGA achieves less average sum rate
than all the other three algorithms.



Chapter 7

Hybrid Joint Transmission

7.1 Introduction

In Chapter 5, simulation results show that CoMP should be preferred for UEs located in cell
edge areas and when fronthaul capacity is high. The UEs in cell edge area benefit more from
CoMP than UEs in cell center area.

CoMP can largely improve system performance but needs more fronthaul capacity [27],
especially with JT: data of all served UEs have to be shared between different RRHs [51].
The heavy burden on fronthaul links is the major bottleneck of the feasibility of C-RAN [22].
The extra fronthaul load and CSIs requirement in CoMP may counteract the throughput gain
for UEs in cell center area [99].

To improve system performance with limited fronthaul capacity, we propose a hybrid
transmission strategy. An example of hybrid transmission is shown in Figure 7.1. The UEs
in near RRH area are served in single RRH mode (served by only one RRH), and UEs in cell
edge area served in distributed MIMO mode (jointly served by all the RRHs in the cluster).

Single RRH mode corresponds to non-CoMP with limited coordinated Scheduling (CB).
The BBU pool just needs to collect the statistical CSIs to decide which RRH serves which
UE and which UEs are served at the same time. Distributed MIMO mode is one coherent
JT algorithm where we apply Zero-Forcing (ZF) precoding to let a cluster of RRHs jointly
transmit signals to a group of UEs.

The performances of CB/CS, JT and non-CoMP with limited fronthaul capacity are
compared in a number of studies. Simulation results in Section 5.5 and [100] show that
non-CoMP outperforms CoMP and CB/CS outperforms JP when the fronthaul capacity is
low. To make a trade-off between system performance and fronthaul load, a number of
studies has been done to switch between CB/CS, JP and non-CoMP. In [81], a semi-dynamic
hard switching scheme is proposed to decide which UEs are to be served by CB or JT by
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Fig. 7.1 An example of hybrid transmission.

comparing their achievable sum rates under CB and JP with limited fronthaul capacity. In
[82, 101], the UE data are divided into two part: private data and common data. The private
data are not shared among the RRHs and are transmitted by CB. By contrast, the common
data are shared among the RRHs are transmitted by JT. The authors in [82] show how the
limited fronthaul capacity determines the best amount of data worth sharing across the RRHs.
Both [81] and [82] use a data-sharing based strategy forwarding data from BBU pool to
RRHs. However, a more practical compression-based strategy is applied in our work for
D-MIMO to transmit data from BBU pool to RRHs.

The remainder of this chapter is organized as follows. In Section 7.2, we introduce the
system model. Next our proposed UEs scheduling algorithms are described in Section 7.3.

The simulation results are presented in Section 7.4. Finally we conclude in Section 7.5.

7.2 System Model

In this chapter, we compare three different transmission strategies: 1) Fully single RRH
transmission; 2) Fully distributed MIMO; 3) Hybrid transmission. In Fully single RRH
transmission, all the U UEs are served in a single RRH mode, in which each of the U UEs is
served by one and only one RRH. Note that all the RRHs of a cluster transmit simultaneously,
and several UEs can be served at the same time in single RRH mode. In Fully distributed
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MIMO, all the U UEs are served in a distributed MIMO mode, in which several UEs are
jointly served by all the M RRHs at the same time. In hybrid transmission, part of the U UEs
are served in single RRH mode and the rest in Distributed MIMO mode.

For each mode, we have to determine which UEs are served at the same time (during the
same subframe). The U UEs are thus partitioned into Ny disjoint groups Nyg; with7 € T

and each group is served in one subframe. Thus, |J Nyg; = Nug and Ny, NuE,j = 0,
teT
where i # jVie T and Vj € T. The group of UEs served in subframe 7 € T is denoted as

Nug, = {u}, u5,... uy, }, where Ng, is the size of the group during subframe 7.
Let G = {Nug,1, NUE2, .. NUEnN; } be a set of any arbitrary grouping of UEs.
UEs in NUE,; are served together or seperately by the RRHs in A/tp on respecting to the
constraints:
Ng;: < MNta. (7.1)

7.3 UEs Scheduling

We denote the number of UEs served in single RRH mode as Us, and the number of UEs
served in distributed MIMO mode by Uyg. Then we have U+ Ug = U. Let ./\/'UE,S =
{us1, usp,... usy,} be the set of UEs served in single RRH mode. Meanwhile, let
Nugd = {uda,1, ta2,... uay,} be the set of UEs served in distributed MIMO mode. In
Fully Single RRH transmission strategy, Us = U, while U4 = U in Fully Distributed MIMO
transmission strategy. Let 75 = {1, #s2,. .. ZS,NT,S} be the set of subframes out of 7 dur-
ing which the UEs are served in single RRH mode, where N7 is the length of 7. Let
Ta={ta1, fd2,--- ldNy d} be the set of subframes out of 7 during which the UEs are served
in distributed MIMO mode, where N7 4 is the length of 73. And we have N7 s+ Nr g = Nr.

As mentioned in Section 4.3 and Section 6.2, N, s = M UEs are served during one
subframe in single RRH mode and N, 4 = M N4 in distributed MIMO mode.

7.3.1 UEs Scheduling for Distributed MIMO Mode

We partition the Uy UEs served in distributed MIMO mode to N7 4 groups with same size
Ng.q = MN1a. Each group of UEs is served during one subframe in 73. We need an heuristic
to decide which UEs are served at the same time in order to get a high sum transmission rate.

Here, we apply Semi-orthogonal User Grouping Algorithm (SUGA) adapted from [94]
and presented in Section 6.3.2 to do the UEs grouping. SUGA is an iterative algorithm which
assigns the Uy UEs disjointly to Ny 4 subframes.
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Fig. 7.2 Process of PP-SUGA.

7.3.2 UEs Scheduling for Single RRH Mode

We partition the Us UESs served in single RRH mode to N7 s groups with same size Ny s =
M. Let Gs = {Nuey,, NUEL,, s NUEsy, } be the grouping of UEs served in single
RRH mode. The i-th UE in the set /\/'UEJS?,( is served by the i-th RRH in Ntp, where
k=1,2,... Nrs.

In single RRH mode, only statistical CSIs are available in BBU pool. The statistical
channel matrix Q is used for UEs scheduling. We propose Pre Partitioned - Semi-orthogonal
User Grouping Algorithm (PP-SUGA) to do the UEs scheduling.

PP-SUGA is a three-stage algorithm as shown in Figure 7.2. In stage 1, it applies an
adapted version of Users Division Algorithm (UDA) (see Section 6.3.3) to partition the Us
UEs into M collections with same size Us /M = Nr . The i-th collection is allocated with the
UEs which locates nearest to RRH i. Then in stage 2, UEs in the same collection are assigned
to different subframes by applying SUGA. To remind, a collection of UEs is defined as the
UEs that are not served during the same subframe. At last, in stage 3, each group of UEs is
reordered. The RRH that brings the highest channel gain to the UE is chosen to serve it.

Stage 1

The adapted version of UDA initializes K = Nygs, S = N1p,. Let Qi p be the statistical
channel matrix between the set of RHHs K and the set of UEs S.

In each iteration, UDA finds the index of the maximum value in Qg s:

{m,n} = argmaXQK,S(iaj)' (7.2)
l7.]
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Then UE K[m] is added to Mg, and removed from K. When the S[n|-th collection is full,
RRH S|n] is deleted from S.
This adapted version of UDA for Chapter 7 is detailed in Algorithm 5.

Algorithm 5 UDA: Users Division Algorithm

Input: Q (Statistical channel matrix), M (No. of RRHs), Us (No. of UEs), Nyg (Set of
UEs).

Output: {M;, M, ..., My} (UEs collections)
Initialisation : K = Nugs, S = {1, 2, ..., M} (set of collections), M; = @ (UEs collec-
tion), wherei=1, 2, .... M

: for k=11to Us do

{m,n} = argmax; ; Qi s(i, j)

M) Mg U{K[m]}, K« K/{K[m]}

if |/\/l5[n]| = Us/M then
S < §/{S|n]} /* When a collection already has Us/M elements, it should not be
assigned with new UEs any more.x/

6: end if

7: end for

8: return { M, My, ..., My}

ANl

Stage 2

PP-SUGA realizes stage 2 by using SUGA with the constraint that UEs in the same collection
cannot be served during the same subframe. The input to SUGA in Section 7.3.1 is replaced
by O, M, N, 4 and J\/’UE’d. At the end of stage 2, we get Ga = {5’1, 52, . SNT,S}-

Stage 3

In stage 3, each set is reordered in C;d to decide which RRH serves which UE. A RRH will
serve the nearest UE if no shadow fading is considered. It is as dividing M UEs into M
collections with size 1. This can be realized by applying UDA: S; = UDA(Q,M,M,S)),
where k=1, 2,... |Ts|.

At last, the chosen grouping of UEs is given by Gs = {S1, &2, .., Si7;)}-

In the following, we discuss the complexity of PP-SUGA. UDA in stage 1 does a sorting
to UsM elements. Thus the complexity of stage 1 is O(UsMlogUsM). In stage 2, SUGA is
applied with statistical channel matrix and M UEs served during each subframe. Referring
to Subsection 6.3.5, the complexity of stage 2 is O(U2M?). In stage 3, we do a sorting of
M? elements for each subframe in 7. Thus the complexity of stage 3 is O(NT7SM2 logM?) =
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Fig. 7.3 Process of separating UEs to twos parts, some served in single RRH mode and the
others in distributed MIMO mode.

O(UsM log M?). Finally, the total complexity of PP-SUGA is O(UsM logUsM ) +O(UZM?) +
O(UsMlogM?) = O(U2M?).

7.3.3 UEs Scheduling for Hybrid Transmission

In Hybrid transmission, based on statistical CSIs, the set of UEs NyE is separated to two
parts: Nygs with size Us and Nyg 4 with size Ug. The UEs in Nyg ¢ are served on Single
transmission mode while the UEs in NUE,d in distributed MIMO mode. Our strategy is to
allocate the UEs close to any one of the M RRHs to NUE,S and the UEs located in the center
of the M RRHs to Nyg 4.

At first, UDA is applied to divide the U UEs into M collections. The lower the index of
a UE in the i-th collection is, the higher statistical channel gain from RRH i to the UE is.
Then the first Us/M elements in each collection are allocated to Nyg s and the rest to Nyg g.
The complexity of this process is O(UMlogUM). An example of this process with U = 12,
M =3 and Us = U4 = 6 is illustrated in Figure 7.3.

Next, the set of UEs Nyg are grouped to Ny groups with equal size M by applying
SUGA in Subsection 7.3.1. Each group is served during one subframe in 7;. Meanwhile, the
set of UEs \yE q are grouped to Ny 4 groups with equal size MNta by applying PP-SUGA in
Subsection 7.3.2. Each group is served during one subframe in 74. PP-SUGA for UEs served
in single RRH mode is based on statistical CSIs and SUGA for UEs served in distributed
MIMO mode is based on instantaneous CSIs. Therefore, PP-SUGA need to be applied once
during a number of frames while SUGA should be applied once during each frame.
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Fig. 7.4 Equal fronthaul transmission capacity constraint for the UEs served on Single
transmission mode and in distributed MIMO mode.
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Fig. 7.5 Subframes scheduling of B-FTS.

7.3.4 Transmission Strategies on the Fronthaul Links

In Synchronous Fronthaul Transmission Scheme (S-FTS), the data transmitted from BBU
pool to RRHs during subframe ¢ are transmitted from RRHs to UEs on radio interface during
subframe ¢ 4 1. In single RRH mode, discrete symbols are transmitted from BBU pool to
RRHs. By contrast, in distributed MIMO mode, the discrete symbols are first precoded
and quantized and then transmitted from BBU pool to RRHs. Thus, Distributed MIMO
transmission mode consumes more fronthaul capacity than Single RRH transmission mode.

In S-FTS, the fronthaul capacity for Single RRH transmission mode can be not fully
used, while the transmission rate for Distributed MIMO transmission mode is limited by the

fronthaul capacity constraint. Such an example with 3 RRHs is shown in Figure 7.4.
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Fig. 7.6 Fronthaul transmission with previous data transmission for the UEs served in
distributed MIMO mode.

To exploit the vacant fronthaul capacity for Single RRH transmission mode, we propose
Buffered Fronthaul Transmission Scheme (B-FTS). In B-FTS, during each frame, the UEs in
NUE,s, which are served in single RRH mode, are served before the UEs in NUE’d during the
first Nr ¢ successive subframes in 7 (see Figure 7.5). Like in S-FTS, in subframe ¢ — 1, the
fronthaul transmits the data for the UEs served in single RRH mode which are transmitted
on radio interface during subframe ¢. However, part of the precoded symbols for the UEs in
NuE. 4 are transmitted in advance in the vacant fronthaul capacity available during subframes
0, 1,... Nrs— 1. The precoded symbols are then buffered in the corresponding RRHs and
transmitted when necessary on the radio interface. In this way, extra fronthaul capacity is got
for Distributed MIMO transmission mode.

As the instantaneous CSIs from BBU pool to the UEs in NUE’d are constant during all the
subframes in 7, BBU pool can calculate what precoded symbols to transmit to each RRH
for all UEs in Nyg 4 from the beginning of subframe 1. An example of B-FTS with 3 RRHs
is illustrated in Figure 7.6.

We denote the set of UEs served in single RRH mode by RRH v as I4,. The sum vacant
capacity of the fronthaul link from BBU pool to RRH v during subframes 0, 1,... Ny s—11is

C,=NrsC— Y R (7.3)
ucld,

We equally divide C, to Nr g4 parts, and each part is used to transmit the precoded symbols
from BBU pool to RRH v for the UEs served in distributed MIMO mode during one subframe
in 74 on radio interface. Then the equivalent capacity of the v-th fronthaul link for the UEs



7.4 Simulation Results 107

Table 7.1 Comparison of CSI signaling cost of different transmission strategies

Transmission strategy CSI signaling cost
statistical CSIs between all the M RRHs
and all the U UEs every Ny frames
statistical CSIs between all the M RRHs
and all the U UEs every Ny frames
instantaneous CSIs between all the M RRHs
and all the Uy UEs in Nyg 4 each frame
instantaneous CSIs between all the M RRHs
and all the U UEs each frame

Fully single RRH transmission

Hybrid transmission

Fully distributed MIMO transmission

served on distributed MIMO mode becomes

~ .. C
Ceqv=C+—— veENp,Vt €Ty (7.4)
Nrgd

To calculate the corresponding transmission rates for the UEs served in distributed MIMO
mode when B-FTS is activated, we replace C with Eeqy in (4.19).

7.3.5 Cost of CSIs

In this subsection, we discuss the cost of CSIs of different transmission strategies. We assume
the statistical CSIs to be constant within a period of Ny frames, while they vary in an ergodic
way across a large number of periods of Ny, frames. The instantaneous CSIs are updated
each frame, and the statistical CSIs are updated every Ny, frames. The CSI signaling cost
of the three transmission strategies is shown in Table 7.1. As Ny is usually in a scale of
hundreds and statistical CSIs have a small dimension than instantaneous CSls, the update of
statistical CSIs costs much less resources than instantaneous CSls. Thus, fully single RRH
transmission needs the least CSIs while fully distributed MIMO transmission needs the most.
Hybrid transmission consumes IOg—Ud percent instantaneous CSIs of that consumed by fully

distributed MIMO transmission.

7.4 Simulation Results

In this section, we first evaluate the performance of SUGA and PP-SUGA. Then, we compare
the average achievable sum rate of applying fully single RRH transmission, fully distributed
MIMO transmission and hybrid transmission. Both S-FTS and B-FTS are evaluated for

hybrid transmission.
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Fig. 7.7 Average achievable sum rate vs. fronthaul capacity constraint C for the UEs served
in single RRH mode.

We apply the system configuration presented in Chapter 4. We consider a simple cluster
of M =3 RRHs serving U UEs. For each numerical result, an average over 100 times
randomly generated U UEs allocated to the studied cluster of RRHs with different large-scale
channel gain is performed. For each fixed large-scale channel gain, we take average over 100
times small-scale multi-path fading.

The average achievable sum rate during one subframe for a set of UEs A/ served during a

set of subframes 7 is |

R=— Y R, (7.5)
1.k

7.4.1 Performance of Users Grouping Algorithms

The 60 UEs are separated into two parts: Us UEs served in single RRH mode and Uy UEs
served in distributed MIMO mode. The separation applies the algorithm introduced in
Section 7.3.3.

We call “random grouping” the most simple algorithm which consists in randomly
dividing a set of UEs into several groups. For example, for distributed MIMO applying
, we randomly divide the Uy UEs into Uy /6 groups, and each group is served during one
subframe.

Figure 7.7 compares the performance of PP-SUGA with “random grouping” for UEs
served in single RRH mode with different values of Us. Note that the value of C is the



7.4 Simulation Results 109

©

o

o
1

Uq = 60 with SUGA

Uq = 60 with random grouping
—5—Uq = 42 with SUGA
-z Uq = 42 with random grouping
—b—Ugq = 24 with SUGA
600 - | =&~ Uq = 24 with random grouping

o]

o

o
T

~

o

o
T

500 -

400 +

300 -
200+

100 P

="
-

Average achievable sum rate (Mbits/s)

410
520 540 560 580 600 620
I

200 300 400 500 600 700
RRH fronthaul constraint C' (Mbits/s)

Fig. 7.8 Average achievable sum rate vs. fronthaul capacity constraint C for the UEs served
in distributed MIMO mode.

capacity constraint for each fronthaul link and there are in total 3 fronthaul links in our
simulation scenario.

We observe that, compared with “random grouping”, applying PP-SUGA brings about
31% more average sum transmission rate when Uy = 18, around 25% when Uyq = 36 and
about 17% when Ug = 60. When the fronthaul capacity is larger than 300 Mbits/s, the
average sum transmission rate barely increases with the increase of fronthaul constraint: the
capacity is limited by the radio interface and not the fronthaul.

Figure 7.8 and Figure 7.9 compares the performance of SUGA with “random grouping”
for UEs served in distributed MIMO mode with different values of Uy. Figure 7.8 shows the
average sum transmission rates for the UEs served in distributed MIMO mode applying SUGA
and “random grouping” with respect to different fronthaul capacity constraints. Figure 7.9
shows the corresponding ratios of increasing average achievable sum rates of applying SUGA
compared with applying “random grouping”. It is observed that SUGA brings significant
performance improvement in low fronthaul capacity constraint regime while less significant
in high fronthaul capacity constraint regime. SUGA can reduce the quantization noise for a
fixed fronthaul capacity constraint, which in turn improves the average sum rate. When the
fronthaul capacity constraint is large, the benefit is less significant.

Furthermore, the higher Uy is, the higher average sum rate can be achieved. This is
because, with a larger number of UEs served in distributed MIMO mode, more diversity can
be exploited by SUGA. By contrast, with single RRH mode, the average achievable sum

rates continue to increase when the fronthaul capacity constraint is larger than 300 Mbits/s.
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Fig. 7.9 Ratio of increasing average achievable sum rate compared with applying “Random
user grouping” vs. fronthaul capacity constraint C for the UEs served in distributed MIMO
mode.

This is the incentive for us to share part of the fronthaul capacity for UEs served in single
RRH transmission mode to UEs served in distributed MIMO mode.

7.4.2 Performance Comparison of Different Transmission Strategies

In this subsection, we compare the performance of different transmission strategies with
different values of U (Ug = U — Uy) from fully single RRH transmission (Us = U) to fully
distributed MIMO transmission (Us = 0). The hybrid transmission with 24 UEs served in
single RRH mode and 36 UEs served in distributed MIMO mode is denoted by “hybrid
24-36 transmission”. Both S-FTS and B-FTS are considered for hybrid transmission.

The simulations results are illustrated in Figure 7.10 and Figure 7.11 is a zoom of the
low fronthaul capacity constraint regime. We can observe that the performance of hybrid
transmission is always better than fully single RRH transmission. Hybrid transmission has
a better performance than fully distributed MIMO transmission in low fronthaul capacity
regime while lower in high fronthaul capacity regime. Applying B-FTS (advanced fronthaul
transmission for the UEs served in distributed MIMO mode) can largely increase the perfor-
mance of hybrid transmission compared with applying S-FT'S when the fronthaul capacity
constraint is low.
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Fig. 7.10 Comparison of average achievable sum rate vs. fronthaul capacity constraint C for
different transmission strategies (no zoom).
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Fig. 7.11 Comparison of average achievable sum rate vs. fronthaul capacity constraint C for
different transmission strategies (zoom).

Hybrid 24-36 transmission with B-FTS has a slightly lower performance than hybrid
36-24 transmission with B-FTS when the fronthaul capacity constraint is less than 200
Mbits/s. This is because with more UEs served in single RRH mode, more fronthaul capacity
can be shared to each UE served in distributed MIMO mode. With the increasing of fronthaul
capacity constraint, hybrid 24-36 transmission with B-FT'S begins to surpass hybrid 36-24
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transmission. This is because distributed MIMO mode has a better performance than single
RRH mode when fronthaul capacity is high and there are more UEs served in distributed
MIMO mode in hybrid 24-36 transmission than in hybrid 36-24 transmission. However,
hybrid 24-36 transmission consumes more CSIs than hybrid 36-24 transmission.

7.5 Conclusion

In this chapter, we proposed a hybrid transmission strategy in a C-RAN downlink system
with limited fronthaul capacity. In this downlink scheme, a cluster of RRHs serves a set of
UEs according to two different modes: single RRH mode or distributed MIMO mode. The
downlink mode for the UEs is decided in the BBU pool based on the statistical CSIs. Several
low complexity user grouping algorithms are proposed to decide which UEs are served at the
same time in order to improve the system throughput. Also, a new fronthaul transmission
scheme is proposed to exploit the unused fronthaul resources by UEs served in single RRH
mode to transmit data in advance for the benefit of UEs served in distributed MIMO mode.

Simulation results show that this strategy improves the system performance for hybrid
transmissions when the fronthaul capacity is low. In particular, it outperforms both fully
single RRH transmissions and fully distributed MIMO transmissions in low fronthaul capacity
regime. With the increasing of fronthaul capacity, more UEs are to be served in distributed

MIMO mode to improve system throughput.



Chapter 8

Conclusion

This chapter concludes the major contributions discussed in this thesis and gives possible

directions of future work.

8.1 Major Contributions

C-RAN has the potential to increase the capacity of mobile networks while reducing operators’
cost and energy consumption. Nevertheless, the large bit rate requirement in the fronthaul
largely limits the future deployment of C-RAN. This study has been done in two aspects: 1)
reduce C-RAN fronthaul throughput on the uplink; 2) design coordinated transmission in
C-RAN downlink while considering user scheduling and fronthaul capacity allocation. The

main contributions in the two aspects can be summarized separately as follows.

8.1.1 Reducing C-RAN fronthaul throughput on the uplink

This thesis investigates new functional split architectures between RRH and BBU, to reduce
the transmission throughput between RRHs and BBUs. Two new architectures are proposed
and modeled for the uplink. Part of physical layer functions of the BBU are moved to the
RRH. For the proposed architectures, the transmission rate between RRHs and BBUs depends
on the mobile network load, while that of current architecture is constant. Unlike most of
relative works, we have done quantitative analyses on the impact of different functional splits.
Simulation results illustrate that 30% to 40% bandwidth can be saved when all the radio
channel capacity is used, and up to 70% bandwidth when half of the radio channel capacity
is used.
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8.1.2 Coordinated Transmission Design in C-RAN Downlink with Lim-

ited Fronthaul Capacity

CoMP can improve the system performance of the mobile network. Its implementation can
be facilitated by C-RAN. However, the performance of CoMP is constrained by the high
complexity and the limited fronthaul capacity of C-RAN. We design coordinated transmission
scheme while considering fronthaul allocation. Low complexity user scheduling algorithms
are also developed. This part of work is focused on the downlink. A cellular network model in
3GPP is adopted. A new RRH clustering scheme is proposed. It is a trade-off between disjoint
clustering and user-centric clustering. We firstly compare different transmission strategies
without and with cooperation between different cells while considering limited fronthaul
capacity. Then we propose several user grouping algorithms to improve the performance of
distributed MIMO. In distributed MIMO, several RRHs serve a number of UEs in parallel
through Zero-Forcing. At last, a hybrid transmission strategy is proposed, in which part of

UEs are served by only one RRH and the others served by several RRHs.

Comparison of Different Transmission Strategies

At first, we study the maximum throughput of different transmission strategies in a C-RAN
cluster. Both RRH transmission power constraints and fronthaul capacity constraints are
taken into account. The transmission strategies non-CoMP (e.g. single RRH mode) and
CoMP (e.g. distributed MIMO) are considered. In single RRH mode, each UE is served by
only one RRH. In distributed MIMO mode (D-MIMO), a cluster of RRHs serving a group
of UEs applying Zero-Forcing (ZF) to do joint transmission. Simulation results show that
distributed MIMO has a better performance than single RRH mode with high RRH power
constraint, high fronthaul capacity constraint and when the UEs are located at cell edge area.

Improving Zero-Forcing Performance by User Grouping Algorithms

The UEs served by a cluster of RRHs usually have a total number of antennas larger than the
RRHs. They are assigned to different subframes for serving. The performance D-MIMO
applying ZF can be improved by appropriately choosing which UEs are served together in the
same time frequency resource. With UE data and channel state information shared in BBU
pool, C-RAN facilitates the centralized user scheduling. We propose several low complexity

user grouping algorithms to maximize the average achievable sum rate.
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Hybrid Transmission

The UEs in cell edge area benefit more from CoMP than UEs in cell center area. The
extra fronthaul load and CSIs requirement in CoMP may counteract the throughput gain for
UEs in cell center area [99]. We propose a hybrid transmission strategy to improve system
performance with limited fronthaul capacity. The UEs in near RRH area are served in single
RRH mode, and the UEs in cell edge area served in D-MIMO. This division is based on the
UEs’ statistical Channel State Informations (CSIs). A new fronthaul transmission scheme is
also proposed. It allow the UEs served in D-MIMO exploit the unused fronthaul capacity
for the UEs served in single RRH mode. This largely improves system performance when
the fronthaul capacity is low. Simulation results show that the proposed hybrid mode and
fronthaul strategy outperform both the case where all UEs are served in single RRH mode

and the case where all UEs are served in D-MIMO when the fronthaul capacity is limited.

8.2 Future Work

This work can be extended in several possible directions for the future work. These directions

are summarized as follows.

8.2.1 Coordinated Beamforming (CB)

In this thesis, we have not studied Coordinated Beamforming (CB). Distributed MIMO
(D-MIMO) can achieve larger performance gain than CB. However, when we use data-
sharing or compression-before-precoding (CBP) as the transmission scheme from BBU pool
to RRHs, D-MIMO requires much higher fronthaul capacity than CB. Furthermore, the
coordination between different cells for D-MIMO is in a signal level whereas that for CB is
in a beamforming level. CB is easier to implement than D-MIMO. It would be interesting to
compare single RRH mode, D-MIMO and CB with data-sharing or CBP.

8.2.2 Signaling Consumption

When we compare the performance of non-CoMP and CoMP transmission strategies, the
channel state informations (CSIs) consumption has not been taken into account. In Fre-
quency Division Duplex (FDD), extra downlink transmission resources are used for the
CSIs measurements in the UEs’ side. The feedback of CSIs from UEs to RRHs also costs

significant uplink resources. Moreover, the transmission of CSIs from RRHs to the BBU
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pool for processing generates large fronthaul throughput. In TDD, relying on reciprocity
between the uplink and downlink channels, CSIs can be directly gotten in the RRHs’ side.
However, this still cannot avoid the CSIs transmission on the fronthaul for cooperative
processing. Therefore, the evaluation of the performance of CoMP would be more realistic

with considering the CSIs consumption.

8.2.3 Imperfect Channel State Information (CSI)

In this thesis, we assume that perfect channel state information (CSI) exists in the BBU pool.
However, in practical, it is difficult to obtain perfect CSIs. The performance of CoMP is
sensitive to imperfect and outdated CSIs. It is interesting to develop CoMP transmission
schemes which are robust to the CSI errors. This can also reduce the need for CSI feedback,
which in turn leads to less transmission costs both in radio interface and fronthaul.

8.2.4 Heterogeneous Cloud Radio Access Networks (H-CRAN)

The studies on Heterogeneous networks (HetNets) are hot in recent years. The deployment
of low-power nodes (e.g. pico base station, small cell base station) in UEs dense areas is a
promising solution to satisfy the high traffic demands. Nevertheless, the coexistence of macro
sites and dense low-power nodes results in complex interference environment. Heterogeneous
Cloud Radio Access Networks (H-CRAN) has been proposed to facilitate the management
of the interference. H-CRAN is a mix of HetNets and C-RAN. The overall interference
management in HetNets is much more challenging than in a macro cellular network. To
develop low complexity CoMP strategies while considering UEs fairness, limited fronthaul

capacity and energy consumption in H-CRAN would be very interesting.
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Appendix A

Proof of Theorem 1

Remind that Q = diag([67 Ing,, --- 51‘24,JNTA]) as mentioned in Section 6.2.2.
LetX = diag([élJlNTA? vy 6M7IINTA])a then
H,OH! = H,xxH! = (H,2) (H,2)" (A1)

For any matrix U, the matrix UU! is positive semidefinite. Therefore, each eigenvalue
of H,QH!! is non-negative: ,; >0, i=1, 2,... Nya, where A, 1,... Ayny: are the Nya
eigenvalues of H,QH!.

As H,ASNZHI,;I in (6.24) is a Hermitian positive semidefinite matrix, it is diagonalizable.
Thus there exists an invertible matrix P which lets

H,QH! =P~ 'A,P (A.2)

where A, = diag ([A.1,. .. Aunyg))-
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Using (A.2) and because det(P~!)det(P) = 1, therefore the achievable transmission rate

for
det(Iyg;, + VI, +17HQHY)
det(Iny;,, +77H,QHY)

det(P) det(Iyy , + ¥ Ing, +% P~ A P) det(P~")
det(P) det(Ly,,, +7P~1A,P)det(P~!)

R, = log

= log

Inya

det(P(1+97 ) Iy, P~ '+7PP A, PP 1)
det(PIyy, P~1+PP~117A,PP~)

det((14+9%2)Ing, + ¥ A)
det(Ing;, +77Au)
N
. 1 Hi:IJIA(1+%2+%2Au,i)
= log Nya 2
IT= (% Augi)

_ Nua 1+ 7+ ¥ A
- Zi:l log 1_‘_%2/11“

= log
(A.3)

= log

If > =0, then R, = 0.
If ¥ > 0, (A.3) can be changed to

Nya

R, = Z log(1+
l:1 fy_t2+lu7l

) (A4)

AsA,; >0Vue /\/’UE,, i=1,... Nya, it can easily be proved that the maximum value of

P

} (A5)

. P P
% = min{ S { R T
tr(Vt 1 (Vt 1) +0j tINTA) tr(Vz,M(Vt,M) + GM,IINTA)

maximizes (A.4). The maximized value is obviously larger than 0.
Therefore, problem (6.24) can be solved by (A.5). The proof is completed.



Appendix B

Coordination dans les réseaux d’acces
radio centralisés avec liaisons de

transport a débit limité

B.1 Contexte de la these

Afin de satisfaire I’explosion du trafic de données, les opérateurs doivent investir largement
pour augmenter la capacité du réseau mobile. Le réseau d’acces radio centralisé (Central-
ized/Cloud Radio Access Network, C-RAN) peut fortement augmenter la capacité des réseaux
mobiles tout en réduisant le coflit et la consommation d’énergie des opérateurs.

Dans le LTE (Long Term Evolution), la plupart des eNodeBs (eNB) contiennent deux
parties principales: les tétes radios distantes (remote radio head, RRH) et les unités de
bande de base (baseband unit, BBU). C-RAN ¢éloigne les BBUs des RRHs et les place dans
une grappe de BBU pour un traitement centralisé. La centralisation des BBUs facilite la
coopération entre différentes cellules. Il permet de nombreux algorithmes de cooperation
avancés, tels que la transmission coordonnée Multi-point (CoMP). CoMP peut améliorer
I’efficacité spectrale.

Cependant, le déploiement commercial de C-RAN fait face a de nombreux défis. Une
limitation principale de la faisabilité de C-RAN est le flux considérable engendré sur les
liaisons de transport, appelées également fronthaul. Du point de vue du systeme, une

architecture C-RAN est satisfaisante si elle fournit un débit élevé avec un cotit limité, en
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d’autres termes, une charge réduite sur le fronthaul. L’ objectif de cette these est de maximiser
le débit de 1’utilisateur tout en tenant compte des contraintes de fronthaul. De plus, dans
C-RAN, il est complexe de réaliser I’ordonnancement des utilisateurs, 1’allocation des
ressources, les algorithmes coordonnés avancés avec des ressources de fronthaul limitées.

Nous essayons également de résoudre ce probleme dans cette these.

B.2 Les contributions

Cette these est divisée en deux parties. Dans la premiere partie, nous proposons de nouveaux
schémas de division fonctionnelle qui déplacent une partie des fonctions dans BBU vers
RRH afin de réduire le débit sur fronthaul. Comme les découpages fonctionnels sont plus
complexes sur le lien montant que sur le lien descendant, nous nous concentrons sur le lien
montant dans cette étude. Dans la deuxieme partie, nous étudions I’application de CoMP sur
le lien descendant dans C-RAN pour améliorer la capacité du réseau. Nous approfondissons
I’étude de I’ordonnancement des utilisateurs et de 1’allocation des ressources de fronthaul.
Nous analysons le compromis entre la charge sur le fronthaul et le débit sur la chaine radio.
Les principales contributions de cette these sont résumées ci-dessous.

B.2.1 Réduction du débit de fronthaul sur la liaison montante

Cette these étudie les nouvelles architectures de RRH et BBU pout réduire le débit de
transmission entre RRH et BBU. Deux nouvelles architectures sont proposées et modélisées
sur la liaison montante. Une partie des fonctions dans le couche physique de BBU sont
déplacées vers RRH. Pour les architectures proposées, le débit entre RRH et BBU dépend la
charge du réseau mobile, tandis qu’il est constant dans 1’architecture actuelle. Contrairement
a la plupart des travaux précédents, nous avons effectué des analyses quantitatives sur I’impact
des différentes divisions fonctionnelles. Les résultats de la simulation illustrent que 30% a
40% de la bande passante peut Etre économisée lorsque toute la capacité du canal radio est
utilisée et jusqu’a 70% lorsque la moitié de la capacité du canal radio est utilisée. Cette partie

du travail a été publiée dans la conférence internationale VTC au printemps 2016 [DLG16b].
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B.2.2 Conception de transmission coordonnée dans C-RAN avec ca-

pacité limitée de fronthaul

CoMP peut améliorer les performances du réseau mobile. Cependant, la performance de
CoMP est limitée par la complexité et la capacité bornée de fronthaul. Nous concevons
un schéma de transmission coordonné tout en considérant 1’allocation des resources sur le
fronthaul. Cette partie du travail se concentre sur le lien descendant. Un nouveau schéma de
constitution de grappes des RRHs est proposé. Nous comparons d’abord différentes stratégies
de transmission sans et avec la coopération entre différentes cellules tout en considérant la
capacité de fronthaul limitée. Ensuite, nous proposons plusieurs algorithmes de groupement
d’utilisateurs pour améliorer les performances du MIMO (Multiple-Input Multiple-Output)
distribués, appelés D-MIMO. Dans D-MIMO, plusieurs RRHs servent un certain nombre
d’UE en parallele par Zero-Forcing (ZF). Enfin, une stratégie de transmission hybride est
proposée, dans laquelle une partie des utilisateurs sont servies par un seul RRH et les autres

servis par plusieurs RRHs.

Comparaison des différentes stratégies de transmission

Au début, nous étudions le débit maximal de différentes stratégies de transmission dans une
grappe de RRHs de C-RAN. Les contraintes de puissance de RRH et de capacité de fronthaul
sont prises en compte. Les stratégies de transmission non-CoMP (par exemple en mode RRH
unique) et CoMP (par exemple D-MIMO) sont considérées. En RRH unique mode, chaque
utilisateur est servi par un seul RRH. En D-MIMO mode, une grappe de RRHs servent une
groupe d’utilisateurs appliquant ZF pour effectuer une transmission conjointe. Les résultats
de simulation montrent que D-MIMO a une meilleure performance que le mode RRH unique
avec une puissance de RRH élevée, une capacité de fronthaul élevée et lorsque les utilisateurs
sont situés en bordure de cellule. Cette partie du travail a été presentée dans la conférence
internationale WPMC 2016 [DLG16a].

Amélioration zero-forcing par algorithme de regroupement d’utilisateurs

Les utilisateurs servis par une grappe de RRHs ont souvent un nombre total d’antennes
plus grandes que les RRHs. Ils sont servis dans différentes sous-trames temporelles. La
performance de D-MIMO appliquant ZF peut étre améliorée en choisissant de maniere
appropriée quels utilisateurs sont servis ensemble dans la méme ressource de fréquence et

de temps. Avec les données des utilisateurs et les informations d’état du canal (channel
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state information, CSI) partagées dans la grappe de BBU, C-RAN facilite I’ordonnancement
centralisé des utilisateurs. Nous proposons plusieurs algorithmes de groupement d’utilisateurs
de faible complexité pour maximiser le débit total.

Nous étudions d’abord le scénario avec une capacité de fronthaul illimitée et avec une
seule antenne sur chacune utilisateur et RRH. Cette partie du travail a été presentée dans la
conférence internationale ICC 2017 [DLG17].

Ensuite, nous étendons le travail au scénario avec une capacité de frontal limitée et avec

plusieurs antennes sur les utilisateurs et sur les RRHs.

Transmission hybride

Les utilisateurs en bordure de cellule bénéficient plus de CoMP que les utilisateurs dans les
zones centrales. La charge supplémentaire de fronthaul et I’exigence de CSI dans CoMP
peuvent amoindrir le gain de débit pour les utilisateurs dans la zone centrale de cellule.
Nous proposons une stratégie de transmission hybride pour améliorer les performances du
systeme avec une capacité de fronthaul limitée. Les utilisateurs dans la région proche de
RRH sont servis en mode RRH unique, et les utilisateurs en bordure de la cellule servis en
mode D-MIMO. Cette division est basée sur les CSIs statistiques.

Dans un schéma typique de transmission sur fronthaul, les données transmises du pool
de BBU aux RRHs pendant la sous-trame ¢ sont transmises des RRHs aux utilisateurs sur
I’interface radio pendant la sous-trame ¢ 4 1. Ce schéma est appelé S-FTS (Synchronous
Fronthaul Transmission Scheme). Un nouveau schéma de transmission de fronthaul est
également proposé. Il permet aux utilisateurs servis en mode D-MIMO d’exploiter la
capacité de fronthaul inutilisée pour les utilisateurs servis en mode RRH unique. On I’appelle
B-FTS (Buffered Fronthaul Transmission Scheme).

On étudie un scénario ot un nombre fixe d’utilisateurs est servi par une grappe de RRHs.
Le nombre des utilisateurs servis en mode RRH unique est désigné par Uj et celui servis
en D-MIMO mode par Uy. Les résultats de la simulation sont montrés sur la Figure B.1.
Elle montre que, comparé avec S-FTS, B-FTS améliore grandement les performances du
systeme lorsque la capacité de fronthaul est faible. En méme temps, on peut observer que les
performances du mode hybride proposé avec B-FTS dépassent le cas ou tous les utilisateurs
sont servis en mode RRH unique et le cas ou tous les utilisateurs sont servis en mode

D-MIMO quand la capacité de fronthaul est limitée.
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Fig. B.1 Comparaison des débits totaux vs. capacité de fronthaul C pour différentes stratégies
de transmission.

B.3 Perspectives

Dans I’avenir, nous prendrons en compte la consommation des CSIs pour différents schémas
de transmission. En outre, nous supposons que tous les CSIs disponible dans les BBUs sont
parfaits. Mais, c’est difficile d’obtenir les CSIs parfaits dans la pratique. Nous allons aussi

considérer les erreurs sur les CSIs a cause des délais et de la quantification.
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Roman Symbols

C a cluster of RRHs

C fronthaul capacity constraint

dyy distance between RRH v and UE u

E average symbol energy

f index of subcarrier

Fos oversampling factor

fs sampling frequency

H channel matrix

M number of RRHs in a cluster

N, number of collections

Ng.d number of UEs served in distributed MIMO mode during one subframe
Ng s number of UEs served in single RRH mode during one subframe
Ng number of UEs served during subframe ¢

Nsc number of active subcarriers

Nr number of subframes

Ny number of antennas for RRH v

Nrq length of 74

Ntp set of RRHs in the cluster C

Nrs length of 7

/\/'UE,d set of UEs served in distributed MIMO mode
NUE s set of UEs served in single RRH mode

J\/'UE,t set of UEs served during subframe ¢

Ny number of antennas for UE u

Pim RRH power constraint in dBm

P RRH power constraint

Q quantization noise matrix
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qn n-th quantization level

Qq length of quantization bits

O number of bits for reference of PRB

Os number of bits for scaling factor

re code rate of FEC applied

R, achievable transmission rate for UE u

t index of subframe

T set of subframes

T4 set of subframes when the UEs are served in distributed MIMO mode
Ts set of subframes when the UEs are served in single RRH mode
U number of UEs served by a cluster of RRHs

u index of UE

Uy number of UEs served in distributed MIMO mode

Us number of UEs served in single RRH mode

\Y% precoding matrix

v index of RRH

X signal transmitted by RRHs

Y signal received by UEs

Greek Symbols

O,y path loss coefficient between RRH v and UE u

n assumed PRB utilization ratio

Y normalization factor

Pu,v shadow fading coefficient between RRH v and UE u

O angle between the line (RRH v, UE u) and the antenna orientation of RRH v
Other Symbols

()H hermitian matrix transpose

()" complex conjugate

()T matrix transpose

C complex field

O(-) complexity of an algorithm

I, identity matrix of size n

Ni] the i-th element in set A/

N the cardinal of N/

I(X5Y) the mutual information between random variables X and Y

1 two-element set {0, 1}
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Acronyms / Abbreviations

BBU
BS
CAP
CBP
CDD
CoMP
CP
CPRI
C-RAN
CS/CB
CSI
DFT

Baseband Unit

Base Station

Compression After Precoding
Compression Before Precoding

Cyclic Delay Diversity

Coordinated Multiple-point

Cyclic Prefix

Common Public Radio Interface
Cloud/Centralized Radio Access Network
Coordinated Scheduling/Coordinated Beamforming
Channel State Information

Discrete Fourier Transform

DFTS-OFDM Discrete Fourier Transform Spread Orthogonal Frequency-Division Multi-

D-MIMO
DPC

DPS
E-UTRA
EVM
FDD

FFT
GUGA
ICIC

ICI

JT

LTE
MIMO
MMSE
MU-MIMO
NFV
NGFI
OFDMA
PAPR
PP-GUGA
PP-RUGA

plexing

Distributed MIMO

Dirty Paper Coding

Dynamic Point Selection

Evolved Universal Terrestrial Radio Access

Error Vector Magnitude

Frequency Division Duplexing

Fast Fourier Transform

Greedy User Grouping Algorithm

Inter-cell Interference Coordination

Inter-Cell Interference

Joint Transmission

Long Term Evolution

Multiple Input Multiple Output

Minimum Mean Square Error

Multi-user Multiple Input Multiple Output
Network Function Virtualization

Next Generation Fronthaul Interface

Orthogonal Frequency-Division Multiplexing Access
Peak to Average Power Ratio

Pre Partitioned - Greedy User Grouping Algorithm
Pre Partitioned - Random User Grouping Algorithm
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PP-SUGA  Pre Partitioned - Semi-orthogonal User Grouping Algorithm
PRB Physical Resource Block

QAM Quadrature Amplitude Modulation

RE Resource Element

RRH Remote Radio Head

RR Round Robin Selection

SUGA Semi-orthogonal User Grouping Algorithm

SU-JT Single User Joint Transmission

TDD Time Division Duplexing

UDA User Division Algorithm

UE User Equipment

VM Virtual Machine

ZF Zero Forcing






Résumé

Le réseau d'acces radio centralisé (C-RAN) peut fortement augmenter la
capacité des réseaux mobiles. Cependant, la faisabilité de C-RAN est
limitée par le débit considérable engendré sur les liaisons de transport,
appelées également fronthaul. L'objectif de cette these est d'améliorer
les performances de C-RAN tout en considérant les limitations du débit
sur le frontaul, l'allocation de ressources et l'ordonnancement des
utilisateurs.

Nous étudions d'abord les séparations fonctionnelles possibles entre les
tétes radios distantes (RRH) et les unités de traitement en bande de
base (BBU) sur la liaison montante pour réduire le débit de transmission
sur le fronthaul : certaines fonctions de couche basse sont déplacées du
BBU vers les RRH. Nous fournissons une analyse quantitative des
améliorations de performances ainsi obtenues.

Nous nous concentrons ensuite sur la transmission coordonnée Multi-
point (CoMP) sur le lien descendant. CoMP peut améliorer l'efficacité
spectrale mais nécessite une coordination inter-cellule, ce qui est
possible uniquement si une capacité fronthaul élevée est disponible.
Nous comparons des stratégies de transmission avec et sans
coordination inter-cellule. Les résultats de simulation montrent que
CoMP doit étre préféré pour les utilisateurs situés en bordure de cellule
et lorsque la capacité du fronthaul est élevée. Nous en déduisons une
stratégie hybride pour laquelle Les utilisateurs sont divisés en deux
sous-ensembles en fonction de la puissance du signal. Les utilisateurs
situés dans les zones centrales sont servis par un seul RRH avec une
coordination simple et ceux en bordure de cellule sont servis en mode
CoMP. Cette stratégie hybride constitue un bon compromis entre les
débits offerts aux utilisateurs et les débits sur le fronthaul.

Mots clefs C-RAN, RRH, Quantification,
Regroupement d'utilisateurs, Précodage

BBU, Fronthaul,
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Abstract

Centralized/Cloud Radio Access Network (C-RAN) is a promising mobile
network architecture, which can potentially increase the capacity of
mobile networks while reducing operators’ cost and energy consumption.
However, the feasibility of C-RAN is limited by the large bit rate
requirement in the fronthaul. The objective of this thesis is to improve C-
RAN performance while considering fronthaul throughput reduction,
fronthaul capacity allocation and users scheduling.

We first investigate new functional split architectures between Remote
Radio Heads (RRHs) and Baseband Units (BBU) on the uplink to reduce
the transmission throughput in fronthaul. Some low layer functions are
moved from the BBU to RRHs and a quantitative analysis is provided to
illustrate the performance gains.

We then focus on Coordinated Multi-point (CoMP) transmissions on the
downlink. CoMP can improve spectral efficiency but needs tight
coordination between different cells, which is facilitated by C-RAN only
if high fronthaul capacity is available. We compare different
transmission strategies without and with multi-cell coordination.
Simulation results show that CoMP should be preferred for users
located in cell edge areas and when fronthaul capacity is high. We
propose a hybrid transmission strategy where users are divided into
two parts based on statistical Channel State Informations (CSls). The
users located in cell center areas are served by one transmission point
with simple coordinated scheduling and those located in cell edge
areas are served with CoMP joint transmission. This proposed hybrid
transmission strategy offers a good trade-off between users’
transmission rates and fronthaul capacity cost.
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