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Abstract 

 

The self has been hypothesized to be anchored in the neural monitoring of 

visceral signals; yet experimental evidence is still scarce. The main goal of this thesis 

was to directly address this question, by experimentally testing whether we could find 

a link between heart-brain coupling and the self. We operationalized the concept of 

self by defining two self-dimensions: the experiential “I” and the introspective “Me”. 

We showed in a first magnetoencephalography (MEG) experiment, that the 

self-relatedness of spontaneous thoughts was encoded in the amplitude of heartbeat-

evoked responses (HERs) occurring in midline regions of the default-network. More 

precisely, we found that HERs in the posterior cingulate cortex / ventral precuneus 

encoded the “I” dimension, whereas the “Me” dimension was associated with HERs in 

the ventromedial prefrontal cortex. We additionally demonstrated that these results 

were specific to each self-dimension, thereby supporting a biological dissociation 

between the “I” and the “Me”. 

In a second study, we replicated and extended these results using intracranial 

recordings of epileptic patients and new analyses of the MEG data. Here, HER 

amplitude co-varied with the self-relatedness of spontaneous thoughts, at the single 

trial level. Moreover, a region of interest analysis of the right anterior insula showed 

that HERs in this region were also associated with the “I”. 

A third study (in prep.) aimed at testing these results in the context of oriented 

thoughts, in an imagination task. We found that HER amplitude in medial motor 

regions (anterior precuneus, mid-cingulate and supplementary motor area), but also 

in the ventromedial prefrontal cortex, varied depending on whether the self or a 

friend was being imagined. 

Cardiac signals could thus contribute to a body-centered reference frame, to 

which the brain would refer to in order to tag thoughts as being self-related. We 

propose that this could be a mechanism for implementing the self, confirming the 

initial hypothesis that the self is grounded in the neural monitoring of the body. 
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Résumé 

 

Les théories sur le soi ont postulé que celui-ci serait ancré dans le suivi des 

signaux viscéraux par le cerveau. Cependant, peu de preuves expérimentales 

soutiennent ce postulat. L’objectif principal de cette thèse était de traiter directement 

cette question, en testant expérimentalement si on peut trouver un lien entre le 

couplage cœur-cerveau et le soi. Nous avons opérationnalisé le concept de soi en 

définissant deux dimensions du soi : le « Je », expérientiel, et le « Moi », introspectif. 

Nous avons montré dans une première étude en magnétoencéphalographie, 

que le rapport au soi des pensées spontanées est encodé dans l’amplitude des 

réponses évoquées aux battements cardiaques (heartbeat-evoked responses, HERs), 

dans les régions médiales du réseau du mode par défaut. Plus précisément, les HERs 

dans le cortex cingulaire postérieur et precuneus ventral encodent le « Je », alors que 

la dimension « Moi » est associée à des HERs dans le cortex préfrontal ventromédian. 

Nous avons également montré que ces résultats sont spécifiques de chacune de ces 

dimensions du soi, ce qui démontre une distinction au niveau biologique entre le 

« Je » et le « Moi ». 

Dans une deuxième étude, nous avons répliqué et étendu ces résultats à l’aide 

d’enregistrements intracérébraux chez des patients épileptiques. Nous avons montré 

une covariation entre l’amplitude des HERs et le rapport au soi des pensées, essai par 

essai. De plus, une analyse par région d’intérêt de l’insula antérieure droite a 

démontré que les HERs dans cette région sont modulés par la dimension « Je ». 

Dans une tâche d’imagination, nous avons trouvé que dans les régions 

motrices médiales, mais aussi dans le cortex préfrontal ventromédian, l’amplitude 

des HERs varie en fonction de la personne imaginée, soi-même ou un ami. 

Les signaux cardiaques pourraient donc contribuer à l’établissement d’un 

référentiel centré sur le corps, qui serait utilisé par le cerveau pour attribuer un 

« label soi » aux pensées. Nous proposons que ceci pourrait constituer un mécanisme 

pour l’implémentation du soi, confirmant ainsi l’hypothèse initiale selon laquelle le 

soi est ancré dans le suivi des signaux corporels par le cerveau.  
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I. General introduction 

The idea that the self is grounded in the body has been mostly addressed in 

philosophy. In the neuroscience literature, explicit bodily self-consciousness has been 

largely explored, but more cognitive or higher-level aspects of the self have been 

considered mostly independently from the body. Little is known about how the self, 

taken in its most general definition, could be linked to brain-body interactions. The 

main goal of this thesis was to study precisely that relationship between brain-body 

interactions and the self: is there a brain-body mechanism that implements the self? 

Our main hypothesis was that signals coming from the body could contribute 

to the implementation of a body-centered referential defining of the self. This 

referential would be used by the brain to tag processes as subjective or self-related. 

Rather than looking for self-specific regions, we propose that we should look for a 

self-specifying mechanism based on ascending bodily signals. To test these 

hypotheses, we focused on the coupling between the heart and the brain, by 

measuring brain responses to heartbeats. Are heartbeat-evoked responses related to 

the self? 

Another goal of this thesis was to address the question of the self in a 

comprehensive way, by specifying the notions of the agentive “I” and the 

introspective “Me”. We hypothesized that these two self-dimensions could underlie 

most of the more complex forms of self, and that they could both be implemented via 

neural responses to heartbeats. 

In our first experiment, we measured heartbeat-evoked responses during 

spontaneous thoughts (article I, (Babo-Rebelo et al. 2016a)). We observed that their 

amplitude differently encoded the “I” and the “Me” in spontaneous thoughts. These 

MEG results were later replicated and extended, in a study using intracranial 

recordings from epileptic patients (article II, (Babo-Rebelo et al. 2016b)), aiming at 

specifying the respective roles of the default-network and insula. 

We then questioned to what extent the neural correlates of the self in 

spontaneous thoughts would resemble those observed during oriented thoughts. We 

performed another MEG experiment where participants had to imagine themselves 

or a friend (article III – in prep.). These results show that HERs differ for self- vs 

other-imagination. 
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During the course of this thesis, I also had the opportunity to contribute to a 

review paper, where the idea of a body-centered referential for selfhood is applied to 

visual perception (appendix, article II - submitted), to an MEG study showing how 

the gastric activity can constrain the alpha rhythm of the brain (appendix, article I 

(Richter et al. 2017)) and to ongoing work on single unit responses to heartbeats in 

intracranial recordings. Additionally, this experimental work led to an opinion review 

for a French general audience magazine (Cerveau & Psycho, March 2017).  

 

 

Before presenting the experimental work, we will review the important aspects 

of the literature that helped define the questions addressed in this thesis. 
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II. The self 

A. How to define and study the self 

Although it is very easy to have an intuition about what the self is - our most 

essential and intrinsic nature, defining it precisely is much harder. Some authors, in 

particular Metzinger, find the concept so hard to define that they claim the self is no 

more than a theoretical entity, with no reality and no explanatory function (Metzinger 

in (Gallagher & Zahavi 2008)). 

As a way of apprehending the self, several philosophers and more recently 

several neuroscientists have proceeded step by step, by decomposing the self into 

separate dimensions. William James famously described the physical, the social and 

the spiritual self (James 1890). The physical self not only includes the body, the 

“innermost part of the material Self”, but our clothes, our immediate family, our 

home… The social self comes from the recognition one gets from acquaintances, 

making our social selves as numerous as individuals that know us. The spiritual self is 

the most intimate part of the self, “a man’s inner or subjective being, his psychic 

faculties or dispositions”; it is the source of feelings and thoughts and includes one’s 

personality and values. 

Since James, many authors have developed their own partitions of the concept 

of self. Strawson listed up to 25 forms of self: cognitive, conceptual, contextualized, 

core, dialogic, ecological, embodied, emergent, empirical, existential, extended, 

fictional, full-grown, interpersonal, material, narrative, philosophical, physical, 

private, representational, rock bottom essential, semiotic, social, transparent and 

verbal (Strawson in (Legrand & Ruby 2009)). Some of these self-dimensions are 

clearly very closely related (the material and physical selves), but others are less so, 

for instance the social and embodied selves. If the self has so many dimensions, how 

can we explain our experience of a unitary self? Gallagher proposes a pattern theory 

of the self, where all these different dimensions dynamically interact to constitute the 

self (Gallagher 2013). Thereby, the self is not reducible to any of these features and 

results from the modulation of the weights attributed to each.  

The multifaceted nature of the self is also represented in the diversity of 

neuroscientific studies linked to it. In the Neurosynth database (Yarkoni et al. 2011), 
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which assembles the words most frequently employed in cognitive neuroimaging 

papers, the word “self” is associated with 903 papers (in March 2017). Quite 

surprisingly, it is almost the same number as for “working memory” (n=901) or 

“perception” (n=1041), which are more popular domains of cognitive neuroscience. 

Such a high number for “self” is explained by the diversity of studies which relate to 

it: emotional processing, theory of mind, autobiographical memory, spontaneous 

thoughts, personality, own name, metacognition, self-recognition, body, agency, 

perspective taking… While the theoretical partitions of the self remained quite 

abstract, the diversity of the neuroscience of the self is expressed in a diversity of 

cognitive processes. For Gillihan and Farah, this diversity offers the possibility of 

generating a posteriori a full definition of what the self is in reality, encompassing all 

these different aspects (Gillihan & Farah 2005). 

 

Purpose of this chapter 

In the first chapter of this thesis, we will review studies targeting the self as we 

know it: self-recognition (face, body and own name), self-judgment and 

autobiographical memory. We will discuss the existence of a common neural basis for 

these different aspects of self (the default-network), and then see how we can look at 

the self in a more comprehensive way, by specifying the “I” and “Me” dimensions of 

the self. 

 

 

B. The neuroscience of the self 

1. Self-recognition across modalities: towards a unified 

representation of the self? 

Recognizing one’s own face is considered one of the first signs of self-

consciousness and appears in children around two years of age (Amsterdam 1972, 

Rochat 2003). Chimpanzees (Gallup 1970), orangutans (Suarez & Gallup 1981), and 

even dolphins (Reiss & Marino 2001) and elephants (Plotnik et al. 2006) can 

presumably pass the mirror test that probes self-face recognition. However, both the 

validity of this test and the deduction that these animals have self-awareness 
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continue to be debated (Epstein et al. 1981, Gillihan & Farah 2005, Suddendorf & 

Butler 2013). 

A right hemispheric dominance for self-face recognition has been observed in a 

number of studies (Keenan et al. 2001, Uddin et al. 2006), but not confirmed in 

others that found left hemispheric dominance (Turk et al. 2002) or the involvement 

of both hemispheres (Platek et al. 2006). A recent meta-analysis included 23 articles 

and confirmed a right hemispheric dominance in self-face recognition (Hu et al. 

2016). This meta-analysis further identifies a core set of areas that are more active for 

self- than for other-face processing, including visual/sensory areas, along with the 

bilateral inferior frontal gyrus, the right anterior cingulate cortex and the bilateral 

insula (Figure 1A). 

Apart from self-face recognition, the inferior frontal gyrus was shown to be 

activated by one’s own voice (Kaplan et al. 2008) and for one’s own moving body 

parts (Sugiura et al. 2006). Other authors found that the right anterior insula and the 

right anterior cingulate cortex were implicated in self-face and self-body recognition 

(Devue et al. 2007). Therefore, these brain regions seem to be implicated in self-

recognition, regardless of the modality. 

Own name also refers to self-identity and to self-recognition. This particularly 

salient stimulus attracts attention very efficiently (Wood & Cowan 1995). The effect of 

one’s own name is better studied in electroencephalography odd-ball paradigms, 

where own name appears rarely, embedded in a stream of other stimuli. The P300 

associated with own name is larger than the one associated with other’s name, in the 

right superior temporal sulcus, precuneus and medial prefrontal cortex (Perrin et al. 

2005). In fMRI, midline cortical structures were shown to be more active in the 

detection of own name than other’s name (Kampe et al. 2003), even in six-month-old 

infants (Imafuku et al. 2014). Considered as a proxy of self-consciousness, this 

oddball paradigm has been used to assess the level of consciousness in minimally 

conscious, vegetative state and locked-in patients (Perrin et al. 2006). Interestingly, 

an electrophysiological correlate of own name has also been found in chimpanzees 

(Ueno et al. 2010). 
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Conclusion 

From the results of visual recognition and name detection, it is not yet clear 

whether we can really define a cross-modal network of self-recognition. Some regions 

seem to be responsive to different kinds of self-related stimuli, such as the inferior 

frontal gyrus, the medial prefrontal cortex / anterior cingulate. 

The ability to recognize oneself is considered a fundamental building block of 

self-awareness, which can be based on different modalities (self-face, body, voice, 

name…). Self-recognition would be the first step toward the ability to introspect, i.e. 

to become the object of one’s own attention (Gallup et al. 2014). Let us review now 

the main neuroscientific findings concerning self-reflection. 

 

2. From personality traits to self-reflection 

Self-reflection refers to the capacity of thinking about oneself, of judging 

oneself. One of the paradigms involving self-reflection is the judgment of personality 

traits in relation to self or other. 

Both self- and other-reflection activate midline cortical structures, in 

particular the medial prefrontal cortex, the left temporoparietal junction, the 

posterior cingulate / precuneus, the left middle temporal gyrus and the superior 

temporal sulcus (Denny et al. 2012, van der Meer et al. 2010). As compared to other-

judgments, self-judgments elicit an increase in activity especially in midline 

structures such as the anterior cingulate cortex / medial frontal gyrus and the 

precuneus (Denny et al. 2012, Hu et al. 2016, van der Meer et al. 2010) (Figure 1B). 

Differences between self and other depend on the familiarity of the other 

(Figure 1D, E). When compared to reflection about a distant other (the former US 

president G. W. Bush or the Danish queen), self-reflection activates these regions 

more (Kelley et al. 2002, Kjaer et al. 2002, Schmitz et al. 2004). This difference is 

less clear for the comparison between self and a close other (Murray et al. 2012). One 

possible explanation is that processing information about a close other engages self-

referential processing as well (Jenkins et al. 2008). 

Interestingly, the brain regions activated for self-reflection about personality 

traits are also activated for reflection about one’s current mental states or physical 
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attributes (Jenkins & Mitchell 2011), as well as reflection about one’s own feelings 

(Ochsner et al. 2004). 

The ventromedial prefrontal cortex in particular appears to be more associated 

with self- than other-judgement (van der Meer et al. 2010) whereas the dorsal medial 

prefrontal cortex is associated with other-judgment, suggesting a self-other gradient 

in the medial prefrontal cortex (Denny et al. 2012). For D’Argembeau, the 

ventromedial prefrontal cortex would evaluate any kind of self-related information in 

order to assign personal value (D’Argembeau 2013). 

Activation of the posterior cingulate cortex has been interpreted as a sign of 

autobiographical memory retrieval (van der Meer et al. 2010), which might occur 

during trait judgment tasks (Araujo et al. 2013) (Klein 2004). 

 

Conclusion 

Reflecting about oneself is associated with activity in midline brain regions, 

regardless of modality, suggesting the existence of a common underlying mechanism 

of self-reflection. While the ventromedial prefrontal part would be associated with the 

assignment of subjective value, the posterior part would be associated with retrieval 

of autobiographical memories. Indeed, as personality is built up over a lifetime, 

autobiographical memory constitutes an important building block of the self. 

 

3. Building the self in time: autobiographical memory 

Autobiographical memory can be defined as “the memory systems that encode, 

consolidate and retrieve personal events and facts” (Fossati 2013). Autobiographical 

memory defines the self across time, thereby constituting one’s identity. 

Interestingly, some brain regions are responsive to both present and past selves (past 

and present self-face (Apps et al. 2012), reflection about the past and present selves 

(D’Argembeau et al. 2008)), which supports the idea of the continuity of the self in 

time. 

Retrieving memories engages a variety of cognitive functions, such as 

emotional processing, executive control, visuospatial processing, working memory, 

attention or self-processing. This may explain the diversity of brain regions 
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associated with the retrieval of autobiographical memories. Indeed, a meta-analysis 

on 24 studies on autobiographical memory has identified a core network of regions 

including midline cortical structures (medial prefrontal, retrosplenial/posterior 

cingulate and medial temporal cortex – hippocampus, parahippocampus, perirhinal 

and entorhinal cortices), as well as lateral prefrontal and lateral temporal regions, 

temporoparietal junction and the cerebellum (Svoboda et al. 2006). Midline 

structures in particular have a causal role in memory retrieval, since patients with 

lesions in these regions demonstrate impairments in retrieving memories from their 

lives (Philippi et al. 2015). 

Midline cortical structures are particularly interesting because they process 

autobiographical memory retrieval in a gradient of increasing abstraction, from 

posterior to anterior regions (Martinelli et al. 2013) (Figure 1C). Episodic 

autobiographical memory (retrieval of memories of specific events) is associated with 

precuneus/posterior cingulate cortex; semantic autobiographical memory (retrieval 

of general personal events and personal information) with medial prefrontal and 

posterior cingulate cortices; and the conceptual self (personality-trait judgment) with 

ventromedial and dorsomedial prefrontal and anterior cingulate cortices (Martinelli 

et al. 2013). 

Cortical midline regions would mediate self-referential processing 

(Summerfield et al. 2009), whereas a parieto-temporal subsystem would be more 

associated with memory retrieval (Kim 2012). 

 

 Conclusion 

Autobiographical memory supports the continuity of the self along time. 

Retrieving a past episode from memory engages many different cognitive functions, 

but the self-referential processing appears to be ensured by the activity of midline 

cortical structures. 
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Figure 1 

Brain regions involved in different self-related processes. 

(A) Brain regions involved in self-face recognition (self-face > other–face), 
according to a meta-analysis of 23 articles (Hu et al. 2016). 

(B) Brain regions involved in self-judgment tasks (mainly personality trait 
judgment, self-judgment > other-judgment), according to a meta-analysis of 
37 articles (Hu et al. 2016). 

(C) Brain regions involved in autobiographical memory retrieval (EAM episodic 
autobiographical memory, SAM semantic autobiographical memory, CS 
conceptual self), according to a meta-analysis of 38 articles (Martinelli et al. 
2013). 

(D) Summary of the results of a meta-analysis on the default-network (DMN, 24 
papers), self- (57 articles), familiarity- (23 articles) and other-processing (23 
articles) (Qin & Northoff 2011). PCC posterior cingulate cortex, MPFC medial 
prefrontal cortex, PACC perigenual anterior cingulate cortex. 

(E) Results of the comparison between the different conditions shown in (D) (Qin 
& Northoff 2011). 

(F) Overlap between region involved in self-processing and the default-network 
(Qin & Northoff 2011). 
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Conclusion of B. and our proposal 

We have reviewed some of the literature on the neural bases of self-

recognition, self-judgment and autobiographical memory retrieval. These processes 

constitute different features of self-consciousness, which are profoundly intertwined. 

For instance, reflecting about oneself requires self-recognition and can be based on 

personal memories from the past. From the results cited above and from Figure 1, we 

can see that cortical midline structures are involved in most of these self-related 

processes, but these are not the only structures involved. Moreover, they are – to 

some extent – responsive to other-related stimuli as well. 

Should we then question the unity of the self, based on the fact we do not find 

regions specifically dedicated to self-related processing? Instead of thinking in terms 

of overlapping and specific brain regions, we propose that we should look instead for 

a common mechanism implementing the self in different brain regions. To develop 

this hypothesis, we need first to better characterize these midline cortical regions 

(part C) and then try to operationalize the self in a comprehensive way (part D), 

underlying the different kinds of self-related processes we discussed in part B. 

 

 

C. The default-network, self-processing and spontaneous 
thoughts 

1. Characterization of the default-network 

We have seen that midline cortical structures play a major role in the self-

related processes described earlier. These regions are part of the default-network 

(DN1) (Figure 2). The overlap between self-processing and DN has been noted in 

many studies (Goldberg et al. 2006, Gusnard et al. 2001, Kim 2012, Schneider et al. 

2008). We will first characterize this resting state network and, in the next section, 

examine how it relates to self-processing. 

 

                                                      
1
 We here use “default-network” instead of using the more common name of “default-mode 

network”, following (Andrews-Hanna et al. 2014): “the latter refers to passive states, which may obscure the 

adaptive functions of this network. The former is meant to emphasize its role as a large-scale brain system 

whose functions may extend beyond the resting state”. 
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Figure 2 

The default-network. 

(A) The default-network as revealed by resting-state functional connectivity MRI 
of the cortex, striatum, and cerebellum. 

(B) The default-network revealed by a meta-analysis of functional neuroimaging 
data using NeuroSynth software. Shown are false discovery rate-corrected 
reverse inference statistical maps (P term|activation) for meta-analyses 
corresponding to default mode, default network, or default mode network. 

(figure and legend from (Andrews-Hanna et al. 2014)) 

 

The first observations of the DN date from the 50s and 70s, when high levels of 

metabolism and cerebral blood flow were observed during the resting state (Buckner 

et al. 2008, Ingvar & Schwartz 1974, Sokoloff et al. 1955). This network was then 

defined as a set of brain regions which are more active during rest than during task 

performance, i.e. regions showing task-induced deactivations (Andrews-Hanna et al. 

2014, Buckner et al. 2008). The main regions are the medial prefrontal cortex, the 

posterior cingulate cortex / ventral precuneus / retrosplenial cortex and the inferior 

parietal lobule. The hippocampus and the lateral temporal cortex are also part of the 

DN but are less prominent. The DN is now identified according to the patterns of 

temporal correlations (functional connectivity) between its different regions during 

rest (Figure 2A) (Fox et al. 2005, Yeo et al. 2011). Although the electrophysiological 

characterization of the DN is still very preliminary, it shows correlation maps on the 

source space that are coherent with fMRI results (de Pasquale et al. 2010). 
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The posterior midline component of the DN (posterior cingulate cortex and 

ventral precuneus – the dorsal precuneus is not part of the DN (Buckner et al. 2008)) 

is considered to play a fundamental role in the dynamics of spontaneous brain 

fluctuations. Indeed, this node is densely connected to many brain regions (Bzdok et 

al. 2015, Margulies et al. 2009) and is considered a hub (Leech et al. 2012), i.e. a 

structure that integrates information across different functional networks. It is the 

only DN node that displays interactions with all the other nodes of the network 

(Fransson & Marrelec 2008). 

 

2. The overlap between self-related processing and the 
default-network 

The anterior and posterior cingulate cortices belonging to the DN have been 

associated with several self-related tasks (Qin & Northoff 2011, Spreng et al. 2009) 

(Figure 1F). Meta-analyses have shown that in these tasks (trait adjective judgment, 

face or body recognition, name perception, autobiographical memory…), the contrast 

self vs other yields larger activations in these regions for the condition self (Figure 

1E), but also activates these regions relative to a baseline in the condition other (Qin 

& Northoff 2011). 

A direct comparison of activations during a self-reference task (trait adjective 

judgment) and resting state showed that default network regions (in particular the 

medial prefrontal cortex and the posterior cingulate) were indeed active during both 

(D’Argembeau et al. 2005, Davey et al. 2016, Whitfield-Gabrieli et al. 2011). The 

cerebral metabolism in the ventromedial prefrontal cortex, in particular, correlates 

with the amount of self-referential thoughts (D’Argembeau et al. 2005). 

A possible reason for this overlap between DN regions and self-processing is 

that spontaneous thoughts during the resting state are very often self-related. We will 

now review evidence showing the relationship between the self, mind wandering and 

the DN. 
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3. Neural correlates of spontaneous thoughts 

a) The relevance of spontaneous thoughts 

DN activity has been associated with the state of mind wandering (Fox et al. 

2015). The initial definition of the DN as being “task-negative” led to the wrong idea 

that the DN did not have much of a cognitive function. Even though the DN is 

deactivated during externally-oriented tasks, it is active during rest when self-

generated cognition and mind wandering take place (Andrews-Hanna et al. 2010a, 

Christoff et al. 2009, Mason et al. 2007). 

Mind wandering is actually one of the most prominent mental activities in our 

daily lives. We all know that spontaneous thoughts can interrupt the concentration on 

a task we are trying to perform. In a large survey using an iPhone app that probed 

users at a random times during the day (Killingsworth & Gilbert 2010), Killingsworth 

and Gilbert showed that 46.9% of the probes caught people in a mind wandering 

state. 

These spontaneous thoughts often concern past events that are remembered, 

or future events that are imagined, with a bias towards future (prospective bias 

(Smallwood & Schooler 2015)) and pleasant events (Killingsworth & Gilbert 2010). 

Spontaneous thoughts can adopt several forms, they can involve mental imagery, 

inner language, bodily awareness, music (Delamillieure et al. 2010). Inner thoughts 

would have multiple adaptive advantages such as allowing us to better prepare future 

events by simulating them, solving one’s concerns, navigating our social world and 

developing a form of self-identity that connects our past, present and future selves 

(Andrews-Hanna et al. 2014). 

 

b) Intrinsic and extrinsic modes of attention 

Some studies have explored the relationship between the content of thoughts 

at rest and brain activity, by distinguishing between internally- and externally-

directed awareness. Internally-directed thoughts, as defined in (Vanhaudenhuyse et 

al. 2011), relate to inner speech, experiment-related or autobiographical thoughts, as 

opposed to externally-directed thoughts, which correspond to thoughts elicited by 

auditory, somesthetic, olfactory or visual stimuli. 
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Internal awareness was associated with activity in midline DN structures 

(anterior cingulate, posterior cingulate, parahippocampal cortices), whereas external 

awareness was associated with more lateral regions (inferior parietal lobule, 

dorsolateral prefrontal cortices) (Vanhaudenhuyse et al. 2011) and sensory regions 

(Golland et al. 2007, 2008; Tian et al. 2007). The activity of these systems is anti-

correlated and could reflect behavioral competition between being on- and off-task; 

the former being associated with extrinsically-driven attention, the latter with mind 

wandering (Christoff et al. 2016, Schooler et al. 2011). Some authors have even 

considered that the “brain loses its self” during the performance of a demanding 

perceptual task, because internally-oriented processes would be suppressed 

(Goldberg et al. 2006). 

Attention that is decoupled from the environment can be related to the self if 

spontaneous thoughts involve autobiographical memory or introspection for 

instance. However, this internal/external distinction does not correspond neatly to a 

self/non-self distinction, since for instance an unpleasant feeling provoked by a 

sound would be considered externally-directed while it is highly self-relevant. 

Conversely, thinking about the political state of the world can be a thought 

independent from the direct surrounding environment and still not self-related. How 

can we directly assess the self-relatedness of thoughts? 

 

c) How has the self-relatedness of thoughts been probed and 

what is its relationship with DN activity? 

Andrews-Hanna and colleagues explored the self-relevance and time 

orientation of thoughts in order to define specific contributions of different DN nodes 

(Andrews-Hanna et al. 2010b, Christoff et al. 2016). A core network composed of the 

posterior cingulate and the anterior medial prefrontal cortex encodes the self-

relevance of thoughts, associated with its affective value, regardless of time 

orientation. Imagining a scene based on memories is in turn associated with activity 

in a medial temporal subsystem (retrosplenial cortex, ventromedial prefrontal cortex, 

posterior inferior parietal lobule, parahippocampal cortex and hippocampal 

formation). Thinking about one’s present mental state activates the dorsal medial 

prefrontal cortex subsystem (dorsal medial prefrontal cortex, temporoparietal 

junction, lateral temporal cortex and temporal pole). 
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Like in (Tusche et al. 2014), the characterization of the self-relatedness of 

thoughts in (Andrews-Hanna et al. 2010b) is quite vague (just self-related or other-

related). In turn, in (Andrews-Hanna et al. 2013), the self-relatedness of thoughts 

was decomposed into so many categories, that some actually overlap. For instance, 

self-relevance was highly correlated with centrality and subjective value possibly 

because all involve an introspective point of view towards oneself. 

 

Our proposal 

In our view, the most parsimonious and comprehensive way to describe the 

self-relatedness of thoughts is to define the “position” of the self in the thought. Was I 

thinking that I was performing some action? Was I introspecting about myself? This 

corresponds to the distinction between the “I” (self as the subject, the agent) and the 

“Me” (self as the object of introspection). In spontaneous thoughts, this distinction is 

rather equivalent to the grammatical distinction between the subject and the object of 

the sentence. The “I” is engaged when one is adopting the first-person perspective, 

when one is the agent, the one doing something in the thought. For instance, the “I” is 

engaged in a thought like “I will go to the supermarket”, but not in “He is going to the 

supermarket”. On the other hand, the “Me” refers to thoughts where one is thinking 

about oneself, where one is introspecting, thinking about his/her feelings, bodily 

state, as in “I am tired”. The self can thus be expressed in two different – but not 

exclusive – ways, so that any spontaneous thought can be reduced to these two 

dimensions. 

Theoretical support for the relevance of this distinction as well as how it can be 

applied in experimental cognitive neuroscience will be reviewed in the following 

section. 
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D. The “I” and the “Me”: from philosophy to cognitive 
neuroscience 

1. The “I” and the “Me”: what is it? 

Despite disagreements concerning the concept of self, there is a general 

consensus in the history of philosophy, especially among phenomenologists, that a 

distinction can be made between the self-as-subject, the “I”, and the self-as-object, 

the “Me”, and in considering that the self is not reducible to the self-as-object 

dimension (Christoff et al. 2011, Legrand & Ruby 2009). 

 

a) Defining the “I” and the “Me” 

During self-reflection, the self is the object of introspection; consciousness is 

directed towards oneself. This “Me”, or self-as-object, is explicit, linguistic and can be 

narrative (Table 1). In contrast to this reflective self-awareness, Sartre defines a pre-

reflective self-awareness (Sartre in (Zahavi 2005) p21). In every experience, there is a 

self who is the subject of experience (i.e. the “mineness” of experience). Similarly, 

William James opposes the self as the “Me”, “matter” of thoughts, with the “I”, the 

self as the “thinker” (James 1890). 

To take the words of Husserl (Husserl in (Zahavi 2005), p117), the intentional 

quality of the experience can vary (the type of experience: perceiving, remembering, 

doubting…) as well as its intentional matter (the object of experience: an experience 

of a cat, of a tree, memory A or memory B…), but the first-person experiencing 

subject remains invariant. It is the only aspect that remains constant throughout all 

kinds of experiences (Legrand 2007, Zahavi 2005). This self is pre-reflective, since 

experiences are intrinsically and implicitly experienced from the first-person 

perspective (Legrand 2007) (Table 1). Legrand defines the self-as-subject as being 

“neither an external object (for example, it is not my body that I can observe in the 

mirror) nor an internal object: when I am conscious of myself as the subject of an 

experience, I am not scrutinizing an internal self looking at the external world. I am 

simply looking outside at the external world, and within this single act of 

consciousness I pre-reflectively experience myself-as-subject”. Furthermore, still 

according to Legrand and in agreement with most phenomenologists, “pre-reflective 
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self-consciousness is the necessary ground upon which other forms of self-

consciousness are anchored”, including the self-as-object (Legrand 2007). 

 

b) The idea of a narrative self 

Related to the “I” / “Me” distinction, other authors have proposed 

distinguishing the minimal from the narrative self. The narrative self of Gallagher is 

“a more or less coherent self that is constituted of a past and a future in the various 

stories that we and others tell about ourselves”. In contrast, the minimal self is 

“phenomenologically, […] a consciousness of oneself as an immediate subject of 

experience” (Gallagher 2000). Here, time seems to be the crucial difference between 

the two: the minimal self being the present and immediate self (the synchronic self), 

while the narrative self is the self of the past or of the future (the diachronic self), that 

has to be mentally re/pre-constructed. For Dennett, the self is nothing but a narrative 

construal, a product of imagination, a fiction, a center of gravity reuniting all the 

stories about the self, but with no true meaning (Dennett 1991). Zahavi argues that 

still the narrative self requires a first-person perspective narrator, that enables the 

self/non self distinction, the self-attribution of actions and agency and the ability to 

use the first-person pronoun (Zahavi 2005). Zahavi proposes saving the word “self” 

for the pre-reflective self, and “person” for the narrative self, which contains the 

history, the personality, the identity of the subject acquired during their lifetime. The 

person can be reflected upon (self-as-object) whereas the self is implicitly present in 

our stream of consciousness (self-as-subject). 

“I” “Me” 

Self-as-subject 

Pre-reflective self 

Minimal self (present) 

Implicit 

Experiential 

First-person perspective experience 

Grounds the “Me” 

Immune to error through misidentification 

Self-as-object 

Reflective self 

Narrative self (extended in time) when introspected 

Explicit 

Linguistic 

Introspection, self-reflection 

Grounded in the “I” 

Not immune to error through misidentification 
 

Table 1 

Concepts underlying the “I” and the “Me” and their different properties. 
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c) The “I” and the immunity principle 

The first-person pronoun “I” has an important feature that the “Me” does not 

possess: the immunity to error through misidentification (IEM) (Table 1), according 

to Wittgenstein and Shoemaker (Gallagher 2000, 2012). This means that when we 

use the first-person pronoun “I” we cannot be mistaken about whom it is referring to, 

since the “I” is intrinsic to the experience we are preparing to talk about. If I am 

experiencing a toothache, it does not make sense to ask “Someone has a toothache, is 

it I?”. I cannot be mistaken about the fact I am the one having the toothache because 

the “I” is built into the experience itself. In contrast, if I see a sunburned arm in a 

mirror, I may misattribute it to myself, when in fact it is someone else’s arm. The fact 

that the “I” is immune to this kind of error shows how basic and essential this form of 

self is, in contrast to the “Me”. 

 

2. Re-interpretation of the neuroscientific findings 

Most of the paradigms we reviewed in chapter B “The neuroscience of the self” 

are based on the self-attribution of mental or physical features: attribution of 

personality traits, faces or names. As participants have to think about themselves the 

self is the object of attribution (“Me”). For Legrand and Ruby this process is not self-

specific (Legrand & Ruby 2009). Self-specificity is defined by two criteria: 

- Exclusivity: a self-specific component characterizes the self but not the 

non-self, 

- Non contingency: changing or losing this component leads to a change or 

loss of the distinction between self and non-self. 

Understanding the neural bases of the self would require understanding self-

specific components of the self, and not just the distinction between the processing of 

self-related and other-related contents. Personality traits are not self-specific because 

they can characterize the other, so they do not meet the criterion of exclusivity. Traits 

and self-face recognition are also not self-specific because they are contingent: one’s 

personality or one’s own face can change, but this does not imply a loss of the 

self/non-self distinction. Rather than being in the content of the process, for Legrand 

and Ruby, self-specificity is in the perspective of the process. The perspective is what 

links the perceiving subject, the “I”, to the perceived object. Experiences are self-

specific, because the experience I have, from my perspective, is systematically 
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different from the experience someone else has, thereby meeting the criterion of 

exclusivity. Moreover, perspective is non contingent, we cannot lose it: one can take a 

third-person perspective, but the origin is always that of first-person. 

Legrand and Ruby (Legrand & Ruby 2009) therefore reinterpret the 

neuroscientific results in terms of evaluation and inference processes. These 

paradigms would involve a process of evaluation: integration of the stimulus, 

memory recall, comparison of memories and stimulus, and finally integration of all 

elements to form a conclusion. These evaluative steps are engaged irrespective of the 

subject of the task (self or other), which could explain why regions associated with the 

self are also, to some extent, responsive to other. In their view, differences between 

self- and other-processing would stem from differences in the need for inferences 

(which would correspond to medial prefrontal activations) and in memory recall 

(which would correspond to posterior cingulate cortex activations) between self and 

other conditions. 

Therefore, the distinction between the “I” and the “Me” has important 

consequences in the interpretation of neuroscientific results.  

 

3. The “I” and the “Me” in cognitive neuroscience 

As said earlier, experiments like the personality trait judgment or the self-face 

recognition, and to some extent even autobiographical memory recollection target the 

self as a self-related content, i.e. the “Me”. The “I” remains to be addressed as such, 

but since it is the ground for the self-as-object, it is somehow present in these 

experiments too. 

The term “self-consciousness” might have given rise to this bias in the 

neuroscientific literature towards the self-as-object. “Self-consciousness” is 

misleading in the sense that it sounds equivalent to “consciousness of self”, which 

refers to self-reflection (to the “Me”) and leaves aside the implicit experiencing 

subject (the “I”). Sartre even proposed writing “consciousness (of) self” to stress that 

“of” is a necessary (but misleading) grammatical formulation (Sartre in (Zahavi 

2005)). 

While we can easily conceive of what the experimental contrast for the self-as-

object could be (a content related to someone else, like someone else’s face), it is 
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harder to find an experimental contrast for the self-as-subject. Indeed, it is not clear 

in the phenomenological concept of self-as-subject what the absence of self-as-subject 

could be. Not only is it immune to errors, but it also seems to underlie every event of 

our mental lives: it implicitly underlies every kind of perception, thought, first-person 

perspective and even the adopting of a third-person perspective (Legrand 2007). 

As we exposed earlier, every experience is intrinsically and necessarily linked 

to an experiencing subject. This might imply that either there is nothing to 

understand about the experiencing subject in biological terms (i.e. understanding the 

neural mechanisms of visual perception, for instance, is also understanding the 

neural mechanisms of the perceiving subject) or that there is still a biological 

mechanism intrinsically associated with perception that implements the perceiving 

subject. 

In visual perception experiments, subjects are typically asked to report what 

they see. Participants therefore experience some visual perception (they are the 

experiencing subject) but they also reflect on their own experience. Frässle and 

colleagues have shown that pure perception and report are indeed distinguishable. 

During a binocular rivalry task, frontal activations were associated with the online 

report of the percept, while passively experiencing the alternating percepts activated 

only occipital and parietal regions (Frässle et al. 2014). This shows that experience 

and introspection about experience can be dissociated in visual perception, which fits 

with the idea of an experiencing “I” being different from an introspective “Me”. 
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Summary, proposals and conclusion of part II 

In this chapter we reviewed neuroimaging studies concerning self-recognition, 

self-judgment and autobiographical memory. Midline cortical regions are 

consistently involved in self-related processing, along with other regions which are 

less consistent across studies. We proposed that, instead of characterizing the self 

through regions where different self-processes overlap, we should look instead for a 

common brain mechanism underlying the self. 

This mechanism could be at play in midline cortical regions, which are part of 

the default-network. This network is highly active during the resting state and relates 

to the content of spontaneous thoughts. Because spontaneous thoughts are often self-

related, this could explain why we find these regions in self-related tasks. The self can 

be expressed in different ways during spontaneous thoughts, which makes it difficult 

to apprehend. We proposed that we could distinguish the “I” and the “Me”, i.e. the 

agentive self and the introspective self. This distinction is actually based on a vast 

philosophical literature, which has important consequences in the interpretation of 

the results from neuroimaging experiments, which usually tend to focus on the “Me” 

dimension. Therefore, our goal was to try to find a basic mechanism that would 

define the self at the brain level, and that would characterize the “I” and the “Me”. 

The self is firstly defined by the body and bodily signals are constantly 

monitored and integrated in the brain. Our hypothesis was therefore that anchoring 

the self to the body could be a mechanism by which the self is defined at the brain 

level. 

We will now see how brain-body interactions contribute to the self. We will 

first talk about the living, somatosensory/motor body (part III), and then about the 

visceral body (part IV). 
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III. The self and the living body 

A. The embodied self 

“Our entire feeling of spiritual activity […] is really a feeling of bodily activities” 

(James 1890). William James adds here an important element to the concept of self. 

For him, the “spiritual self” or any element of our mental lives has a bodily basis. Any 

perception is accompanied by the adjustment of the corresponding sensory organ (of 

the eyeballs for vision, for instance); mental effort is accompanied by movements of 

the brows or eyelids, contractions of jaw-muscles etc. In his hierarchy of the self, “the 

bodily self [is] at the bottom, the spiritual self at the top, and the extracorporeal 

material selves and the various social selves between”. Every episode of our lives is 

accompanied by particular bodily feelings that remain associated with the memories 

we retain from those episodes. These bodily feelings give the memories the “warmth” 

necessary for memories to be felt as our own and a sense of continuity of the self 

along time, as being one and the same. 

The famous brain-in-the-vat thought experiment has challenged the idea of the 

necessity of a body. Imagine an isolated brain, in a vat containing all the chemicals 

necessary for its normal functioning and connected to various electrodes that inform 

it about the world. Is the brain sufficient for experience and cognition to occur? If yes, 

then the body is unnecessary. The answer of Gallagher and Zahavi is that the brain-

in-a-vat is still dependent upon all the resources usually provided by the body, which 

are here provided by electrodes (Gallagher & Zahavi 2008). For Damasio, the absence 

of body-brain loops compromises the emergence of a normal mind. Bodily inputs not 

only contribute to the normal functioning of the brain, but importantly they are “a 

content that is part and parcel of the workings of the normal mind” (Damasio 1994). 

Furthermore, it is an empirical fact that cognition is embodied, our body allows and 

shapes our perception and actions. For instance, the shape of the ears explains 

different auditory capacities among primates (Coleman & Ross 2004). If we think in 

evolutionary terms, the primary function of the brain is to maintain the body, our 

mental life comes on top of that (Damasio 1994). 

According to the phenomenological tradition, especially Merleau-Ponty, 

Husserl and Sartre, more than being an object of the world, the body is the “principle 

of experience”, it allows our experiences (Gallagher & Zahavi 2008). In this sense, the 
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body is “pour-soi” (“being-for-itself”), what I and only I can experience from inside, 

the lived body; and not just “pour-autrui” (“being-for-others”), its properties and 

shape that can characterize any body (Sartre 1943). In this sense, face-recognition as 

we saw in part II.B.1 relates to the “pour-autrui” body. What we want to discuss now 

is the lived body, the “pour-soi” body. 

More recently, Damásio has developed a theory of the self in neuroscientific 

terms, in line with William James and the phenomenologists, which places bodily 

processes at the bottom of the hierarchy of the self. The first level of self is the proto-

self, which represents the unconscious monitoring of the moment by moment state of 

the body. Anytime an object (a face, a melody…) interacts with the organism, it 

modifies the organism’s state thereby modifying the proto-self. These new maps 

representing the interaction between the organism and the object can become 

conscious and generate the core-self. Because a multiplicity of objects is constantly 

interacting with the organism, the core-self is constantly generated and continuous in 

time. The third and more elaborated level is the autobiographical self, which is the 

collection of experiences of the core-self. The autobiographical self is extended in 

time and places the subject at a certain point in their personal history, with a certain 

past that constitutes their identity, and a perspective of the future. In this hierarchical 

model of the self, each level depends on the lower level. For Damásio, the body 

ensures the stability of the self, i.e. this feeling that we stay the same person 

throughout our lifetime. Because the range of internal bodily states compatible with 

life is actually limited, bodily representations are stable. Further, while the 

environment changes continuously, bodily representations remain relatively 

constant, thereby ensuring the stability of the self. 

Blanke and Metzinger also ground self-consciousness in the body (Blanke & 

Metzinger 2009). For them, the minimal phenomenal selfhood qualifies the 

phenomenal experience of being a self, and is fundamentally based on a body-

centered reference frame, i.e. a bodily representation from which a “weak first-person 

perspective” emerges. A “strong first-person perspective” occurs when attention is 

focused on a certain object, which can be the body itself. Here, attentional orienting 

towards the self is grounded on a basic representation of the body that constitutes the 

most basic form of self. 
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Conclusion 

Bodily self-consciousness, or the consciousness of the body, is the first step for 

the link between the self and the body. We will now talk about the lived body, the 

body as directly experienced from within, the body that shapes our experience of the 

world. How are we conscious of our body? How malleable is the consciousness we 

have from our body? How does it influence more global aspects of the self? 

We will look at different elements of bodily self-consciousness – from 

consciousness of the body to interactions between the body and the environment. We 

will start with self-location and body ownership, two ways of being conscious of one’s 

own body. We will then talk about the first-person perspective, the perspective of the 

environment that is centered in our body. Finally, we will discuss agency, when the 

body is owned and controlled so as to perform specific actions having an outcome in 

the outside world. 

 

 

B. How malleable is bodily self-consciousness? 

1. Body ownership and self-location 

Body ownership and self-location are two basic components of bodily self-

consciousness. Body ownership refers to the feeling that this body or this body part is 

mine. Self-location corresponds to the feeling that my body is located in a specific 

point in space. 

Both body ownership and body location can be altered in patients with 

particular neurological conditions (Blanke 2012). Some patients with 

somatoparaphrenia do not feel ownership over one specific body part, which they 

think belongs to someone else. Conversely, some other patients experience hands of 

other people as belonging to themselves. Patients with autoscopic phenomena 

(Blanke & Metzinger 2009) report seeing a second own body in extracorporeal space. 

These full-body illusions induce global changes in bodily self-consciousness. 

Following these observations in patients, experimental visuo-tactile illusions 

have been developed. When viewing a rubber hand being stroked at the same time as 

one’s own hand is stroked, one can experience illusory self-attribution of the rubber 
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hand and a spatial displacement of one’s own hand toward the rubber hand 

(Botvinick & Cohen 1998, Ehrsson et al. 2004, Tsakiris & Haggard 2005).  

This rubber hand illusion can be induced even for a very long arm or for an 

arm with a different color, but not if the rubber hand is outside of the peripersonal 

space, if its orientation is not anatomically plausible or if it does not look like a hand 

(for a review (Blanke et al. 2015)). This shows some plasticity in bodily self-

consciousness, as long as the global bodily shape is preserved. This plasticity does not 

mean that an extra hand is added to our body representation, but rather that the real 

hand is replaced by the rubber hand – is embodied (Longo et al. 2008). The feeling of 

ownership of the rubber hand can be so strong that if the rubber hand is threatened 

participants have a feeling of anxiety as if their own hand was threatened (Ehrsson et 

al. 2007). 

This experiment has also been applied to the face (enfacement illusion) (Sforza 

et al. 2010, Tsakiris 2008). Participants watch a morphed face being touched in 

synchrony with strokes applied to their own face. This manipulation induces a bias in 

a subsequent self-recognition task, where the other person’s face is included to a 

greater extent in the representation of one’s own face. It is also possible to induce 

full-body illusions by stroking the participant’s back (Lenggenhager et al. 2007), 

chest (Ehrsson 2007) or both (Lenggenhager et al. 2009) in synchrony with the 

strokes applied to a virtual body located in front of the participant. Participants may 

then experience self-identification with the virtual body (Lenggenhager et al. 2007, 

2009) and a drift in self-location (Ehrsson 2007, Lenggenhager et al. 2007), to the 

extent that threats to the virtual body evoke large skin conductance responses in the 

participant (Guterstam et al. 2015). 

Recently, the rubber hand illusion was adapted to mice, in the form of the 

rubber tail illusion (Wada et al. 2016). When their own tail is stroked synchronously 

with strokes applied to a rubber tail they can see, mice react to a threatening stimulus 

directed to the rubber tail as if it was their own tail. This result shows not only that 

mice may have a form of bodily self-consciousness but also that bodily self-

consciousness is truly and intrinsically malleable. This new paradigm opens up 

important new avenues for research, in particular to understand the 

electrophysiological correlates of these illusions. 
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These illusions work when visual and tactile stimuli are synchronous and 

induce proprioceptive/vestibular changes, suggesting that they are supported by 

multisensory integration (Blanke 2012, Blanke et al. 2015, Tsakiris 2010). 

Multisensory integration would be performed at the level of bimodal or trimodal 

neurons, which are responsive to stimuli in the peri-hand or peripersonal space 

(Makin et al. 2008). Visuo-tactile stimulations would alter the receptive fields of 

multisensory neurons, in order to include the virtual body or the fake body part 

(Blanke et al. 2015). Proprioceptive cues are integrated as well, ensuring that the 

global body posture is preserved. These multimodal neurons are thought to be part of 

a multisensory network encompassing the posterior parietal and premotor cortices 

(Blanke 2012, Blanke et al. 2015, Ehrsson et al. 2004, 2005) (Figure 3). This change 

in multisensory receptive fields would result in changes of ownership for body parts 

(rubber hand) and self-identification (full-body illusion) (Blanke et al. 2015).  

By integrating multisensory information across body parts (Petkova et al. 

2011), the premotor cortex would be responsible for full-body ownership (Guterstam 

et al. 2015). Self-location would in turn be associated with the hippocampus, 

posterior cingulate, retrosplenial and intraparietal cortices (Guterstam et al. 2015), as 

well as the temporoparietal junction (Ionta et al. 2011a). The posterior cingulate 

cortex would be responsible for the integration of body ownership and self-location, 

leading to a complete sense of bodily self-consciousness (Guterstam et al. 2015). 
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Figure 3 

(A) Brain areas selectively responding to multisensory inputs within the 
peripersonal space around the hand (red), face (blue) or trunk (green).  

(B) Brain areas active during manipulations of bodily self-consciousness, 
underlying ownership for the hand (red) or face (blue), self-identification 
(green), or self-location (yellow). Each dot represents an activation site as 
identified by the studies reviewed in (Blanke et al. 2015). The colored 
shadows highlight clusters of activations.  

IPS intraparietal sulcus; TPJ temporoparietal junction; PMd dorsal premotor 
cortex; PMv ventral premotor cortex. 

(figure and legend from (Blanke et al. 2015)). 

 

 

Conclusion 

Pathological cases and bodily illusions show how malleable our bodily self-

consciousness is. The rubber hand illusion induces changes only in ownership for one 

body part and depends on the individual’s peripersonal space, while stimulation of 

the trunk induces a global and unitary illusion that alters more and more radical 

aspects of bodily self-consciousness. The enfacement illusion in turn impacts the 

representation one has of oneself. However, these illusions only work with objects 

that resemble the shape of the body and that respect body posture.  
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Multisensory integration is the mechanism through which body ownership and 

self-location are implemented. Tactile and visual stimuli are integrated together with 

proprioceptive signals into a common reference frame – the subject’s body. This 

system presents the advantage of allowing the embodiment of artificial limbs through 

prolonged multisensory stimulation, but also leads to global changes of bodily self-

consciousness in the case of trunk stimulation. 

 

2. First-person perspective 

First-person perspective is a fundamental building block of bodily self-

consciousness and is defined as the perspective from where I perceive the world. A 

first-person perspective coincides with self-location, except in rare cases (De Ridder 

et al. 2007), and can be altered in the kind of full-body illusions described above. 

Interestingly however, self-location (Ionta et al. 2011b, Pfeiffer et al. 2013) and body 

ownership (Fotopoulou et al. 2011, Petkova et al. 2011) appear to be associated with 

the first-person rather than the third-person perspective. Therefore, the first-person 

perspective, self-location and body ownership are very intertwined and usually 

congruent, but can be dissociated in some cases. 

Contrarily to out-of-body experiences and full-body illusions which can alter 

general bodily self-consciousness, a voluntary change in perspective does not 

compromise bodily self-consciousness. We can, for instance, adopt a third-person 

perspective in space by imagining what other people can see from their viewpoint 

(Vogeley et al. 2004). We then refer to egocentric (first-person) or allocentric (third-

person) reference frames. Different reference frames can naturally be used in spatial 

navigation (Maguire et al. 1998), simulation of actions (Ruby & Decety 2001) or 

episodic memory (Freton et al. 2014). There is a natural tendency for memories to be 

recalled from the first-person perspective (Freton et al. 2014).  

Vogeley and Fink define a set of regions associated with the first-person 

perspective in a variety of tasks (Figure 4), namely the right inferior parietal cortex, 

the medial parietal cortex and the medial prefrontal cortex (Vogeley & Fink 2003). 

This network of regions closely resembles the default network. 
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Figure 4 

Regions of activation during first-person-perspective tasks. Medial cortical 
regions, that comprise anterior medial prefrontal, medial parietal and posterior 
cingulate cortex, are hypothetically recruited if such a state of ‘core self’ is instantiated. 
The right inferior parietal cortex is the implementation site of the body representation, 
which most probably is involved in the computation of the egocentric reference frame. 
(figure and legend from (Vogeley & Fink 2003)) 

 

The “right inferior parietal cortex” (Figure 4) can correspond to regions with 

different names in the literature: temporoparietal junction, inferior parietal lobule, 

angular gyrus, posterior superior temporal sulcus or Brodmann areas 39 or 40 

(Bzdok et al. 2013, Caspers et al. 2006). These structures are indeed commonly 

activated in studies involving perspective taking, such as out-of-body experience 

(Blanke et al. 2002), full-body illusions (Ionta et al. 2011b), mental own-body 

imagery (Blanke 2005), egocentric or allocentric spatial strategies in navigation 

(Boccia et al. 2014, Maguire et al. 1998), memory (Ciaramelli et al. 2010), perspective 

taking for action (Ruby & Decety 2001), or visual perspective taking (Vogeley et al. 

2004). However, even though the localizations are close, the results of these studies 

do not consistently overlap (Figure 5). The fact that this is a large cortical region, with 

different cytoarchitectonic areas which are highly variable between individuals 

(Caspers et al. 2006), could potentially explain the discrepancies in the localizations 

of effects. It remains an open question as to whether there is a region responsible for 

perspective taking in these different tasks. Specific meta-analyses should be 

performed, to assess the actual degree of overlap. 
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Figure 5 

Results of studies involving perspective taking. Only figures showing right 
inferior parietal cortex activations are included. Reported coordinates are in MNI 
space, and were transformed from Talairach space when necessary. 

(A) Location of subdural electrodes implanted in the brain of an epileptic patient. 
Focal electrical stimulation on the yellow electrodes (indicated by the arrow) 
induced out-of-body experiences. No coordinates reported. (Blanke et al. 2002) 

(B) Comparison between the area reflecting experimentally induced changes in 
self-location in healthy participants (red) and the area reflecting 
pathologically induced changes in self-location in patients with out-of-body 
experiences (blue). Coordinates of the red cluster: 55 -28 16. (Ionta et al. 2011b) 

(C) Activation of the right temporoparietal junction when participants imagine 
themselves in a certain position and visual perspective. Coordinates of the 
main cluster: 64 -39 20. (Blanke 2005) 

(D) Areas showing higher activation for egocentric (Ego) than allocentric (Allo) 
spatial strategies. No coordinates reported for the angular gyrus. (Boccia et al. 
2014) 

(E) Brain areas activated by third-person action simulation compared to first-
person. Coordinates of the inferior parietal lobe: 50 -58 30. (Ruby & Decety 
2001) 

(F) Brain areas activated for first-person visual perspective taking compared to 
third-person. (Vogeley et al. 2004) 
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The “medial parietal cortex” of Vogeley and Fink seems to include the dorsal 

and ventral precuneus as well as posterior/mid-cingulate regions or the paracentral 

lobule, which are different functional regions (Beckmann et al. 2009, Bzdok et al. 

2015, Cavanna & Trimble 2006). The medial parietal cortex is less often associated 

with out-of-body experiences (but see (De Ridder et al. 2007)) or full-body illusions 

(but see (Guterstam et al. 2015)), but has been implicated in visual perspective taking 

(Vogeley et al. 2004), perspective taking for action (Ruby & Decety 2001) and 

perspective taking in autobiographical memory (Freton et al. 2014). The spontaneous 

tendency to recall memories from the first-person perspective, for instance, correlates 

with the volume of the precuneus (Freton et al. 2014). A lesion in the medial parietal 

regions can lead to egocentric disorientation, which is an impairment in the use of the 

egocentric reference frame (Wilson et al. 2005). A meta-analysis of the human 

posterior medial cortex, comparing different postero-medial sub-regions (Bzdok et al. 

2015), confirmed previous hypotheses (Burgess et al. 2001, Gramann et al. 2010, 

Vann et al. 2009) suggesting that switching between egocentric and allocentric 

reference frames in both memory and spatial domains was specifically performed in 

the retrosplenial cortex (a region supposedly more ventral than the medial parietal 

cortex of Vogeley and Fink). Hence, it seems that the retrosplenial cortex indeed 

implements perspective taking in a variety of tasks. However, the precise 

mechanisms remain to be characterized, since some studies report more activation 

for non first-person perspective conditions (Ruby & Decety 2001, Vogeley et al. 2004) 

while others find more activation for egocentric as compared to allocentric spatial 

navigation (Boccia et al. 2014).  

 

Conclusion 

First-person perspective is therefore very linked to body ownership and self-

location. The first-person perspective is very frequently adopted in autobiographical 

memory, but a third-person perspective can also be adopted without inducing 

changes in bodily self-consciousness. It can be argued though, that this voluntary 

shift of perspective still conserves the first-person perspective in the background.  

Perspective taking is associated with two regions belonging to the default-

network. The medial parietal cortex has a fundamental role in the processing of 

egocentric and allocentric reference frames. The medial prefrontal cortex seems less 
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associated with bodily aspects of perspective taking (it is not associated with out-of-

body experiences or full-body illusions) and more associated with cognitive ones 

(theory of mind or autobiographical memory, for example (Spreng et al. 2009)).  

 

3. Agency 

Gallagher defines agency as “the sense that I am the one who is causing or 

generating an action” (Gallagher 2000). Agency unifies bodily self-consciousness and 

adds a motor/functional component to it (Tsakiris et al. 2007b). Illusions of body 

ownership have no effect on motor responses (Kammers et al. 2009), but a moving 

rubber hand can elicit the rubber hand illusion (Kalckert & Ehrsson 2014).  

Most often, we feel agency over our actions, such that in ambiguous cases there 

is a bias toward self-attributing actions (Daprati et al. 1997). But sometimes, there 

might be a mismatch between the intended and the actual outcome of our actions, so 

that the outcome is not considered as resulting from our intentional action. In the 

“comparator model” of agency (Frith et al. 2000), motor commands are compared 

with the sensory consequences of the action. If there is a mismatch between the two, 

then non-agency is signaled, in retrospect. The sense of agency has also a prospective 

component, involving the intention to act and the prediction of action outcomes 

(Haggard 2017).  

The role of the angular gyrus / temporoparietal junction has been consistently 

related to the signaling of non-agency (Haggard 2017, Sperduti et al. 2011), in both 

retrospective (Farrer & Frith 2002, Farrer et al. 2003) and prospective (Chambon et 

al. 2013) accounts of the sense of agency. The insula has in turn shown to be the only 

structure activated for self-agency (Sperduti et al. 2011). 

Therefore, the brain is able to detect non-agency as well as agency, thereby 

preventing misattributions of actions to the self and distinguishing self- and other-

caused actions. In pathological cases, though, the sense of agency can be altered, 

either by excessively self-attributing actions or by reducing the sense of agency over 

actions (Haggard 2017). 
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Conclusion of B: body-image and body-schema 

We addressed bodily self-consciousness from different angles: body-

ownership, self-location, first-person perspective and agency. Body-ownership and 

self-location showed that explicit bodily self-consciousness is rather malleable. It can 

integrate other limbs in the representation of the body and it can be dramatically 

changed in the case of the full-body illusion. Perspective taking and agency are 

implemented in a way that can distinguish self and other. Healthy subjects can 

naturally adopt a third-person perspective and can identify an action that was not 

self-caused, without compromising the consciousness of their body. 

Body-ownership and self-location are part of the body image, “a system of 

experiences, attitudes, and beliefs where the object of such intentional states is one’s 

own body” (Gallagher & Zahavi 2008). Spatial perspective taking and agency relate in 

turn to the two aspects of body schema, “(1) the close-to-automatic system of 

processes that constantly regulates posture and movement to serve intentional 

action; and (2) our pre-reflective and non-objectifying body-awareness […]. The body 

schema […] includes our pre-reflective, proprioceptive awareness of our bodily 

action”. At first glance, body-ownership and self-location seemed to be the most 

fundamental aspects of the self. However, according to this body-schema/body-image 

theory – originally developed by Merleau-Ponty, it is quite the opposite: “To the 

extent that one does become explicitly aware of one’s own body in terms of 

monitoring or directing perceptual attention to limb position, movement, posture, 

pleasure, pain, kinaesthetic experience, and so on, such awareness constitutes aspects 

of a body image and presupposes the tacit contribution of the body schema” 

(Gallagher & Zahavi 2008). In other words, the body-image involves the conscious 

awareness of the body which requires the pre-reflective body-schema. 

We will now develop the distinction between the experiential body and the 

introspective aspect of bodily self-consciousness. 
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C. A distinction between experience and introspection relative to 
the body 

Let us consider for instance the experiment by Ehrsson and colleagues 

(Ehrsson et al. 2004), where participants underwent the rubber hand illusion, 

without any other specific task, before and during fMRI recordings. In this case, 

participants might simultaneously engage as the subject of experience and the object 

of introspection, because they experience the illusion and reflect on how it feels. 

Therefore, the corresponding neuroimaging results (contrasting for instance 

synchronous vs asynchronous stroking) may correspond to (1) differential 

experiences, to (2) reflection on the fact experiences differ or to (3) a mixture of both. 

Going back to Legrand and Ruby’s framework (Legrand & Ruby 2009), the 

feeling of one’s body (option 2) is not self-specific because it does not meet the 

criterion of non-contingency. For instance, deafferented patients can still make the 

self/non-self distinction, despite the total loss of proprioception. 

Self-specificity is found in actions where sensorimotor loops link efferent 

signals (motor commands) to their afferent consequences (sensory signals arising 

from the execution of an action) (Legrand & Ruby 2009). Reafferent signals are 

intrinsically self-specifying because they are the result of efferent signals, while 

exafferent signals are the result of environmental events (Christoff et al. 2011). More 

than self-attributing the contents of the action (which is the main point of 

comparator models of agency), self-specificity of action relies on sensorimotor loops 

that define the subject as the agent and thereby distinguish between self-specific from 

non-self-specific information (Christoff et al. 2011, Legrand & Ruby 2009). As 

Legrand points out, “the crucial difference between perceiving oneself and perceiving 

others is not purely sensory but sensory-motor: what is self-specific is not a 

multisensory redundancy but a sensori-motor coherence” (Legrand 2007). These 

authors see sensorimotor activations as revealing the self-specifying sensorimotor 

loops. It was indeed shown that corticospinal excitability is associated with the feeling 

of agency (Weiss et al. 2014). This was considered a low-level sensorimotor marker of 

agency, on which agency reports could be based. 

The discrepancy between the interpretative level and the experiential level was 

developed by Synofzik, through the notions of Feeling of Agency (FoA) and Judgment 

of Agency (JoA) (Synofzik et al. 2008). The FoA refers to the non-conceptual, implicit 



 

49 

 

and low-level feeling of being the agent of an action. The JoA is conceptual, explicit, 

and refers to the judgement of being the agent of the action. Usually, we do not need 

a JoA, because ambiguous situations are rare in real life. To experimentally 

manipulate and dissociate the FoA and the JoA we need implicit measures of agency, 

reflecting uniquely the experience or the feeling of agency without requiring 

participants to judge their agency. Many paradigms of agency indeed require subjects 

to evaluate whether they are responsible for the movement or not (Farrer et al. 

2003), which introduces the JoA on top of the FoA. Haggard and colleagues created 

the intentional binding paradigm (Haggard et al. 2002), where participants perform 

an active or a passive finger movement, followed by the presentation of a tone. When 

the movement is voluntary, there is an attraction of the two events (movement and 

tone) in time (intentional binding). The tone appears as a consequence of the 

movement; triggered by the participant’s action. The evaluation of the time distance 

between the events is therefore considered a proxy for the feeling of agency. The SMA 

proper has been showed to reflect intentional binding (Kühn et al. 2013), as well as 

the pre-SMA in non-invasive brain stimulation experiments (Cavazzana et al. 2015, 

Moore et al. 2010). Other neuroimaging experiments directly compared FoA and JoA, 

and showed that the pre-SMA was associated with the feeling of being in control (as 

well as the rostral cingulate zone and the dorsal striatum), whereas the feeling of 

being out of control corresponded to TPJ activations. Explicitly judging agency was 

associated with anterior prefrontal cortex activations (Miele et al. 2011). These results 

support a dissociation between the JoA and the FoA, each being associated with 

specific brain structures. 

De Vignemont also applies the distinction between feeling and judgment to 

ownership of the body (de Vignemont 2011). Apart from the natural ability to make 

judgments about our own body, “there is something it is like to experience parts of 

my body as my own, some kind of non-conceptual intuitive awareness of ownership” 

(de Vignemont 2011). Experimental literature on body ownership does not usually 

make this distinction. In the rubber hand illusion paradigm, hand ownership is often 

assessed via questionnaires that may tap more into the judgment of ownership. 
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Conclusion 

We have seen here how we can distinguish between the embodied pre-

reflective first-person perspective and the explicit experience of the body. This 

dissociation is reminiscent of the dissociation we discussed earlier, between the “I” 

and the “Me”. In our view, both feeling of agency and feeling of ownership relate to 

the “I”, to the experiencing subject. On the contrary, judgment of agency and 

judgment of ownership relate to the “Me”, to the introspection of the (bodily) self.  

We will now see how some of these bodily processes relate to higher-order 

forms of self. 

 

 

D. Interactions between bodily processes and higher order self 

Interestingly, among the brain regions associated with the bodily aspects we 

mentioned in part III.B, the default-network seems to be often relevant. If we think in 

terms of overlapping regions, we could imagine that these bodily processes are 

somehow linked to the self-related processing we discussed in II.B, that often 

involves these same regions. However, direct evidence remains scarce. 

The case of the enfacement illusion demonstrates that the representation of 

one’s own face can be modulated by visuo-tactile stimulations. This is an example of 

how bodily factors can influence higher order aspects of the self, because one’s own 

face is an important representation of the (bodily) self, probably more based on 

memory than on online bodily monitoring (I cannot see myself but I know what I look 

like from the times I looked at myself in a mirror). The own face is part of one’s 

identity. For Tsakiris (Tsakiris 2010), even the case of the rubber hand illusion 

reveals that multisensory processes interact with higher order representations of the 

body. The visual shape of the object has to match a pre-existing hand model in order 

to be embodied. Thus multisensory mechanisms also have to interact with stored 

body models. 

Autobiographical memory and self-projection in the future are very much 

linked to perspective, since these processes can occur from a first- (when 

remembering or imagining oneself from inside the body) or third-person perspective 
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(when adopting another person’s perspective). Autobiographical memories are better 

recalled when a posture congruent with the recalled event is adopted (Dijkstra et al. 

2007). The body-memory link can not only happen at the level of retrieval of 

memories but also at the moment of encoding. Bergouignan showed that recollection 

of episodic memories is impaired when episodes are encoded under the out-of-body 

illusion, rather than in-body, suggesting that efficient episodic memory encoding 

requires an embodied first-person perspective on the world (Bergouignan et al. 

2014). 

 

Conclusion 

We saw here how bodily signals can shape and interact with higher order 

forms of self, such as self-representation and autobiographical memory. In the 

experiments we mentioned here, the body is manipulated in an explicit way: either 

through face stimulation, body postures or full-body illusions. However, we can think 

of a much more implicit and continuous role of the body, which could underlie lower-

level, pre-reflective aspects of the self (not impaired in the experiments reviewed). 

This led us to look for other kinds of signals, which would be pervasive and not 

necessarily noticeable: visceral signals. 

 

 

E. From the somatosensory/motor body to the visceral body 

Body ownership, self-location, first-person perspective and agency are 

important features of bodily self-consciousness and involve mostly proprioceptive 

and somatosensory/motor signals. These signals seem to contribute to higher order 

levels of self, but other kinds of bodily signals may play an important role as well. 

Indeed, when participants experience full-body illusions or when patients have 

out-of-body experiences, a sense of explicit bodily self is disturbed while something 

more basic about self-consciousness is still preserved. Participants are still able to say 

“I feel something”, they still have this pre-reflective form of self. The multisensory 

integration leading to these illusions is integrating misleading signals, however there 

may be other bodily signals responsible for the preserved “I”. 
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These could be signals from visceral organs, namely the heart and the gut, 

which are of extreme importance to the organism. Visceral signals are relayed 

through redundant pathways and target multiple cortical brain regions, ensuring the 

transmission and broad availability of these signals. The constant communication 

between the brain and the internal organs is necessary for the regulation and 

maintenance of physiological parameters, and thus for homeostasis (Damasio 1999). 

Contrarily to somatosensory/motor signals, visceral signals are still relayed to 

the brain in locked-in patients (Park & Tallon-Baudry 2014). These patients are 

paralyzed but are still conscious and maintain a sense of self (in a recent survey, 72% 

of the patients reported being happy (Bruno et al. 2011)). Damasio describes the case 

of a patient with asomatognosia who does not sense her somatosensory body but 

whose sense of self is preserved: “a patient who had a temporary loss of the sense of 

her entire body frame and body boundary (both left and right sides) but was 

nonetheless well aware of her visceral functions (breathing, heartbeat, digestion) and 

who could characterize her condition as a disquieting loss of part of her body but not 

of her “being” ” (Damasio 1994). From this case, Damasio hypothesizes that “some 

body representations may be of greater value than others to ground the mind, 

namely, those that pertain to the organism’s interior, specifically to the viscera and 

internal milieu” (Damasio 2003). Accordingly, Damasio interprets the epigastric 

auras preceding an epileptic seizure as a disruption of the brain mapping of internal 

bodily states, causing the loss of consciousness (Damasio 2003). 

How could visceral signals be involved in the implementation of the self?  

  



 

53 

 

IV. The visceral body 

A. Theoretical considerations about the visceral body and the 
self 

1. A bodily-centered reference frame for the self 

We discussed in part III the importance of the body for the self and, in 

particular, of somatosensory/motor mechanisms. However, even if these bodily 

signals are constantly integrated by the brain, the signals we mentioned were mostly 

responses to a stimulus or feedback from certain actions. In our view, the continuous 

monitoring of the body might constitute the fundamental ground upon which 

selfhood is based. 

The monitoring of the body includes somatosensory and motor signals, but 

also includes visceral signals, which as we saw might be of a greater importance. The 

main proposal of this thesis is that the integration of these signals in the 

brain may constitute a bodily-centered reference frame that would define 

the self. Any self-related process would be anchored to this reference 

frame, in order to be labeled as subjective, by the brain. We evoked 

before that rather than looking for brain regions implementing the self, 

one could look for a mechanism. We propose that the brain monitoring 

of bodily signals might be this mechanism, taking place in any brain 

region where a self/non-self distinction is relevant. 

Until now, we had a loose definition of the self: it included higher-order 

cognitive forms of self (autobiography, self-recognition, introspection…), but also a 

more basic form of self, the first-person perspective of the experiencing or acting self. 

We are now talking of a very low-level form of self: the organism as a unified entity. 

This low-level (unconscious, or pre-reflective) self is very much related to what we 

previously defined as the “I” and could underlie any other (higher-order) form of self. 

This idea of a neural subjective frame was developed in particular by Park and 

Tallon-Baudry (Park & Tallon-Baudry 2014), and was experimentally tested in the 

context of visual perception (we will return to this later). The experimental purpose of 

this thesis was to directly address this theory by tackling low- and higher-level forms 

of self. 
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2. About visceral signals 

The neural subjective frame theory is very much inspired by Damasio’s 

theories of the self (Damasio 1994, 2003). Both highlight the importance of bottom-

up signals, from the viscera to the brain. However, for Damasio, the variations of 

these signals carry the important information: “I believe subjectivity depends in great 

part on the changes that take place in the body state during and after the processing 

of object X” (Damasio 1994). On the contrary, for Park and Tallon-Baudry, the 

content of the signals (their intensity, for instance) is not necessarily required for the 

bodily-centered reference frame. The simple monitoring of these signals would be 

sufficient. Regardless of what they say about the state of the body, these signals say 

that a body is there, and that would be enough to anchor subjective processes. If these 

visceral signals indicate that important changes are taking place, then of course this 

information might be taken into account. 

Importantly, this hypothesis can be tested. If we find a link between the self 

and viscera-brain coupling, is it associated with variations of physiological signals? 

We tried to address this question in our experimental work. 

 

We will now focus on the visceral body. We will describe the pathways from 

the viscera to the brain and see how viscera-brain coupling can be studied and how it 

can contribute to cognitive processes. 

 

 

B. Pathways from the viscera to the brain 

Signals about the state of the organs in the thorax, abdomen and pelvis are 

conveyed to the brain via visceral afferent neurons. They convert mechanical or 

chemical changes into electrical information that they transmit to the brain via vagal 

(parasympathetic) or spinal (sympathetic) pathways (Critchley & Harrison 2013, 

Jänig 1996, Saper 2002, Vaitl 1996) (Figure 6).  
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Figure 6 

Diagram of Viscerosensory Paths and Centers in the Human Brain. Depicted 
schematically are (A) parasagittal, (B) coronal brain sections, (C) nodose ganglion of 
vagus nerve, and (D) section of the spinal cord. These figures illustrate viscerosensory 
centers and interoceptive neural pathways. Visceral afferent inputs with cell bodies in 
the dorsal root ganglion (DRG) enter the spinal cord (lamina I) and ascend in the 
spinothalamic tract (light green) to terminate in viscerosensory thalamus (THAL) with 
earlier outputs to the nucleus of the solitary tract (NTS), parabrachial nucleus (PB), and 
periaqueductal gray matter (PAG). Viscerosensory inputs carried by the vagus nerve 
(VN) with cell bodies in vagus nerve ganglia (nodose ganglion, NG) terminate in the NTS 
and then pass to PB, PAG and THAL (pink). Information is relayed from THAL, PAG and 
PB to hypothalamus (HPT), amygdala (AMY), anterior cingulate cortex (ACC), and 
insula (INS), the latter being the primary site of viscerosensory cortical representation. 
(figure and legend from (Critchley & Harrison 2013)) 

 

85% of the fibers of the vagus nerve are visceral afferent fibers. They project 

viscerotopically to the nucleus of the solitary tract (NTS), where visceral information 

converges (Jänig 1996). Visceral signals are then conveyed to the parabrachial 

nucleus which dispatches the signals to hypothalamus, thalamus and the cortex. This 

pathway carries mostly motivational information, i.e. hunger, satiety, thirst, nausea, 

and respiratory sensations (Critchley & Harrison 2013). 

In contrast, only 1.5-2% of all spinal afferents are visceral, the vast majority 

being somatic (from the skin, joints, tendons and muscles). Spinal afferent neurons 

project primarily to lamina I and V of the dorsal horn of the spinal cord. Spinal 

neurons that are excited by spinal visceral afferents are also excited by somatic 

afferents, thus leading to viscero-somatic convergence (Jänig 1996). These signals, 

which mainly transmit information about tissue damage (Critchley & Harrison 2013), 

are then carried centrally by the spinothalamic tract. This pathway also projects to 
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the NTS and parabrachial nucleus, where these signals converge with the vagal 

pathway (Saper 2002). 

The amygdala, the ventral anterior cingulate cortex and the posterior insula 

are considered the direct targets of visceral information (Armour & Ardell 2004, 

Craig 2002, Critchley & Harrison 2013, Saper 2002). Visceral information is also 

mapped in somatosensory cortices SI and SII (Damasio & Carvalho 2013). 

A recent meta-analysis combined the results from a diversity of studies 

focusing on the central autonomic processing (Beissner et al. 2013) (based on the 

high-frequency component of heart rate variability and electrodermal activity). This 

meta-analysis evidenced a central autonomic network, whose core involves the left 

amygdala, the right anterior and left posterior insula, and midcingulate cortices 

(Figure 7). Whether these structures are receiving visceral information (bottom-up) 

and/or sending signals back to the viscera (top-down) is not specified in the meta-

analysis. 

 

 

 

Figure 7 

Results of the pooled analyses of all studies showing general brain regions 
involved in autonomic processing. Prec, Precuneus; vPCC, ventral posterior cingulate 
cortex; mdThal, mediodorsal thalamus; pgAcc, pregenual ACC; VTA, ventral tegmental 
area; Hyp, hypothalamus; SC, superior colliculus; PAG, periaqueductal gray; FIC, 
frontoinsular cortex; L, left; R, right. (figure and legend from (Beissner et al. 2013)) 
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The viscera to brain pathways are the bottom-up branch of the organ 

regulation loops, which ensure homeostasis. Interestingly, as Vaitl notes (Vaitl 1996), 

the number of afferent fibers is significantly larger than the number of efferent fibers, 

which suggests that a bottom-up transfer of information is prioritized relative to top-

down transfer of information. While mechanical changes can be quickly detected, 

chemical changes occur on a slower time scale, which implies that the brain is being 

informed about the state of the body at different time scales (Park & Tallon-Baudry 

2014). The fact that this bottom-up information reaches a wide variety of high-level 

cortical areas suggests that visceral information is widely available in the brain. It 

could thus interfere with ongoing cortical activity and potentially with a number of 

cognitive processes, thereby playing a role beyond homeostatic regulation. 

 

 

C. Resting state cortical activity and physiological signals 

Physiological signals have long been considered a source of noise affecting 

neuroimaging techniques (Birn 2012, Glover et al. 2000, Shmueli et al. 2007) and 

were therefore systematically removed during data analysis. However, there is now 

evidence that these signals are not mere noise (Beissner et al. 2013, Iacovella & 

Hasson 2011, Thayer et al. 2012), notably during the resting state. 

Indeed, during the resting state, skin conductance levels (Fan et al. 2012, 

James et al. 2013, Nagai et al. 2004), respiration fluctuations (Yuan et al. 2013), heart 

rate (de Munck et al. 2008) and hypoglycemia (Teves et al. 2004) co-vary with BOLD 

activity in a variety of cortical regions, beyond the insula or the anterior cingulate 

cortex (mid-cingulate, precuneus, orbitofrontal cortex, for instance). Resting state 

functional connectivity co-varies with heart rate variability (Chang et al. 2013). 

Interestingly, regressing out respiratory fluctuations from BOLD signals decreases 

the correlation between BOLD and alpha EEG power (Yuan et al. 2013), suggesting 

that there is a neuronal coupling between BOLD, alpha and respiration. This finding 

is complemented by recent evidence showing a co-variation of alpha, beta and 

gamma power with fluctuations of arterial CO2 (Driver et al. 2016). 

Whether these results reflect a bottom-up influence of physiological signals on 

brain activity or a top-down regulatory influence of the brain on physiological signals 
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is not known. During my PhD, I contributed to a study showing that the gut had a 

bottom-up influence on brain resting state activity: the phase of the gastric basal 

rhythm modulates the amplitude of the alpha rhythm, in the right anterior insula and 

occipito-parietal regions (Richter et al. 2017). 

Taken together, these results show that physiological information can reach 

many different cortical structures and that resting state brain dynamics are coupled 

with physiological fluctuations. 

 

 

D. Heart and brain 

From the perspective of the body-centered reference frame hypothesis, we are 

interested in visceral signals that are emitted by an internal organ and relayed to the 

brain. Cardiac signals are good candidates, because they are emitted by the heart at 

each contraction (60-100 bpm) and because they are relayed up to the brain where 

they elicit measurable heartbeat-evoked responses. 

 

1. Stimuli processing and the timing of the cardiac cycle 

Several results show that the perception of a stimulus can be modulated by the 

phase of the cardiac cycle (systole or diastole) at which the stimulus is presented (for 

a review (Park & Tallon-Baudry 2014)). Microsaccades are more frequent in the early 

phase after the R-peak supporting the existence of a coupling between heartbeats and 

the oculomotor system (Ohl et al. 2016). The reaction time to auditory, visual and 

tactile stimuli detection increases when stimuli are presented around the R-peak 

(Edwards et al. 2007, Saari & Pappas 1976). Also, when arterial pressure is low, the 

auditory N1 and the visual P1 components of sensory potentials are larger in 

amplitude. More recently, it was shown that stimuli presented synchronously with 

heartbeats are less likely to be consciously perceived (Salomon et al. 2016). 

In addition, cardiac phase is also thought to interfere with the processing of 

threat-related stimuli (Garfinkel & Critchley 2015). Indeed, fearful faces presented at 

systole are perceived as being more intense and enhance amygdala activity relative to 

faces presented during diastole (Garfinkel et al. 2014). This effect is not observed for 
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happy or neutral faces, and is also absent or at least weaker for disgusted faces. Race-

threat stereotypes elicited during systole are more likely to activate racial biases than 

when presented during diastole (Azevedo et al. 2017). In contrast, painful stimulation 

during systole leads to decreased pain perception (Edwards et al. 2002), decreased 

amygdala activity but increased insular activity (Gray et al. 2009). Depending on the 

phase of the cardiac cycle, different stimuli are prioritized. During systole, the 

processing of potentially threatening stimuli (fearful faces, racial biases) is enhanced 

relative to the processing of other kinds of stimuli (visual, painful…), in order to allow 

the quick and appropriate selection of behavioral responses, between fight and flight 

(Garfinkel & Critchley 2015). 

 

2. Heartbeat-evoked responses 

The neural monitoring of the heart can be studied by measuring heartbeat-

evoked responses (HERs) (Schandry et al. 1986). HERs correspond to the brain 

activity, recorded with electroencephalography (EEG) or magnetoencephalography 

(MEG), evoked by each heartbeat, i.e. locked to each heartbeat (Figure 8). 

 

 

Figure 8 

What is a heartbeat-evoked response (HER)? Brain activity acquired with MEG 
(magnetoencephalography), EEG (electroencephalography) or iEEG (intracranial EEG) 
is extracted and averaged, locked to a certain phase of the cardiac cycle (here the R-peak 
of the ECG (electrocardiogram), but it could be the T-peak as well). The R-peak is the 
largest peak of the ECG and corresponds to the depolarization of the ventricles, which 
creates the contraction of the heart (systole). The T-wave corresponds to ventricular 
relaxation (diastole). 
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a) Origin of the cardiac signal that reaches the brain 

Information about heart contraction is primarily acquired via 

mechanoreceptors, i.e. neurons sensing changes in pressure following blood ejection. 

The heart walls are densely innervated by these mechanoreceptors, which can have 

different conduction velocities (depending on whether they are myelinated or not) 

(Shepherd 1985). The inner curvature of the aorta also contains mechanoreceptors 

(baroreceptors), which transduce very precise information about changes in the 

aortic diameter (Armour & Ardell 2004, Garfinkel & Critchley 2015). During diastole, 

these mechanoreceptors are silent, but when blood is ejected, during systole, they 

generate bursts of activity that are relayed through vagal and spinal pathways as 

described above to the dorsomedial part of the NTS. In the rat, it has been shown that 

NTS neurons are indeed responsive to stimulation of baroreceptor afferents (Nosaka 

et al. 1995). After the NTS, this signal could be transmitted to the parabrachial 

nucleus and to sub-cortical and cortical areas, where it can be detected in the form of 

HERs, with EEG or MEG. 

It should be noted that somatosensory pathways are likely to convey heartbeat-

related information as well. Indeed, the chest is innervated by somatosensory 

afferents that might respond to the impact of the heart on the chest, at each heartbeat 

(Khalsa et al. 2009). 

The precise origin of HERs is not well known. Invasive experiments would be 

needed to answer this question. At present, the baroreceptor hypothesis is the most 

widely reported. 

 

b) Characterization of the HER waveform 

In EEG studies, HERs were first described as a broad positive wave, over 

frontal electrodes (Schandry & Montoya 1996), however later studies showed the 

existence of HERs in parietal and central regions (Kern et al., 2013, for a review). The 

first study exploring HER sources (Pollatos et al. 2005a) used the dipole source 

localization technique and found dipole locations compatible with the anterior 

cingulate cortex, the medial frontal gyrus, the right insula and the left somatosensory 

cortex. More precise techniques of source localization (minimum norm estimation, 

MNE) based on MEG recordings, which have a better spatial resolution than EEG, 

have also shown the involvement of the right inferior parietal lobule and ventral 
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anterior cingulate cortex in the generation of HERs (Park et al. 2014). HERs were 

also found in the insula, but with a region of interest analysis of high-density EEG 

data (Couto et al. 2015). 

Kern and colleagues (Kern et al. 2013) characterized HERs obtained with 

intracranial recordings from electrocorticography (ECoG), with a grid placed over the 

left primary somatosensory cortex, during resting state. They showed that, in this 

region, HERs are a biphasic potential, with a positive peak at 280ms and a negative 

peak at 360ms after the R-peak (Figure 9). 

 

 

Figure 9 

The delayed biphasic heart cycle-related potential. On the left side (a), electrode 
contacts that recorded the biphasic potential (represented as colored circles) are shown 
superimposed on a standard brain surface; blue, red and yellow circles correspond to 
electrode contacts of P1, P2 and P3, respectively (in P3, the electrode position was 
mirrored to the left hemisphere for better inter-individual comparison); the 
transparent blue area indicates the left somatosensory cortex. b) Time course of all 
biphasic potentials at the electrode contacts shown in (a); color red as in (a); c) Grand 
average over all selected electrodes; the black curve represents the average potential as 
the mean over electrodes; the corresponding standard deviation is coded as gray band. 
The HER latency of 12 EEG previous studies is shown at the top of the graph. The 
absolute number of studies reporting HER occurrence at the corresponding point in 
time is color coded. The latency of the biphasic heart cycle-related potential is in good 
accordance with the existing literature about HER latency in EEG recordings. (figure 
and legend adapted from (Kern et al. 2013)). 

 

Many studies reported different effect latencies, ranging from 200 to 650ms 

after the R-peak (Kern et al. 2013). Based on (Fagius & Wallin 1980), Gray reports 

that, in humans, baroreceptor information should reach central visceral centers 

around 400-800ms after the R-wave of the electrocardiogram (Gray et al. 2007), 

which is inconsistent with some of the results of the literature on HERs. Schandry 

and Weitkunat (Schandry & Weitkunat 1990) estimate, in turn, that HER latency 
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should be 280-370ms after the R-peak, considering that the pressure peak in the 

heart and aorta occurs at 180 and 220ms respectively. 

Therefore, HERs do not seem to be a standardized waveform, with a 

characteristic location or latency. 

 

c) HER amplitude modulation by different cognitive factors 

Since the first paper by Schandry and colleagues (Schandry et al. 1986) and in 

particular since the year 2010, a number of studies have explored the relationship 

between HER amplitude and different kinds of cognitive processing. Most of these 

studies have focused on cardiac interoception, i.e. the ability to perceive one’s own 

heartbeats. In brief, HER amplitude is larger when one pays attention to heartbeats 

and also for good heartbeat perceivers. The link between HERs and interoception will 

be presented in more detail in the next section on cardiac interoception. Here, we will 

focus on other cognitive effects on HER amplitude. Indeed, the brain responds to 

heartbeats even when one is not paying attention to them. 

(1) Emotional processing 

The negativity observed at 250-430ms after the R-peak over frontocentral EEG 

sensors was enhanced during an affective judgment task compared to a physical 

judgment task (Fukushima et al. 2011). HER amplitude correlated with self-rated 

empathy scores, which led the authors to propose that the neural monitoring function 

could be involved in empathy processing. However, judging whether a person feels 

“positive” or “negative” based on a picture of the eyes might relate more to a valence 

judgment task than to an empathy task. No comparison between positive and 

negative conditions was performed in this study, but another study targeted this 

aspect (Couto et al. 2015). Participants were presented with videos inducing positive, 

negative and neutral emotional states. A region of interest analysis of high-density 

EEG data showed that HER amplitude was modulated over a fronto-insulo-temporal 

network, comprising the insula, the anterior cingulate cortex and the lateral 

orbitofrontal cortex. 

(2) Arousal and sleep 

The induced arousal state can have an impact on HER amplitude. The size of 

the HER effect correlates with ongoing alpha power (Luft & Bhattacharya 2015). 

More general arousal levels were studied by comparing HERs during wake and the 
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different sleep stages (Lechinger et al. 2015). The frontal HER positivity, around 300-

450ms, decreases from wake to deep sleep and increases again during rapid eye 

movement sleep. 

(3) Visual perception 

The amplitude of HERs in the ventromedial prefrontal cortex and the right 

posterior inferior parietal lobule can predict whether a faint visual stimulus will be 

consciously perceived or not (Park et al. 2014). This effect was significant at around 

150ms after the T-peak and corresponds to changes in visual sensitivity (d’), not to 

changes in the criterion of response. Importantly, no difference was observed in the 

cardiorespiratory measures acquired (heart rate, heart rate variability, peripheral 

blood pressure, respiratory patterns). 

(4) Pain, stress and other disorders 

Stress can modulate HER amplitude (Gray et al. 2007), and pain leads to HER 

suppression (Shao et al. 2011). A link was found between HER and diabetic 

neuropathy (Leopold & Schandry 2001), 3D cognitive fatigue (Park et al. 2015), food 

deprivation (Schulz et al. 2015a) as well as a number of personality factors, such as 

depression (Terhaar et al. 2012) or depersonalization/derealization disorder (Schulz 

et al. 2015b). 

(5) Bodily self 

In the last year (2016), two papers have been published concerning the 

relationship between the bodily self and HER amplitude. The first study (Park et al. 

2016) measured HERs during full-body illusions and showed that HER amplitude 

differs depending on whether visual and tactile stimulations are synchronous or 

asynchronous. This effect was associated with the posterior cingulate cortex / 

supplementary motor area, and was significant around 300ms after the R-peak. 

Moreover, the amplitude of HERs correlated with the subjective effects of the 

illusion. 

The second paper explored the relationship between HER amplitude and a 

modified version of the enfacement illusion (Sel et al. 2016). Here there was no tactile 

stimulation, but a change in the luminosity of the pictures, synchronous or 

asynchronous relative to the participants’ heartbeats. HER amplitude differed 

between synchronous and asynchronous conditions (centro-parietal electrodes at 

around 250ms after the R-peak). However, because in the synchronous condition the 
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HER overlapped with the response to the visual stimulation, it is difficult to 

determine whether these effects are truly due to HER differences, to differences in 

the visual response or to an interaction of both. 

 

Conclusion 

The variety of results is quite striking. These studies report different 

topographies and latencies of effects. Also, as we will see later, HER analysis requires 

careful controls, which are not always applied in these studies. Moreover, these 

studies target very different aspects of cognition, which all appear related to HER 

amplitude. From this evidence, it is hard to understand the specificity of HER effects. 

We will now focus on cardiac interoception, which is more directly related to 

the processing of cardiac signals. 

 

3. Cardiac interoception 

a) Cardiac interoception measures 

Interoception refers to the sensitivity to one’s own internal body, as opposed to 

exteroception or proprioception, which refer to the sensitivity to the external 

environment or to the position of the body in space, respectively. Even though 

interoception refers to the explicit attentional orientation to internal bodily states, it 

is also used sometimes to designate any kind of implicit visceral process 

(“interoceptive pathways”, for instance, refer to all pathways conveying visceral 

signals, regardless of whether the signals are consciously perceived or not). Here, we 

will review data on explicit cardiac interoception, i.e. when attention is directed to the 

heart. 

Two major experimental paradigms were developed in order to assess 

individual abilities to detect heartbeats. In the heartbeat counting task (Schandry 

1981), participants have to concentrate on and count their heartbeats, without 

directly taking their pulse, during short blocks of different duration. In the heartbeat 

detection task (Kleckner et al. 2015, Whitehead et al. 1977), participants have to 

report whether tones or lights are presented synchronously or asynchronously 

relative to their heartbeats. 
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Interoceptive abilities are highly variable in the general population (Herbert & 

Pollatos 2012), even in children (Koch & Pollatos 2014). They appear to be a rather 

stable trait (Critchley & Harrison 2013), and are not improved even with extensive 

meditation training (Khalsa et al. 2008). Moreover, cardiac awareness correlates with 

gastrointestinal awareness (Herbert et al. 2012, Whitehead & Drescher 1980), 

suggesting that there is a general ability to perceive one’s own internal states across 

visceral modalities. 

Garfinkel distinguishes interoceptive abilities from interoceptive sensibility 

and interoceptive awareness (Garfinkel et al. 2015). Interoceptive abilities 

correspond to the accuracy in heartbeat counting tasks. Interoceptive awareness 

refers to the subjective evaluation of one’s own interoceptive abilities and can be 

assessed by rating confidence on interoceptive judgments. Interoceptive sensibility 

refers, in turn, to the way one experiences internal sensations; it can be assessed 

through self-report questionnaires. These three interoceptive dimensions were 

proven to be dissociated, with interoceptive accuracy being partly predicted by 

interoceptive sensitivity and interoceptive awareness. 

 

b) Neural correlates 

Using a heartbeat detection paradigm, Critchley and colleagues (Critchley et al. 

2004) investigated the neural correlates of cardiac interoception, in terms of 

attention focus and performance. Orienting attention to heartbeats leads to an 

increase in the activity of the bilateral insula, right opercular, somatomotor, anterior 

cingulate/supplementary motor cortices, compared to orienting attention to external 

auditory tones. Moreover, interoceptive abilities correlated with activity in the right 

anterior insula / operculum and with the gray matter volume of this region. Other 

studies confirmed the role of this interoceptive network in attentional orientation to 

heartbeats (Pollatos et al. 2007b), and in particular the role of the insula (Ronchi et 

al. 2015, Schulz, Wiebking et al. 2014, Zaki et al. 2012). This suggests that the insula 

but also the anterior cingulate cortex integrate cardiac signals which can potentially 

be consciously accessed (Garfinkel et al. 2013b).  

However, other studies have questioned the central role of the insula and the 

anterior cingulate cortex in interoceptive processing, suggesting that somatosensory 

pathways may be crucial for cardiac interoception (Khalsa et al. 2009). 
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HERs have also been studied in the context of cardiac interoception tasks. 

Orienting attention to heartbeats was shown to modulate HER amplitude (Montoya 

et al. 1993), which also differs between good and poor heartbeat perceivers (Pollatos 

& Schandry 2004, Pollatos et al. 2005b, Schandry & Montoya 1996, Schandry et al. 

1986). The sources corresponding to these effects are the right insula, the anterior 

cingulate and left secondary somatosensory cortices (Pollatos et al. 2005a, 2016). 

Activations observed in fMRI in the insula and anterior cingulate cortex could thus be 

due to differential HERs. Moreover, interoceptive deficits in patients were associated 

with a decreased HER amplitude modulation (García-Cordero et al. 2016). 

In addition, the mechanisms underlying interoceptive awareness in the insula 

seem to involve enhanced GABA concentration in this structure, which could be 

responsible for biasing the balance of interoceptive/exteroceptive processing towards 

interoceptive processing, by inhibiting exteroceptive processing (Wiebking et al. 

2014). 

 

c) Relationship between cardiac interoception and cognition 

The relationship between interoception and emotion has been a matter of 

research (Damasio & Carvalho 2013), following the James-Lange theory (James 

1884), which states that emotions are the feeling of our automatic bodily reactions to 

emotive stimuli. In accordance with the theory, good heartbeat-perceivers evaluate 

emotional pictures as being more arousing and have larger P300 components of 

visual evoked potentials to emotional pictures compared to poor heartbeat perceivers 

(Herbert et al. 2007; Pollatos et al. 2005b, 2007a). Both interoception and emotional 

processing involve the anterior insula (Zaki et al. 2012), suggesting a possible link 

between the two functions. Interoceptive abilities appear also to be altered in 

alexithymia (Herbert & Pollatos 2012, Shah et al. 2016). 

Additionally, high interoceptive accuracy was shown to correlate with better 

decision making (Dunn et al. 2010, Kandasamy et al. 2016, Werner et al. 2009), 

enhanced memory (Garfinkel et al. 2013a), attention to visual stimuli (Matthias et al. 

2009) and better prospective memory (Umeda et al. 2016). Eating disorders were in 

turn associated with lower interoceptive abilities (Herbert & Pollatos 2012, Pollatos et 

al. 2008). Interoceptive abilities are also altered in autism (Dubois et al. 2016) and 

anxiety (Critchley et al. 2004, Schandry 1981). 
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d) What cardiac interoception does and does not tell us 

Taken together, these results suggest that cortical targets of visceral signals are 

also involved in the awareness of those signals. However, there are many factors that 

could explain the link between interoception and cognitive domains. For instance, 

since heartbeat detection performance correlates with anxiety (Critchley et al. 2004, 

Schandry 1981) and gender (Critchley et al. 2004), it may be that anxiety or gender, 

rather than heartbeat detection performance, can explain some of the results relating 

interoception and emotion. Since a number of factors correlates with heartbeat 

perception accuracy (age, fitness, gender or body fat (Critchley et al. 2004)), these 

should be controlled for, especially when testing different populations. Inter-

individual correlations should be performed in large samples of participants and the 

number of trials is also crucial in this type of task (Kleckner et al. 2015). Thus, the 

causal link between explicit interoception and cognitive factors remains to be 

demonstrated, which is an undoubtedly challenging achievement in human cognitive 

neuroscience. 

The actual measure of interoceptive awareness is questionable, since the two 

tasks do not always yield congruent results (Brener & Ring 2016, Phillips et al. 1999, 

Schulz et al. 2013a). While one requires only an internal focus (heartbeat counting 

task), the other requires multimodal monitoring of signals with different intensities 

(heartbeat detection task) (Garfinkel et al. 2015). Also, some results suggest that 

cardiac interoception does not correlate with respiratory sensitivity (Harver et al. 

1993), which either questions the validity of the methods used or challenges the idea 

that there is one general interoceptive function. 

Cardiac interoception tasks were developed to understand the neural 

correlates of the awareness of visceral signals. However, the origin of these cardiac-

related signals is not clear. They could come from the activity of baroreceptors in the 

aorta wall or from somatosensory afferents from the skin (Brener & Ring 2016). 

Heartbeat perception could be mediated by the feeling of the heart on the chest or by 

the feeling of pulsating vessels (which can happen in constrained fMRI settings or 

when using ECG measuring devices such as finger pulse oximeters, which may exert 

some pressure on the finger). Khalsa and colleagues showed that the insular pathway 

is not necessary to perform this task, since signals from the skin to somatosensory 

cortices are sufficient (Khalsa et al. 2009). The particular case of a patient with an 
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external heart in parallel to his own also suggests that somatosensory signals coming 

from the external device guided the patient when performing the heartbeat detection 

task (Couto et al. 2014). Moreover, people with less body fat (Kleckner et al. 2015) 

and people with bigger hearts are better at performing the task (Vaitl 1996), possibly 

because they can better feel the heart beating inside the chest. It is therefore 

legitimate to ask whether this task can reliably tell us something about the awareness 

of purely ascending visceral signals, since it may rely on a combination of both 

visceral and somatosensory ascending signals. 

Further, the reason why some people perform this task better than others 

remains unclear. This might be due to differences in cardiac function, such as the size 

of the heart (Vaitl 1996) or blood pressure levels (O’Brien et al. 1998). More accurate 

performers may simply have stronger (and thus easier to detect) ascending cardiac 

signals. Another hypothesis is that it could be linked to individual attentional 

capacities. Better heartbeat-perceivers could be those who are able to enhance 

interoceptive awareness over other sensory modalities (Ainley et al. 2016). 

 

Conclusion 

Cardiac interoception deals with the conscious attentional orientation towards 

cardiac signals. This capacity may have emerged to optimize homeostasis, since it can 

allow the organism to adapt its behavior (Damasio & Carvalho 2013). However, it is 

most often the case that we are not paying attention to heartbeats, even though 

cardiac signals are constantly reaching our brain. In our view, this other perspective 

on cardiac signals represents the most important contribution to the understanding 

of how ascending cardiac signals can be processed in the brain and influence 

cognition. 
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E. A major role of the insula? 

As we have seen, the insula is one of the direct cortical targets of visceral 

information (Craig 2002, Critchley & Harrison 2013, Saper 2002). In monkeys, cats 

and rats, vagal inputs reach a region corresponding to the human insular cortex 

(Saper 2002). The insular cortex of the rat is viscerotopically organized, with 

cardiopulmonary inputs being located in the posterior (granular) insula (Cechetto & 

Saper 1987). In humans, visceral inputs reach the mid/posterior insula (Craig 2002, 

Damasio & Carvalho 2013), but to our knowledge no viscerotopical organization has 

been demonstrated. It has been hypothesized that visceral signals are then conveyed 

to anterior insula regions (Craig 2009, Damasio & Carvalho 2013), where activity 

correlates with cardiac awareness and gray matter volume with a general bodily 

awareness (Critchley et al. 2004). Interoceptive signals would be integrated with 

exteroceptive (Farb et al. 2012, Simmons et al. 2013), vestibular (Mazzola et al. 2014) 

and gustatory (Avery et al. 2015) signals at different stages along this gradient, 

leading to a general bodily representation in the anterior insula. A functional 

connectivity study recently showed that in good heartbeat perceivers the connectivity 

between the right posterior and the right anterior insula during the heartbeat 

counting task was decreased (Kuehn et al. 2016). This result seems counter-intuitive, 

but the authors argue that this could reflect a mechanism of noise reduction, by 

decreasing the processing of other signals (interoceptive, tactile, vestibular…). 

Craig developed an influential theory according to which visceral signals are 

integrated with environmental, hedonic, motivational, social and cognitive signals, in 

a gradient along the insular cortex giving rise to awareness in the anterior insula 

(Craig 2009, Strigo & Craig 2016). A recent meta-analysis indeed shows that the same 

regions of the right anterior insula are active during interoception, emotions and 

social cognition tasks (Adolfi et al. 2017). However, other regions also appeared to be 

important, thereby forming a large insular-frontotemporal network. Another meta-

analysis has shown the involvement of both the anterior and the posterior insula in 

the processing of cognitive, affective and somatosensory tasks (Beissner et al. 2013). 

Additionally, even if insular activity is sometimes reported in self-processing studies 

(Hu et al. 2016, Qin & Northoff 2011, Svoboda et al. 2006), the most consistent 

structures involved are in the DN (Northoff et al. 2006, Qin & Northoff 2011). 

Further, as underlined by Damasio and Carvalho, the claim that “the anterior insular 
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cortex engenders human awareness” is problematic (Damasio & Carvalho 2013). If 

the anterior insula were the neural correlate of awareness, one would expect a 

bilateral insula lesion to be dramatically detrimental, with consequences possibly 

similar to vegetative or minimally conscious states. Yet, a patient with a bilateral 

insula lesion maintained intact feelings (Damasio et al. 2012) while another was able 

to perform the heartbeat detection task (Khalsa et al. 2009), suggesting at least some 

degree of preserved awareness. Finally, some studies failed to find modulations of 

insular activity with some physiological variations (in particular hypoglycemia (Teves 

et al. 2004)), which contradicts the idea that the insula is the neural structure 

responsible for an integrated representation of the organism. As Craig himself notes 

(Craig 2009), the anterior insula is very often activated in conjunction with other 

structures, in particular the anterior cingulate cortex, which could also be important 

for the integration of visceral signals.  

Medford and Critchley argue that the anterior insula should be considered 

jointly with anterior cingulate activity (Medford & Critchley 2010). In their model, 

both structures form a functional system. While the anterior insula integrates sensory 

information (input function), the anterior cingulate cortex re-represents this 

information and leads to the selection and preparation of appropriate responses 

(output function). Importantly, the back-projections from the anterior cingulate 

cortex to the insula would allow this structure to control the integrative function of 

the anterior insula. 

 

 

F. Visceral signals and bodily awareness 

We have previously discussed aspects of the somatosensory/motor body that 

contribute to bodily self-consciousness. Somatosensory/motor and visceral signals 

are conveyed to the brain through similar pathways and both target cortical areas 

where these signals can be integrated. Now let us address the possible interactions 

between visceral and somatosensory/motor signals in the context of bodily self-

consciousness. 

If we consider cardiac signals, no variations in heart rate were observed in 

relation to agency (David et al. 2011). Similarly, no link has been found between full-
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body illusions and cardiac interbeat interval or heart rate variability (Park et al. 

2016). 

If cardiac activity does not appear to be modulated by these illusions, these 

illusions, in turn, could be modulated by ascending cardiac signals. Self-identification 

and self-location measures were increased in the full-body illusion when the virtual 

body flashed in synchrony with the participant’s heartbeats (Aspell et al. 2013). An 

enhancement of the effect was also found in the rubber hand (Suzuki et al. 2013) and 

in the enfacement illusion (Sel et al. 2016). HER amplitude can be modulated during 

experiments on full-body illusions (Park et al. 2016) and enfacement (Sel et al. 2016), 

depending on the intensity of the illusion. If the flash is in turn synchronous with 

breathing, participants perceive the location of their breathing as displaced toward 

the virtual body (Adler et al. 2014). Furthermore, interoceptive abilities modulate the 

strength of the rubber hand (Suzuki et al. 2013, Tsakiris et al. 2011) and enfacement 

illusion (Sel et al. 2016), showing that the malleability of the somatosensory/motor 

body relies on interoceptive signals. 

In terms of neuroimaging results, many studies have shown the involvement of 

the insula in the rubber hand illusion (Tsakiris et al. 2007a), first-person perspective 

processes (Vogeley et al. 2004) and agency (Farrer & Frith 2002). Moreover, changes 

in self-location and first-person perspective during the full-body illusion induce 

changes in the functional connectivity between the left TPJ and the insula (Ionta et al. 

2014). Some authors speculate that these insular activations reflect the integration 

between external and internal signals processed in this region (Blanke et al. 2015, 

Suzuki et al. 2013, Tsakiris et al. 2011). The most direct evidence for the role of the 

insula comes from the case of a patient after insular resection (Ronchi et al. 2015), 

who experienced stronger full-body illusion and had decreased heartbeat awareness. 

However, this prominent role of the insula was not corroborated in a recent study 

(Park et al. 2016), which found that HER amplitude differed during the full-body 

illusion, but only in the posterior cingulate cortex (actually mid-cingulate cortex and 

supplementary motor area according to the AAL atlas (Tzourio-Mazoyer et al. 2002)).  
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Conclusion and main questions 

 

The main goal of this thesis was to study the relationship between heart-brain 

coupling and selfhood. In practice, we looked at heartbeat-evoked responses, as an 

index of the heart-brain coupling. We hypothesized that this mechanism could take 

place in different brain regions, in order to tag brain processes as being self-related 

(articles I (Babo-Rebelo et al. 2016a), II (Babo-Rebelo et al. 2016b) and III in prep.). 

The default-network and the insula are good candidates for the implementation of 

this mechanism, but it is interesting to consider the relative importance of these brain 

structures (article II, (Babo-Rebelo et al. 2016b)). 

We wanted to study selfhood beyond explicit bodily self-consciousness, to 

examine the role of implicit bodily signals in higher-level forms of the self. Our 

secondary aim was therefore to show how the heart-brain coupling could differentiate 

the “I” and the “Me”, two fundamental self-dimensions that can be expressed in 

spontaneous thoughts (article I and II, (Babo-Rebelo et al. 2016a,b)). We then tested 

how this mechanism could translate into a task where thoughts are oriented and 

where we contrast imagining the self and imagining the other (article III, in prep.). 
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V. Article I: Neural responses to heartbeats in the 
default-network encode the self in spontaneous thoughts 

A. Technical remarks on heartbeat-evoked responses 

1. Confounding artefacts: cardiac-field and pulse artefacts 

As we have said, the neural monitoring of the heart can be studied by 

measuring heartbeat-evoked responses (HERs, Figure 8). These are believed to be of 

neural origin, i.e. brain responses to heartbeats. However, there are two other 

cardiac-related signals, which are not of neural origin, that are also obtained by 

locking EEG, iEEG or MEG data to heartbeats. These have to be controlled for or 

corrected if one wants to properly study HERs. 

The first one of these signals is the cardiac-field artefact. The cardiac-field 

artefact results from the myocardial contraction that can be directly picked up by 

EEG or MEG sensors. This signal, of cardiac origin, overlaps with the recording of 

brain activity and is often more prominent in lateral sensors. This artefact appears 

during the QRS complex phase of the cardiac cycle, during heart contraction, but also 

during the T-wave, which occurs around 250ms after the R-peak and corresponds to 

the onset of diastole (Dirlich et al. 1998). Kern and colleagues (Kern et al. 2013) 

demonstrated that the cardiac-field artefacts in EEG are four times higher in 

amplitude than cardiac-field artefacts in iEEG. In MEG, the cardiac-field artefact is 

estimated to have on average 130 ft/cm in amplitude (Jousmäki & Hari 1996). 

The second type of artefact is the pulse-related artefact. This artefact is created 

by pulsating blood vessels, the pulsatile circulation of the cerebrospinal fluid and the 

resulting pulsatile motion of brain tissue, which can displace recording electrodes 

and cause impedance changes (Kern et al. 2013). This artefact appears in the form of 

a slow frequency sinewave or a saw-tooth pattern, which peaks at around 200 ms in 

non-invasive EEG, but has a more variable timing in iEEG. This artefact was 

estimated to be six times larger in amplitude in iEEG than EEG data, and did not 

depend on the distance between the iEEG recording site and the closest blood vessel. 

In MEG, this artefact is considered to be negligible (Jousmäki & Hari 1996). 

Even though some studies on HERs do not discuss the implications of these 

artefacts (Couto et al. 2015, MacKinnon et al. 2013, Park et al. 2015), it is particularly 
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important to take them into account. If a task alters the amplitude of the 

electrocardiogram (ECG) signals or blood pressure it is difficult to disentangle the 

potential neural effects from the heart-related effects. Indeed, the amplitude of the T-

wave and blood pressure may vary during tasks (Gray et al. 2007). 

 

2. Correction and control of artefacts 

Although correcting or controlling the pulse-related artefact is difficult, the 

cardiac-field artefact can be very attenuated in different ways. 

One way to control for this artefact is to restrict the time window of analysis to 

the time between two heartbeats, i.e. to the time between the T-wave and the 

following R-peak (Dirlich et al. 1998, Gray et al. 2007, Immanuel et al. 2014, Leopold 

& Schandry 2001, Park et al. 2014, Schulz et al. 2013b, 2015a,b). This time window is 

free of the cardiac-field artefacts (Dirlich et al. 1997, 1998). HERs can then be 

computed locked to the peak of the T-wave of the ECG, since it is closer to the time 

window of interest (Park et al. 2014). Neural responses to heartbeats could 

potentially happen earlier as well, but it would be difficult to be sure they are from 

neural origin. 

In addition, cardiac-related artefacts can be corrected using independent 

component analysis (Canales-Johnson et al. 2015, Luft & Bhattacharya 2015, Terhaar 

et al. 2012). This technique decomposes the brain signal into different components 

and computes the coherence between each component and the simultaneous ECG 

signal. Components having a high coherence with the ECG signal can then be 

removed from the data. However, this technique may be harsh in the sense that it 

may also remove neural signals which appear locked to heartbeats. Some authors 

have directly subtracted the ECG signal to EEG, to control for the cardiac-field 

artefact (Couto et al. 2014, Fukushima et al. 2011, Montoya et al. 1993, Schandry & 

Montoya 1996), but this method may not sufficiently take into account that the 

influence of the cardiac-field artefact may differ across the sensors. The Hjorth source 

derivation method, which subtracts from each electrode the weighted activity of the 

surrounding electrodes, has also been applied to attenuate the cardiac-field artefact 

(Montoya et al. 1993, Pollatos & Schandry 2004, Pollatos et al. 2005a, Shao et al. 

2011), but may also be insensitive to subtle changes in the artefact across sensors. 
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In order to account for the cardiac-field artefact, one can estimate the 

contribution of heart electrical activity by analyzing ECG activity directly (Gray et al. 

2007, Lechinger et al. 2015, Park et al. 2014). As ECG recordings differ depending on 

the placement of the acquisition electrodes, some authors have recorded ECGs from 

several electrodes placed around the neck. 

Baseline corrections are usual in evoked responses analyses, but in HER 

analysis, although sometimes applied (Montoya et al. 1993), they are debatable, since 

they are taken either during the time window of the cardiac-field artefact or during 

the preceding heartbeat, i.e. during the preceding HER. 
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B. Abstract in French 

Le réseau du mode par défaut (default-network, DN) a été associé au soi, mais 

aussi au suivi de l’état corporel par le cerveau lors de la régulation des fonctions 

autonomes. Nous avons émis l’hypothèse que ces deux fonctions du DN, 

apparemment distinctes, pourraient être couplées, en accord avec les théories 

proposant que le soi est ancré dans le suivi cérébral des organes internes, comme le 

cœur. Nous avons mesuré en magnétoencéphalographie les réponses cérébrales 

évoquées par battements cardiaques, pendant que les participants laissaient libre 

cours à leurs pensées. A des moments aléatoires, un stimulus visuel apparaissait à 

l’écran. Les participants devaient alors évaluer selon quatre échelles la pensée qui 

venait d’être interrompue. Ils devaient évaluer dans quelle mesure ils étaient engagés 

en tant que le sujet de cette pensée (le « Je ») et dans quelle mesure cette pensée était 

introspective (se référait à « Moi »). Nous avons observé que l’amplitude des 

réponses évoquées aux battements cardiaques dans le réseau du mode par défaut 

variait selon que les pensées étaient plus ou moins en rapport avec le soi. La 

dimension « Je » était associée au cortex cingulaire postérieur / précuneus ventral, et 

la dimension « Moi » au cortex préfrontal ventromédian. De plus, nous n’avons pas 

observé de variations dans les mesures physiologiques (rythme cardiaque, variabilité 

du rythme cardiaque, diamètre pupillaire, activité électrodermale, rythme et phase 

respiratoire) ni dans la puissance du rythme alpha. Nos résultats démontrent un lien 

direct entre le soi et les réponses aux battements cardiaques dans le réseau du mode 

par défaut et donc soutiennent les théories qui ancrent le soi au suivi des signaux 

viscéraux par le cerveau.  

 

 

C. Article 

  



Behavioral/Cognitive

Neural Responses to Heartbeats in the Default Network
Encode the Self in Spontaneous Thoughts

X Mariana Babo-Rebelo,1 X Craig G. Richter,1,2 and X Catherine Tallon-Baudry1,3
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Paris, France, 2Ernst Strüngmann Institute for Neuroscience in Cooperation with Max Planck Society, 60528 Frankfurt, Germany, and 3Centre de
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The default network (DN) has been consistently associated with self-related cognition, but also to bodily state monitoring and autonomic
regulation. We hypothesized that these two seemingly disparate functional roles of the DN are functionally coupled, in line with theories
proposing that selfhood is grounded in the neural monitoring of internal organs, such as the heart. We measured with magnetoencepha-
lograhy neural responses evoked by heartbeats while human participants freely mind-wandered. When interrupted by a visual stimulus
at random intervals, participants scored the self-relatedness of the interrupted thought. They evaluated their involvement as the first-
person perspective subject or agent in the thought (“I”), and on another scale to what degree they were thinking about themselves (“Me”).
During the interrupted thought, neural responses to heartbeats in two regions of the DN, the ventral precuneus and the ventromedial
prefrontal cortex, covaried, respectively, with the “I” and the “Me” dimensions of the self, even at the single-trial level. No covariation
between self-relatedness and peripheral autonomic measures (heart rate, heart rate variability, pupil diameter, electrodermal activity,
respiration rate, and phase) or alpha power was observed. Our results reveal a direct link between selfhood and neural responses to
heartbeats in the DN and thus directly support theories grounding selfhood in the neural monitoring of visceral inputs. More generally,
the tight functional coupling between self-related processing and cardiac monitoring observed here implies that, even in the absence of
measured changes in peripheral bodily measures, physiological and cognitive functions have to be considered jointly in the DN.

Key words: default network; heartbeat-evoked responses; MEG; self; spontaneous cognition

Introduction
The default network (DN) has been consistently associated with
self-related processing in fMRI studies (Buckner et al., 2008; Qin

and Northoff, 2011; Andrews-Hanna et al., 2014). However, the
DN is also involved in central autonomic processing (Thayer et
al., 2012; Beissner et al., 2013) and includes prefrontal visceral
cingulate areas (Vogt and Derbyshire, 2009), which respond to
heartbeats (Park et al., 2014) and modulate heart rate when stim-
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Significance Statement

The default network (DN) has been consistently associated with self-processing but also with autonomic regulation. We hypothesized
that these two functions could be functionally coupled in the DN, inspired by theories according to which selfhood is grounded in the
neural monitoring of internal organs. Using magnetoencephalography, we show that heartbeat-evoked responses (HERs) in the DN
covary with the self-relatedness of ongoing spontaneous thoughts. HER amplitude in the ventral precuneus covaried with the “I” self-
dimension, whereas HER amplitude in the ventromedial prefrontal cortex encoded the “Me” self-dimension. Our experimental results
directly support theories rooting selfhood in the neural monitoring of internal organs. We propose a novel functional framework for the
DN, where self-processing is coupled with physiological monitoring.
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cognitive role in selfhood and a physiological role in autonomic
function, although sometimes noted (Buckner et al., 2008; Iacov-
ella and Hasson, 2011), remains largely unexplained. Several the-
ories propose that the neural monitoring of visceral signals
participates in the experience of selfhood by contributing to an
integrated neural representation of the organism as a unified en-
tity (e.g., as a self) (Damasio, 1999; Craig, 2009; Park and Tallon-
Baudry, 2014). We thus hypothesized that cardiac monitoring
and self-processing are functionally coupled in the DN.

We measured heartbeat-evoked responses (HERs) using mag-
netoencephalography (MEG) in a thought sampling paradigm
(Hurlburt and Heavey, 2001), where participants rated the self-
relatedness of spontaneous thoughts. HERs (Schandry et al.,
1986) are obtained by averaging electrophysiological data locked
to heartbeats (Schandry and Montoya, 1996; Gray et al., 2007;
Kern et al., 2013; Park et al., 2014; Lechinger et al., 2015). At each
heartbeat, information about heart contraction is transmitted,
through vagal and spinal pathways, to the neocortex (Armour
and Ardell, 2004; Critchley and Harrison, 2013), where it elicits
transient HERs, in the right insula and somatosensory cortices
(Pollatos et al., 2005; Kern et al., 2013; Canales-Johnson et al.,
2015), but also in the DN (Park et al., 2014). The participants’
task was to fixate a point on a screen and to let their thoughts
develop freely until the appearance of a visual stimulus (see Fig.
1B). Participants then rated the self-relatedness of the interrupted
thought, as detailed in the next paragraph, its emotional inten-
sity, as well as whether the thought related to past, present, or
future events (D’Argembeau et al., 2008; Tusche et al., 2014;
Couto et al., 2015). Our objective was to test whether the ampli-
tude of HERs during the thought systematically covaried with its
self-relatedness (see Fig. 1C), and whether this mechanism en-
gaged the DN.

Self-relatedness in spontaneous thoughts can be expressed as
the “I” (i.e., the agent or subject in the thought) or as the “Me”
(i.e., when participants think about themselves) (see Fig. 1A). The
“I” scale described participants’ engagement as the subject of the
thought (i.e., acting, feeling, or perceiving) from the first-person
perspective. “I” ratings were high for thoughts, such as “I have to
make a phone call” or “I am thirsty,” and low for thoughts, such
as “It’s raining” or “He is coming tomorrow.” The “Me” scale
described the content of the thought. Ratings were high when
participants were thinking about themselves, as in “I am thirsty”
or “I should be more concerned,” and low when the thought was
directed toward something or someone else, as in “It’s raining” or
“He is coming tomorrow.” The conceptual distinction between
these two self-dimensions (James, 1890; Legrand and Ruby, 2009;
Christoff et al., 2011; Gallagher, 2012) has been emphasized and
might prove experimentally useful (Powell et al., 2010; Christoff
et al., 2011).

Materials and Methods
Participants. 20 right-handed volunteers participated in this study
after giving written informed consent and were paid for their partic-
ipation. The study was approved by the ethics committee CPP Ile de
France III. Four participants were excluded from analysis: excessive
eye-movement (n � 2), excessive body movements (n � 1), extremely
fast heart rate (n � 1) (mean interbeat interval of 687 ms, �2 SDs
faster than the average interbeat interval in the other participants).
Sixteen participants were thus included in the analysis (8 male; mean
age: 24.1 � 0.6 years).

Thought-sampling task. Each trial of the thought-sampling task con-
sisted of a fixation period (central black dot, radius 0.13° of visual angle,
surrounded by a black circle, radius 0.38° of visual angle, on a gray
background) followed by a visual stimulus (8 white dots centered on

fixation, radius 0.13° of visual angle, arranged in a square of 1.54° of
visual angle, presented for 200 ms). Fixations ranged from 13.5 to 30 s in
1.1 s steps and were randomized in each block, so that participants could
not guess when they would be interrupted. Participants were asked to let
their mind wander as naturally as possible during fixation while avoiding
structured thinking (e.g., singing, counting…), and to press a button in
response to the visual stimulus. Then, they rated the thought they were
having at the moment of the stimulus display, along four continuous
scales. The “Actor/Author” and “Content” scales targeted the “I” and
“Me” dimensions of the self, respectively. The “Time” scale was used to
report whether the thought referred to past, present, or future events,
whereas the “Valence” scale was used to determine whether the thought
was pleasant or unpleasant (for precise instructions on the meaning of
the four scales, see Training procedure and instructions). Participants
responded by moving a cursor to the left or to the right of the continuous
scales (range: 1–202, 1.5 steps, pressing left and right buttons with their
right index or middle finger, respectively) and validated their choice with
the right thumb, within 20 s per scale. The order of the scales was constant
for a given participant but randomized between participants. Partici-
pants could skip the ratings if they did not have any clear thought when
the stimulus appeared or if they did not know how to rate the thought. If
a trial was skipped, a new one was added to the block, unbeknownst to the
participant.

Training procedure and instructions. In preparation of the MEG
thought-sampling task, 20 pilot participants performed the thought-
sampling task but, in addition to ratings, had to verbally report the con-
tent of their spontaneous thoughts at the end of each trial. We selected 32
descriptions of thoughts from this pilot study, to train and test the group
of participants used for the MEG experiment.

To make sure that MEG participants understood the task, each
participant visited the laboratory a few days before the MEG session
and was instructed about the task and trained on the scales by rating
22 of the 32 descriptions of thoughts obtained in the pilot study. If
necessary, ratings were discussed with the experimenter to clarify the
meaning of the scales. We detail below the rating instructions and
provide a number of examples.

The “Actor/Author” scale targeted the “I” dimension of the self (“I”
scale) and evaluated the degree to which the participant was seeing or
feeling himself/herself as the actor or author during the thought.
Participants were instructed to use high ratings (“�”) when they were
adopting their own perspective (i.e., when they were the protagonist
or the agent of thought), as in “Tonight I’m doing the laundry.” Low
ratings (“�”) were used when someone else was the protagonist of the
thought (“His office is far away”) or nobody in particular (“It’s rain-
ing”). Participants were asked to use the whole extent of the scale,
including intermediate levels, to better characterize their degree of
involvement as the “I” during the thought.

The “Content” scale targeted the “Me” dimension of the self (“Me”
scale) (i.e., how much the thought was focused on the participant him-
self/herself or on something external). The “Me” extreme of the scale was
to be used when participants were thinking about themselves, about their
feelings, body, or mood, as in “I’m hungry,” “I should be more con-
cerned,” or “I’m bored.” The “External” extreme was to be used when
participants were thinking about something that was external to them, as
for instance “It’s raining” or “What was the title of the book that Peter
recommended?”

Critically, thoughts where participants were the protagonist but
were not focusing on themselves had to be rated high in the “I” scale
and low on the “Me” scale. This would be the case for “I’ll go to the
bakery because there is no more bread at home,” where I am the
protagonist but I am not focusing on my feelings. Ratings are different
if the thought is “I’ll go to the bakery because I’m craving for a
croissant.” In this example, I am again the protagonist but I am this
time focusing on myself, specifically on my desire for a croissant. A
high rating should thus be used in both scales. Conversely, thoughts
where participants were thinking about the opinion someone else had
about them were to be rated high on the “Me” scale and low on the “I”
scale (e.g., “He likes me”).
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The “Time” scale was used to report whether thoughts referred to a
past, present, or future event. Participants rated events that occurred
a few weeks ago on the lower 20% of the scale, a few days ago between
20% and 40%, present and a few hours before/after between 40% and
60%, in a few days between 60% and 80%, and in a few weeks �80%.

The “Valence” scale was used to report whether thoughts were pleas-
ant (“positive”), neutral (center of the scale) or unpleasant (“negative”).
Participants were instructed to try and finely evaluate their thoughts by
using all degrees of the scale. They were asked to use the higher and lower
end of the scale for everyday life situations strongly positive or negative,
not the most positive or most negative thought they ever had.

After reading and discussing the instructions and rating examples,
participants performed 6 trials of the thought-sampling task to familiar-
ize themselves with the procedures, and could further clarify the scales
with the experimenter if necessary.

Experimental procedure. Just before the MEG recording, participants
were reminded of the instructions and asked to rate 10 new example
thoughts. Ratings were discussed with the experimenter to ensure task
comprehension. Participants then performed a practice block of 6 trials
of the thought-sampling task, followed by 5 blocks of 16 trials during
which MEG and physiological data were acquired. This was followed by
a 12 min resting-state sequence, where participants maintained fixation
while avoiding structured thinking. After MEG recordings, participants
were tested on their interoceptive abilities by counting their heartbeats
(Schandry, 1981) while focusing on their bodily feelings and fixating on
the screen, in six blocks of different durations (30, 45, 60, 80, 100, 120 s,
order randomized between participants), without feedback on perfor-
mance. Participants then completed a questionnaire about the experi-
ment as well as a French version of the Daydreaming Frequency Scale
(Giambra, 1993), and the Self-Consciousness Scale (Fenigstein et al.,
1975). Eighteen months later, participants completed the Trait Anxiety
Inventory (Spielberger et al., 1983).

Recordings. Continuous MEG data were acquired using a whole-head
MEG system with 102 magnetometers and 204 planar gradiometers
(Elekta Neuromag TRIUX, sampling rate of 1000 Hz, online low-pass
filtered at 330 Hz). ECG data (0.03–330 Hz) were obtained from 7 elec-
trodes placed around the base of the neck and referenced to a left abdom-
inal location to estimate the cardiac field artifact as best as possible. The
ground electrode was located on the left costal margin. Two ECG elec-
trodes were placed over the left and right clavicles, two over the top of the
left and right shoulders, two over the left and right supraspinatus muscle,
and one over the upper part of the sternum. Interbeat intervals consisted
of the average time distance between the two T peaks preceding the visual
stimulus and the heart rate variability corresponded to the SD of the inter-
beat intervals. Electrodermal activity was recorded via two electrodes on the
sole of the left foot, and respiratory activity was recorded via a respiratory belt
positioned around the chest, at the level of armpits (respiratory transducer
TSD201 BIOPAC system; removed for the heartbeat counting task). Both
signals were low-pass filtered at 330 Hz. Horizontal and vertical eye position
and pupil diameter were monitored using an eye-tracker (EyeLink 1000, SR
Research) and recorded simultaneously with MEG, ECG, electrodermal ac-
tivity, and respiratory data. Stimuli were presented on a semitranslucent
screen at an 85 cm viewing distance.

MEG data preprocessing. Continuous MEG data were denoised using
temporal signal space separation (as implemented in MaxFilter) and
bandpass filtered between 0.5 and 40 Hz (fourth-order Butterworth fil-
ter). Blinks and saccades �2 degrees were identified by the Eyelink sys-
tem. Epochs contaminated by large movement or muscle artifacts were
visually detected. Independent component analysis (ICA), as imple-
mented in the Fieldtrip toolbox (Oostenveld et al., 2011), was used to
correct for the cardiac field artifact, for both magnetometer and gradi-
ometer signals, based on epochs of �1.5 to 1.5 s around the T peaks of
interest that were devoid of movement, muscle, blink, or saccade arti-
facts. Because temporal signal space separation induces rank deficiency,
we defined the number of ICA components by first computing a princi-
pal component analysis (PCA). We then removed all the independent
components with a mean pairwise phase consistency (Vinck et al., 2010)
with the lead II ECG signal, in the 0 –25 Hz range, �0.2 (from 0 to 2

components per participant). ICA-corrected MEG data were then low-
pass filtered at 25 Hz (fourth-order Butterworth filter).

HERs. We first detected the R peaks by correlating the ECG with a
template QRS complex defined on a subject-by-subject basis and identi-
fying the local maximum within the episodes of correlation �0.7. T peaks
were then detected by first correlating the ECG with a template of the T
peak, followed by identifying the local maxima within episodes with a
correlation �0.5 (except for one subject: 0.3) that followed an R peak by
at most 0.4 s. R and T peak detection was visually verified in all subjects.
The two T peaks preceding the visual stimulus by at least 400 ms were
used for HER computation.

By taking two heartbeats per trial, we increased the signal-to-noise
ratio while assuming a realistic duration for a stable thought (mean du-
ration between the last-but-one heartbeat and the visual stimulus: 1.80 �
0.032 s). We rejected epochs (from 0.2 s before to 0.5 s after the selected
T peaks) contaminated with saccades �2° of visual angle from fixation,
blinks and movement, or muscular artifacts.

Trial classification. We used a median split to label trials as “high” or
“low” on each scale. Only trials with at least one artifact-free HER were
considered in the median split. If ratings were equal to the median, they were
arbitrarily assigned to the “high” group, a procedure that resulted in margin-
ally different trial numbers in the “high” and “low” groups (mean difference
in number of trials: “I” scale � 1.8 � 0.5%, “Me” scale � 1.2 � 0.4%,
Time�8.0�2.0%, Valence�5.1�1.3%). Artifact-free HERs correspond-
ing to “high” and “low” ratings were computed by averaging magnetometer
data across heartbeats, from 0.1 s before the T peak to 0.4 s after the T peak.

Cluster-based permutation procedure. The significance of the difference
in HERs between “high” and “low” ratings on the four scales was tested
on magnetometer signals, in the artifact-free time window 80 –350 ms
after the T peak, using a cluster-based permutation t test (Maris and
Oostenveld, 2007). This method does not require the definition of any a
priori spatial or temporal regions and intrinsically corrects for multiple
comparisons in time and space. For each scale, a t value is computed
between HERs for “high” and “low” ratings. Individual samples with a t
value corresponding to a p value below a selected threshold ( p � 0.01,
two tailed) are clustered together based on temporal and spatial adja-
cency. The cluster is characterized by the sum of the t values of the
individual samples. To establish the likelihood that a cluster was obtained
by chance while controlling for the fact that four different scales were
tested, we shuffled the “high” and “low” labels 10,000 times and repeated
the clustering procedure on each scale selecting the maximum positive
cluster-level statistic and the minimum negative cluster-level statistic
across the four tests. For each scale, the Monte Carlo p value corresponds
to the proportion of elements in the distribution of maximal (or mini-
mal) cluster-level statistics that exceeds (or is inferior to) the originally
observed cluster-level test statistics. Cluster amplitude corresponds to
the average of the magnetometer data across significant sensors in the
significant time window. This procedure was also applied at the source
level, independently on the two self-related scales, on currents averaged
over the time windows identified by the sensor level test, on the 15,002
vertices of the cortical surface model. The same clustering procedure,
with the same thresholds, was also applied on ECG data, separately on
vertical and horizontal derivations.

PCA of the “I” and “Me” ratings. The “I” and “Me” ratings were rank-
based inverse normal transformed (Bishara and Hittner, 2012) and
z-scored for each participant. To determine the dimension capturing
the variance common to both scales, PCA was performed using the
MATLAB function princomp (The MathWorks). The scores of each par-
ticipant were projected on the first PCA component and labeled as “high”
or “low” relative to the median of this general self-relatedness scale.

General linear model (GLM). GLMs were applied to the magnetometer
data in the “I” and “Me” clusters, with the rank-based inverse normal
transformed (Bishara and Hittner, 2012) and z-scored ratings on the four
scales as regressors. Each regressor was Gram-Schmidt orthogonalized
with respect to the preceding regressors specified in the model. Shared
variance between regressors ri and ri � 1 is hence assigned to ri, whereas ri

� 1 retains only its unique variance. We computed two GLMs, each with
a different order of regressors: model 1 with the regressor order “Me”-
“I”-Time-Valence ratings to test whether the unique variance of the “I”
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ratings accounts for the “I” cluster; model 2 with the regressor order
“I”-“Me”-Time-Valence ratings to test whether the unique variance of
the “Me” ratings accounts for the “Me” cluster. For each model, � values
of each regressor were averaged over the channels and time window of
the significant cluster being tested. The crucial test was whether the
unique variance of the second regressor accounted for the data, after the
shared variance with the first regressor has been removed and assigned to
the first regressor by the orthogonalization procedure. This test was
achieved by testing whether the � corresponding to the second regressor
significantly differed from 0 across participants.

To assess the degree of collinearity between the four regressors, we
additionally computed variance inflation factors, for each subject, be-
tween each scale and the other three scales.

Evidence in favor of an absence of differences. Bayes factors were com-
puted to evaluate evidence in favor of the null hypothesis. For paired t
tests, we computed the maximum log-likelihood of the model in favor of
the “null” hypothesis and the model in favor of the “effect” hypothesis.
The group-level random-effect Bayes factor was computed with the prior
reference effect corresponding to an effect differing from 0 under a t test
with a p value of 0.05. We then used the Bayesian information criterion to
compare the two models and compute the corresponding Bayes factor.
We also computed Bayes factors on the regression between personality
factors and our results by using the online Bayes factor calculator tool
(http://pcl.missouri.edu/bayesfactor), which is based on Liang et al. (2008).

As a rule of thumb, a Bayes factor �3.2 provides substantial evidence
in favor of the null hypothesis, whereas a Bayes factor �3.2 does not
provide enough evidence for or against the null hypothesis (Kass and
Raftery, 1995).

Surrogate heartbeats. To demonstrate that the observed effects were
locked to heartbeats, we checked whether the differences between “high”
and “low” trials could be obtained with the same sampling of the neural
data but unsynchronized with heartbeats. We created 100 permutations
of heartbeats, where the timing of the pair of heartbeats of trial i in the
original data was randomly assigned to trial j. The same criteria for re-
jecting artifactual epochs, median-splitting of the data according to be-
havior and computing of HERs were applied. For each permutation, we
obtained a set of neural responses to surrogate heartbeats and computed
the cluster summed t statistics as described above. For each permutation,
we extracted the largest positive sum of t values in the comparison be-
tween “high” and “low” ratings on the “Me” scale, and the smallest
negative sum of t values for the “I” scale, and compared the distribution
of those surrogate values with the observed original sum of t values.

Anatomical MR acquisition and preprocessing. An anatomical T1 scan
was acquired for each participant, on a Siemens TRIO 3T (n � 13) or
Siemens VERIO 3T (n � 3) scanner. Segmentation of the data was pro-
cessed with automated algorithms provided in the FreeSurfer software
package (Fischl et al., 2004) (http://surfer.nmr.mgh.harvard.edu/). Seg-
mentations were visually inspected and edited when necessary. The
white-matter boundary was determined using FreeSurfer and was used
for subsequent minimum-norm estimation.

Source reconstruction and comparison with fMRI findings. Source
localization and surface visualization were performed with the Brain-
Storm toolbox (Tadel et al., 2011). After coregistration between the
individual anatomy and MEG sensors, cortical currents were esti-
mated using a distributed model consisting of 15,002 current dipoles
from the combined time series of magnetometer and gradiometer
signals using a linear inverse estimator (weighted minimum-norm
current estimate, signal-to-noise ratio of 3, whitening PCA, depth
weighting of 0.5) in a single-sphere head model. Dipole orientations
were constrained to the individual MRIs. Cortical currents were then
averaged over the time windows for which a significant difference
between “high” and “low” responses on the “I” and “Me” scales was
identified in sensor space, spatially smoothed (FWHM 7 mm), and
projected to a standard brain model (Colin27, 15,002 vertices). Reli-
able differences in dipole current values were identified using the
same cluster-based procedure as described for the sensor level analy-
sis applied to the 15,002 vertices.

The coordinates of the vertex corresponding to the maximal t value
in the cluster were reported. Anatomical descriptions are based on the

Tzourio-Mazoyer parcellation (Tzourio-Mazoyer et al., 2002). The
functional connectivity map was obtained in Neurosynth (Yarkoni et
al., 2011) using the coordinates of the “Me” cluster as the seed region
(threshold for visualization: Pearson correlation r � 0.19). The de-
fault network map (Laird et al., 2011) was converted from Talairach
to MNI coordinates using the functions Normalize and Image
Calculator in SPM8. The final figure was created with Mango
(http://ric.uthscsa.edu/mango/).

Physiological and arousal measures processing. In addition to the seven
vertical ECG signals recorded, we offline computed the seven bipolar
horizontal derivations between adjacent electrodes. ECG measures were
preprocessed and analyzed in an identical manner to the MEG data.

Respiratory data were epoched from �12 to 7 s around the visual
stimulus. Artifactual epochs were detected visually and excluded from
analysis. Epochs were then mean-centered by subtracting the mean value
in the 7 s preceding the visual stimulus and 0 crossings were detected.
Two successive 0 crossings defined a respiratory cycle. To test whether
respiratory phase could impact the differential HERs observed, for each
heartbeat of the analysis, we computed the respiratory phase correspond-
ing to 132 and 313 ms after the T peak, which correspond to the center of
the significant time windows for “Me” and “I,” respectively. We then
computed the phase bifurcation index (Busch et al., 2009) separately for
each scale, to test for differences in phase distribution between “high”
and “low” ratings, for each participant. Finally, we tested whether this
measure differed from 0 across participants, which would indicate that
heartbeats would be locked to different respiratory phases in trials rated
as “high” and in trials rated as “low” in the corresponding scale.

Blinks were automatically detected with the Eyelink software. The time
windows identified by the Eyelink system as containing a blink were
extended by 80 ms on each side. We further identified and rejected all
variations in pupil diameter �200 (arbitrary units) in a 200 ms time
window. To analyze pupil diameter, portions of data containing blinks
were linearly interpolated and a low-pass fourth-order Butterworth filter
at 10 Hz was applied. Data were then epoched from 80 ms after the
last-but-one T peak preceding each visual stimulus and 1.3 s after the
visual stimulus. Epochs with �30% noisy data (blinks) were excluded
from analysis. The remaining epochs were z-scored.

Electrodermal activity was low-pass filtered at 10 Hz (fourth-order
Butterworth filter) and the extracted epochs were z-scored before
averaging.

To compute alpha power, ICA-corrected MEG data were bandpass
filtered between 8 and 12 Hz (fourth-order Butterworth filter) and the
corresponding alpha-band power was computed using the Hilbert trans-
form. Data from the 15 sensors showing the largest alpha power at the
group level were averaged. Epochs containing blinks or muscle artifacts
were discarded before averaging.

Pupil diameter, electrodermal activity, and alpha power data were
averaged in each epoch from 80 ms after the last-but-one T peak preced-
ing the visual stimulus to 400 ms before the visual stimulus. Then the
mean value of each epoch was averaged for “high” trials and “low” trials,
along the “I” and “Me” scales.

Results
Task comprehension
Before the MEG experiment, participants were tested for task
comprehension by rating a list of 10 written example thoughts.
Between-participant rating consistency was high on all four scales
(Cronbach’s alpha coefficient, “I”: 0.9981; “Me”: 0.9822; Time:
0.9790; Valence: 0.9882), showing that participants understood
the instructions and applied similar criteria when using the scales.
In a debriefing questionnaire after the MEG experiment, partic-
ipants reported that it was easy to mind wander spontaneously,
that interrupted thoughts were stable and precise, and impor-
tantly, that it was easy to use the scales to rate their own thoughts
(Table 1). In addition, participants were given the possibility to
skip a trial if they were not sure how to use the scales (Fig. 1B).
Participants skipped only 2.8 � 1.1 trials (range across partici-
pants from 0 to 15 trials).
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Behavioral results
The distributions of the ratings of spontaneous thoughts along
the four scales are presented in Figure 1D. Ratings on the “I”
scale, but not on the “Me” scale, were slightly biased toward
high self-relatedness (“I” scale median: 135.4 � 12.4 SEM, t
test against the middle of the scale; range: 1–202, middle:
101.5: t(15) � 2.74, uncorrected p � 0.015; “Me” scale: median:
84.7 � 11.5, t(15) � �1.46, uncorrected p � 0.17). Time rat-
ings were centered on “present” (median: 101.6 � 1.2, t(15) �
0.079, uncorrected p � 0.94), and Valence ratings were slightly
biased toward positive contents (median: 110.7 � 3.2, t(15) �
2.86, uncorrected p � 0.012).

We then tested for correlations between scales. Across par-
ticipants, the mean correlation between the ratings on the “I”
and “Me” scales was significantly positive (mean Fisher
z-transformed Pearson r � 0.85 � 0.06, two-tailed t test
against 0, t(15) � 13.90, Bonferroni corrected for the 6 corre-
lations tested p � 3 � 10 �9), as well as the correlation between
ratings along the “I” and time scales (mean r � 0.14 � 0.03,
t(15) � 5.21, Bonferroni corrected p � 6 � 10 �4). None of the
other between-scale correlations was significant (mean �r� �
0.045, Bonferroni corrected p � 1). We created two scales
meant to target two different aspects of the self. Given the
correlation between the ratings on the two self-related scales,
we also considered the alternative hypothesis that the two
scales reflect the same underlying unitary notion of the
self.

HERs covary with the self-relatedness of
spontaneous thoughts
We computed HERs by averaging brain activity locked to the T
peak of each of the two heartbeats preceding the visual stimulus,
in trials with a “high” rating versus trials with a “low” rating, on
each scale (median-split of the behavioral data). Despite the cor-
relation between the two self-related scales, 25.1 � 1.9% of the
trials (corresponding to 19.9 � 1.5 trials for each subject) were
classified differently on the two self-related scales (i.e., “high” on
one scale and “low” on the other). For each of the four scales, we
compared HERs for “high” and “low” trials in the time window
80 –350 ms after the T peak, which is devoid of the cardiac field
artifact (Dirlich et al., 1998), using a clustering procedure (Maris
and Oostenveld, 2007) that identifies significant differences
across sensors and time points while correcting for multiple
comparisons.

HERs differed significantly between “high” and “low” trials on
the “I” scale (cluster sum(t) � �1173.8, Monte Carlo p � 0.0313),
298–327 ms after T peak, over medial posterior sensors (Fig. 2A,B).
Moreover, the cluster amplitude for trials rated as “low” or “high”
corresponded to fluctuations around a baseline cluster amplitude
reference value obtained during a subsequent 12 min resting-state
session (Fig. 2C; “high”: �22.9 � 4.7 fT, baseline: 0.6 � 2.1 fT,
“low”: 17.9 � 5.4 fT; paired t test, “high” vs baseline: t(15) � � 4.2,
p � 0.0016; “low” vs baseline: t(15) � 3.34, p � 0.0088, Bonferroni
corrected for the two tests against baseline).

HERs also differed between “high” and “low” trials on the
“Me” scale (sum(t) � 1480.6, Monte Carlo p � 0.0097), but over

Table 1. Debriefing questions on the experiment

Questions Response scale
Response
(mean � SEM)

Was it difficult to use the scales? 1 very easy, 7 very difficult 2.5 � 0.2
Did you hesitate a lot when rating your thoughts, or were your rating decisions easy, immediate, natural? 1 immediate decisions, 7 difficult decisions 2.5 � 0.2
Was it hard to catch the interrupted thought? 1 rarely, 7 frequently 3.1 � 0.3
Were your thoughts too fast to be caught or were they stable and easily graspable? 1 thoughts were too fast, 7 thoughts were stable and slow 5.2 � 0.3
Were you able to let your thoughts wander? 1 rarely, 7 always 5.4 � 0.2
Were your thoughts precise enough so you could rate them? 1 very imprecise, 7 very precise 5.2 � 0.3
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Figure 1. Experimental paradigm and behavior. A, Examples of thoughts along the two scales of self-relatedness. The “Me” scale described the content of the thought oriented either toward
oneself or toward an external object, event, or person. The “I” scale described the engagement of the participant as the protagonist or the agent in the thought. B, Time course of a trial. Each trial
consisted of a fixation period (13.5–30 s, randomized) interrupted by a visual stimulus. During fixation, participants were asked to let their thoughts develop freely while avoiding structured thinking
(e.g., singing, counting…). Participants pressed a button in response to the visual stimulus and had to remember the thought that was interrupted by the visual stimulus. Then, they rated this
thought along four scales (“I,” “Me,” Time, and Valence). Participants could also skip the ratings if the interrupted thought was unclear or if they were not sure how to use the scales. C, Selection of
MEG data locked to the two T peaks of the ECG preceding the visual stimulus to compute heartbeat-evoked responses during the thought. D, Distribution of ratings on the scales, across all participants
(n � 16) and thoughts (n � 80 per participant). Error bars indicate SEM.
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medial frontal sensors and in a different time window (94 –169
ms after T peak) (Fig. 3A,B). The cluster amplitude for trials
rated as “low” or “high” corresponded to fluctuations around a
baseline resting-state value (Fig. 3C; “high”: 9.3 � 1.9 fT, base-
line: 3.4 � 1.2 fT, “low”: �5.7 � 2.1 fT; paired t test, “high” vs
baseline: t(15) � 2.51, p � 0.048; “low” vs baseline: t(15) � �3.45,
p � 0.0072, Bonferroni corrected for the two tests against
baseline).

As opposed to the “I” and “Me” scales, no significant differ-
ence in HERs was found between “high” and “low” Time or
Valence ratings (both Monte Carlo p � 0.33).

Distinction between the “I” and “Me” dimensions
The differential HERs of the “Me” and “I” dimensions thus ap-
pear spatially and temporally distinct; however, the correspond-
ing behavioral ratings were correlated. Thus, we ran two
additional analyses to investigate the distinction between the “I”
and “Me” dimensions.

The “I” and “Me” ratings could be capturing a general unitary
self-relatedness of thoughts, as suggested by the behavioral cor-
relation. The difference in neural correlates would in this case
mostly stem from rating inaccuracy. In this view, a measure com-
bining the ratings on the two scales should better capture the two
neural correlates identified while suppressing potential noise due
to rating inaccuracy. We projected the “I” and “Me” ratings on
the principal component of the two scales to create a single “Self”
scale, and classified trials as “high self” or “low self ” relative to the

median. We used the same cluster-based permutation procedure
as used on the separate “I” and “Me” ratings but found no signif-
icant neural difference related to the “Self” scale (all Monte Carlo
p � 0.24).

We then tested whether the neural correlates of the “I” and
“Me” dimensions identified by the median-split approach can be
attributed to the unique variance of the corresponding scale. We
explored the relationship between the heartbeat-by-heartbeat
cluster amplitude and the raw self-related rating at each probed
thought, using a GLM with the ratings on the four scales as re-
gressors (all variance inflation factors �3.52), where the regres-
sors were orthogonalized to separate shared from unique
variance. The � values corresponding to the unique variance of
the “I” regressor significantly differed from 0 in the “I” cluster
(GLM model 1, mean � � �0.53 � 0.14, t test against 0, one-
tailed, t(15) � �3.70, p � 0.0011). The � values corresponding to
the unique variance of the “Me” regressor significantly differed
from 0 in the “Me” cluster (GLM model 2, mean � � 0.30 � 0.14,
t test against 0, one-tailed, t(15) � 2.14, p � 0.025). The GLM
analysis thus reveals that each self-related scale includes, in addi-
tion to shared variance revealed by the correlation between the
two scales, a unique variance that covaries with neural responses
to heartbeats, at distinct latencies and spatial locations.

The two control analyses thus favor the hypothesis that, even if
behavioral ratings on each self-dimension are correlated, neural
responses to heartbeats are preferentially associated with each
self-dimension at different timings and locations.
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contributing to the significant cluster. B, Time course of the HER (� SEM) for “high” and “low” ratings on the “I” scale at the sensor indicated in A (white star). The signal that might be residually
contaminated by the cardiac artifact appears in lighter color (before 80 ms, not included in the analysis). Black bar represents the time window in which a significant difference was observed. C,
HER cluster amplitude, during thoughts rated as “high” or “low” along the “I” scale, and during a separate eyes-open resting state session. Cluster amplitude during rest was intermediate between
cluster amplitude during thoughts rated as “high” ( p �0.0016) and cluster amplitude during thoughts rated as “low” ( p �0.0088). D, Histogram of the distribution of the maximal cluster t statistic
(difference between “high” and “low” trials) obtained for the 100 permutations of surrogate heartbeats. The original cluster t statistic (arrow) lies outside the distribution of statistics obtained on
surrogate data. E, Neural sources of the differential HERs for thoughts rated as “high” or “low” on the “I” scale. Only the left vPC (black circle) survived correction for multiple comparisons (Monte Carlo
p � 0.037; threshold for visualization: �10 contiguous vertices at uncorrected p � 0.005). F, Time course of the HERs (� SEM) in the left vPC. Signal that might be residually contaminated by the
cardiac artifact appears in lighter color (before 80 ms). Black bar represents the time window of the significant HER difference at the sensor level. The average neural currents in this time window
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the ongoing thought. *p � 0.05. **p � 0.01. ***p � 0.005.
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The effects are localized in the midline regions of the DN
To identify the brain regions exhibiting distinct HERs depending on
self-relatedness, we reconstructed HER sources in “high” and “low”
trials on the “I” and “Me” scales, averaged the reconstructed neural

currents in the time windows where signifi-
cant effects were identified at the sensor level
and performed a cluster-based permutation
test to identify the regions that significantly
contributed to the difference between
“high” and “low” ratings.

HERs differed significantly along the
“I” scale in the left ventral precuneus
(vPC) (Fig. 2E,F; sum(t) � �93.93,
Monte Carlo p � 0.037). The significant
cluster peaked at MNI coordinates �8,
�59, 25 (peak t � �4.5; cluster surface
4.70 cm 2). According to the AAL atlas
(Tzourio-Mazoyer et al., 2002), it was
centered on the left precuneus and ex-
tended dorsally and posteriorly to the cu-
neus and calcarine sulcus. The right
homolog vPC region was also found to be
responding differently but did not survive
the strict correction for multiple compar-
isons applied here (right vPC: sum(t) �
68.20, Monte Carlo p � 0.076). Because
the amplitude of source activity directly
reflects neural currents, with the sign cor-

responding to current flow direction, we further tested source
activity against 0, to find out in which condition heartbeats elic-
ited a detectable neural response. In the left vPC, source activity
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Figure 3. Differential HERs for “high” and “low” ratings on the “Me” scale. A, Topographical map of the HER difference between “high” and “low” ratings on the “Me” scale, grand-averaged across
16 participants, in the 94 –169 ms time window in which a significant difference was observed (Monte Carlo p � 0.0097, corrected for multiple comparisons). White dots represent the sensors
contributing to the significant cluster. B, Time course of the HER (� SEM) for “high” and “low” ratings on the “Me” scale at the sensor indicated in A (white star). The signal that might be residually
contaminated by the cardiac artifact appears in lighter color (before 80 ms, not included in the analysis). Black bar represents the time window in which a significant difference was observed. C, HER
cluster amplitude, during thoughts rated as “high” or “low” along the “Me” scale, and during a separate eyes-open resting state session. Cluster amplitude during rest was intermediate between
cluster amplitude during thoughts rated as “high” ( p � 0.048) and cluster amplitude during thoughts rated as “low” ( p � 0.0072). D, Histogram of the distribution of the maximal cluster t statistic
(difference between “high” and “low” trials) obtained for 100 permutations of surrogate heartbeats. The original cluster t statistic (arrow) lies outside the distribution of statistics obtained on
surrogate data. E, Neural sources of the differential HERs for thoughts rated as “high” or “low” on the “Me” scale. Only the left vmPFC (black circle) survived correction for multiple comparisons (Monte
Carlo p � 0.030; threshold for visualization: �10 contiguous vertices at uncorrected p � 0.005). F, Time course of the HERs (� SEM) in the left vmPFC. Signal that might be residually contaminated
by the cardiac artifact appears in lighter color (before 80 ms). Black bar represents the time window of the significant HER difference at the sensor level. The average neural currents in this time
window differed from 0 for “high” ratings ( p � 1.7 � 10 �4), but not for “low” ratings ( p � 1, Bayes factor � 4.40), showing that an HER could be detected in the vmPFC only when the self was
the object of the ongoing thought. *p � 0.05. **p � 0.01. ***p � 0.005.

Figure 4. Functional connectivity between vmPFC and vPC and overlap with default network (DN). Red-white represents
functional connectivity computed from resting-state BOLD time series of 1000 subjects at rest (Yarkoni et al., 2011), with a seed
placed in left vmPFC (MNI coordinates: 0, 45, �15, left, red dot) where a differential HER along the “Me” dimension was observed.
The left vPC region showing a differential HER along the “I” dimension (MNI coordinates: �8, �59, 25; right, blue dot) is
functionally connected to left vmPFC (Pearson correlation r � 0.47). Green outline represents the DN (Laird et al., 2011).
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significantly differed from 0 for “high” ratings on the “I” scale
(“high”: �2.03 � 0.50 pA.m, t test against 0: t(15) � �4.16, p �
0.0017, Bonferroni corrected for the two comparisons against
baseline) but did not differ from 0 in thoughts rated as “low” on
the “I” scale (“low”: 0.57 � 0.52 pA.m, t(15) � 1.12, p � 0.56,
Bonferroni corrected, Bayes factor � 1.78). A HER can be de-
tected in the left vPC only when the self is the subject of the
ongoing thought.

The differential HERs along the “Me” scale were located in
the left ventromedial prefrontal cortex (vmPFC) (Fig. 3 E, F;
sum(t) � �93.94, Monte Carlo p � 0.030). The significant
cluster peaked at MNI coordinates 0, 45, �15 (peak t � �4.7;
cluster surface 4.37 cm 2), was centered on the left frontal
medial orbital gyrus and extended posteriorly and dorsally to
the left anterior cingulate and rectus gyri. A HER could be
detected in the vmPFC only when the self is the object of the
ongoing thought (mean neural current in the left vmPFC, t
test against 0, Bonferroni corrected for the two comparisons
against baseline, “high”: �3.69 � 0.72 pA.m, t(15) � �5.32,
p � 1.7 � 10 �4, “low”: �0.040 � 0.86 pA.m, t(15) � �0.05,
p � 1, Bayes factor � 4.40).

To compare these locations with results from fMRI resting-
state connectivity (Fig. 4), we superimposed our results with the
DN, as described Laird et al. (2011). The two regions differen-
tially activated by heartbeats are indeed part of the DN. We fur-
ther verified, based on resting connectivity maps in 1000 subjects
(Yarkoni et al., 2011), that the two regions differentially respond-
ing to heartbeats are functionally connected at rest (Pearson cor-
relation r � 0.47 between resting-state fMRI time series at MNI
coordinates 0, 45, �15 and �8, �59, 25).

Cardiorespiratory and arousal measures do not
vary with self-relatedness
The effects reported here are not trivially explained by massive
changes in bodily state along the “I” or “Me” scales. There was no
sign that cardiac activity differed between “high” and “low” rat-
ings, on the cardiorespiratory parameters we measured (interbeat
interval, heart rate variability, respiratory cycle duration, respira-
tory phase, all uncorrected p � 0.14, all but one of the Bayes
factors were �3.58, indicating substantial evidence for the ab-

sence of an effect; Table 2). We further verified that there was no
difference between “high” and “low” ratings for a number of
arousal-related measures (Luft and Bhattacharya, 2015) (Table 2)
on both self-related scales: electrodermal activity (both p � 0.64,
Bayes factors �3.68), pupil diameter (Fig. 5B; both p � 0.67,
Bayes factors �3.78), alpha power (Fig. 5C; 8 –12 Hz, averaged
over occipitoparietal sensors, both p � 0.41, Bayes factors
�2.57). Last, the number of blinks (both p � 0.75, Bayes factor
�4.05) and saccades (both p � 0.38, Bayes factors �2.40) did not
vary either (Table 2).

Control: the effects are of neural origin and time-locked
to heartbeats
To show that the observed effects were truly locked to heartbeats
and not driven by slow fluctuations of neural activity distinguish-
ing between “high” and “low” ratings, we created for each partic-
ipant 100 permutations of surrogate heartbeats with the same
interbeat intervals as in the original data. We then compared
surrogate HERs for “high” and “low” trials and computed the
largest cluster t statistic at each permutation. None of the 100
permutations generated a cluster t statistic as large as the ones
originally obtained with heartbeat-locked data (Figs. 2D, 3D);
thus, the differential effects reported here appear to be truly
locked to heartbeats (Monte Carlo p � 0.01).

We then analyzed the ECG, to check that the effects observed
on MEG data were not reflecting a difference in the electrical
activity of the heart directly picked up by the MEG sensors. The
ECG was recorded from seven electrodes around the base of the
neck (vertical leads) and seven horizontal derivations between
neighboring electrodes were computed offline. The ECG ap-
peared similar in “high” versus “low” trials on both scales (Fig.
5A). The same cluster-based permutation test as used on MEG
sensors applied to ECG data did not generate any candidate clus-
ter, neither for the “I” nor for the “Me” scale, and neither on
vertical nor horizontal ECG leads. Testing the time windows for
which we obtained significant differences in MEG activity re-
vealed no difference in the ECG signal, on either scale (paired t
test, “high” vs “low”; “I” scale, mean ECG amplitude averaged
between 298 and 327 ms after T peak at each vertical or horizontal
derivation, all �t(15)� �0.77, all uncorrected p � 0.46, all Bayes

Table 2. Cardiorespiratory parameters and arousal-related measures (mean � SEM) do not differ between “high” and “low” ratings on either the “I” or the “Me” scalea

“I” scale “Me” scale

Mean “high” Mean “low”
Paired t test
(uncorrected p) Bayes factor Mean “high” Mean “low”

Paired t test
(uncorrected p) Bayes factor

Interbeat interval (ms) 941 � 21 945 � 21 t(15) � �1.56
p � 0.14

Inconclusive (1.13) 943 � 22 943 � 21 t(15) � 0.06
p � 0.95

Substantial (4.39)

Heart rate variability (ms) 59 � 6.7 59 � 7.0 t(15) � �0.048
p � 0.96

Substantial (4.40) 59 � 6.2 59 � 7.4 t(15) � �0.13
p � 0.90

Substantial (4.35)

Respiratory cycle duration (s) 3.65 � 0.13 3.69 � 0.13 t(15) � �0.51
p � 0.62

Substantial (3.58) 3.67 � 0.12 3.67 � 0.12 t(15) � 0.21
p � 0.83

Substantial (4.25)

Respiratory phase difference (phase
bifurcation index (PBI) against 0)

Mean PBI � �1.60
� 10 �4 � 3.90
� 10 �4

t(15) � �0.40
p � 0.69

Substantial (3.87) Mean PBI � 2.20
� 10 �5 � 1.60
� 10 �4

t(15) � 0.14
p � 0.89

Substantial (4.34)

Pupil diameter (a.u.) �17 � 31 �19 � 40 t(15)�0.028
p � 0.98

Substantial (4.40) �6.7 � 22 �30 � 35 t(15) � 0.44
p � 0.67

Substantial (3.78)

Electrodermal activity (a.u.) �8.20 � 10 �3

� 0.042
0.026 � 0.034 t(15) � �0.46

p � 0.65
Substantial (3.72) 0.025 � 0.036 �6.00 � 10 �3

� 0.032
t(15) � 0.48

p � 0.64
Substantial (3.68)

Mean alpha power (occipitoparietal
sensors, fT 2 Hz �1)

8.10 � 10 5 � 1.60
� 10 5

8.60 � 10 5 � 2.00
� 10 5

t(15) � �0.84
p � 0.41

Inconclusive (2.57) 8.20 � 10 5 � 1.80
� 10 5

8.50 � 10 5 � 1.80
� 10 5

t(15) � �0.59
p � 0.57

Substantial (3.36)

No. of blinks 3.1 � 1.26 3.2 � 1.19 t(15) � �0.25
p � 0.81

Substantial (4.19) 3.0 � 1.35 3.3 � 1.16 t(15) � �0.32
p � 0.75

Substantial (4.05)

No. of small saccades (�2 degrees) 89.6 � 15.49 85.0 � 15.20 t(15) � 0.90
p � 0.38

Inconclusive (2.40) 84.3 � 14.41 90.3 � 16.64 t(15) � �0.82
p � 0.43

Inconclusive (2.65)

aBayes factors quantify the amount of evidence in favor of the absence of a difference between “high” and “low” ratings. PBI
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factors �2.81; “Me” scale, mean amplitude averaged between 94
and 169 ms at each derivation, all �t(15)� �0.95, all uncorrected
p � 0.36, all Bayes factors �2.25).

Intersubject variability in various personality traits or
interoceptive abilities did not contribute to the effects
We tested whether the individual amplitude of the effects (e.g.,
the cluster amplitude difference between “high” and “low” rat-
ings) correlated with a number of personality aspects (self-
consciousness scale, daydreaming frequency scale, trait anxiety
inventory) or interoceptive ability as measured in the heartbeat
counting task. None of these measures correlated with the ampli-
tude of the effects on either scale over participants (Table 3).

Discussion
Our results reveal a direct link between
selfhood and neural responses to heart-
beats in the DN. We show that self-
relatedness is parametrically encoded in
neural responses to heartbeats in two
midline regions of the DN that have been
repeatedly associated with the self in the
fMRI literature (Qin and Northoff, 2011).
We verified that the neural events we de-
scribe are locked to heartbeats and cannot
be due to the cardiac field artifact. More
generally, we could not measure any sig-
nificant changes in cardiorespiratory pa-
rameters (heart rate, heart rate variability,
respiration rate, or phase) or in classical
measures of arousal (electrodermal activ-
ity, pupil diameter, alpha rhythm power).
Our findings indicate that the two seem-
ingly distinct roles of the DN, in self-
related cognition (Buckner et al., 2008;
Qin and Northoff, 2011; Andrews-Hanna
et al., 2014) on the one hand, and in the
monitoring of bodily signal for autono-
mous function regulation (Thayer et al.,
2012; Beissner et al., 2013) on the other,
are functionally coupled. The two novel
self-related scales that we developed en-
able us to further specify the functional
role of the vPC and vmPFC, that appear to
relate to the “I” and the “Me” aspects of
the self, respectively.

Specifying the respective roles of the
vPC and vmPFC: distinguishing
between the “I” and the “Me”
We find that HERs in vPC and vmPFC
covary preferentially with the “I” and
“Me” dimensions of the self, respectively.
The “I” and “Me” distinction is only par-
tial because the corresponding ratings
were behaviorally correlated, but we veri-
fied that a general self-relatedness mea-
sure combining the two scales together
did not reproduce the results and, con-
versely, that the results presented here can
be accounted for by the variance unique to
each self-related scale. Our results thus
suggest that the conceptual distinction
originally proposed by James (1890) be-

tween the “I” and the “Me” has some biological counterpart and
provides a useful theoretical framework to specify the respective
roles of vPC and vmPFC.

The “I” is prereflective in the sense that it refers to the subject
who is experiencing something from the first-person perspective,
without necessarily reflecting on the experience itself (Legrand
and Ruby, 2009; Christoff et al., 2011; Gallagher, 2012). The im-
plicit and pervasive “I” is possibly the most basic aspect of the self,
yet little is known about its specific neural correlates (Christoff et
al., 2011). Our results indicate that vPC is preferentially related to
the “I.” A closer look at the literature indicates that the vPC is
active in tasks as diverse as episodic memory retrieval (Martinelli
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et al., 2013), perspective taking (Vogeley et al., 2004; Cavanna
and Trimble, 2006), body ownership, self-location (Guters-
tam et al., 2015), spatial navigation, imagination, and future
planning (Vann et al., 2009), and the feeling of agency (Miele
et al., 2011; Nahab et al., 2011), all of which require the un-
derlying and implicit engagement of the self as the subject.
Conversely, the “Me” involves the explicit reflection about
oneself and appears here more particularly linked to vmPFC.
Self-attribution of personality traits (i.e., a task that particu-
larly involves the “Me”) recruits preferentially medial pre-
frontal structures (Martinelli et al., 2013). Our results thus
suggest a refined interpretation of the self-processing litera-
ture in terms of the self being the subject of experience or the
object of reflection. This relates to a more general debate on
the distinction between experiencing and introspecting about
experience that is beginning to receive some attention-notably
in the literature on conscious vision (Frässle et al., 2014) and
agency (Synofzik et al., 2008).

Functional coupling between physiological monitoring and
self-related processing in the DN
Our results show a systematic covariation, down to the level of
single trials, between ratings of self-relatedness and the amplitude
of neural responses to heartbeats in the DN. The whole-brain
approach used here did not reveal differential neural responses to
heartbeats outside the DN, notably in the insula. Our results
indicate that the two roles of the DN, namely, physiological mon-
itoring and self-related processing, are not merely colocalized but
are functionally coupled and thus should be considered in the
same functional framework.

The vmPFC is a known visceral monitoring center (Vogt and
Derbyshire, 2009) previously found to respond to heartbeats in
the same latency range (Park et al., 2014). Although the vPC is not
a direct target of visceral inputs, it is functionally connected to
visceral centers of the brain (Zhang and Li, 2012) and it is in-
volved in autonomous functions (Beissner et al., 2013). vPC may
therefore be receiving visceral information through one or more
cortical relays, which is compatible with the longer latency of the
effect observed in vPC. It is difficult to infer from our data
whether and how the latency difference in transient neural re-
sponses to heartbeats in vPC and vmPFC directly relate to a dif-
ferential time course of the “I” and “Me” dimensions in
spontaneous thought that probably develop over seconds. This
issue directly relates to the general and challenging question of
the temporal mapping between neural events and mental events.
For instance, in vision, it is known that different attributes of the
same object, such as color or motion, are neurally processed at
different speeds. Whether and how different neural processing
speeds are compensated for, or contribute to the final percept, is
still a debated issue.

The functional coupling between HERs and self-relatedness
could stem from different mechanisms. As presented in the In-
troduction, theories grounding the self into an integrated neural
map of the organism (Damasio, 1999; Craig, 2009; Park and
Tallon-Baudry, 2014) would predict that HERs directly contrib-
ute to the specification of the self. HERs would contribute to the
constant update of a neural reference frame centered on the sub-
ject’s body that would serve as a basis for the development of
self-relatedness. Our results directly support these theories; how-
ever, other interpretations should be considered. Self-related
thoughts could induce an internally directed attentional shift,
thereby amplifying the processing of internal signals, including
heartbeats (Montoya et al., 1993). Explicitly orienting attention
toward heartbeats alters activity in the insula, somatomotor, and
dorsal anterior cingulate cortices (Critchley et al., 2004; Pollatos
et al., 2005, 2007; Canales-Johnson et al., 2015). None of these
regions showed differential activation in the present experiment,
making an attentional account of our results unlikely. One could
also argue that HER covariation with self-relatedness is a byprod-
uct of self-related processing, with neurons responding to heart-
beats being modulated by neurons encoding self-relatedness. In
this view, HERs are modulated by the self-relatedness of sponta-
neous thoughts but have no direct consequence on the contents
of those thoughts. Determining whether HER modulations are a
mere byproduct of self-relatedness or play an active role in the
construction of selfhood amounts to moving from correlation to
causation, a notoriously difficult achievement.

Our results are coherent with the large body of fMRI evidence
revealing the role of the DN in self-related processing and spon-
taneous cognition but call for a reappraisal of the importance of
physiological monitoring in the DN (Iacovella and Hasson,
2011). While covariations of brain activity and peripheral mea-
sures of autonomic functions have often been dismissed as mere
“physiological noise,” which should be regressed out of the data
(Glover et al., 2000; Shmueli et al., 2007; Birn, 2012), there is now
converging evidence that the DN is truly engaged in physiological
regulation (Nagai et al., 2004; Fan et al., 2012; Thayer et al., 2012;
Beissner et al., 2013; Chang et al., 2013). This physiological view
accounts well for a number of facts about the DN that are not
always easily explained by self-oriented cognition, such as the
high basal metabolic rate of the DN (Minoshima et al., 1997), its
persistence in early sleep stages (Horovitz et al., 2008; Larson-
Prior et al., 2009) and light sedation (Greicius et al., 2008), or its
conservation across species (Mantini et al., 2011; Lu et al., 2012).
It has been argued that the implication of the DN in general
physiological or “maintenance” functions speaks against a spe-
cific cognitive role of the DN (Larson-Prior et al., 2009). On the
contrary, our results show that, even in the absence of bodily
changes as indexed by classical peripheral measures, neural re-
sponses to heartbeats in the DN encode cognitively refined infor-

Table 3. Scores on personality trait questionnaires and interoceptive abilities do not correlate with the amplitude of the cluster difference between “high” and “low”
ratingsa

Scores
(mean � SEM)

“I” cluster “Me” cluster

Pearson correlation
( p values, Bonferroni
corrected for the 4 scales)

Bayes factor on
regression

Pearson correlation
( p values, Bonferroni
corrected for the 4 scales) Bayes factor on regression

Self-consciousness scale 38.06 � 2.68 r(14) � �0.37, p � 0.64 Inconclusive (1.15) r(14) � �0.37, p � 0.63 Inconclusive (1.14)
Daydreaming frequency scale 43.25 � 1.65 r(14) � �0.36, p � 0.68 Inconclusive (1.17) r(14) � �0.33, p � 0.84 Inconclusive (1.33)
State-trait anxiety inventory

(trait inventory)
37.19 � 1.90 r(14) � �0.43, p � 0.40 Inconclusive (1.14) r(14) � �0.23, p � 1 Inconclusive (1.80)

Interoceptive abilities 0.79 � 0.025 r(14) � �0.053, p � 1 Inconclusive (2.31) r(14) � �0.089, p � 1 Inconclusive (2.25)
aBayes factors were computed on the regression to quantify the amount of evidence in favor of the absence of an effect.
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mation about the self. This implies that physiological and
cognitive functions should be considered jointly in the DN.
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Baglivo F, Sigman M, Chennu S, Ibáñez A, Rodríguez E, Bekinschtein TA
(2015) Auditory feedback differentially modulates behavioral and neural
markers of objective and subjective performance when tapping to your
heartbeat. Cereb Cortex 25:4490 – 4503. CrossRef Medline

Cavanna AE, Trimble MR (2006) The precuneus: a review of its functional
anatomy and behavioural correlates. Brain 129:564 –583. CrossRef
Medline

Chang C, Metzger CD, Glover GH, Duyn JH, Heinze HJ, Walter M (2013)
Association between heart rate variability and fluctuations in resting-state
functional connectivity. Neuroimage 68:93–104. CrossRef Medline

Christoff K, Cosmelli D, Legrand D, Thompson E (2011) Specifying the self
for cognitive neuroscience. Trends Cogn Sci 15:104 –112. CrossRef
Medline

Couto B, Adolfi F, Velasquez M, Mesow M, Feinstein J, Canales-Johnson A,
Mikulan E, Martínez-Pernía D, Bekinschtein T, Sigman M, Manes F,
Ibanez A (2015) Heart evoked potential triggers brain responses to nat-
ural affective scenes: a preliminary study. Auton Neurosci 193:132–137.
CrossRef Medline

Craig AD (2009) How do you feel now? The anterior insula and human
awareness. Nat Rev Neurosci 10:59 –70. CrossRef Medline

Critchley HD, Harrison NA (2013) Visceral influences on brain and behav-
ior. Neuron 77:624 – 638. CrossRef Medline

Critchley HD, Wiens S, Rotshtein P, Ohman A, Dolan RJ (2004) Neural
systems supporting interoceptive awareness. Nat Neurosci 7:189 –195.
CrossRef Medline

Damasio AR (1999) The feeling of what happens: body, emotion and the
making of consciousness. San Diego: Harcourt.

D’Argembeau A, Feyers D, Majerus S, Collette F, Van der Linden M, Maquet
P, Salmon E (2008) Self-reflection across time: cortical midline struc-
tures differentiate between present and past selves. Soc Cogn Affect Neu-
rosci 3:244 –252. CrossRef Medline

Dirlich G, Dietl T, Vogl L, Strian F (1998) Topography and morphology of
heart action-related EEG potentials. Electroencephalogr Clin Neuro-
physiol 108:299 –305. CrossRef Medline

Fan J, Xu P, Van Dam NT, Eilam-Stock T, Gu X, Luo YJ, Hof PR (2012)
Spontaneous brain activity relates to autonomic arousal. J Neurosci 32:
11176 –11186. CrossRef Medline

Fenigstein A, Scheier MF, Buss AH (1975) Public and private self-con-
sciousness: assessment and theory. J Consult Clin Psychol 43:522–527.
CrossRef

Fischl B, van Der Kouwe A, Destrieux C, Halgren E, Ségonne F, Salat DH,
Busa E, Seidman LJ, Goldstein J, Kennedy D, Caviness V, Makris N, Rosen
B, Dale AM (2004) Automatically parcellating the human cerebral cor-
tex. Cereb Cortex 14:11–22. CrossRef Medline
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rivalry: frontal activity relates to introspection and action but not to per-
ception. J Neurosci 34:1738 –1747. CrossRef Medline

Gallagher S (2012) Phenomenology. New York: Macmillan.
Giambra LM (1993) The influence of aging on spontaneous shifts of atten-

tion from external stimuli to the contents of consciousness. Exp Gerontol
28:485– 492. CrossRef Medline

Glover GH, Li TQ, Ress D (2000) Image-based method for retrospective
correction of physiological motion effects in fMRI: RETROICOR. Magn
Reson Med 44:162–167. CrossRef Medline

Gray MA, Taggart P, Sutton PM, Groves D, Holdright DR, Bradbury D, Brull
D, Critchley HD (2007) A cortical potential reflecting cardiac function.
Proc Natl Acad Sci U S A 104:6818 – 6823. CrossRef Medline

Greicius MD, Kiviniemi V, Tervonen O, Vainionpää V, Alahuhta S, Reiss AL,
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VI. Article II: Is the cardiac monitoring function related 
to the self in both the default-network and right anterior 
insula? 

 

A. Abstract in French 

Les théories du soi proposent que celui-ci est ancré dans le suivi des signaux 

corporels par le cerveau. Le soi devrait donc être associé aux régions cérébrales 

intéroceptives, notamment l’insula antérieure droite. Cependant, les études sur le soi 

montrent le rôle des régions médiales du réseau du mode par défaut, sans faire 

référence au suivi des signaux viscéraux. Ici, nous avons étudié cette apparente 

contradiction. Nous avons montré précédemment en magnétoencéphalographie 

(MEG) que les réponses aux battements cardiaques dans le réseau du mode par 

défaut encodent deux dimensions du soi, le « Je » agentif et le « Moi » introspectif. 

Ici, nous confirmons et détaillons anatomiquement ce résultat avec des 

enregistrements intracérébraux. Nous montrons chez deux patients une corrélation 

entre des réponses évoquées aux battements cardiaques et le rapport au soi des 

pensées, essai par essai. Une analyse par région d’intérêt de l’insula montre de plus 

que les réponses aux battements cardiaques dans cette région, enregistrées en MEG, 

encodent la dimension « Je » des pensées spontanées. L’effet dans l’insula antérieure 

droite est plus faible que l’effet dans le réseau du mode par défaut, et n’a été répliqué 

en iEEG que chez un patient sur deux. Nous proposons qu’un mécanisme commun, le 

suivi des signaux cardiaques par le cerveau, sous-tend le soi dans le réseau du mode 

par défaut et l’insula antérieure droite. Ceci pourrait réconcilier les études sur le soi, 

en incluant le réseau du mode par défaut, et les études sur l’intéroception, qui se 

focalisent sur l’insula. 

 

B. Article 
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The self has been proposed to be rooted in the neural monitoring of internal

bodily signals and might thus involve interoceptive areas, notably the right

anterior insula (rAI). However, studies on the self consistently showed

the involvement of midline default network (DN) nodes, without referring

to visceral monitoring. Here, we investigate this apparent discrepancy.

We previously showed that neural responses to heartbeats in the DN

encode two different self-dimensions, the agentive ‘I’ and the introspective

‘Me’, in a whole-brain analysis of magnetoencephalography (MEG) data.

Here, we confirm and anatomically refine this result with intracranial record-

ings (intracranial electroencephalography, iEEG). In two patients, we show

a parametric modulation of neural responses to heartbeats by the self-

relatedness of thoughts, at the single trial level. A region-of-interest analysis

of the insula reveals that MEG responses to heartbeats in the rAI encode the

‘I’ self-dimension. The effect in rAI was weaker than in the DN and was

replicated in iEEG data in one patient out of two. We propose that a

common mechanism, the neural monitoring of cardiac signals, underlies

the self in both the DN and rAI. This might reconcile studies on the self

highlighting the DN, with studies on interoception focusing on the insula.

This article is part of the themed issue ‘Interoception beyond homeosta-

sis: affect, cognition and mental health’.

1. Introduction
It has been proposed that the self is rooted in the neural monitoring of internal

bodily signals [1,2]. For Damasio [1], for instance, the non-conscious cartography

of bodily states, the ‘proto-self’, is the basis for the construction of higher level

conscious forms of self, the ‘core self’ and the ‘autobiographical self’. Experimen-

tal studies of the neural bases of visceral information processing in humans have

mostly relied on explicit interoception paradigms, where attention is voluntarily

oriented towards internal signals and thus towards oneself. The role of the right

anterior insula (rAI) in cardiac interoception has been particularly underlined,

following Craig’s influential theory [3] that awareness arises from the integra-

tion of visceral signals with environmental, hedonic, motivational, social

and cognitive signals, in a gradient along the insular cortex, but also based

on empirical findings. Indeed, both the level of activation and grey matter

volume of the rAI correlate with performance in the heartbeat-counting task

[4]. An involvement of insular regions during the heartbeat-counting task [5] is

also compatible with the localization of the attentional modulation of heart-

beat-evoked responses (HERs) [6,7]. However, the role of the rAI in explicit

interoception remains debated, because interoceptive accuracy was preserved

in a patient with bilateral insula damage [8]. In addition, in the heartbeat

& 2016 The Authors. Published by the Royal Society under the terms of the Creative Commons Attribution
License http://creativecommons.org/licenses/by/4.0/, which permits unrestricted use, provided the original
author and source are credited.



detection task, cardiac interoception modulates activity in a var-

iety of other areas, such as somatomotor areas and the dorsal

anterior cingulate cortex [4,9]. Most notably, the rAI is one of

the structures most commonly activated across all cognitive

tasks [10,11], and might play a more general role in switching

between internally and externally oriented cognition [12].

Besides, most experimental studies of the self do not point

at the insula, but at the default network (DN) [13], a network of

brain regions that is more active at rest [14], during spon-

taneous thoughts [15] and internally directed cognition [16],

than during most cognitively demanding tasks [17]. As

shown in a meta-analysis [18], tasks pertaining to the cognitive
self, such as autobiographical memory, self versus other per-

sonality trait judgement, own name detection or face

recognition, consistently involve the medial nodes of the

DN. This vast experimental literature does not make any expli-

cit reference to the body or to the processing of bodily signals,

and thus appears disconnected from theories relating the self

to bodily signals. This overview of studies on the self and expli-

cit interoception thus suggests the involvement of two sets of

regions, the DN that is involved in the self but is not linked

experimentally to bodily signals, and the rAI, that appears to

be involved in the conscious perception of heartbeats.

It would logically follow that the self as expressed in the

DN is not related to interoceptive signals. Still, the dichoto-

mous view presented above has to be nuanced by a few

experimental findings. First, both the DN and the rAI are

found differentially activated in studies targeting the bodily
self [19]. These studies manipulated body ownership and

self-location by creating multisensory conflicts between

visual and tactile information, and found a consistent invol-

vement of the right inferior parietal lobule [20,21] and the

posterior cingulate cortex (PCC) [22], i.e. two nodes of the

DN, but also somatosensory regions and the insular cortex

[23]. Second, the meta-analysis of the self cited above [18]

focused on midline structures and showed a consistent link

between midline nodes of the DN and the self, but did not

draw any conclusion on the link between insula and self.

Conversely, while the DN is not particularly known for

being involved in autonomic regulation, we showed the exist-

ence of neural responses to heartbeats in the DN [24], which

are markers of the neural processing of ascending cardiac

information. We further revealed a direct link between the

self and neural responses to heartbeats in the DN [25]. In a

whole-brain analysis of magnetoencephalography (MEG)

data, we found that the amplitude of neural responses to

heartbeats in the two midline nodes of the DN (the PCC

and the ventromedial prefrontal cortex, vmPFC) encoded

the involvement of the self in spontaneous thoughts. These

results suggest that the cardiac monitoring function of the

DN is related to the neural implementation of the self.

Here, we hypothesize that a common mechanism, the

neural response to heartbeats, could underlie the self in

both the medial DN and the rAI. The objectives of this article

are threefold. First, in a new meta-analysis of the literature,

we confirm the link between the self and DN, and test the

link between the self and rAI. We also probe the overlap of

DN and rAI with regions involved in autonomic regulation

to strengthen our proposal that visceral functions of the DN

have been underestimated [25]. Second, we aim at confirming

the link between neural responses to heartbeats in the DN

and the self with intracranial electroencephalography

(iEEG) in epileptic patients. Third, we test whether neural

responses to heartbeats in the insula contribute to the self,

using both iEEG and a region-of-interest (ROI) approach of

the MEG data of healthy participants presented in [25].

Both patients and healthy participants performed a

thought-sampling task (figure 1a), where they had to fixate

a point on the screen and let their mind wander freely for

13–30 s until a visual stimulus was displayed. They had to

evaluate the thought they were having at the moment of

stimulus display on two scales that targeted two aspects of

the self (figure 1c). Participants evaluated on the ‘I’ scale

their involvement in the thought as the subject or agent, the

one who acts, feels or perceives from the first-person perspec-

tive. Ratings on the ‘I’ scale were high for thoughts such as ‘I

have to make a phone call’ or ‘I am thirsty’, and low for

thoughts with little engagement of the ‘I’ such as ‘It’s raining’

or ‘He is coming tomorrow’. Participants evaluated on

another scale to what degree they were thinking about them-

selves (‘Me’ scale). Ratings on the ‘Me’ scale were high when

participants were thinking about themselves, such as in ‘I am

thirsty’ or ‘I should be more concerned’, but low when the

thought was directed towards something or someone else,

as in ‘It’s raining’ or ‘I will make a phone call’. We measured

HERs preceding the display of the visual stimulus (figure 1b),

and correlated the amplitude of HERs during the thought

with the ratings on the ‘I’ and the ‘Me’ scales.

2. Material and methods
(a) Patients
Five epileptic patients (mean age ¼ 27.6, s.d. ¼ 7.2; two males;

right-handed; see the electronic supplementary material,

table S1) gave their written informed consent to participate in

this study. These patients suffered from drug-refractory focal epi-

lepsy and were implanted stereotactically with depth electrode

shafts as part of a presurgical evaluation. Implantation sites

were selected on clinical criteria only, without reference to the

present protocol. None of the patients had brain lesions, dyspla-

sia nor substantial cognitive impairments. This experiment was

approved by the ethics committee of Pitié-Salpêtrière Hospital

(Comité de Protection des Personnes).

(b) Intracranial electroencephalography procedure
The thought-sampling paradigm used here corresponds to the one

developed by Babo-Rebelo et al. [25], where it is explained in full

detail. Briefly, patients were presented with three to five blocks of

nine trials each (electronic supplementary material, table S1). Each

trial consisted of a fixation period followed by a visual stimulus.

Fixations ranged from 13.5 to 29.9 s and were randomized in

each block. Participants were asked to let their mind wander as

naturally as possible during fixation and to press a button in

response to the visual stimulus. Then, they rated the thought

they were having at the moment of display of the visual stimulus,

along four continuous scales. The ‘Actor/Author’ scale targeted

the ‘I’ dimension of the self (‘I’ scale) and evaluated the degree

to which the participant was seeing or feeling himself/herself as

the actor or author during the thought. Participants were

instructed to use high ratings (‘þ’) when they were adopting

their own perspective, i.e. when they were the protagonist or the

agent of the thought, as in ‘I will make a phone call’. Low ratings

(‘2’) were used when someone else was the protagonist of the

thought (‘His office is far away’) or nobody in particular (‘It’s rain-

ing’). The ‘Content’ scale targeted the ‘Me’ dimension of the self

(‘Me’ scale), i.e. how much the thought was focused on the partici-

pant himself/herself or on something external. The ‘Me’ extreme
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of the scale was to be used when participants were thinking about

themselves, about their feelings, body or mood, as in ‘I’m hungry’,

‘I should be more concerned’ or ‘I’m bored’. The ‘External’

extreme was to be used when participants were thinking about

something that was external to them, as for instance ‘It’s raining’

or ‘What was the title of the book that Peter recommended?’. The

‘Time’ scale was used to report whether the thought referred to

past, present or future events, while the ‘Valence’ scale was

used to determine whether the thought was pleasant or unplea-

sant. Participants could skip the ratings if they did not have any

clear thought when the stimulus appeared or if they did not

know how to rate the thought. If a trial was skipped a new one

was added to the block, unbeknownst to the participant.

Before performing the actual experiment, patients were given

written and oral instructions and were trained on the scales by

rating five examples of thoughts. Their ratings were discussed

with the experimenter to ensure task comprehension. Patients

then performed a practice block of the thought-sampling task,

with two trials.

(c) Intracranial electroencephalographic data
acquisition, preprocessing and electrode localization

Patients were implanted intracerebrally with 7–13 depth elec-

trode shafts, each bearing 3–12 contacts (Ad-Tech platinum

electrodes with a diameter of 1 mm and 5 mm between contacts).

iEEG and electrocardiogram (ECG) data were acquired

simultaneously, with either a Micromed (two patients, sampling

rate: 1024 Hz; online band-pass filter: 0.15–463.3 Hz; reference:

Cz electrode) or Neuralynx monitoring system (three patients;

sampling rate: 4000 Hz; online low-pass filter: 1000 Hz; reference:

electrode contact in the skull).

Data were downsampled to 1000 Hz and band-pass filtered

off-line between 0.5 and 25 Hz, using a fourth-order Butterworth

filter. All iEEG signals were re-referenced to their nearest neigh-

bour on the same electrode shaft (bipolar montage) to limit

volume-conducted influences, including the cardiac-related arte-

fact. In the following, we will refer to these bipolar montages as

‘recording sites’.

Electrode contacts were automatically identified on the

computed tomography (CT)-scan obtained after electrode

implantation, using a watershed transform-based algorithm. The

CT-scan and magnetic resonance imaging (MRI) obtained after

implantation were registered to the pre-implantation MRI using

Baladin [26], and all images were normalized to Montreal

Neurological Institute (MNI) space using SPM12. The automatic

electrode localization was verified visually and corrected if

necessary using an interactive tool (EpiLoc toolbox developed by

the STIM (Stereotaxy: Techniques, Images, Models) engineering

platform (http://icm-institute.org/en/cenir-stim-stereotaxy-core-

facility-techniques-images-models-2/) in the Institut du Cerveau

et de la Moelle Epinière, in Paris). The coordinates of each recording

site are reported as the coordinates of the midpoint between the two

corresponding contacts.
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Figure 1. Experimental paradigm. (a) Time course of a trial. Each trial consisted of a fixation period interrupted by a visual stimulus. During fixation, participants were
asked to let their thoughts develop freely. Participants pressed a button in response to the visual stimulus and had to remember the thought that was interrupted by the
visual stimulus. They rated this thought along four scales (‘I’, ‘Me’, Time and Valence) or could skip the ratings if the interrupted thought was unclear or if they were not
sure how to use the scales. (b) Intracranial electroencephalographic (iEEG) and magnetoencephalographic (MEG) data were locked to the two R-peaks of the electro-
cardiogram (ECG) preceding the visual stimulus, to compute HERs during the thought. (c) Examples of thoughts along the two scales of self-relatedness. The ‘I’ scale
described the engagement of the participant as the protagonist or the agent in the thought. The ‘Me’ scale described the content of the thought, that can be oriented
either toward oneself or toward an external object, event or person (adapted from [25]).
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(d) Rationale for intracranial electroencephalographic
analyses

iEEG analyses were restricted to a subsample of recording sites

selected on the basis of their distance to the regions where previous

MEG results [25] were found (posteromedial cortex, vmPFC) or

where we defined a priori ROIs (insula). For each region, we defined

a volume of interest as the union between the MEG cluster and the

corresponding functional territories. For instance in posteromedial

cortex, we considered the voxels in the MEG cluster as well as the

voxels belonging to the ventral precuneus and ventral posterior cin-

gulate cortex (vPCC). We selected recording sites inside, or at less

than 6 mm from the borders of this volume. This limit of 6 mm cor-

responds to a fair approximation of the borders of these regions,

considering both the smoothness applied to functional MRI and

MEG source localization masks, but also considering the accuracy

of bipolar intracranial recordings.

Even though all patients responded to all scales at each trial,

we only analysed the data corresponding to the scale of interest

given the MEG results. Therefore, only the ‘I’ scale was analysed

for recording sites in the posteromedial cortex (patient 4) and in

the insular region (patients 3 and 5), and only the ‘Me’ scale was

analysed for recording sites in the vmPFC (patients 1, 2 and 3).

(e) Intracranial heartbeat-evoked responses analysis
To detect R-peaks in the ECG, we correlated the z-scored ECG

signal with a template QRS complex created for each patient

and identified the local maxima within episodes of correlation

larger than a threshold chosen for each patient. R-peak detection

was verified by checking for the absence of outliers in the inter-

beat-interval distribution as well as by visual inspection in a time

window from 26 to 3 s relative to the visual stimulus.

Epochs of iEEG data were extracted from 2100 to 600 ms rela-

tive to the two R-peaks preceding each visual stimulus by at least

700 ms. Epochs that exceeded +200 mV, which showed a dynamic

range of 300 mV or more in a 20 ms interval were excluded from

analysis. Data were subsequently visually inspected to discard

any additional epochs with excessive noise or epileptic activity.

Because recording sites of interest were far from epileptic foci, we

discarded only a few epochs (less than 14.8% of the trials in all

patients). The final number of trials used in the analysis is reported

in the electronic supplementary material, table S1. For each trial, we

averaged the two obtained epochs, resulting in one HER per trial

and per recording site of interest.

We aimed at testing for each recording site whether the ampli-

tude of HERs was modulated by the self-relatedness of ongoing

thoughts. For each time point t of the HER, we computed across

trials the Pearson correlation between the z-scored HER amplitude

at time t and the corresponding z-scored rating of the thought on

the scale being tested. We then obtained a time course of Pearson

correlations and a time course of t-values of the Pearson corre-

lation, revealing the amount of correlation between HER

amplitude and ratings on the scale of interest at each time point

of the HER. We here used a correlational approach at the single

trial level rather than comparing the average HERs for trials

rated as high and for trials rated as low as in MEG data [25] to

take advantage of the higher signal-to-noise ratio of the iEEG data.

To look for time windows where HER amplitude significantly

correlates with ratings, while correcting for multiple comparisons

over the time domain, we applied a cluster-based permutation test

[27] on the two-tailed t-values of Pearson’s correlation across time

samples of the time window 300–600 ms relative to the R-peak,

for each recording site. Briefly, individual samples with a t-value

corresponding to a p-value below an arbitrarily selected threshold

( p , 0.05, two-tailed) are clustered together based on temporal adja-

cency. Clusters are characterized by the sum of t-values of the

individual samples. To establish the likelihood that a cluster was

obtained by chance, we shuffled 10 000 times the ratings with

respect to the HERs and repeated the clustering procedure selecting

the maximum positive cluster-level statistic and the minimum nega-

tive cluster-level statistic. The Monte Carlo p-value corresponds to

the proportion of elements in the distribution of maximal (or mini-

mal) cluster-level statistics that exceeds (or is inferior to) the

originally observed cluster-level test statistics and is intrinsically cor-

rected for multiple comparisons on time samples. The statistical tests

were restricted to the time window 300–600 ms post R-peak and not

to the entire HER, because this time window is known to be devoid

of the cardiac-field artefact [28]. We also applied a Bonferroni

correction on the Monte Carlo p-values, to account for the number

of recording sites tested per patient.

Note that here HERs were locked to R-peaks, not to T-peaks

as in [25], because T-peaks could not be reliably identified on the

ECG signal that had a lower signal-to-noise ratio in clinical set-

tings. To compare latencies between the previous MEG [25]

results and the results presented in the current paper both in

MEG and iEEG, one has to keep in mind that the average R-T

interval in the MEG data is 269 ms.

( f ) Surrogate heartbeats
To demonstrate that the observed effects were locked to heart-

beats, we checked whether the correlations between HER

amplitude and ratings could be obtained with the same sampling

of the neural data but unsynchronized with heartbeats. We cre-

ated 1000 permutations of heartbeats, where the timing of the

pair of heartbeats of trial i in the original data is randomly

assigned to trial j. The same criteria for rejecting artefactual

epochs and computing of HERs was applied. For each permu-

tation, we obtained a set of neural responses to surrogate

heartbeats and computed the cluster summed t statistics as

described above. For each permutation, we extracted the smallest

sum of t-values for recording site 2 of patient 1 and recording site

1 of patient 4 (because the original sum of t-values was negative),

and the largest sum of t-values for the recording site 2 of patient

3 (because the original sum of t-values was positive). We then

compared the distribution of those surrogate values with the

observed original sum of t-values. This control was performed

on iEEG data (for MEG data, see [25]).

(g) Region-of-interest analysis on
magnetoencephalographic data

We here used an ROI approach centred on the insula, to analyse

the MEG data of Babo-Rebelo et al. [25]. Sixteen healthy partici-

pants (mean age: 24.1+0.6 yr, eight males) performed five

blocks of 16 trials of the thought-sampling task, while MEG

activity (Elekta Neuromag TRIUX with 102 magnetometers and

204 gradiometers, sampling rate of 1000 Hz, online low-pass

filtered at 330 Hz) was acquired simultaneously with ECG activity

(seven electrodes around the neck, 0.03–330 Hz). MEG and ECG

data were band-pass filtered between 0.5 and 25 Hz. The car-

diac-field artefact was corrected on the MEG data using an

independent component analysis. HERs were obtained at the

sensor level by averaging brain activity locked to the two R-

peaks preceding the visual stimulus. For each scale, trials were

median split and an average HER was computed for trials rated

as ‘high’ and for trials rated as ‘low’. We here used a median

split approach because analyses were done at the group level, on

data that has a lower signal-to-noise ratio compared with iEEG.

Source localization of the HERs was performed with the

BRAINSTORM toolbox [29], using a model consisting of 15 002

current dipoles from the combined time series of magnetometer

and gradiometer signals using a linear inverse estimator

(weighted minimum-norm current estimate). We created

BRAINSTORM scouts using the niftii masks from Deen et al. [30], to
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identify the vertices corresponding to the three right insular ROIs:

posterior insula (PI, 50 vertices), ventral anterior insula (vAI, 82

vertices) and dorsal anterior insula (102 vertices). Dorsal and

vAI scouts had 33 vertices in common, owing to the low resolution

of the source model relative to the MRI masks. We then averaged

the neural currents corresponding to each of the scouts, and com-

pared, for each ROI, the average cortical current corresponding

to ‘high’ ratings with the one corresponding to ‘low’ ratings, on

the ‘I’ and ‘Me’ scales separately. To assess the statistical difference

in HERs between ‘high’ and ‘low’ ratings, while controlling for

multiple comparisons over the time domain, we applied as

before a cluster-based permutation test for each ROI, but based

on the t-test between ‘high’ and ‘low’ conditions. The resulting

Monte Carlo p-values were Bonferroni corrected for testing on

two different scales (‘I’ and ‘Me’).

We also tested for a correlation between ROI results and indi-

vidual interoceptive abilities, which were measured in the 16

MEG participants using the heartbeat-counting task [5], over

six blocks of variable durations (30–120 s) [25]. Interoceptive

abilities were not measured in patients.

(h) Meta-analysis of the ‘self ’
This meta-analysis was performed using the Neurosynth plat-

form (http://neurosynth.org) [31] that contains nearly 11 400

neuroimaging studies (May 2016). From each article, Neurosynth

automatically extracts a set of terms that occur at a high fre-

quency (greater than 1 in 1000 words) and the activation

coordinates reported in the study (coordinates are transformed

to MNI space if necessary). The database currently contains

3107 terms. We explored the term ‘self’, which appeared in 903

studies and encompassed 33 560 activations. The automated

meta-analysis corresponds to a statistical inference map, from

the comparison of coordinates reported in studies containing

the term ‘self’ with coordinates from studies that do not

contain the term. The forward inference map corresponds to

z-scores of the likelihood that a voxel will be activated if a

study uses the term ‘self’ (P(ActivationjTerm)). The forward

inference map thus corresponds to regions that are consistently
active in studies related to the self, but that may also be active

in other paradigms not related to the self. The reverse inference

map reports the z-scores corresponding to the likelihood that

‘self’ is used in a study given the presence of reported activation

in a particular voxel (P(TermjActivation)). The reverse inference

map therefore corresponds to regions that are selectively associ-

ated with the word ‘self’. The reverse inference map controls

for base rate differences between regions, so regions that lack

selectivity (i.e. regions that are associated with many different

terms) are not included in the map. Both maps were corrected

for multiple comparisons using a false-discovery rate (FDR)

approach, with an FDR of 0.01, meaning that about 1% of acti-

vated voxels are false positives, as intrinsically implemented in

the Neurosynth platform.

(i) Overlap between our results and anatomical
parcellations and meta-analyses

We used a structural MNI152 template image on mricron

(https://www.nitrc.org/projects/mricron) to represent our

results and the overlap with parcellations and meta-analyses.

The MNI coordinates of the vertices showing significant differen-

tial HER activity in a previous MEG study [25] were obtained

using the BRAINSTORM functions cs_scs2mri and cs_mri2mni.

Niftii masks were then created, displaying the significant

voxels, that were expanded (we considered a square of three

voxels side, centred on the significant voxel) to facilitate visual-

ization. These masks were then overlaid with the parcellation

of the posteromedial cortex from [32], the parcellation of the

vmPFC from [33] and the parcellation of the insula from [30].

We also overlaid all results with masks resulting from a meta-

analysis on the autonomic brain as described in [34]. All masks

were transformed to a final dimension of 91 � 109 � 91, using

the function ImCalc of SPM12. The masks of the posteromedial

cortex [32], the vmPFC [33], the insula [30] and of the autonomic

brain [34] were provided by the corresponding authors.

3. Results
(a) The self and autonomic regulation
To evaluate the contribution of the DN and rAI to the self, as

well as their overlap with regions involved in autonomic

regulation, we first conducted an automated meta-analysis

[31] of 903 studies pertaining to the self. This analysis con-

firms on a large dataset that the DN is selectively related to

the self (figure 2; electronic supplementary material,

table S2, reverse inference): activity in the DN is likely to indi-

cate self-related processing. The insula is consistently activated

in the literature related to the self (figure 2; electronic sup-

plementary material, table S3, forward inference), but is not

selective of the self. In other words, differential activation in

the insula can pertain to the self but can also be found in

many other cognitive paradigms.

Regions associated with autonomic regulation [34] over-

lap with self-related regions in the rAI, but also in the DN:

the posterior midline node of the DN is associated with para-

sympathetic regulation, while the frontal midline node of the

DN is associated with sympathetic regulation (figure 2).

(b) The ventromedial prefrontal cortex and the ‘Me’
In a previous MEG study [25], we found that the amplitude

of HERs correlates with the involvement of the ‘Me’ dimen-

sion in the left vmPFC. A further analysis of the MEG

cluster showed that it is located mainly in areas 14 m and

32 of the medial frontal cortex (table 1), according to the ana-

tomical parcellation of Neubert et al. [33]. Moreover, 41.3% of

the MEG cluster overlapped with sympathetic regulation

regions (derived from studies on electrodermal activity) [34]

which were also mainly located in areas 14 m and 32 (table 1).

To try and replicate the MEG results with intracranial

recordings, we selected recording sites inside 14 m or 32

regions or at less than 6 mm from the borders of these regions

(electronic supplementary material, table S4). We therefore

analysed three recording sites on the left hemisphere from

two different patients. We tested each recording site for a

trial-by-trial correlation between the amplitude of HERs

and the ratings on the ‘Me’ scale.

Trial-by-trial HERs were obtained by averaging brain

activity locked to the two R-peaks preceding each visual

stimulus. We computed at each time point the Pearson’s cor-

relation across trials between HER amplitude and the rating

of the thought on the ‘Me’ scale. We then used a clustering

procedure, which corrects for multiple comparisons over

time, to identify, within the time window 300–600 ms after

the R-peak, moments where HER amplitude significantly

correlated with ratings on the ‘Me’ scale.

We found that the amplitude of HERs in recording site 2

of patient 1 (MNI coordinates: 214 38 216, figure 3d ) signifi-

cantly correlated with ‘Me’ ratings (cluster sum(t) ¼ 29547,

Monte Carlo p ¼ 0.046, Bonferroni-corrected for the two

recording sites tested in patient 1), in the time window
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304–354 ms after the R-peak (mean Pearson correlation

coefficient ¼ 20.58; figure 3a,b). The mean Pearson corre-

lation coefficient in this time window decreased at

recording sites that were further away from the midline

(figure 3c). To show that the observed effects were truly

locked to heartbeats and not driven by slow fluctuations of

neural activity, we created 1000 permutations of surrogate

heartbeats and performed the same analyses on the recording

site 2 of patient 1. Only three permutations generated a cluster

t statistic exceeding the original one (Monte Carlo p ¼ 0.003;

electronic supplementary material, figure S2a), confirming

that these results are indeed locked to heartbeats.

We also tested for a correlation between HER amplitude

and ‘I’ ratings at recording site 2 of patient 1, and found a sig-

nificant correlation (cluster sum t ¼ 28424, Monte Carlo p ¼
0.0328, uncorrected, cluster time window: 306–352 ms after

the R-peak). This is different from the group-level analysis

of MEG data that revealed a specific effect for the ‘Me’ in

vmPFC [25]. It should be noted that in patient 1, the corre-

lation of the ratings between the ‘I’ and the ‘Me’

dimensions was very high (Pearson r ¼ 0.91), higher than in

other patients (electronic supplementary material, table S1)

or healthy participants (electronic supplementary material,

table S7). iEEG results in this patient thus confirm that

neural responses to heartbeats in vmPFC covary with the

self, but do not bring any further information on the

dissociation between the ‘I’ and ‘Me’ dimensions.

According to the individual anatomy of patient 1 (elec-

tronic supplementary material, figure S1a), the recording

site 2 was located in between the cingulate sulcus, where

MEG results were found, and the olfactory sulcus. Recording

site 1 of patient 1, that was located more ventrally in the olfac-

tory sulcus (electronic supplementary material, figure S1a),

did not show any significant correlation (Monte Carlo p ¼
0.68, Bonferroni-corrected for the two recording sites tested

in patient 1). In patient 2, a recording site located not in the

vicinity of the medial wall but more laterally in the orbito-

frontal cortex (fundus of the intermediate orbital sulcus,

electronic supplementary material, figure S1b) did not show

any significant correlation either (no candidate clusters).

Altogether, the pattern of results observed with intracranial

data is compatible with a neural source in the cingulate

sulcus, which is included in the MEG cluster.

MEG results further suggest that HERs in vmPFC are left

lateralized. We tested for a null effect at a recording site in

the right homologue 14 m region, from a different patient

(patient 3). This contact, located in between the olfactory

sulcus and the supraorbital sulcus (electronic supplementary

material, figure S1c), did not show any significant effects (no

candidate clusters). This iEEG negative result in the right

hemisphere is compatible with the left-lateralization of self-

related HERs in vmPFC observed in MEG, but might also be

due to an electrode location too ventral to pick activity from

the cingulate sulcus and gyrus. Note that a significant effect

was observed in this patient at a different location, as

described below, indicating that this patient understood

the task.

No correlation between heart rate and ‘Me’ ratings was

observed (Pearson correlation between ‘Me’ ratings and

the interval between the two R-peaks preceding the visual

stimulus: r ¼ 0.12, t25 ¼ 0.58, p ¼ 0.57).

x = –4 z = 6
3
3

9
5

z-score

Figure 2. Overlap between DN, self and autonomic regulation meta-analyses. The orange outline represents the DN, as defined in Laird [35]. Green outlines high-
light regions responsible for sympathetic (dark green) and parasympathetic (light green) regulation [34]. The results of the automated [31] meta-analysis on the
term ‘self ’ are presented in yellow (reverse inference map) and in blue (forward inference map). The sagittal view (left) shows that the reverse inference map of the
self is associated with the DN, where it overlaps with autonomic regulation regions. The axial view (right) shows that the rAI is associated with the forward inference
map of the self and overlaps with autonomic regulation regions.

Table 1. Percentage distribution of the anterior MEG cluster and of the
sympathetic regulation areas [34] on the different sub-regions of
the vmPFC [33]. The remaining 29% of the MEG cluster was located in the
undetermined territory lying in between those three regions.

14 m
only

32
only

overlap
14 m
and 32 11 m

MEG cluster

(%)

29 28 4 10

sympathetic

regulation

areas (%)

46 22 4 5
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The results of iEEG data thus confirm the existence of HERs

distinguishing between different levels of self-relatedness of

spontaneous thoughts on the ‘Me’ scale in the cingulate

sulcus, at the border between areas 32 and 14 m as identified

with MEG. Regions located more ventrally or more laterally

did not show the effect. The areas involved respond to heart-

beats and thus seem to be monitoring visceral inputs, but

they are also involved in sympathetic regulation.

(c) The posteromedial cortex and the ‘I’
In MEG data [25], HER amplitude in the left posteromedial

cortex was shown to correlate with the involvement of the

‘I’ in ongoing spontaneous thoughts. By comparing the

MEG cluster with the anatomical parcellation of the postero-

medial cortex by Bzdok et al. [32], we here show that 50.4% of

the MEG cluster was located in the left vPCC and 31.5% in

the left ventral precuneus (vPrc) (table 2 and figure 4d ). Inter-

estingly, none of these regions seems to be involved in

parasympathetic regulation (mostly derived from high-

frequency heart rate variability [34]), which is exclusively

associated with the dorsal PCC (figure 4d and table 2).

In order to confirm the involvement of the ventral precu-

neus territory, we analysed two recording sites of patient 4,

which were inside the left vPrc or at less than 6 mm from

its borders (electronic supplementary material, table S5).

We tested for a trial-by-trial correlation between the ampli-

tude of HERs in these recording sites and the ratings on the

‘I’ scale, in accordance with the MEG results.

We found that the amplitude of HERs recorded in the

most medial recording site that was located inside the vPrc

region (figure 4d; electronic supplementary material, figure

S1d, recording site 1, MNI coordinates: 23 253 49) signifi-

cantly correlated with ‘I’ ratings (cluster sum(t) ¼ 28395,

Monte Carlo p ¼ 0.041, Bonferroni-corrected for the two

recording sites tested in patient 4) in the time window

444–500 ms after the R-peak (mean Pearson correlation

coefficient ¼ 20.37) (figure 4a,b). Recording site 2, that was

located just outside the vPrc region, did not show a signifi-

cant correlation with ‘I’ ratings (Monte Carlo p ¼ 0.38,

Bonferroni-corrected for the two recording sites tested in

patient 4). More generally, the average Pearson correlation

coefficient in the 444–500 ms time window decreased as we

tested recording sites from the same electrode shaft that
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Figure 3. The trial-by-trial amplitude of HERs in the vmPFC correlates with the involvement of the ‘Me’ in spontaneous thoughts ( patient 1). (a) Time course of the
Pearson correlation coefficient r between the trial-by-trial HER amplitude and the ratings on the ‘Me’ scale (black), and HERs (+s.e.m.) for ‘high’ (dark red) and
‘low’ (light pink) ratings on the ‘Me’ scale (median split of ratings), for recording site 2 (circled dot in (d)). The signal that might be residually contaminated by the
cardiac-field artefact appears in lighter colour (not included in the analysis). The grey area highlights the time window in which a significant trial-by-trial correlation
between HER amplitude and ‘Me’ ratings was observed. (b) HER amplitude in the significant time window plotted against ‘Me’ ratings. Each point represents one
trial. (c) Mean Pearson correlation coefficient in the 304 – 354 ms time window, along the different recording sites of the electrode shaft of patient 1. The black bar
corresponds to the recording site for which a significant correlation was found. (d ) Differential HERs, sympathetic regulation and vmPFC. Recording site 2 (circled dot)
showed the significant correlation, while recording site 1 and the triangle ( patient 2) showed no effect. Regions in red showed differential responses to heartbeats
along the ‘Me’ scale, in a previous MEG study [25]. Regions in green are involved in sympathetic regulation [34]. Yellow corresponds to the overlap between MEG
results and sympathetic regulation regions.
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were further away from the midline (figure 4c). The test on

the 1000 permutations of surrogate heartbeats on recording

site 1 confirmed that the effects were truly locked to heart-

beats (Monte Carlo p ¼ 0.011; electronic supplementary

material, figure S2b). Additionally, we did not observe a

correlation between HER amplitude and ‘Me’ ratings at

recording site 1 (no candidate clusters), nor between the car-

diac rhythm and ‘I’ ratings (Pearson correlation between

the interval between the two R-peaks preceding the visual

stimulus and ‘I’ ratings: r ¼ 20.13, t43 ¼ 20.83, p ¼ 0.41).

Taken together, the MEG and iEEG results from one

patient consistently indicate that two sub-regions of the pos-

teromedial cortex, the vPrc and the vPCC, respond

differentially to heartbeats depending on the involvement

of the ‘I’ in thoughts, whereas the adjacent dorsal PCC is

involved in cardiac rate regulation but not in encoding

self-related information.

(d) The right insula and the ‘I’
The insula can be sub-divided in three distinct regions: PI,

dorsal anterior (dAI) and vAI [30]. Both right dAI and vAI

regions are involved in autonomic regulation (figure 5a,e,f,g
and table 3), as shown by the meta-analysis by Beissner

et al. [34]. While parasympathetic regulation is uniquely

associated with the dAI, sympathetic regulation is equally

associated with dAI and vAI (table 3). Even though the PI

is a known visceral centre of the brain, it did not appear to

be associated with either sympathetic or parasympathetic

regulation (table 3). Here, we test whether HER amplitude

covaries with self-relatedness, first by an ROI analysis of

the MEG data on healthy participants, and then by analysing

three iEEG recording sites in the vicinity of the insula.

(i) Region-of-interest analysis of the insula in
magnetoencephalographic data of healthy participants

From MEG data obtained in 16 healthy participants, we com-

puted R-locked HERs and the corresponding sources for

trials rated as ‘high’ and trials rated as ‘low’ (median split of

the trials, electronic supplementary material, table S7) on each

self-related scale. We then averaged the resulting neural cur-

rents for the vertices belonging to each sub-region of the

insula, the PI, the dAI and the vAI, according to the parcellation

of Deen et al. [30] (figure 5a). For each sub-region, we searched

for time windows where HERs significantly differed between

trials rated as ‘high’ and trials rated as ‘low’, separately on

the ‘I’ and the ‘Me’ scales, using a cluster-based permutation

t-test over the time window 300–600 ms post R-peak.

We found that neural responses to heartbeats in the dorsal

and ventral rAI (figure 5b,c) significantly differed for trials

rated as ‘high’ and trials rated as ‘low’ on the ‘I’ scale (dAI:

cluster sum(t) ¼ 2296, Monte Carlo p ¼ 8 � 1024; vAI: cluster

sum(t) ¼ 2283, Monte Carlo p ¼ 0.0012, Bonferroni-corrected

for the two scales tested), in the same time window relative

to the R-peak (dAI: 384–486 ms; vAI: 384–480 ms). No differ-

ences were observed in the PI (figure 5d, no candidate clusters)

nor for the ‘Me’ scale in any of the three right insular regions

(dAI: Monte Carlo p ¼ 0.13; vAI: Monte Carlo p ¼ 0.33; PI:

Monte Carlo p ¼ 0.16, Bonferroni-corrected for the two scales

tested). This ROI-based approach in MEG sources thus

revealed differential neural responses to heartbeats in the rAI

depending on the involvement of the ‘I’ in thoughts. The

map of the t-values associated with the ROI effect (figure 5e)

shows that there are two foci contributing to the rAI effect,

one more posterior and another one more anterior, extending

outside the rAI into the inferior frontal gyrus.

We then tested the lateralization of this result, by probing

the left dorsal and left vAI. No significant differences between

‘high’ and ‘low’ ratings on the ‘I’ scale were observed (all

Monte Carlo p . 0.3). In addition, an ANOVA on brain cur-

rents averaged over the time window of the significant

difference, with hemisphere (left and right) and condition

(‘high’ and ‘low’) as factors revealed an interaction between

hemisphere and condition in both dAI and vAI (dAI: inter-

action: F1,15 ¼ 7.67, p ¼ 0.014, main effects: p . 0.14; vAI:

interaction F1,15 ¼ 7.73, p ¼ 0.014, main effect hemisphere:

F1,15 ¼ 4.72, p ¼ 0.046, main effect condition: F1,15 ¼ 2.04,

p ¼ 0.17). The amplitude of the effects was not modulated

by individual interoceptive abilities (Pearson correlation

between the difference in HER amplitude between ‘high’

and ‘low’ ‘I’ ratings and interoceptive scores, dAI: mean

r ¼ 0.08, t14 ¼ 0.3, p ¼ 0.8; vAI: mean r ¼ 20.03,

t14 ¼ 20.1, p ¼ 0.9).

(ii) Intracranial electroencephalographic analysis of three
recording sites in the vicinity of the insula

We then analysed the iEEG data from two patients (3 and 5)

who had recording sites at less than 6 mm of the borders of

the right dAI (electronic supplementary material table S6).

Because MEG results indicated a link between rAI and the ‘I’

scale, we searched for a trial-by-trial correlation between the

HER amplitude at these recording sites and the ratings on the

‘I’ scale. The clustering test revealed a significant correlation

between HER amplitude and ‘I’ ratings, at the most dorsal

recording site (recording site 2 in patient 3; figure 5f ), at a

latency of 397–443 ms after the R-peak (figure 5g,h; Pearson

correlation coefficient ¼ 0.46, cluster sum(t) ¼ 5609, Monte

Carlo p ¼ 0.014, Bonferroni-corrected for the two sites tested

in this patient). The significant time window in iEEG data

from this site is included in the time window where significant

effects are found in MEG data. Moreover, the mean Pearson

Table 2. Percentage distribution of the posterior MEG cluster and of the parasympathetic regulation areas [34] on the different sub-regions of the posteromedial
cortex [32]. The remaining 18% of the MEG cluster were located more posteriorly, in the vicinity of the parieto-occipital sulcus and calcarine fissure.

precuneus
ventral posterior cingulate
cortex

dorsal posterior cingulate
cortex

retrosplenial
cortex

MEG cluster (%) 32 50 0 0

parasympathetic regulation

areas (%)

6 0 92 0

rstb.royalsocietypublishing.org
Phil.Trans.R.Soc.B

371:20160004

8



correlation coefficient in this time window decreased for

recording sites that were located further away from the insular

cortex (figure 5i). The result was truly locked to heartbeats

(Monte Carlo p ¼ 0.001, electronic supplementary material,

figure S2c). Additionally, HER amplitude did not correlate

with ‘Me’ ratings, for recording site 2 of patient 3 (Monte

Carlo p ¼ 0.48, uncorrected). Last, these results were not associ-

ated with a correlation between heart rate and ‘I’ ratings

(Pearson correlation between ‘I’ ratings and the interval

between the two R-peaks preceding the visual stimulus:

r ¼ 20.05, t24 ¼ 20.25, p ¼ 0.80).

The recording site where we found a significant effect was

located at the anterior and dorsal border of the dAI (figure 5f;
electronic supplementary material figure S1e). The other

recording site in the same patient was located more ventrally

and did not show any significant effect (recording site 1:

Monte Carlo p ¼ 0.53; Bonferroni-corrected for the two record-

ing sites tested in patient 3). The recording site of patient 5 was

located even more ventrally and did not display any signifi-

cant correlation (Monte Carlo p ¼ 0.50 figure 5j; electronic

supplementary material, figure 1f ).

iEEG data thus only partially confirm MEG results, with

positive results in one patient out of two. Still, the pattern

of results in both MEG and iEEG indicate that at least in its

most anterior and dorsal part, the rAI generates HERs, the

amplitude of which depends on the involvement of the ‘I’

in spontaneous thoughts.

(e) Comparison of magnetoencephalographic results
across vPrc/vPCC, vmPFC and rAI

Here, we used an ROI analysis to show that the rAI is differ-

ently responding to heartbeats depending on the self-

relatedness of thoughts. However, the rAI did not appear in

the whole-brain analysis, as opposed to the midline regions

of the DN, the vPrc/vPCC and the vmPFC. We thus attempted

at characterizing further the effects in rAI, to understand why

this effect was not present in the whole-brain analysis.

We first looked at effect sizes (figure 6). We averaged

source amplitudes separately in the vmPFC and vPrc/vPCC

clusters derived from the whole-brain analysis, and in the

rAI region, defined as the union of dAI and vAI that both

showed an effect in the ROI-based approach. Effect size is 3.6

times smaller in rAI than in the vPrc/vPCC and five times

smaller than in the vmPFC. Effect size comparison remains dif-

ficult to interpret because voxels were selected on the basis of a
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statistical threshold in vmPFC and vPrc/vPCC, while voxels in

the AI were selected based on an anatomically defined ROI,

which includes non-responsive regions (figure 5e). We thus

compared source amplitude at vertices thresholded at first-

level p , 0.01 in the rAI, vPrC/vPCC and vmPFC. Effect

size remained 1.7 times smaller in rAI than in the vPrC/

vPCC and 2.4 times smaller than in vmPFC.

Another reason why the rAI effect was not picked up in

the whole-brain analysis is that the clustering procedure

employed favours spatial contiguity. As shown in figure 5e,

it seems that there are two separate sub-regions of the rAI

responding differentially to heartbeats, one in the posterior

part of the rAI, another one in the anterior part, extending

anteriorly in the inferior frontal gyrus.

Overall, our results indicate that the regions showing the

most consistent modulation of HER amplitude in relation to

the self are the midline nodes of the DN. The rAI appears

to be also involved, but to a lesser extent.

4. Discussion
We aimed at confirming and specifying the existence of visceral

monitoring functions in the DN and their links with the self, and

at testing whether this mechanism could also be at play in the

rAI. We first showed that both the DN and the rAI include

regions involved in autonomic functions [34]. We confirm the

link between the DN and self [18] and show further that the

DN is specific to the self, as opposed to the rAI that is associated

with the self, but also with many other, non-self-related para-

digms. We found that in two patients the trial-by-trial

amplitude fluctuations of intracranially recorded HERs in the

DN covaried with the trial-by-trial measure of the involvement

of the self in spontaneous thoughts, confirming and refining

previous MEG results [25]. An ROI approach of the rAI revealed

that both in MEG data of healthy participants and in intracranial

recordings of one patient out of two, neural responses to heart-

beats covaried with the ‘I’ dimension of the self. None of these

results were associated with changes in heart rate.

5. Methodological considerations and limitations
In this study, we combine data from different sources. The

MEG source localization results obtained in a group of

healthy participants might be spatially inaccurate, but partici-

pants could be trained and task comprehension could be

tested and quantified. iEEG data have high spatial accuracy
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and good signal-to-noise ratio, but are obtained in patients. In

patients, task comprehension was not tested beyond verbal

exchanges with the experimenter. Patient 1 for instance

seemed not to discriminate between the ‘I’ and ‘Me’ dimen-

sions. Because electrode implantation sites are chosen based

solely on clinical criteria, electrode coverage of the DN and

rAI was not optimal, and only one recording site with posi-

tive results could be obtained in each of the three regions

explored. Last, all recording sites tested were away from the

epileptogenic regions, and did not include epileptic spikes,

but more subtle signs of epileptic activity might have gone

unnoticed. Despite these pitfalls, there is an overall good

agreement between the MEG and iEEG data, as discussed

further below, which suggests that MEG localization was

rather accurate, and that epileptic patients performed the

task in a similar manner as healthy participants.

Another caveat when working on HERs is that cardiac

activity can generate two types of artefacts. The cardiac arte-

fact corresponds to the contamination of neural data by the

electrical signal of the heart. We analysed time windows

that are devoid of this artefact [28] for both MEG and iEEG

data, and further corrected MEG data using independent

component analysis. The cardiac artefact appeared well sup-

pressed from iEEG data once bipolar derivations are

computed (see shaded areas in figures 3a, 4a and 5g). iEEG

data are also susceptible to the pulse-related artefact [36]

that appears as a slow frequency sinewave or sawtooth pat-

tern. Given the transient nature of the effects reported here

in iEEG data, as well as the good agreement between MEG

and iEEG latencies and effect durations, it seems unlikely

that the pulse-related artefact contributed to the iEEG results.

We also compared the electrophysiological results obtained

with iEEG and MEG with MRI results from the literature. MEG

source localization is performed on the grey matter ribbon, as

can be seen in figure 5e and is expressed as a surface. MRI par-

cellations and functional regions involved in autonomous

regulations are expressed in volumes. The conversion between

volumes and surfaces might have generated some spatial noise.

6. Heartbeat evoked responses in the default
network encode self-relatedness

As in healthy participants, iEEG recordings in epileptic

patients show that HERs in the two midline nodes of the

DN encoded self-relatedness. Intracranial data in single

patients thus confirm the group-level source localization of

MEG data in healthy participants [25]. Note that iEEG data

confirm that neural responses to heartbeats in vPrC/vPCC

are specific to the agentive ‘I’, but the high correlation

between ‘I’ and ‘Me’ ratings of the patient implanted in

vmPFC does not allow us to tease apart the two dimensions

of the self in vmPFC. iEEG data also confirm the temporal

order of the effects, with the effect in vmPFC appearing

before the effect in vPrc/vPCC. iEEG data further extend

the link between HERs and self-relatedness ratings down

to the level of single trials, with significant correlations

between trial-by-trial HER amplitude and self-relatedness

of thought.

The detailed anatomical analysis of both iEEG and MEG

source-localized results indicates that in vmPFC, the most

active regions are areas 14 m and 32 [33], in the ventral part

of the anterior cingulate cortex. iEEG recording sites located

more laterally or more ventrally did not show any significant

effect. Areas 14 m and 32 also contribute to sympathetic regu-

lation [34]. In the posteromedial cortex, HERs varying

with self-relatedness occurred in the vPrc and vPCC [32],

that are not involved in autonomic regulation, as opposed

to the area lying just anterior to them, that is associated

with parasympathetic regulation. This result shows that

regions that are not associated with autonomic regulation

can nevertheless receive and differentially respond to cardiac

information, depending on self-relatedness.

Our results thus confirm that the link between the self and

DN [18] is expressed in neural responses to heartbeats, and

directly support theories grounding the self in the monitoring

of internal signals [1–3].

7. Heartbeat evoked responses in the right
anterior insula contribute to encoding the ‘I’

Although a whole-brain analysis of MEG data revealed signifi-

cant results only in the DN, a targeted ROI approach of the three

sub-divisions of the insula revealed that neural responses to

heartbeats in both the dorsal and ventral rAI vary according

to the involvement of the ‘I’ in spontaneous thoughts, around

400 ms after the R-peak. Note that the effect was smaller in

Table 3. Percentage distribution of insular sympathetic and
parasympathetic regulation areas [34] on the different sub-regions of the
insular cortex [30]. The sympathetic and parasympathetic insular regions
extended over a larger area than the insular parcellation [30].
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the rAI than in the DN, and appeared to stem from two distinct

foci, which may explain why it was not detected in the whole-

brain analysis despite a similar sensitivity of MEG to midline

DN nodes and insula [37]. Intracranial recordings targeted

the most anterior focus of the rAI in two patients. The effect

could be detected in one patient out of two only.

These differential responses to heartbeats occurred during a

resting state, without any explicit interoceptive task, because

participants are not asked to orient attention to their heartbeats.

We thus do not know whether these self-related neural

responses to heartbeats in the rAI are linked to the modulation

of neural responses to heartbeats in explicit interoceptive

tasks. The location of the posterior focus in the rAI where we

find differential HERs (figure 5e) is compatible with the meta-

analysis of interoceptive tasks reported in this issue [38]. Still,

it should be noted that explicit interoceptive tasks are likely to

tap more onto the ‘Me’ dimension of the self (thinking about

oneself) than about the agentive ‘I’ dimension of the self

that we find to be encoded by HERs in the rAI both in MEG

and iEEG data. Because rAI is involved in many cognitive

studies [10,11] and is not specific to the self, as shown in the

meta-analysis presented in figure 2, understanding the contri-

bution of rAI to the self will certainly require further

investigations [39].

8. Interplay between vmPFC, rAI, vPrc/vPCC and
autonomic control regions

It has sometimes been proposed that the anterior insula is the

cortical interoceptive hub, distributing interoceptive infor-

mation to other cortical areas [3,40]. Our results rather

speak in favour of multiple ascending pathways, as described

in Critchley [41], and show a stronger effect in the DN than in

the rAI. The earliest effects are observed around 400 ms after

R peak, in overlapping time windows, i.e. almost simul-

taneously in the vmPFC and rAI, where the ‘Me’ and the ‘I’

self-dimensions are, respectively, encoded. This is in line

with known direct projections from subcortical visceral

relays to both insula and ventral cingulate regions [42]. The

effect in the vPrc/vPCC corresponds to the same self-dimen-

sion as in the rAI, but appears later, around 580 ms after R

peak, and is more robust. Because vPrc is connected to rAI

[32], the weak rAI effect might fuel the more robust vPrc

differential response. Alternatively, the vPrc/vPCC effect

might be mediated through vmPFC, because the two struc-

tures are strongly functionally coupled [32]. In this case, it

remains to be explained how the same cardiac inputs can

give rise to the encoding of two different dimensions of the

self in vPrc/vPCC and vmPFC.

In addition, our results suggest that self-related HERs cor-

respond to a neural monitoring of cardiac information that

does not directly translate into cardiac regulation. Indeed,

there was no cardiac rhythm changes associated with the

effects reported here. In addition, HER locations, that reflect

the central monitoring of ascending cardiac information, do

not map perfectly on regions involved in autonomic control,

that reflect descending regulatory influences. In particular in

the posterior medial cortex, the cortical territory involved in

high-frequency cardiac regulation is distinct from the two

adjacent regions, the ventral precuneus and vPCC, that

show self-related HERs. It might be that the cortical cardiac

monitoring function, initially devoted to autonomic regu-

lation, has further evolved into a partially distinct process

related to selfhood.

9. Conclusion
We here show that the amplitude of neural responses to

heartbeats covaries with the self in both the DN and the

rAI, although effects are weaker in the rAI. This implies

that the literature on the self and DN should consider

neural responses to heartbeats, and that conversely the liter-

ature relating interoception and the self in the rAI should

consider the DN: both structures are related to the self

through the same underlying mechanism.
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Supplementary material 
 

 

 

 

 

Control on the cardiac field artefact on MEG data 

It is known that MEG and EEG signals are contaminated by the cardiac field artefact 

[1]. We therefore tested whether the ECG signal differed between “high” and “low” trials on 

the “I” scale, to check that the effects observed on MEG data were not reflecting a 

difference in the electrical activity of the heart picked up by the MEG sensors. The ECG signal 

did not differ (paired t-test, “high” vs. “low”, mean ECG amplitude averaged between 387 

and 428 ms after the R-peak at each horizontal derivation, all |t(15)| < 0.81, all p > 0.43; at 

each vertical derivation, all |t(15)| < 0.95, all p > 0.36). 

This test could not be performed in patients. Although R-peaks were clearly visible in 

the ECG, the overall level of noise was quite high. However, the cardiac field artefact should 

be strongly attenuated by the computation of bipolar derivation. Besides, the cardiac-field 

artefact is not present in the time-window analyzed (300-600 ms post R-peak). 
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Supplementary Figures 
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Supplementary Figure 1: Individual MRIs of the patients, normalized to MNI space 

A, Sagittal (left, x=-14) and coronal (right, y=38) views of the MRI of patient 1, showing the 

recording sites of the electrode shaft located in the vmPFC region. 

B, C, Coronal views (y=38, y=29) of the MRIs of patients 2 and 3, respectively, showing the 

two recording sites in the vmPFC. 

D, Sagittal view (x=-3) of the MRI of patient 4, showing the most medial recording site 

analyzed (recording site 1).  

E, Axial views (top: z=8, bottom: z=4) of the MRI of patient 3, showing the two recording 

sites located in the insular cortex  

F, Axial view (z=-4) of the MRI of patient 5, showing the two recording sites in the insular 

cortex. 

 

 

 

 

 

 

 

Supplementary Figure 2: Test on 1000 surrogate heartbeats 

Histograms of the distribution of the maximal cluster t statistic obtained for the 1000 

permutations of surrogate heartbeats, for iEEG data obtained in recording site 2 of patient 1 

(vmPFC, A), recording site 1 of patient 4 (vPrc/vPCC, B) and recording site 2 of patient 5 (rAI, 

C). The original cluster t statistics (red arrows) lie in the tail of the distributions, indicating 

that the reported effects are truly locked to heartbeats. 
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Supplementary tables 

 

Supplementary table 1: Information about intracranially recorded patients.  

 

Patient 1 2 3 4 5 

Age 39 23 25 30 21 

Gender F M F M F 

Educational level / IQ 

Bachelor 

degree 

IQ = 106 

2 years of higher 

education 

IQ = 91 

Master degree 

2 years of 

higher 

education 

Bachelor 

degree 

Epilepsy duration (years) 16 20 12 12 13 

Epilepsy focus 

Left inferior 

temporal 

gyrus 

Left 

middle/inferior 

temporal pole 

Right middle 

temporal gyrus / 

right 

hippocampus 

Left 

supplementary 

motor area 

Right 

anterior/mid 

cingulate area 

Recording system Neuralynx Micromed Neuralynx Micromed Neuralynx 

Number of clean trials / 

Total number of trials 
27 / 27 33 / 36 26 / 27 45 / 45 24 / 27 

Scales analyzed 

“Me” 

Mean: 115±11 

Median: 133 

“Me” 

Mean: 101±6 

Median: 102 

vmPFC: “Me” 

Mean: 83±12 

Median: 72 

Insula: “I” 

Mean: 93±15 

Median: 66 

“I” 

Mean: 96±12 

Median: 100 

“I” 

Mean: 109±18 

Median: 121 

Pearson correlation 

coefficient r, between 

“I” and “Me” ratings 

0.91 0.70 0.84 0.13 0.70 

Interbeat interval (ms) 881 771 978 1017 681 
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Supplementary table 2: anatomical description of the regions present in the reverse 

inference meta-analysis on the term “self”, based on Automated Anatomical Labeling (AAL) 

atlas [2]. Only areas with more than 3% of their volume involved are listed. 

 

AAL region % activation mm
3
 peak z z/mm

3 MNI 

X Y Z 

Left medial orbitofrontal gyrus  28.40 204 7.70 4.86 -8 46 -10 

Left posterior cingulate gyrus 24.80 115 6.17 4.60 -4 -52 32 

Left superior frontal gyrus, medial 22.30 666 8.73 5.06 -4 54 4 

Left anterior cingulate and paracingulate gyri 19.50 273 7.28 4.79 -10 50 2 

Right posterior cingulate gyrus 19.10 64 6.18 4.64 2 -52 30 

Right medial orbitofrontal gyrus 15.40 132 5.31 4.34 6 48 -8 

Right angular gyrus 10.00 176 6.81 4.63 50 -58 28 

Left precuneus 9.58 338 7.22 4.58 -2 -58 18 

Left angular gyrus 8.95 105 5.97 4.21 -48 -66 32 

Right superior frontal gyrus, medial 8.06 172 7.46 4.58 2 54 22 

Right gyrus rectus 6.98 52 5.19 4.25 4 44 -16 

Left superior frontal gyrus, dorsolateral 6.53 235 6.56 4.42 -8 70 16 

Left temporal pole, middle temporal gyrus 6.09 46 5.87 4.51 -52 14 -34 

Right precuneus 3.52 115 5.39 4.30 4 -52 24 
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Supplementary table 3: anatomical description of the regions present in the forward 

inference meta-analysis on the term “self”, based on Automated Anatomical Labeling (AAL) 

atlas [2]. Only areas with more than 3% of their volume involved are listed. 

 

AAL region % activation mm
3
 peak z z/mm

3
 

MNI 

X Y Z 

Left amygdala 88.60 195 16.10 8.13 -22 -4 -16 

Right amygdala 63.70 158 15.10 7.85 22 -2 -16 

Left lenticular nucleus, pallidum 59.70 175 11.20 5.37 -14 8 -4 

Left anterior cingulate and paracingulate gyri 59.10 827 12.30 5.39 -6 46 -4 

Left angular gyrus 55.80 655 14.20 5.63 -48 -66 32 

Left insula 53.40 992 23.80 7.73 -34 20 0 

Right lenticular nucleus, pallidum 51.40 144 9.34 5.23 14 6 0 

Left posterior cingulate gyrus 51.40 238 13.40 7.05 0 -54 28 

Left medial orbitofrontal gyrus 51.30 369 13.20 6.63 -4 46 -8 

Right inferior parietal, excluding 

supramarginal and angular gyri 
49.10 661 10.70 4.80 50 -38 48 

Right inferior frontal gyrus, opercular part 44.10 617 11.80 5.31 50 10 28 

Left superior frontal gyrus, medial 44.10 1318 15.90 5.98 2 24 44 

Right insula 43.20 765 19.70 7.71 34 22 -4 

Left inferior frontal gyrus, opercular part 41.30 429 12.60 5.20 -44 6 28 

Left thalamus 40.90 450 11.00 5.29 -10 -16 8 

Left inferior parietal, excluding 

supramarginal and angular gyri 
40.60 993 8.52 4.50 -34 -56 44 

Right caudate nucleus 38.90 387 10.40 5.41 10 10 0 

Left inferior frontal gyrus, triangular part 38.30 969 13.70 4.65 -38 22 -2 

Left supplementary motor area 37.50 805 17.80 7.33 -2 14 50 

Right anterior cingulate and paracingulate gyri 36.70 482 9.34 4.67 4 32 28 

Left hippocampus 36.60 341 13.20 5.56 -20 -10 -16 

Right medial orbitofrontal gyrus 34.90 299 9.89 5.05 2 48 -8 

Left lenticular nucleus, putamen 34.70 350 11.50 4.88 -14 10 -4 

Right angular gyrus 34.20 600 11.00 4.73 50 -58 26 

Left inferior frontal gyrus, orbital part 33.10 560 13.20 5.62 -34 22 -12 

Right posterior cingulate gyrus 32.20 108 14.00 5.85 2 -50 28 

Left precentral gyrus 31.80 1121 12.60 4.99 -46 6 32 

Right inferior frontal gyrus, triangular part 30.30 651 10.70 4.55 50 22 4 

Right hippocampus 27.70 262 11.20 5.35 22 -2 -20 

Right thalamus 27.20 287 7.44 4.37 10 -18 4 

Right lenticular nucleus, putamen 27.10 288 9.34 4.39 30 18 2 

Right median cingulate and paracingulate gyri 25.20 556 13.70 5.59 4 18 44 
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Left median cingulate and paracingulate gyri 23.20 450 11.80 5.20 -2 14 42 

Left supramarginal gyrus 23.20 291 6.35 3.95 -54 -26 20 

Right superior frontal gyrus, medial 23.10 493 15.10 5.47 4 24 44 

Left precuneus 22.30 787 13.40 5.96 -2 -56 20 

Left caudate nucleus 21.40 206 9.89 4.62 -10 10 -2 

Right supplementary motor area 21.30 506 13.20 5.97 6 22 46 

Right supramarginal gyrus 19.30 380 8.80 4.07 48 -38 44 

Left middle temporal gyrus 19.10 943 9.34 4.46 -52 -58 20 

Left rolandic operculum 17.80 176 8.52 4.21 -48 6 4 

Right inferior frontal gyrus, orbital part 16.80 286 15.90 5.96 36 22 -8 

Left superior parietal gyrus 14.80 305 6.89 3.98 -30 -60 44 

Left inferior occipital gyrus 14.00 132 6.35 3.92 -42 -74 -4 

Right superior parietal gyrus 13.50 301 7.71 4.34 26 -62 56 

Right parahippocampal gyrus 13.40 152 8.52 4.12 20 -2 -20 

Left parahippocampal gyrus 13.00 127 7.44 3.83 -14 -4 -18 

Right precuneus 12.20 398 11.80 4.82 2 -54 28 

Right precentral gyrus 11.90 402 14.00 4.93 50 8 32 

Right olfactory cortex 11.80 34 6.07 3.93 4 12 -4 

Right middle temporal gyrus 11.60 510 7.71 4.02 58 -8 -18 

Left postcentral gyrus 11.30 440 8.52 4.28 -38 -22 54 

Left middle occipital gyrus 10.70 350 11.00 4.30 -46 -70 4 

Left superior frontal gyrus, dorsolateral 8.28 298 7.71 4.27 -24 -4 54 

Right gyrus rectus 8.19 61 8.52 4.84 2 50 -16 

Right inferior occipital gyrus 8.09 80 5.53 3.86 38 -86 -4 

Left gyrus rectus 7.98 68 8.25 4.82 -2 46 -16 

Left middle frontal gyrus 7.77 378 8.52 4.04 -26 -2 56 

Right middle frontal gyrus 7.46 381 6.62 3.74 28 -2 52 

Left calcarine fissure and surrounding cortex 7.44 168 6.89 4.16 -14 -50 4 

Right superior temporal gyrus 7.29 229 7.71 3.86 54 -58 22 

Right middle occipital gyrus 6.34 133 6.89 3.63 46 -74 4 

Right rolandic operculum 5.56 74 7.16 4.03 52 10 0 

Right superior occipital gyrus 4.39 62 5.53 3.87 32 -64 40 

Left superior temporal gyrus 4.36 100 5.53 3.63 -50 -20 12 

Left fusiform gyrus 4.20 97 6.35 3.75 -28 -40 -16 

Left temporal pole, superior temporal gyrus 3.66 47 7.16 4.31 -50 6 0 

Right hemispheric lobule VI (cerebelum) 3.57 64 4.44 3.48 28 -58 -24 

Right fusiform gyrus 3.38 85 4.71 3.49 28 -30 -18 

Left olfactory cortex 3.21 9 4.17 3.59 -2 22 -6 
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Supplementary table 4: iEEG recording sites of interest in the vmPFC region. The 

recording site showing a significant effect is indicated by a star. The distance between a 

recording site and a region of interest corresponds to the minimal distance between the 

recording site and all the voxels belonging to the region. 

 

Patient 1 2 3 

Recording site 

number 
1 2* 1 1 

MNI 

coordinates 
-9  38  -20 -14  38  -16 -18  38  -12 10  29  -19 

Distance to 

MEG cluster 

(mm) 

9 9 10 11 

Distance to 

region 14m 

(mm) 

4 5 7 Inside right 14m 

Distance to 

region 32 (mm) 
13 8 6 / 

 

 

 

 

Supplementary table 5: iEEG recording sites of interest in the vPrc region. The 

recording site showing a significant effect is indicated by a star. The distance between a 

recording site and a region of interest corresponds to the minimal distance between the 

recording site and all the voxels belonging to the region. 

 

Patient 4 

Recording site number 1* 2 

MNI coordinates -3  -53  49 -7  -55  52 

Distance to MEG cluster 

(mm) 
15 17 

Distance to vPrc (mm) Inside  2 

 

  



9 

 

Supplementary table 6: iEEG recording sites of interest in the anterior insula region. 

The recording site showing a significant effect is indicated by a star. The distance between a 

recording site and a region of interest corresponds to the minimal distance between the 

recording site and all the voxels belonging to the region. 

 

Patient 3 5 

Recording site number 1 2* 1 

MNI coordinates 28  25  4 32  27  8 36  28  -4 

Distance to dAI (mm) 4 4 5 

Distance to vAI (mm) 10 14 7 

 

 

 

 

Supplementary Table 7: additional information about MEG recordings, from 16 

healthy participants. 

 

 “I” scale “Me” scale 

Median ± SEM 135.4±12.4 84.7±11.5 

Average number of clean trials ± SEM 

(total number of trials: 80) 

High:40.4±0.2 

Low:38.9±0.3 

High:40.1±0.2 

Low:39.1±0.3 

Mean Pearson correlation coefficient 

between “I” and “Me” ratings (±s.e.m.) 
r=0.67±0.04 
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VII. Article III: Imagining the self is associated with 
neural responses to heartbeats in medial motor regions 
and the ventromedial prefrontal cortex 

A. Abstract in French 

Des expériences récentes ont montré le lien entre le soi et le couplage cœur-

cerveau, soutenant ainsi les théories selon lesquelles le soi est ancré dans le suivi des 

signaux internes par le cerveau. Ces expériences ont utilisé des paradigmes fondés 

sur les pensées spontanées ou sur les illusions corporelles. Ici, nous avons voulu voir 

si s’imaginer soi-même était aussi associé à ce type de couplage cœur-cerveau. Nous 

avons demandé à 23 participants de s’imaginer eux-mêmes (depuis une perspective 

de première personne) ou d’imaginer un ami (depuis une perspective de troisième 

personne), dans différents contextes. Après avoir imaginé chaque scène, les sujets 

devaient évaluer à quel point ils avaient réussi à adopter la perspective demandée, à 

quel point la scène les avait éveillés et la valence de la scène. Nous avons regardé les 

réponses aux battements cardiaques, mesurées en magnétoencéphalographie, 

pendant les phases d’imagination. L’amplitude des réponses évoquées aux 

battements cardiaques n’était pas la même, selon que le sujet s’imaginait lui-même 

ou imaginait un(e) ami(e). Ces différences s’observaient dans le précuneus antérieur, 

le cortex cingulaire médian et l’aire motrice supplémentaire (analyse cerveau entier), 

ainsi que dans le cortex préfrontal ventromédian (analyse par région d’intérêt). 

L’amplitude des réponses évoquées aux battements cardiaques pendant l’imagination 

de l’ami(e) corrélait avec la qualité de la perspective. L’amplitude de ces réponses 

pour le soi corrélait avec la tendance des sujets à se perdre dans leurs pensées dans 

leur vie quotidienne. Ces résultats montrent que les régions motrices médiales et le 

cortex préfrontal ventromédian génèrent des réponses évoquées aux battements 

cardiaques différentielles selon qu’il s’agit de s’imaginer soi-même ou quelqu’un 

d’autre. Ceci pourrait constituer un mécanisme pour implémenter la distinction 

soi/autre pendant l’imagination. 

 

B. Article 
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Imagining the self is associated with neural responses to heartbeats in  

medial motor regions and the ventromedial prefrontal cortex 

 

Babo-Rebelo Mariana
1
, Tallon-Baudry Catherine

1 

 

1
 Laboratoire de Neurosciences Cognitives (ENS-INSERM), Département d’Etudes 

Cognitives, Ecole Normale Supérieure-PSL Research University, 75005 Paris, France. 

 

Abstract: 

Recent experiments relating the self and heart-brain coupling support theories 

grounding the self in the neural monitoring of visceral signals. These experiments involved 

spontaneous thoughts or bodily illusions. We here wanted to see if imagining the self was 

also associated with such heart-brain mechanism. 23 participants were presented with 

descriptions of scenarios and had to imagine either themselves from the first-person 

perspective, or a friend from a third-person perspective. They then evaluated the imagined 

scene regarding the success in adopting the perspective, as well as valence and arousal. We 

looked at brain activity, obtained with magnetoencephalography, locked to heartbeats, and 

compared the amplitude of the obtained Heartbeat-Evoked Responses (HERs) during Self- 

and Other-imagination. We observed differential HERs between Self and Other, in the 

anterior precuneus/mid-cingulate/supplementary motor area (whole-brain analysis) as well 

as in the ventromedial prefrontal cortex (vmPFC, region-of-interest analysis). The amplitude 

of HERs for Other-imagination correlated with ratings on the success of the perspective-

taking. The amplitude for Self-imagination was modulated by the propensity of participants 

to daydream, as measured by the daydreaming frequency scale. These results show that 

medial motor regions and the vmPFC generate differential HERs for Self- and Other-

imagination. This could constitute a mechanism implementing a Self/Other distinction during 

imagination.  
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Introduction 

The self has been hypothesized to be anchored in the neural monitoring of visceral 

signals (Damasio 1999, Park & Tallon-Baudry 2014). This hypothesis received recent 

experimental support, based on the measure of neural responses to heartbeats. Self-related 

Heartbeat-Evoked Responses (HERs) were found to co-vary with self-engagement, in tasks 

exploring the self-relatedness of spontaneous thoughts (Babo-Rebelo et al. 2016a,b) and in 

tasks targeting the perception of one’s own body (Park et al. 2016, Sel et al. 2016). Here we 

investigate the contrast between self and other, using an imagination task, to test whether 

HERs are used by the brain to tag the imagined scene as referring to the self or to someone 

else. 

We conducted a mental imagery task, where participants had to imagine either 

themselves (from a first-person perspective) or a friend (from a third-person perspective) in 

particular scenarios (Figure 1A) (Ruby & Decety 2001). At each trial, participants were 

prompted to imagine a scenario from their own first-person perspective, or to imagine a 

friend. To avoid an imbalance in terms of autobiographical memory between Self and Other, 

we created a list of scenarios that participants were unlikely to have lived before. These 

included unreal scenarios (e.g. “At Harry Potter’s school”), scenarios in distant or extreme 

environments (e.g. “In the desert”), or activities participants were unlikely to have 

performed (e.g. “To participate in a TV show”). After imagining each scenario, subjects were 

asked to evaluate how well they succeeded in adopting the perspective. They were also 

asked to report the valence and arousal of the scenarios they imagined, so that we could 

also assess if the emotions or arousal levels elicited during imagination could modulate 

HERs. 

We tested three main hypotheses: 1) whether HERs distinguish between Self- and 

Other-imagination; 2) whether the effects take place in the three regions where self-related 

HERs have been observed so far (ventromedial prefrontal cortex, posterior cingulate/ventral 

precuneus, right anterior insula or medial motor regions) (Babo-Rebelo et al. 2016a, Park et 

al. 2016); and 3) whether this effect could be modulated by the vividness of the perspective 

adopted during the imagined scenarios. 
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Figure 1: Experimental paradigm and behavior. A, Time course of a trial. Participants had to imagine 

the person (Self, from the first-person perspective, or Other, from the third-person perspective) in the scenario 

indicated at each trial, until the fixation disappeared from the screen. They then had to rate the imagined 

scenario in terms of Perspective (how well they succeeded in adopting the indicated perspective), Valence and 

Arousal. B, Computation of Heartbeat-Evoked Responses during the imagination period. T-peaks occurring from 

2s after the beginning of the imagination period to 0.4s before the end of this period were selected. MEG data 

was extracted locked to these T-peaks to compute Heartbeat-Evoked Responses. C, Distribution of responses 

for the Perspective, Valence and Arousal scales, for both Self and Other trials, across all participants. Self trials 

were significantly more arousing than Other trials (paired t-test on the average Arousal ratings for Self and 

Other: p=0.0005). Error bars indicate SEM. 
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Materials & Methods 

Participants 

25 right-handed volunteers participated in this study after giving written informed 

consent and were paid for their participation. The study was approved by the local ethics 

committee. Two participants were excluded from analysis, one because the T-waves were 

not clear in the electrocardiogram, and the other because of an extremely fast heart-rate 

(mean interbeat interval = 555ms). Twenty-three participants were thus included in the 

analysis (9 male; mean age: 24.3±0.6). Participants were screened to exclude cases of 

prosopagnosia or any cardiac problems. All participants were native French speakers. 

 

Imagination task 

Each trial (Fig. 1A) began with a fixation mark (central black dot, radius 0.21° of visual 

angle, surrounded by a black circle, radius 0.52° of visual angle, on a gray background; 1 to 

1.3s), followed by the instruction screen. The person to imagine (condition Self: “Me”, or 

condition Other: “He”/”She”) was presented above fixation and below the scenario to be 

imagined. After 2.3s, the instructions were replaced by fixation and subjects had to imagine 

the scenario. During this period (lasting from 6.7 to 7.3s), participants were instructed to 

adopt a first-person perspective in trials where they had to imagine themselves, meaning 

they should imagine the scenario from inside their own body. In trials where they had to 

imagine the friend, participants had to visualize him/her and not interact with them in the 

scenario. Participants were also instructed to imagine the person, and not necessarily all the 

visual details of the scenario. The imagination period stopped with a blank screen (0.25s) 

and was followed by the presentation of the three scales (the order was randomized 

between participants). Participants had to rate on 5-point scales: the perspective (how well 

did you manage to imagine the scenario and to adopt the perspective, from 1: not very well, 

to 5: very well); the valence (how pleasant was the scenario, from -2: very unpleasant, to 2: 

very pleasant); and the arousal (how arousing was the imagined scenario, from 1: not 

arousing, to 5: very arousing) of the imagined scenario. Participants responded by pressing 

left and right buttons (index and middle finger respectively) to select the appropriate 
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response. They validated their response with their right thumb, within 20s per scale. A new 

trial started after an inter-trial interval (blank screen, 4.5 to 5.4s). 

 

Experimental procedure 

The day before the experiment, participants were asked to choose the friend they 

would imagine in the task. The friend had to be the same gender and around the same age 

as the participant. The participant had to know him/her quite well and had to be able to 

clearly visualize him/her. It could not be someone the participant was romantically involved 

with, their best friend or family. To assess the closeness of the selected friend between 

participants, participants filled in a modified version of the Relationship Closeness Inventory 

(Berscheid et al. 1989) (RCI, excluding questions related to romantic relationships), where 

total scores range from 3 to 30. The average RCI score among participants was 12.4±0.8, 

which is intermediate between close (scores usually around 16) and not close relationships 

(scores usually around 9). 

Before the MEG recording, participants were given written and oral instructions. They 

performed a short practice block (2 trials of each condition), followed by four blocks of 9 

trials of each condition (randomly presented), during which MEG and physiological data 

were acquired. In the same session, participants also performed a trait-judgment task, a 

resting state recording and a heartbeat-counting task. These tasks are not reported here. 

After the recording session, participants completed a short feedback questionnaire. They 

were then presented with all the scenarios they imagined during the task and had to indicate 

which scenarios (if any) they had found impossible to imagine, which ones made them laugh, 

which ones made them anxious, and if they had already lived similar scenarios. Finally, they 

completed the Daydreaming Frequency Scale (Giambra 1993, Stawarczyk et al. 2012), the 

Rumination-Reflection Questionnaire (Trapnell & Campbell 1999) and the Trait Anxiety 

Inventory (Spielberger et al. 1983). 

 

Scenarios 

A list of 72 scenarios was created, so that each scenario was presented only once 

during the experiment. This list was composed of 36 scenarios explicitly related to actions 
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(examples: to drive a Formula 1 car, to build a standing stone), and 36 scenarios not directly 

related to actions (examples: in the Middle Ages, in the jungle). Some scenarios involved 

other people and possibly social interactions (examples: to shake hands with Obama, at the 

Rio carnival). 

Scenarios were randomly assigned to each condition, with action- and non-action-

related scenarios equally distributed between conditions. Scenarios assigned to condition 

Self for subject 1 were assigned to condition Other for subject 2 and vice-versa, for all pairs 

of subjects. This way, each scenario was associated with “Self” and with Other” conditions 

the same number of times across subjects. There was no significant difference in the number 

of characters contained in the scenario descriptions between conditions Self and Other 

(t(22)=-0.1, p=0.9). 

 

Recordings 

Continuous magnetoencephalographic (MEG) data were acquired using a whole-head 

MEG system with 102 magnetometers and 204 planar gradiometers (Elekta Neuromag 

TRIUX, sampling rate of 1000Hz, online low-pass filtered at 330Hz). Electrocardiogram data 

(EKG, 0.03-330Hz) were obtained from 7 electrodes placed around the base of the neck and 

referenced to a left abdominal location. The ground electrode was located on the back of 

the neck. Two EKG electrodes were placed over the left and right clavicles, two over the top 

of the left and right shoulders, two over the left and right supraspinatus muscle and one 

over the upper part of the sternum. The electrodermal activity (EDA, two electrodes on the 

sole of the left foot) as well as respiratory activity (respiratory belt positioned around the 

chest, at the level of armpits, respiratory transducer TSD201 BIOPAC system) were also 

recorded (low-pass filtered at 330Hz). Electromyographic activity (EMG, two electrodes on 

the right cheek, 10-330Hz) from the right zygomaticus major was acquired in order to 

control for facial muscle activity (laughter, in particular). Horizontal and vertical eye position 

and pupil diameter were monitored using an eye-tracker (EyeLink 1000, SR research) and 

recorded together with MEG, EKG, EDA and respiratory data. Stimuli were presented on a 

semi-translucent screen at 85 cm viewing distance. 
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MEG data preprocessing 

Continuous MEG data were denoised using temporal signal space separation (TSSS, 

as implemented in MaxFilter) and filtered between 0.5 and 40Hz (4
th

 order Butterworth 

filter). Blinks and saccades larger than 2 degrees were identified by the Eyelink system. 

Epochs contaminated by large movement or muscle artefacts were visually detected. 

Independent Component Analysis (ICA) as implemented in the Fieldtrip toolbox (Oostenveld 

et al. 2011) was used to correct for the cardiac field artifact, on both magnetometers and 

gradiometers, based on epochs of -0.2 to 0.2s around the R-peaks of interest devoid of 

movement, muscle, blink or saccade artefacts. Because TSSS induces rank-deficiency, we 

defined the number of ICA components by first computing a Principal Component Analysis. 

We then removed all independent components with mean pairwise phase consistency (Vinck 

et al. 2010) with the ECG in the 0-25 Hz range larger than two standard deviations of all 

components. We iterated this procedure until no outlier components were found or a 

maximum of two excluded components was reached. ICA corrected MEG data were then 

low-pass filtered at 30 Hz (4
th

 order Butterworth filter). 

 

Heartbeat-evoked responses (HERs) 

We considered that ratings for which the reaction time was larger than 2.5 standard 

deviations of the reaction time of the corresponding scale revealed unsuccessful 

imagination. The corresponding trials were excluded from analysis. 

We first detected the R-peaks, by correlating the ECG with a template QRS complex 

defined on a subject-by-subject basis and identifying the local maximum within the episodes 

of correlation larger than 0.7. T-peaks were then detected by first, correlating the ECG with a 

template of the T-peak; second, identifying the local maxima within episodes of correlations 

above a certain correlation value (adapted for each subject) that followed an R-peak by at 

most 0.4s. R- and T-peak detection was visually verified in all subjects. The T-peaks occurring 

during the imagination period (from 2 seconds after the beginning of the period, to -0.4s 

before the end of the period) were used for HER computation. By excluding the beginning of 

the imagination period, we make sure subjects already started imagining the scenario. We 

rejected epochs (from 0.1s before to 0.4s after the selected T-peaks) contaminated with 
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saccades larger than 2° of visual angle from fixation, blinks and movement or muscular (in 

particular of the zygomaticus) artifacts. Artefact-free HERs corresponding to Self and Other 

trials were computed by averaging magnetometer data across heartbeats, from 0.1s before 

the T-peak to 0.4s after the T-peak. 

 

Statistical analyses 

The difference in HERs between Self and Other was tested on magnetometers, in the 

artefact-free time window 80-350ms, after the T-peak, using a cluster-based permutation t-

test (Maris & Oostenveld 2007). This method does not require any a priori on spatial regions 

or latencies thereby correcting for multiple comparisons in time and space. A paired t-test 

was performed to compare HERs for Self versus Other. Individual samples whose t-value was 

below a threshold (p<0.05, two-tailed) were clustered together based on temporal and 

spatial adjacency (with a minimum of 4 neighboring channels/time). A cluster was 

characterized by the sum of the t-values of the individual samples. To test whether such a 

cluster could be obtained by chance, we permuted the labels "Self" and "Other" 10,000 

times and selected the maximal positive cluster-level statistic and the minimal negative 

cluster-level statistic at each randomization. The two-tailed Monte-Carlo p-value 

corresponds to the proportion of elements in the distribution of maximal (or minimal) 

cluster-level statistics that exceeds (or is inferior to) the originally observed cluster-level test 

statistics. The amplitude of the cluster corresponds to the average of magnetometer data 

across the sensors and time window showing a significant difference.  

Bayes Factors were computed to evaluate evidence in favor of the null hypothesis, in 

both paired t-tests and two-sample t-tests, with the Jeffreys-Zellner-Siow prior, as 

implemented in the online calculator tool (http://pcl.missouri.edu/bayesfactor) (Kass & 

Raftery 1995, Liang et al. 2008, Wetzels & Wagenmakers 2012). 

 

Surrogate heartbeats 

To test whether the observed effects were only locked to heartbeats, we checked 

whether differences between Self and Other trials could be obtained with a sampling of 

neural data that was unsynchronized with heartbeats. We created 1,000 permutations of 
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heartbeats, where the timing of the heartbeats of trial i in the original data was randomly 

assigned to trial j. The same criteria for rejecting artefactual epochs and computing HERs 

were applied. For each permutation, we obtained a set of neural responses to surrogate 

heartbeats and computed the cluster summed t-statistics as described above. For each 

permutation we extracted the smallest negative sum of t-values, and compared the 

distribution of those surrogate values with the observed original sum of t-values. 

 

Anatomical MR acquisition and preprocessing 

An anatomical T1 scan was acquired for 22 participants. Segmentation of the data 

was processed with automated algorithms provided in the FreeSurfer software package 

(Fischl et al. 2004) (http://surfer.nmr.mgh.harvard.edu/). Segmentations were visually 

inspected and edited when necessary. The white-matter boundary was determined using 

FreeSurfer and was used for subsequent minimum-norm estimation. 

 

Source reconstruction 

We reconstructed sources of HERs occurring from 2 to 4s after the onset of the 

imagination period. Source reconstruction and surface visualization were performed with 

the BrainStorm toolbox (Tadel et al. 2011). For the participant who did not have an 

anatomical scan, we warped the ICBM152 anatomical template 

(http://bic.mni.mcgill.ca/ServicesAtlases/ICBM152NLin2009) to fit the shape defined by the 

digitized head points obtained before MEG acquisition. After co-registration between the 

individual anatomy and MEG sensors, cortical currents were estimated using a distributed 

model consisting of 15,002 current dipoles from the combined time series of magnetometer 

and gradiometer signals using a linear inverse estimator (weighted minimum-norm current 

estimate, signal-to-noise ratio of 3, Whitening PCA, depth weighting of 0.5) in an 

overlapping-spheres head model. Dipole orientations were constrained to the individual 

MRIs. Cortical currents were then averaged over the time windows for which a significant 

difference between Self and Other was identified in sensor space, spatially smoothed 

(FWHM 7mm) and projected to a standard brain model (ICBM152, 15,002 vertices). 
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Reliable differences in dipole current values were identified using the cluster-based 

procedure (first-level p-value: 0.05, 2 neighboring sensors) as described for the sensor level 

analysis applied to the 15,002 vertices. The obtained Monte-Carlo p-value was corrected for 

multiple comparisons over space. 

 

Region of interest analyses 

 To compare the current results with previous work (Babo-Rebelo et al. 

2016a,b), we analyzed the ventromedial prefrontal region (conjunction of p32, 11m and 14m 

(Neubert et al. 2015)), the posterior medial cortex (conjunction of ventral precuneus and 

ventral posterior cingulate cortex (Bzdok et al. 2015)) and the right anterior insula 

(conjunction of the dorsal and ventral parts (Deen et al. 2011)), using masks provided by the 

respective authors. The masks were transformed to fit the anatomical template of 

Brainstorm, using the function ImCalc of SPM12. The mean time-course in each ROI was 

extracted using Brainstorm (masks loaded as scouts, and default sign-flipping option on). We 

then tested each ROI time-course for differences between Self and Other, in a time window 

80-350ms after the T-peak, using the clustering procedure described above. 

 

Arousal-related measures 

Interbeat intervals consisted of the average time distance between the T-peaks in the 

imagination period and the heart rate variability corresponded to the standard deviation of 

the interbeat intervals. 

Blinks were automatically detected with the Eyelink software. For pupil diameter 

computation, the corresponding time windows were extended by 80ms on each side. We 

also identified and rejected all variations in pupil diameter > 100 (arbitrary units) in a 300ms 

time window. To analyze pupil diameter, portions of data containing blinks were linearly 

interpolated and a low-pass fourth-order Butterworth filter at 10Hz was applied. Data were 

then epoched from 2 to 4 seconds after the onset of the imagination period. Epochs with 

>30% noisy data were excluded from analysis. The remaining epochs were z-scored. One 

subject was excluded from pupil diameter analysis for having a very low number of clean 

trials (n=34, < 3 SDs less than the average number of trials in the other participants). 
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To compute alpha power, ICA-corrected MEG data were bandpass filtered between 8 

and 12Hz (4
th

 order Butterworth filter) and the corresponding alpha-band power was 

computed using the Hilbert transform. Data from the 15 sensors showing the largest alpha 

power at the group level were averaged. Portions of data contaminated by blinks were 

excluded from analysis. 

 

Results 

Behavioral results 

The distribution of ratings on the Perspective, Valence and Arousal scales is 

presented in Figure 1C. Mean ratings did not differ between Self and Other conditions in the 

Perspective or Valence scales (Perspective: mean Self: 3.6±0.1 SEM, mean Other: 3.5±0.1, 

paired t-test Self x Other, t(22)=0.7, p=0.5; Valence: Self: 3.5±0.1, Other: 3.5±0.1, t(22)=-0.5, 

p=0.6; uncorrected p-values). Imagining oneself was rated as being more arousing than 

imagining the other (Arousal: Self: 3.4±0.1, Other: 3±0.1, t(22)=4.1, p=0.0005; uncorrected p-

value). 

 

HER amplitude differs between self and other 

We compared the amplitude of HERs occurring during imagination of self with the 

amplitude of HERs occurring during imagination of other, from 2s after the imagination 

period onset to -0.4 seconds before the end of the imagination period (Fig. 1B). HERs 

significantly differed over posterior sensors (Fig. 2A), in the time window 313-328ms after 

the T-peak (Fig. 2B; cluster sum(t)=-555.0, Monte-Carlo p=0.029). 

To show that this effect was truly locked to heartbeats and not driven by slow 

fluctuations of neural activity differing between conditions, we permuted heartbeat timings 

between trials 1,000 times and performed the same analyses on these surrogate heartbeats. 

Only 15/1,000 permutations led to a cluster t statistic larger than the original one (Monte-

Carlo p=0.015, one-sided), which demonstrates that our effect is truly an evoked-response 

to heartbeats. 
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We then looked at the temporal evolution of the effect, during the imagination 

period. The difference in HERs between Self and Other was larger in the time window 2 to 4 

seconds from the onset of the imagination period and both Self and Other cluster 

amplitudes differed from zero (paired t-test between the cluster amplitude for Self and the 

cluster amplitude for Other: t(22)=-3.2, p=0.0037; t-test cluster amplitude against zero: Self: 

t(22)=-2.33, p=0.029, Other: t(22)=2.58, p=0.017) (Fig. 2C). The difference was not significant in 

the time window 4 to 6 seconds (paired t-test: t(22)=-1.19, p=0.25; t-test cluster amplitude 

against zero: Self: t(22)=0.35, p=0.73, Other: t(22)=1.86, p=0.077). In the following, we 

concentrate our analyses on T-peaks occurring in the time window 2 to 4 seconds from the 

onset of the imagination, where effect size is maximal. 

We tested whether HERs co-varied with the ratings on the Perspective, Valence and 

Arousal scales. For each scale and for each subject we correlated the trial-by-trial cluster 

amplitude with the corresponding rating and compared the correlation coefficients between 

Self and Other across subjects. Correlation coefficients with Valence did not differ between 

Self and Other (mean Fisher z-transformed Pearson correlation coefficients, Self: 

r=0.024±0.029, Other: r=-0.031±0.025; paired t-test: t(22)=1.56, p=0.39, Bonferroni corrected 

for the three scales tested) nor correlation coefficients with Arousal (Self: r=0.004±0.025, 

Other: r=-0.018±0.025; paired t-test: t(22)=0.80, p=1, Bonferroni corrected). For the 

Perspective scale, correlation coefficients for Self differed from correlation coefficients for 

Other (Fig. 2D; Self: r=0.027±0.021, Other: r=-0.057±0.024; paired t-test: t(22)=2.92, p=0.024, 

Bonferroni corrected). More precisely, this difference corresponded to a significant negative 

correlation between cluster amplitude for Other and ratings on the Perspective scale (t-test 

against zero of the Fisher z-transformed Pearson correlation coefficients: t(22)=-2.37, 

p=0.027). The correlation did not differ from zero for Self (t(22)=1.23, p=0.21). 

To summarize, our results show that HERs differ between Self and Other, and that 

during imagination of the friend, their amplitude is parametrically modulated by how well 

the friend is visualized. 
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Figure 2: Differential HERs for imagining oneself or someone else. A, Topographical map of the HER 

difference between “Self” and “Other” conditions, grand-averaged across 23 participants, in the 313-328ms 

time window in which a significant difference was observed (Mont-Carlo p=0.029). White dots represent the 

sensors contributing to the significant cluster. B, Time course of the HER (±SEM) for “Self” and “Other”, 

averaged over the white sensors indicated in A. The signal that might be residually contaminated by the cardiac 

artifact appears in lighter color. The grey area represents the time window in which a significant difference was 

observed. C, Temporal evolution of the effect, during the imagination period. Amplitude in cluster corresponds 

to the average brain activity in the time window and sensors revealing a significant effect. Cluster amplitude 

was computed during fixation (1-1.3s), and during the imagination period divided in three windows of 2 

seconds (0-2s, 2-4s, 4-6s). The largest cluster amplitude differences between Self and Other were observed in 

the window 2-4s. D, Mean Pearson correlation coefficient r, across subjects, between cluster amplitude and 

Perspective ratings. E, Pearson correlation between the z-scored mean amplitudes in the cluster in the 

condition Self and the Daydreaming Frequency Scores. Each dot represents one subject. F, Neural sources of 

the differential HERs found in medial motor regions. The left anterior precuneus, mid-cingulate cortex and 

supplementary motor area survived correction for multiple comparisons (circled, Monte-Carlo p=0.010). The 

right homologous region did not reach significance (Monte-Carlo p=0.060; threshold for visualization: >30 

contiguous vertices at uncorrected p<0.05). E, Time course of the HERs (±SEM) in the region circled in F. The 

grey area represents the time window that is significant at the sensor level. NS: non-significant; *: p<0.05; **: 

p<0.01. 

 

Modulation by personality factors 

We tested whether the amplitude of the effects was modulated by personality traits 

assessed via self-report questionnaires, in particular the propensity to daydream during daily 

life (Daydreaming Frequency Scale, (Giambra 1993)) and trait anxiety (Spielberger et al. 

1983). We correlated the effect size (difference between cluster amplitude for Self and 
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cluster amplitude for Other, on heartbeats occurring between 2 and 4s from the onset of the 

imagination period, z-scored) with ratings on these questionnaires. 

No correlation was found between the effect size and anxiety scores (Pearson 

correlation r(21)=0.064, p=0.77, FDR corrected for the two scales tested), whereas the effect 

size was correlated with daydreaming frequency scores (Pearson correlation r(21)=-0.51, 

p=0.024, FDR corrected). More specifically, this result was driven by the cluster amplitude 

for Self, which significantly correlated with the daydreaming frequency scores (Fig. 2E, r(21)=-

0.52, p=0.012, uncorrected). Subjects who are prone to daydreaming in daily life have large 

HER amplitude when imagining themselves. On the contrary, cluster amplitude for Other did 

not correlate with daydreaming frequency scores (r(21)=0.27, p=0.22, uncorrected). 

 

HERs in medial motor regions are responsible for these effects 

To identify the regions generating the differential HERs, we reconstructed HER 

sources for Self and Other, averaged the reconstructed neural currents in the time window 

where we found an effect (313-328ms after the T-peak) and performed a cluster-based 

permutation test over all 15,002 vertices to compare activations for Self and Other. The 

differential HER amplitude was located in medial motor regions, comprising the anterior 

precuneus, the mid-cingulate cortex and the left supplementary motor area (Fig. 2F, 2G). 

This difference was significant on the left hemisphere (Table 1, cluster sum(t)=1,125, Monte-

Carlo p=0.010), but it did not reach significance and did not include the supplementary 

motor area on the right (Fig. 2F, cluster sum(t)=-743, Monte-Carlo p=0.060). Additionally, 

these regions overlapped with regions involved in autonomic regulation (Fig. 3), according to 

a meta-analysis of Beissner et al. (Beissner et al. 2013).  

Other regions did not survive the stringent correction for multiple comparisons 

applied here, namely the bilateral ventromedial prefrontal cortex and the right superior 

frontal gyrus (Supplementary Figure). 
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AAL regions sum(t) peak t 

MNI coordinates 

(peak t) 

X Y Z 

Left Supplementary Motor Area 177.6 4.8 -2 -6 60 

Left mid-Cingulate 107.7 4.0 -10 -4 40 

Left Precuneus 118.5 4.2 -6 -56 50 
 

Table 1: Anatomical description of the main regions showing significant differential HERs (Fig. 2F). 

 

 

Region of interest analysis 

In the spontaneous thought paradigm previously studied, we observed self-related 

HERs in the posteromedial cortex (PMC) and in the ventromedial prefrontal cortex (vmPFC) 

in a whole-brain analysis, as well as in the right anterior insula (rAI) in a region of interest 

(ROI) approach. We thus tested HERs for differences between Self and Other in these three 

ROIs. In the PMC, a candidate cluster was found in the time window 302-321ms after the T-

peak, but the difference between Self and Other was not significant (Fig. 4A, sum(t)=44.9, 

Monte-Carlo p=0.72, Bonferroni corrected for the three ROIs tested). In the vmPFC, we 

found a significant difference in HER amplitude, in the time window 260-339ms after the T-

peak (Fig. 4B, sum(t)=260.6, Monte-Carlo p=0.012, Bonferroni corrected). The clustering 

procedure did not return any candidate cluster for the rAI (Fig. 3C, p=1). 

 

Figure 3: Differential HERs 

and autonomic regulation. Regions 

in blue showed differential 

responses to heartbeats during 

Self- vs Other-imagination. Green 

outlines correspond to a meta-

analysis on autonomic regulation 

(Beissner et al. 2013). Sagittal view, 

x = -3. 
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Figure 4: Region of interest analysis of the Posteromedial cortex (A), the Ventromedial prefrontal 

cortex (B) and the Right anterior insula (C). The areas outlined in the three inflated brains correspond to the 

vertices included in each of the regions of interest, from which we extract the corresponding average time 

course. The signal that might be residually contaminated by the cardiac artifact appears in lighter color and was 

not included in this analysis. The grey areas indicate time windows where a candidate cluster was found by the 

clustering procedure. NS: non-significant; **: p<0.01. 

 

 

Control for arousal effects 

Self trials were judged as being more arousing than Other trials. Although the effect 

size did not correlate with Arousal ratings, we additionally controlled other parameters 

related to arousal. 

First, we computed the average pupil diameter in the time window 2-4s after the 

onset of the imagination period. Pupil diameter did not differ between Self and Other (mean 

Self=4.1±2.4 a.u., Other=-4.1±2.5 a.u.; paired t-test: t(21)=1.65, p=0.11; Bayes Factor: 1.40, 

anecdotal evidence in favor of the null). 

Moreover, we observed no difference between Self and Other, in neither the 

interbeat interval (mean IBI Self = 852.9±24.5ms, mean IBI Other = 852.4±24.2ms; paired t-

test: t(22)=0.21, p=0.83; Bayes Factor = 4.48, substantial evidence in favor of the null) nor the 
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heartrate variability (mean HRV Self = 48.9±2.5, mean HRV Other = 52.8±3.7; paired t-test: 

t(22)=-1.67, p=0.11; Bayes Factor = 1.37, anecdotal evidence in favor of the null). 

We then looked at the average alpha power in the same time window of the 

imagination period, as an index of the arousal level. Alpha power did not differ between Self 

and Other (mean Self = 5.89±1.15 fT
2
Hz

-1
, mean Other = 5.95±1.17 fT

2
Hz

-1
; paired t-test: 

t(22)=-1.49, p=0.15; Bayes Factor = 1.73, anecdotal evidence in favor of the null). 

 

 

 

 

 

 

  

Supplementary Figure:  

Regions responding differentially to 

heartbeats between Self and Other, in the 

time-window 313-328ms after the T-peak, 

with a more liberal threshold than in Fig. 

2F (uncorrected p<0.05, >75 contiguous 

vertices). The numbers refer to:  

1) anterior precuneus,  

2) mid-cingulate cortex,  

3) supplementary motor area,  

4) superior frontal gyrus,  

5) ventromedial prefrontal cortex.  

L: left, R: right. 
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Discussion 

We here show that the amplitude of heartbeat-evoked responses (HERs) in medial 

motor regions (anterior precuneus, mid-cingulate and supplementary motor area - SMA) 

differed between imagination of Self and imagination of a friend. A region of interest 

approach further showed differential HERs in the ventromedial prefrontal cortex (vmPFC), 

consistent with previous findings on the self-relatedness of spontaneous thoughts (Babo-

Rebelo et al. 2016a,b).  Two other regions of interest, in the posterior cingulate / ventral 

precuneus (PCC/vPrc) and in the right anterior insula (rAI), did not display differential HERs 

for the imagination of Self and Other. In addition, the amplitude of HERs for Self correlated 

with daydreaming scores, suggesting a link between spontaneous cognition in daily life and 

the more constrained experimental setting proposed here. The amplitude of HERs for Other 

was negatively correlated with the vividness of the third-person perspective adopted during 

imagination. Even though imagination of Self was rated as being more arousing, we did not 

find any significant evidence for a difference in arousal levels between conditions in either 

pupil diameter, alpha power, interbeat interval or heartrate variability. We here 

demonstrate that Self- and Other-imagination are associated with differential HERs. These 

results thus generalize the role of HERs in implementing the self by showing HER 

involvement in the Self vs Other distinction during mental imagery, beyond spontaneous 

cognition (Babo-Rebelo et al. 2016a,b) or passive exposure to bodily illusions (Park et al. 

2016, Sel et al. 2016). 

We hypothesized that HERs distinguishing between Self and Other would take place 

in regions where a link between HERs and the self has already been shown, namely the 

vmPFC, the PCC/vPrc, the rAI (Babo-Rebelo et al. 2016a,b) and medial motor regions (Park et 

al. 2016). The largest effect was here observed in a whole-brain analysis in midline motor 

regions. The involvement of the SMA and mid-cingulate motor cortex (Dum et al. 2009, 

Naito et al. 2016), is consistent with the fact that half of the scenarios explicitly referred to 

motor actions (ex: “to sheer sheep”). Subjects mentally simulated actions, in the Self 

condition, and visualized their friend’s actions, in the Other condition. Given the known role 

of the SMA in distinguishing between simulation and observation of actions (Macuga & Frey 

2012, Zentgraf et al. 2005), differential HERs in the SMA could thus be interpreted as 

encoding simulation vs observation of actions. Motor actions were here imagined from a 
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first- or third-person perspective. This difference in perspective taking has been associated 

with the anterior precuneus (Ruby & Decety 2001), where we find differential HERs. The 

remaining scenarios referred to contexts where participants had to navigate (example: “in 

the desert”). This is compatible with the known role of both the SMA and the anterior 

precuneus in spatial navigation (Huang & Sereno 2013). Moreover, recent findings showed a 

link between HERs in the SMA and mid-cingulate cortex and bodily self-consciousness (Park 

et al. 2016), suggesting that there was here a bodily component in the imagined scenarios. 

Visceral signals could thus be integrated in these medial motor regions to contribute to a 

body-centered reference frame (Bernier & Grafton 2010), defining the self, and allowing a 

distinction between Self and Other in mental imagery. 

In the present experiment, a region of interest analysis revealed that HERs also 

differed between Self and Other in the vmPFC, where HERs have been previously associated 

with thinking about oneself (Babo-Rebelo et al. 2016a). However, contrarily to our initial 

hypotheses, we did not find any differential HERs in the PCC/vPrc nor in the rAI, which have 

been found to characterize non-reflective aspects of the self (Babo-Rebelo et al. 2016a,b). 

Here, both Self and Other conditions involve a non-reflective self; a subject that is acting – in 

the Self condition, or a subject that is observing – in the Other condition. Maybe, these non-

reflective aspects of the self are better explored in gradients of self-involvement, as 

previously studied in spontaneous thoughts (Babo-Rebelo et al. 2016a,b), rather than in the 

Self vs Other contrast analyzed here. 

We also hypothesized that HER amplitudes could be modulated by the vividness of 

the perspective adopted during the imagined scenarios. We found that HER amplitude 

during imagination of Other was negatively correlated with the vividness of the perspective. 

The direction of this correlation was unexpected, but coherent with work on the relationship 

between vividness of imagery and gastrointestinal activity (Vianna et al. 2009) or heart rate 

variability (Laor et al. 1999). Surprisingly, we found no modulations of HER amplitude for 

Self. However, our analysis was restricted to sensors and latencies where HERs differed 

between Self and Other. Further analyses should focus on exploring the correlation between 

HERs and ratings of perspective, in particular in the posterior cingulate / precuneus / 

retrosplenial cortex (Cabeza & St Jacques 2007, Dijkstra et al. 2017, Richter et al. 2016). 
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VIII. General discussion 

A. Main results and discussion on the consistency between tasks 

1. HERs encode the self in spontaneous thoughts 

In the first experiment (Babo-Rebelo et al. 2016a), with MEG, we studied the 

self in spontaneous thoughts, by distinguishing between the “I” and the “Me”. The 

amplitude of heartbeat-evoked responses (HERs) in the posterior cingulate / ventral 

precuneus regions (PCC/vPrc) co-varied with the engagement of the “I” in the 

ongoing thought (Figure 10). The “Me” dimension was associated with HERs in the 

ventromedial prefrontal cortex (vmPFC). We further showed that these results were 

specific to each self-dimension. We then replicated these results with intracranial 

recordings, by showing a trial-by-trial parametrical modulation of HERs along with 

the levels of involvement of each self-dimension in thoughts (Babo-Rebelo et al. 

2016b). The main results were found in midline regions of the default-network (DN), 

but a region of interest analysis (ROI) additionally revealed that HERs in the right 

anterior insula (rAI) were also modulated by the degree of engagement of the “I” in 

thoughts. We argued that the neural monitoring function of the DN could be related 

to self-processing, and that this integration could generate a subject-centered 

reference frame from which selfhood can emerge. Our initial hypothesis focused 

mostly on the “I” and we had no specific hypothesis for the “Me”. Our results show 

that both aspects of the self are associated with HERs, but in different regions. 

 

Figure 10: Main MEG and iEEG results of the experiment on spontaneous thoughts. 
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2. HERs distinguish self- and other-imagination 

The first study was based on spontaneous thoughts, which content by 

definition cannot be controlled by the experimenter. In a follow-up study, we wanted 

to orient participants’ thoughts, as well as contrast self and other. In the literature on 

the self, this contrast is more common than the gradual levels of self that we 

implemented in the first study. We therefore performed another MEG experiment, 

where participants had to imagine themselves (from the first-person perspective) or a 

friend (from the third-person perspective). 

In a whole-brain analysis, we found differential HERs in medial motor regions 

(anterior precuneus, mid-cingulate and supplementary motor area) and, using a 

region of interest analysis, in the vmPFC (Figure 11). Moreover, the amplitude of the 

effect for Self at the sensor level was positively correlated with the propensity of 

participants to daydream in their daily lives. The amplitude of the effect for Other 

was in turn negatively correlated with ratings on the vividness of the perspective. 

While PCC/vPrc and rAI showed significant differences in HERs in the first 

experiment, here we did not find any significant differences in PCC/vPrc nor in the 

rAI. Future analyses will aim at further exploring the trial-by-trial ratings on the 

vividness of the adopted perspective. 

 

 

Figure 11: Main MEG results on the experiment on imagination. 
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B. What do these results tell us about the self? 

1. The “I” and the “Me”: two distinct and graded dimensions 
of the self in spontaneous thoughts 

Following the criticisms of Christoff and colleagues on the neuroscience of the 

self (Christoff et al. 2011) which we exposed in the Introduction, we here aimed at 

studying the more implicit form of self, the “I”. Our results suggest that this 

dimension exists, and that it is different from the “Me” dimension (Babo-Rebelo et al. 

2016a). This dissociation occurs at the brain level, despite the strong correlation 

between the two at the behavior level. In the iEEG experiment (Babo-Rebelo et al. 

2016b), this dissociation was less clear, which could be explained by the low number 

of trials or a less accurate comprehension of the meaning of the scales by the patients 

who went through a shorter version of the training on the scales. 

In the second paper (Babo-Rebelo et al. 2016b), we showed that HER 

amplitude was parametrically modulated by the continuous ratings on each self-

related scale. This further shows that in spontaneous thoughts the self is expressed in 

a continuum rather than an all-or-none fashion. Continuous ratings allow a more 

precise and intuitive classification of complex thoughts and allow expressing the 

vividness of the first-person perspective or the intensity of the introspective thought. 

The operational distinction that we made between the “I” and the “Me” relates 

to the phenomenological distinction between the self-as-subject and the self-as-object 

(Table 1 - Introduction). However, the “I” for us was verbally expressed in thoughts 

and could be referred to not only in the present, but also in the past and future. These 

are two major differences with the philosophical literature in the domain, which 

considers this form of self as being the immediate, implicit and non-verbal 

experiential self. Here, we adopted a more liberal perspective on the “I”, by 

associating it with first-person perspective in the thought. 

 

2. What is contrasted when we compare Self and Other? 

In the imagination task, Self and Other conditions differed for at least three 

reasons: 1) the person being imagined (self or friend), 2) the perspective (first-person 

or third-person), 3) the type of mental imagery (action simulation or action 

observation). Imagining the self from the first-person perspective, in simulation, is 
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the best way to approach the idea of the self as the subject. Finding an appropriate 

contrast condition with Other is more challenging. The subject dimension would 

probably still be present if the friend is imagined from the first-person perspective. In 

addition, such an experimental condition would probably be unnatural for 

participants. Imagining the friend from a third-person perspective seemed a better 

option, as also performed by Ruby and Decety (Ruby & Decety 2001). Self and Other 

are thus intrinsically different in other respects than purely the person being 

imagined. This might be true in a number of paradigms of the literature on the self. 

Using a Self vs Other contrast emphasizes the “Me” dimension (Legrand & 

Ruby 2009), because thoughts can be self-directed or directed to someone else. 

Addressing the “I” with this contrast is more debatable, because even if I am 

imagining my friend, I am still present as the observer, as the “I”. This could explain 

why we do find the vmPFC in the imagination task but not the PCC/vPrc. 

 

C. Consistency of the results between tasks 

In the spontaneous thoughts experiment, we found that the PCC/vPrc was 

associated with the “I” and the vmPFC with the “Me”. In the imagination task, we do 

not observe any effect in the PCC/vPrc (Table 2). This is surprising because one 

would expect that the “I” is more engaged when imagining oneself, than when 

imagining someone else. Conversely, we observe an effect in the vmPFC (Table 2), 

suggesting that a reflective aspect of the self is engaged. It is worth underlying here 

that the latency of the HER effects in the vmPFC was quite different between tasks 

(Table 2). The Self-Other difference in the imagination task took place around 300ms 

after the T-peak, whereas in the spontaneous thoughts task the effects appeared 

much earlier (around 150ms after the T-peak). In the imagination task, the regions of 

the precuneus and cingulate cortex were clearly more anterior than the PCC/vPrc of 

the spontaneous thoughts task (Figure 12). Maybe the Self vs Other contrast is not the 

best way to assess the “I”, and looking at different levels of engagement of the first-

person perspective (maybe by exploring the ratings on the vividness of the 

perspective) during imagination would better correspond to the “I” dimension. 
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The effect in the rAI in the spontaneous thoughts task was less robust than the 

effects in midline DN regions, so the fact it is absent in the imagination task is not 

surprising. Even though this region is often considered as the primary viscerosensory 

region, and has been hypothesized to “engender human awareness” (Craig 2009), it 

seems that its role in the generation of self-related HERs is marginal. 

The involvement of midline motor regions in the imagination task is coherent 

with the fact that half of the scenarios were explicitly cueing actions. Moreover, this 

result is consistent with the full-body illusion experiment showing a modulation of 

HERs depending on the intensity of the illusion (Park et al. 2016). This suggests that 

the imagination task engages a strong bodily dimension. It is noteworthy that midline 

motor regions were also exhibiting differential HERs along with the “I” dimension in 

the spontaneous thought experiment, at the same latency as in the imagination 

experiment (uncorrected results, Table 2, Figure 13). Possibly, some spontaneous 

thoughts were related to action simulation. It seems thus that some of the differences 

between the two tasks could be driven by a different balance in the content of 

thoughts (more or less mental imagery, self-reflection…). 

Figure 12: Self-related HERs in 

mid- and posterior medial cortices. 

Regions in blue showed differential 

HERs during Self- vs Other-imagination. 

Regions in cyan showed self-related 

HERs during spontaneous thoughts. Pink 

and red outlines correspond 

respectively to the ventral precuneus, 

and ventral posterior cingulate cortex 

(Bzdok et al. 2015). Sagittal view, x=-3. 
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In the spontaneous thought task, only high levels of involvement of the self in 

thoughts led to a significant increase of brain activity relative to zero. In the 

imagination task, both Self and Other conditions elicited a change in brain activity. 

The reason for this difference is still unclear, but it could be related to the fact that in 

one case we are contrasting high and low levels of self-relatedness, and in the other 

case we are contrasting Self with Other. 

 

 vmPFC PCC/vPrc rAI 
Motor medial 

regions 

Spontaneous 

thoughts task 

� 

150ms 

� 

300ms 

(�) 

180ms 

� 

~300ms 

Imagination 

task 

(�) 

300ms 
- - 

� 

300ms 
 

Table 2: Summary of the main results. The � symbol indicates that a significant 
effect was found in the corresponding structure and task, in a whole-brain analysis. (�) 
indicates that the corresponding effect was found in a region-of-interest analysis. In 
grey, the effect was uncorrected for multiple comparisons. Below the symbol, we 
indicate the timing around which the HER effect takes place (relative to the T-peak). 

 

Figure 13: Regions responding 

differentially to heartbeats along the 

“I” scale in the spontaneous thoughts 

experiment, with a more liberal 

threshold (>20 contiguous vertices at 

uncorrected p<0.05). 1: Left precuneus, 

posterior cingulate. 2: Right precuneus, 

posterior cingulate. 3: Postcentral 

gyrus. 4: Left precuneus, mid-cingulate. 

5: Right supplementary motor area. 6: 

Right cuneus, calcarine. (AAL atlas) The 

regions referenced with number 1 are 

the only ones that survive correction 

for multiple comparisons and 

correspond to those presented in the 

paper. 
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D. What do these results tell us about spontaneous vs oriented 
thoughts? 

A task relying uniquely on spontaneous thoughts has some inherent 

drawbacks, in particular because thoughts are private and can only be assessed with 

self-report (Hurlburt & Heavey 2001, Smallwood & Schooler 2015). To try and 

overcome these issues, we developed a thorough training and testing procedure and 

allowed participants to skip the responses if they were unsure. Performing a task 

where the only instruction is to mind wander is quite hard to perform for cognitive 

neuroscientists, but actually very easy for participants who report having no 

problems in letting their minds wander, as Hurlburt and Heavey also observed 

(Hurlburt & Heavey 2001). 

In the imagination task, we gave instructions for participants to orient their 

thoughts. We saw that our effects were not totally stable during the 6 seconds of the 

imagination period, suggesting that there might be some effort associated with 

maintaining imagination (and possibly suppressing task-irrelevant mind wandering). 

In the imagination task, we found the involvement of the vmPFC, which is part of the 

DN. This suggests that the DN is not exclusively related to spontaneous cognition, an 

idea that has been discussed lately (Christoff et al. 2016).  

 

E. Proposal of a mechanism for the implementation of the self 

1. What is this signal? 

MEG sensors can directly pick up the electrical activity from the heart. It could 

be argued that HERs are not of neural origin, but result from differences in cardiac 

activity. We made different methodological choices to try and rule out this possibility 

(ICA correction, choice of the time window of analysis, cardiac parameter analyses). 

The fact that we replicate the MEG results with iEEG, which is less affected by the 

cardiac-field artifacts (Kern et al. 2013), is a strong argument to believe we are truly 

looking at neural signals. 

Yet, the characteristics of these neural evoked responses are unclear. HERs do 

not have a clear topography or clear components. HERs have been found in different 

regions, even in regions that are not primary targets of visceral signals. How these 
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signals can be relayed to these structures has not been explored yet. The latencies of 

HER effects seem also quite variable, as we found early and late effects, even in the 

same structures (the vmPFC). How HER latencies are affected by changes in heart 

rate (during physical exercise, for instance) is still unknown. Besides, what we should 

consider as the time-locking point is unclear. We chose to compute HERs locked to 

the T-peak because it is closer to the artifact-free time window (Dirlich et al. 1998) 

that we analyzed, but other groups have computed HERs locked to the R-peak. This 

question is not merely methodological, it is conceptual as well. Since there is a time 

jitter between the R- and T-peaks, what is the event that is actually causing these 

neural evoked responses? 

This raises the question of the origin of HERs. We exposed in the Introduction 

the hypothesis that they are originated by the discharge of mechanoreceptors in the 

heart wall and aortic arch at each heartbeat. This is a plausible origin for HERs, but it 

remains an open question. Recently, it was shown that changes in blood pressure in 

the mouse brain lead to changes in the firing activity of neurons (Jung Kim et al. 

2016). Vasculo-neuronal coupling could thus be another mechanism generating 

HERs. 

 

2. Three hypotheses to explain the link between HERs and the 
self 

Our results show a correlation between HER amplitude and the self. What 

mechanism can underlie this correlation and what can it mean? 

A first hypothesis is that HERs are a byproduct of brain activity, meaning that 

a region that is particularly active will show changes in brain activity following a 

heartbeat. Therefore, if two conditions induce different levels of activity in a certain 

region, the changes in activity following a heartbeat will consequently differ as well. 

This idea would be supported by the fact that differential HERs are systematically 

found in regions which are expected to be differently activated: default-network 

regions during the resting state (Babo-Rebelo et al. 2016a,b; Park et al. 2014), 

bodily/motor regions during full-body illusions and action imagery (Park et al. 

2016)(Babo-Rebelo & Tallon-Baudry, in prep.), and viscerosensory regions during 

attention to heartbeats (Canales-Johnson et al. 2015, Pollatos et al. 2005a). More 

intriguingly, we find HERs in regions which are not particularly known to be targets 
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of ascending visceral signals (PCC/vPrc). However, using the surrogate heartbeats 

test, we and others (Park et al. 2014, 2016) have shown that HER differences cannot 

be trivially explained by different baseline activities or slow-fluctuations of brain 

activity. Still, brain activity could differ in other ways that we are not able to easily 

measure. Another possibility would be that active regions are more responsive to 

heartbeats. If we push the argument even further, active regions could be more 

responsive to any kind of stimulus, whether a heartbeat or any other stimulus. This 

would require a difference in cortical excitability, which does not seem to be the case 

since we did not observe differences in alpha power (Babo-Rebelo et al. 2016a, Park 

et al. 2014)(Babo-Rebelo & Tallon-Baudry, in prep.). Still, one should keep in mind 

that not observing a difference does not mean that a difference is not there.  

A second hypothesis would be that ascending visceral signals define the self. In 

a spontaneous thought, the cardiac signal itself would indicate that the thought is 

self-related or not. However, this would imply that cardiac signals carry information 

about the self, in accordance with the ongoing thought. How would the 

cardiovascular system be informed about the contents of our thoughts? This would 

require particular brain-body loops that would modify bodily signals. Importantly, in 

our experiments, we did not observe any differences in the cardiac parameters that 

we were able to measure (heartrate, heartrate variability, and blood pressure in (Park 

et al. 2014)), but more subtle or different parameters could vary. Furthermore, this 

hypothesis implies that the self would be implemented at each cardiac cycle, which is 

hard to reconcile with our experience of continuity. 

A third hypothesis would be that of an interaction between brain activity and 

ascending visceral signals which would causally implement the self. Cardiac (as well 

as other visceral) signals would function as a ticking clock, periodically sending 

signals to the brain, indicating that a body is there. These signals could interact with 

ongoing brain activity, in a way that would generate larger or smaller responses to 

heartbeats. The amplitude of these responses would be a marker of the self. Cardiac 

signals would contribute to a body-centered reference frame, which would be used by 

the brain to anchor thoughts to the self. Bodily signals do not have to carry 

information, their existence is enough. Note that given the wide availability of visceral 

signals, this mechanism could take place in many different regions of the brain, 

wherever a self vs non-self distinction is relevant for the task at play. 
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This proposal still arises many questions. What kind of mechanism could 

generate the interaction between cardiac signals and brain activity? Are self-related 

HERs larger in amplitude than non-self-related HERs? Is it truly a common code 

throughout the brain? Understanding what kind of mechanism can generate such an 

interaction is a difficult question, which would necessitate the experimentally 

challenging step of moving from correlation to causation. The cases of patients with 

artificial hearts could be potentially interesting. Our guess is that a beating artificial 

heart is likely to provide the cyclic signal that this mechanism requires. Recently, new 

artificial hearts are being developed, which function with a continuous flow. What 

would happen in this case, where the heart does not beat anymore? That remains an 

open question. 
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IX. Appendix 

 

A. Article I: Phase-amplitude coupling at the organism level: the 
amplitude of spontaneous alpha rhythm fluctuations varies with 
the phase of the infra-slow gastric basal rhythm 
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a b s t r a c t

A fundamental feature of the temporal organization of neural activity is phase-amplitude coupling be-
tween brain rhythms at different frequencies, where the amplitude of a higher frequency varies ac-
cording to the phase of a lower frequency. Here, we show that this rule extends to brain-organ inter-
actions. We measured both the infra-slow (�0.05 Hz) rhythm intrinsically generated by the stomach –

the gastric basal rhythm – using electrogastrography, and spontaneous brain dynamics with magne-
toencephalography during resting-state with eyes open. We found significant phase-amplitude coupling
between the infra-slow gastric phase and the amplitude of the cortical alpha rhythm (10–11 Hz), with
gastric phase accounting for 8% of the variance of alpha rhythm amplitude fluctuations. Gastric-alpha
coupling was localized to the right anterior insula, and bilaterally to occipito-parietal regions. Transfer
entropy, a measure of directionality of information transfer, indicates that gastric-alpha coupling is due
to an ascending influence from the stomach to both the right anterior insula and occipito-parietal re-
gions. Our results show that phase-amplitude coupling so far only observed within the brain extends to
brain-viscera interactions. They further reveal that the temporal structure of spontaneous brain activity
depends not only on neuron and network properties endogenous to the brain, but also on the slow
electrical rhythm generated by the stomach.
& 2016 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Introduction

Phase-amplitude coupling (PAC) is a fundamental organiza-
tional rule where the amplitude of a high-frequency oscillation
varies according to the phase of a lower frequency oscillation
(Bragin et al., 1995; Canolty et al., 2006; Schroeder and Lakatos,
2009; Buzsaki, 2010). This rule has been recently shown to also
govern the temporal organization of spontaneous large-scale brain
activity in humans (Osipova et al., 2008; Roux et al., 2013; Florin
and Baillet, 2015; Weaver et al., 2016). Here, we propose to extend
the hierarchical organization of PAC to brain-viscera interactions.
The brain at rest is not a closed system as it constantly receives
information from visceral organs (Mayer, 2011; Critchley and
Harrison, 2013; Furness et al., 2013). Some organs may provide an
external source of slow frequency rhythms relayed to the brain
and contributing to the temporal organization of resting-state

brain dynamics. Specifically, we hypothesize that the gastric basal
rhythm, an infra-slow electrical oscillation intrinsically and con-
tinuously generated by the stomach, may influence resting-state
brain dynamics.

The stomach contains a specific cell type - the interstitial cells
of Cajal (Sanders et al., 2006; Sanders et al., 2014) - at the interface
between the enteric nervous system and gastric smooth muscles,
that intrinsically generate an electrical slow wave at �0.05 Hz (3
cycles per minute). During digestion, the gastric basal rhythm sets
the pace of muscle contraction, but the rhythm is generated at all
times, even in the absence of contraction (Bozler, 1945), or when
the stomach is experimentally disconnected from the central
nervous system (Suzuki et al., 1986). Gastric interstitial cells of
Cajal form synapse-like connections with afferent sensory neurons
(Powley and Phillips, 2011) that, via spinal and vagal nerve path-
ways and various subcortical relays, target a number of cortical
structures comprising notably the insula, ventral anterior cingu-
late cortex and somatosensory cortex (Ito, 2002; Mayer, 2011;
Critchley and Harrison, 2013; Furness et al., 2013). The stomach
may thus be considered as an autonomous electrical pacemaker
that may continuously feed the brain with a slow oscillatory input
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Fig. 1. Gastric-alpha coupling. (a) Electrogastrogram (EGG) recording in a single participant. Left, electrode montage with the star indicating the electrode with the largest EGG
amplitude and corresponding EGG power spectrum below. Right: 200 s filtered EGG signal and corresponding phase below. (b) Statistical maps of gastric phase - MEG power
coupling at different frequencies. Significant gastric-MEG coupling occurred only at 10 and 11 Hz, in the two clusters indicated by black outlines and saturated colors (Monte-
Carlo p¼0.0008 for both clusters, corrected). (c) Summary statistics of gastric coupling strength across all sensors, for brain frequencies between 1 and 100 Hz, display a sharp
peak at 10 and 11 Hz. (d) Coupling is specific to gastric frequency: summary statistics of EGG-alpha coupling strength across all sensors decreases when offsetting the filter
above or below EGG peak frequency, that is presented at 0. Black bars in (c) and (d) indicate significant coupling. (e) Topographical map of 10–11 Hz power, grand average across
participants. The clusters of significant gastric-alpha coupling at 10–11 Hz are overlaid in white. (f) Three examples of phase-amplitude coupling profiles, in the participant with
the largest (left), median (middle) and smallest (right) MI. Profiles are presented over two gastric cycles (4π) for clarity. MEG average power in each bin was normalized by the
sum of the average power across bins. The dashed black line is a cosine fit that emphasizes the 1:1 coupling between alpha power and gastric phase.
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constraining resting-state brain dynamics.
We tested whether the phase of slow gastric oscillations is

coupled to the amplitude of higher-frequency brain rhythms at
rest in humans. We recorded brain activity with magneto-en-
cephalography (MEG) along with gastric electrical activity mea-
sured from cutaneous electrodes placed on the abdomen (Fig. 1A),
a technique called electrogastrography (EGG) (Koch and Stern,
2004), from 17 participants at rest with eyes open for 12 min.

Material and methods

Participants

Seventeen right-handed adult participants (mean7sem age:
23.970.62, range 20–29; 8 males; mean body-mass index
22.0270.62, range 17.5–26.1) with normal or corrected to normal
vision took part in the study. None of the participants had any
previous history of neurological, psychiatric or digestive disease.
Participants had been fasting for at least 2 hours before the re-
cordings. They signed a written informed consent and were paid
for participation. All procedures were approved by the Ethics
Committee CPP Ile de France III and were in accordance with the
Helsinki declaration.

Procedure and recordings

Participants fixated a central black fixation mark (black dot,
radius 0.13° of visual angle, surrounded by a black circle, radius
0.38° of visual angle) presented on a gray background at a viewing
distance of 80 cm for 12 min. Participants were instructed to stay
still, to fixate the central mark and to let their mind wander,
avoiding any structured strategy such as counting or mentally
reciting a text. Continuous magneto-encephalographic (MEG)
signals were collected using a whole-head MEG system with 102
magnetometers and 204 planar gradiometers (Elekta Neuromag
TRIUX MEG system) at a sampling rate of 1000 Hz and online low-
pass filtered at 330 Hz. The electrogastrogram (EGG) was recorded
via 19 disposable cutaneous electrodes (17 active, 1 reference and
1 ground) placed on the abdomen and acquired simultaneously
with MEG data (DC recordings, low-pass filter at 330 Hz). In clas-
sical EGG montages, the reference electrode is located in the upper
right part of the abdomen, and active electrodes are placed over
the left part of the abdomen (Chen et al., 1999), where the stomach
lays. We extended this montage to create a bilateral grid of EGG
electrodes placed over four regularly spaced rows (Fig. 1a). In each
participant, we first determined the midpoint between the xy-
phoid process and the umbilicus. The central electrode of the
second row was located 2 cm above this midpoint (Chen et al.,
1999). The vertical position of the top-row was then determined as
the intersection of a 45° line originating from the central electrode
of the second row, and the left mid-clavicular line. The horizontal
positions of rows 3 and 4 were distributed such that the vertical
spacing between each row was equal. The electrodes were hor-
izontally centered on the midline and were evenly distributed
between the left and right mid-clavicular lines. The first row
consisted of 3 electrodes, with the rightmost electrode being used
as a reference. The subsequent rows consisted of 5 electrodes. The
ground electrode was located on the participant's left costal
margin. An electrocardiogram (ECG) was simultaneously recorded.
Eye position and pupil diameter were monitored with an EyeLink
1000 (SR Research) and simultaneously recorded with MEG, EGG
and ECG data.

MEG data preprocessing

Signal Space Separation (tSSS) was performed using MaxFilter
(Elekta Neuromag) to remove external noise. Subsequent analysis
was conducted on magnetometer signals. The cardiac artifact was
corrected using Independent Component Analysis (ICA), as im-
plemented in the FieldTrip toolbox (Oostenveld et al., 2011).
Briefly, the 12 min. resting period was divided into 5 s segments to
compute ICA components. The number of independent compo-
nents to be identified was the rank of the time x trial matrix. The
continuous magnetometer data were then decomposed according
to identified ICA components. The ICA-decomposed MEG signals
and ECG data were epoched from 250 ms before to 400 ms after
each R-peak and the pairwise phase-consistency (PPC) (Vinck
et al., 2010) was computed between the ICA-decomposed signals
and the ECG signal to isolate those components most reflective of
ECG activity. Components with large PPC values and topographies
matching the stereotypical ECG artifact were rejected from the
continuous MEG data (mean 1.7170.41 sem components re-
jected). Blink artifacts were defined as the blink intervals identi-
fied by the EyeLink eye-tracker system padded by 7100 ms. On
average, 8.92%72.19 sem of the total recording time was marked
as contaminated by blink artifacts and was excluded from the
analysis. ICA-corrected magnetometer data were then down-
sampled to 400 Hz and submitted to a Hann tapered 1 s window
FFT, computed from 0 to 720 s at 0.050 s steps. The squared-
magnitude of the resulting complex Fourier coefficients was used
to generate the power envelope time series with a 20 Hz sampling
rate for frequencies ranging from 1 to 100 Hz in 1 Hz steps.

EGG processing

EGG power at each abdominal electrode was computed via a
Hann tapered FFT, using Welch's method with a 200 s window
moving in 50 s steps. For each participant, the electrode exhibiting
the largest spectral peak in the 0.0570.01 Hz range, centered in
the normogastric range (Riezzo et al., 2013), was selected for fur-
ther analysis. To identify and mark EGG artifact periods, the raw
signal was filtered between 0.01 and 0.5 Hz to isolate EGG related
variance, and the standard deviation was computed over the trial.
Segments of this filtered signal exceeding 4 standard deviations
were marked as artifacts. These periods were padded by 7 the
filter order used to isolate the EGG peak frequency (70.02 Hz of
the peak frequency, see below) to compensate for temporal
smearing of the artifact by the filter. On average 12.85%72.71 sem
of the total recording was discarded due to presence of artifacts in
the EGG signal, mostly due to participant movement. The raw EGG
was then downsampled to 20 Hz and filtered using a frequency
sampling designed finite impulse response filter (Matlab: FIR2),
with a bandwidth of 7 0.02 Hz of the peak EGG frequency, and a
transition width between the passband and stopband of 15% of the
upper and lower passband frequencies. The filter order was de-
termined as the number of samples corresponding to 3 cycles of
the lower passband frequency. Importantly, filter width was large
enough to capture slower and faster gastric episodes. Filtered data
thus retained all the frequency variability intrinsic to the gastric
rhythm necessary for the statistical procedure we used (see be-
low). The filter width was sufficiently narrow enough to exclude
any contribution from respiration. The filtered EGG signal was
then Hilbert transformed and the analytic phase was derived.

Phase-amplitude coupling (PAC)

As a result of the preprocessing steps, we obtained a pair (ϕ
gastric(t), PowMEG(t)), where ϕgastric is the phase of the gastric
rhythm, and PowMEG the power of the MEG signal in a given
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frequency band at a given sensor, at each sample t of the artifact-
free epochs. The EGG phases were sorted into 18 bins spanning the
[–pi, pi] interval, and corresponding MEG power was averaged for
each phase bin. MEG power sorted by EGG phase bin defined the
PAC profile (Fig. 1f). To quantify the deviation of the PAC profile
from a uniform distribution, we computed the modulation index
(MI) (Tort et al., 2010). Briefly, when the MEG power shows no
systematic relationship to the EGG phase, MEG power in each EGG
phase bin will tend toward the overall average MEG power, re-
sulting in a flat, or uniform, distribution. The MI of Tort et al.
(2010) specifically measures deviation from a uniform distribution,
and thus in this case a correspondingly low MI value will result.
Alternatively, if the MEG signal power systematically differs across
EGG phase bins, the PAC profile will deviate from a uniform dis-
tribution and MI will be larger. As shown by (Tort et al., 2010), MI
is sensitive to 1:1 coupling but also to higher 1:m coupling modes
(Palva et al., 2005).

Statistical determination of significant clusters of PAC

The statistical determination of significant clusters of phase-
amplitude coupling was a two-step process. We first estimated, for
each participant, chance-level PAC at each sensor and frequency.
We then determined, at the group level, sensors and frequency
where a significant difference between observed coupling and
chance-level coupling differed. Those steps are detailed below.

We first estimated the level of PAC expected by chance and the
corresponding chance-level MI for each participant, magnet-
ometer and MEG frequency. We created surrogate data where the
relationship between EGG and MEG signals was disrupted by
shifting EGG phase and MEG power signals relative to one another
by a random time interval exceeding 7 60 s, i.e. about 3 gastric
cycles. Data at the end of the record were wrapped to the begin-
ning, as in the cutting/swapping procedure proposed by Bahra-
misharif et al. (2013). This procedure best preserves phase auto-
correlation and is much more conservative than the random
shuffling of the full time series (Weaver et al., 2016). In other
words, from the original pairs (ϕgastric(t), PowMEG(t)) we created
surrogate pairs (ϕgastric(t), PowMEG(tþτ)) where τ is a value ran-
domly chosen between 1 and 11 min. Because the filtered EGG
signal, and MEG power envelope are not pure sine waves, but
physiological signals that exhibits spontaneous increases and de-
creases in frequency, any link between gastric phase and brain
rhythms is disrupted in the surrogate data. For each participant,
MEG sensor and frequency, we obtained a distribution of surrogate
MI values by creating 1000 surrogate data sets, corresponding to
1000 random τ, and computing the associated MIs. We defined the
chance level, for each participant, sensor and MEG frequency, as
the median of surrogate MI values.

We tested whether the empirical MI significantly differed from
chance level MI at the group level using a cluster-based permuta-
tion procedure (Maris and Oostenveld, 2007), as implemented in
FieldTrip (Oostenveld et al., 2011), that extracts significant differ-
ences between two conditions, across sensors andMEG frequencies,
while intrinsically correcting for multiple comparisons. Briefly, this
procedure entails comparing empirical MI with the corresponding
chance level MI value across participants using a t test at each
sensor and frequency. Candidate clusters are defined in space as
sensors exceeding the first level t-threshold (po0.05, two-sided)
and that are connected to at least 2 neighboring sensors that also
exceed this threshold, and across adjacent frequencies that ex-
ceeded the first level t-threshold. Each candidate cluster is char-
acterized by a summary statistic corresponding to the sum of the t-
values across the sensors and frequencies defining the cluster. The
second-level statistic, i.e. whether a given sum of t-values in the
candidate cluster could be obtained by chance, was determined by

computing the distribution of cluster statistics under the null hy-
pothesis. In practice, we randomly shuffled the labels 'empirical'
and 'chance' 10,000 times, applied the clustering procedure and
retained the largest positive and negative clusters from each per-
mutation. Across the 10,000 permutations one can thus build the
distribution of cluster statistics under the null hypothesis, which is
then used to assess the empirical clusters for significance. Because
the largest positive and negative clusters are retained at each per-
mutation, this method intrinsically controls for multiple compar-
isons over sensors and frequencies (Maris and Oostenveld, 2007).
The resulting clusters are described by their summary statistics,
corresponding to the sum of t-values for each time sample and
sensor belonging to the cluster, and by their MonteCarlo p-value
describing significance at the cluster level corrected for multiple
comparisons across sensors and frequencies.

Explained variance

To determine the percentage of fluctuations of brain activity at
a given frequency explained by the phase of the gastric rhythm, we
computed the ratio between the variance of the original MEG
amplitude envelope and the variance of the PAC profile, i.e. the
MEG amplitude envelope sorted by gastric phase (Fig. 2). When
MEG amplitude shows no systematic variation with EGG phase,
then the distribution of phase-sorted amplitude will approach
uniform, which will yield a low variance computed across the bins.
Alternatively, when the MEG data is systematically modulated by
EGG phase, the distribution of phase-sorted amplitude will be
non-uniform giving rise to a larger variance across bins. The var-
iance across bins of the phase-sorted amplitude is divided by the
variance of the original non-phase organized signal, which gives
the proportion of the MEG amplitude fluctuations in the original
signal that is explained by EGG phase, or, in other words, the ex-
plained variance. In practice, we computed the ratio between the
variance of the time-varying MEG 10–11 Hz amplitude envelope
binned by EGG phase and the variance of the original MEG 10–
11 Hz amplitude envelope smoothed in time-windows of a dura-
tion equal to the length of one phase bin, using a zero-phase
moving average filter.

Source analysis

We used a beamformer-based source localization technique to
obtain a time series of 10–11 Hz power per voxel, per participant. A
5 mm grid spanning the MNI ICBM 152 nonlinear high-resolution
(0.5 mm) template brain was constructed. This grid was warped to
the anatomy of each participant based on his or her individual
MRI. The ICA corrected magnetometer signals were downsampled
to 50 Hz, and zero-phase filtered between 10 and 11 Hz (FIR fre-
quency sampling filter, transition band of 15% of the upper and
lower passbands, order¼200). A spatial filter was constructed
using an LCMV beamformer and a single-shell head model, im-
plemented in the FieldTrip toolbox (Oostenveld et al., 2011). Data
containing blinks were excluded from spatial filter construction.
Since resting-state data cannot be contrasted to another condition,
the leadfields were normalized using the default parameter of
0.5 to reduce power bias towards the center of the head. Source
time series of the 10–11 Hz data were constructed by projecting
the 12 min 10–11 Hz filtered data segment through the spatial
filter and taking the magnitude of each dipole along its principal
axis. The power envelope was then determined as the squared-
magnitude of the Hilbert transform. The resulting power envelope
was downsampled to 20 Hz. These virtual source time series were
used to determine PAC values using the same computation as at
the sensor level. A one-tailed cluster statistic was then computed,
using the same surrogate data sets and clustering procedure as
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described at the sensor level, to determine regions showing sig-
nificant gastric-brain coupling at the source level. This test utilized
a first level threshold corresponding to the 98.5 percentile of
Student's t-distribution, and the default FieldTrip neighborhood
definition and connectivity.

Transfer entropy

Transfer entropy (TE), a directional measure of information
transfer sensitive to linear and non-linear coupling (Vicente et al.,
2011), was used to determine the direction of interaction between
the gastric slow-wave and the 10–11 Hz alpha power, at each of
the source time series belonging to a significant PAC cluster. We
computed TE between the alpha source power time series from
the source-localized clusters and the EGG time series filtered 7
0.02 Hz of the EGG peak frequency using TRENTOOL (Lindner et al.,
2011). The 12 min resting state data were segmented into 60 s
segments for TE analysis, sampled at 20 Hz. The embedding delay
and embedding dimension were estimated for each participant via
Ragwitz’ criterion (Ragwitz and Kantz, 2002), with the maximal
value of each measure taken across participants as the optimal
parameters. The time series were embedded using these para-
meters, and the TE value was computed at each voxel between the
alpha source power and EGG signal. Each TE value was tested for
statistical significance via the non-parametric statistical test pro-
vided by TRENTOOL. The number of TE interactions exceeding an
arbitrary threshold of po0.05 uncorrected, either in the EGG-
MEG, or MEG-EGG directions was tabulated for each participant,
separately for the anterior and posterior significant PAC clusters.
To test for an asymmetry of directional interactions, the number of
pairs above this threshold was then compared between the two
directions using a paired t-test, separately in the posterior and
anterior clusters, with the results of both t-tests Bonferroni cor-
rected for multiple comparisons.

Results

Existence of gastric-alpha coupling

For each participant, we determined gastric frequency at the
EGG electrode showing the largest peak in the normal gastric
range to take into account intersubject variability in stomach lo-
cation and to maximize signal-to-noise ratio (Fig. 1a, mean EGG
frequency 0.046 Hz70.001 sem). We then computed coupling
between the gastric phase and the amplitude of brain rhythms
from 1 to 100 Hz using the modulation index (MI) (Tort et al.,
2010). We compared the obtained MI values with estimated
chance level (see Material and Methods) using a cluster-based
procedure (Maris and Oostenveld, 2007) that intrinsically corrects
at the group level for multiple comparisons across sensors, fre-
quencies and time samples. Within the frequency range tested (1–
100 Hz), significant gastric-brain coupling (Fig. 1b) occurred in the
alpha range, at 10 and 11 Hz, in two bilateral parieto-occipital
clusters with an extension over right fronto-temporal sensors
(sum(t)¼53.22, MonteCarlo p¼0.0008, and sum(t)¼52.57,
Monte-Carlo p¼0.0008, corrected for multiple comparisons).
Summary statistics of gastric-brain coupling (Fig. 1c) show a dis-
tinct peak at 10 and 11 Hz, indicating that the effect is well loca-
lized to the alpha band. The topography of significant gastric-alpha
coupling and alpha power overlap, but only partially (Fig. 1e).

Gastric-alpha coupling was highly specific to gastric frequency
(Fig. 1d). We filtered the signal from the abdominal electrode with
a center frequency slightly lower or higher than each participant's
gastric frequency (70.015 Hz, in steps of 0.005 Hz), and repeated
the same PAC analysis. Clusters obtained with a slight offset from
gastric frequency showed much smaller summary statistics, that
decreased and became non-significant as the distance from the
original EGG frequency increased. To determine if coupling be-
tween MEG power and EGG phase was sensitive to the individual
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alpha peaking frequency of each participant (10.35 Hz70.13,
range 9.6–11.6 Hz), we recomputed the sensor-level statistics after
aligning to each participant's alpha peak. We found that this did
not modify the results (two significant bilateral clusters, sum(t)¼
44.33, 34.16, MonteCarlo p¼0.0020, 0.0064, with a similar topo-
graphy). Individual phase-amplitude profiles of a subsample of
participants (participants with largest, median and smallest MI)
are plotted in Fig. 1f. Those profiles show that gastric-alpha cou-
pling seem to involve both 1:1 and higher coupling modes since
the PAC profile may show consistent deviations from a sinusoidal
fit (Fig. 1f, left).

We then determined explained variance, i.e. the proportion of
spontaneous alpha fluctuations explained by gastric phase. The
rationale for determining explained variance is described in Fig. 2
(see also Material and methods). It relies on the comparison be-
tween the variance of the original alpha amplitude envelope and
the variance of the alpha amplitude envelope sorted by gastric
phase. We found that in the significant clusters gastric phase ac-
counted for 8.070.5% (range across participants: 4.4–12.1%) of the
variance of alpha amplitude.

Control analyses

MI is in principle independent from power (Tort et al., 2010),
but we nevertheless verified that gastric-alpha coupling was not
driven by EGG nor alpha power. There was no significant corre-
lation across participants between MI and 10–11 Hz power aver-
aged across the significant clusters (Spearman ρ¼0.24, p¼0.35).
EGG power did not correlate with MI either (Spearman ρ¼�0.34,
p¼0.178). We also estimated the false positives that our statistical

approach might generate. We tested whether any of the 1000
surrogate data sets created to estimate chance level could give rise
to cluster statistics as large as those produced by original data. We
did not find any surrogate data set where two clusters were as
large as the two empirical clusters, thereby showing that the
Monte-Carlo probability of obtaining the two empirical clusters by
chance was smaller than 0.001. The probability of obtaining by
chance a single cluster larger than one of the two original clusters
was p¼0.0053.

Gastric-alpha coupling occurs in parieto-occipital regions and right
anterior insula

We then identified the cortical regions where significant gas-
tric-alpha coupling takes place. We computed a time series of 10–
11 Hz power per voxel per participant using a beamformer-based
source localization, computed gastric-alpha coupling at each voxel
using the MI and applied the same statistical approach as at the
sensor level. Significant gastric-alpha coupling took place in two
anatomical regions (Fig. 3 and Table 1). The posterior cluster (sum
(t)¼538.60, MonteCarlo p¼0.014) comprised the parieto-occipital
sulcus and calcarine fissure bilaterally. The anterior cluster (sum
(t)¼383.20, MonteCarlo p¼0.044) was centered on the right
anterior insula.

Directionality of interactions between stomach and brain

Lastly, we tested whether the stomach influenced the brain or
vice-versa. Since the gastric rhythm is intrinsically generated in
the stomach (Bozler, 1945; Suzuki et al., 1986; Sanders et al., 2014),
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we expected that the ascending direction, from stomach to brain,
would predominate. We computed transfer entropy, a measure of
directionality of information transfer, between the filtered EGG
signal and amplitude envelope of the 10–11 Hz MEG signal, sepa-
rately for the right anterior insula cluster and for the posterior
parieto-occipital cluster. Information transfer was greatest from
stomach to brain (Fig. 3) for both the parieto-occipital cluster
(t(16)¼3.07, p¼0.015, Bonferroni corrected) and the anterior in-
sula (t(16)¼7.98, po10�5, Bonferroni corrected).

Discussion

We show here that the temporal structure of large-scale
spontaneous brain dynamics is coupled with gastric signals. Gas-
tric-brain coupling was revealed by a modulation of the amplitude
of the alpha rhythm by gastric phase, in the parieto-occipital sul-
cus and calcarine fissure bilaterally and in the right anterior insula.
These results show that the basic rule linking the phase of slow
rhythms with the amplitude of higher frequency rhythms, so far
observed only within the brain (Bragin et al., 1995; Canolty et al.,
2006; Schroeder and Lakatos, 2009; Buzsaki, 2010), can be ex-
tended to interactions between brain and viscera. 8% of sponta-
neous alpha fluctuations were explained by gastric phase, and
gastric-alpha coupling appears to be driven by ascending signals
from stomach to brain.

We found that the largest component of spontaneous brain
activity, the alpha rhythm, is locked to gastric phase. The alpha
rhythm is known to exert an inhibitory influence on spike-firing
rate (Haegens et al., 2011) and has a versatile impact on percep-
tion, attention and memory (Palva and Palva, 2007; Jensen and
Mazaheri, 2010; Klimesch, 2012). Given the wide range of

perceptual and cognitive correlates of alpha oscillations, the gas-
tric rhythm might impose a slow temporal constraint over a range
of processes, including basic stimulus detection that displays slow
fluctuations (Monto et al. 2008) in the gastric frequency range.

Interestingly, the parieto-occipital regions where we find gas-
tric-alpha coupling are not only associated with alpha rhythm
generation (Salmelin and Hari, 1994), but they are also deactivated
in response to experimentally-induced mechanical distension of
the stomach, which leads to conscious and sometimes painful
stomach sensations (van Oudenhove et al., 2009). In addition,
electrical intraperitoneal stimulation elicits a response in the
monkey visual cortex during sleep (Pigarev, 1994; Pigarev et al.,
2006). The right anterior insula is also activated during gastric
distension (Mayer et al., 2009) and is linked to gastric frequency
changes during disgust (Harrison et al., 2010). Those experiments,
that involve active stimulation of the stomach or emotional chal-
lenges, reveal the existence of anatomical circuits relaying visceral
information to cortical structures, including occipito-parietal re-
gions and right anterior insula. Our results show that during
resting-state, in the absence of active gastric stimulation but in the
presence of the gastric basal rhythm that is continuously gener-
ated, this circuitry is functional: the alpha rhythm in parieto-oc-
cipital regions and right anterior insula is coupled to the stomach.

fMRI studies have underlined the importance of bodily signals
such as cardiac activity, respiration and blood pressure fluctua-
tions, during the resting-state. However in this literature bodily
signals are most often considered as artifacts injecting non-neural
influences on the BOLD signal (Glover et al., 2000; Birn et al.,
2006; Shmueli et al., 2007; Murphy et al., 2013). Direct measures
of cerebral electrical activity, such as MEG or EEG, although not
immune to physiological artifacts (Dirlich et al., 1997; Kern et al.,
2013) can better reveal the coupling between bodily signals and
neural activity. For instance, the brain transiently responds to
heartbeats (Schandry and Montoya, 1996; Kern et al., 2013; Park
et al., 2014; Babo-Rebelo et al., 2016, Babo-Rebelo et al. in press).
The link between those transient responses and the temporal
structure of large-scale spontaneous brain activity is not yet
known, although there are reported interactions between heart
timing and stimulus processing (Birren et al., 1963; Elliott and
Graf, 1972; Gray et al., 2009; Garfinkel et al., 2014).

Here, we show that gastric activity is directly coupled to
spontaneous neural activity. The directionality analysis we per-
formed indicates that the transfer of information is predominantly
in the stomach-to-brain direction, congruent with the fact that the
gastric basal rhythm is intrinsically generated in the stomach
(Sanders et al., 2006). We thus propose that the stomach could be
considered as an external oscillator constraining spontaneous
fluctuations of brain activity. This implies that the temporal
structure of spontaneous brain activity depends not only on neu-
ron and network properties (Buzsaki and Draguhn, 2004; Deco
et al., 2009; Petersen and Sporns, 2015), but also on a slow oscil-
lator in the stomach wall. So-called "intrinsic" brain dynamics
might thus be better understood, modeled and reproduced (Hyafil
et al., 2015; Ponce-Alvarez et al., 2015) by including visceral gen-
erators of rhythmic activity acting as external oscillators coupled
to the brain.
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Table 1
Anatomical description of the regions involved in gastric-alpha coupling, based on
Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer et al., 2002). Only
areas with more than 1% of their volume involved are listed.

Cluster / AAL region Peak t t/mm3 mm3 Percent
activation

MNI

X Y Z

Posterior
Right Calcarine 5.21 3.59 3371 22.64 8 �68 16
Right Cuneus 5.11 3.45 1396 12.25 12 �68 20
Right Precuneus 4.91 3.26 1326 5.08 12 �67 21
Left Calcarine 4.56 3.23 1854 10.26 �8 �72 20
Left Cuneus 4.41 3.13 1158 9.49 �8 �72 23
Right Lingual Gyrus 4.28 3.28 502 2.73 7 �67 8
Right Inferior Occi-
pital Gyrus

4.27 3.42 1528 19.31 44 �76 �4

Right Middle Occi-
pital Gyrus

3.92 3.29 865 5.15 48 �76 0

Left Precuneus 3.81 3.08 1825 6.47 �4 �67 28
Left Superior Occi-
pital Gyrus

3.79 3.02 177 1.62 �22 �64 24

Right Middle Tem-
poral Gyrus

3.77 3.13 401 1.14 44 �73 �3

Anterior
Inferior Frontal
Gyrus, Orbital part

4.60 3.51 4423 32.39 36 28 �8

Right Insula 4.55 3.23 1527 10.78 36 28 �5
Inferior Frontal
Gyrus, Triangular
part

4.14 3.24 327 1.90 40 33 �3

Right Putamen 3.52 2.99 372 4.37 25 22 �8
Temporal Pole, Su-
perior Temporal
Gyrus

3.46 2.97 603 5.63 32 4 �24

Right Amygdala 3.16 2.78 276 13.91 36 2 �24
Right Olfactory 2.99 2.78 195 8.43 28 9 �20
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Abstract  

Why should a scientist whose aim is to unravel the neural mechanisms of perception 

consider brain-body interactions seriously? Brain-body interactions have traditionally been 

associated with emotion, effort, or stress, but not with the "cold" processes of perception 

and attention. Here, we review recent experimental evidence suggesting a different picture: 

the neural monitoring of bodily state, and in particular the neural monitoring of the heart, 

affects visual perception. The impact of spontaneous fluctuations of neural responses to 

heartbeats on visual detection is as large as the impact of explicit manipulations of spatial 

attention in perceptual tasks. However, we propose that the neural monitoring of visceral 

inputs plays a specific role in conscious perception, distinct from the role of attention. The 

neural monitoring of organs such as the heart or the gut would generate a subject-centered 

reference frame, from which the first-person perspective inherent to conscious perception 

can develop. In this view, conscious perception results from the integration of visual content 

on the one hand, and of the subject-centered reference frame on the other hand.  
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Does it matter that the brain is embedded in a body to understand vision? Leaving 

the oculo-motor system aside, it is usually held that basic mechanisms of perception are 

independent from bodily influences except under special conditions of stress, arousal or 

emotion. We review here recent evidence suggesting a quite different picture, and explain 

how the neural monitoring of bodily signals could fill an important gap in our understanding 

of conscious vision. In the first part of the article, we argue that to understand how a 

conscious percept is formed, it is not sufficient to consider perceptual mechanisms and 

higher cognitive functions such as attention and memory. A simple but core component of 

conscious perception, first-person perspective, has to be accounted for. In the second part, 

we present the hypothesis that first-person perspective derives from a subject-centered 

reference frame. This egocentric reference frame would be created by the neural monitoring 

of visceral organs. We review the recent experimental evidence supporting the hypothesis 

that to account for the statement "I have seen the stimulus", a neural model should not only 

describe mechanisms related to perceptual detection and decision making, but also propose 

a mechanism to explain where the "I" is coming from. 

 

I. Perceptual consciousness: neither attention nor high-level cognition  

Consciousness has long been conceived as an overarching cognitive function 

associated with high-level, finely tuned behavior. In an influential pioneering model (Baars, 

1997), Baars defined consciousness as the spotlight of attention shining on the stage of 

working memory. In the following 20 years, a large number of experimental studies 

investigated the links between perceptual consciousness and attention and, to a lesser 

extent, working memory. In the section below, we review the arguments showing that those 

two high-level cognitive functions cannot explain perceptual consciousness. We argue that it 

is time to concentrate on another, core aspect of consciousness: first-person perspective or 

subjectivity.  

 

Attention is distinct from consciousness 

The idea that attention drives consciousness is appealing (Dennett, 1991; Dehaene 

and Naccache, 2001) and fits with numerous behavioral observations. For instance, attention 
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facilitates detection (Solomon, 2004) and enhances perceived contrast (Carrasco et al., 

2004). Conversely, in the absence of attention, salient stimuli may not be reported, as in 

inattentional blindness (Mack and Rock, 1998), change blindness (Simons and Levin, 1997), 

or during the attentional blink (Shapiro et al., 1997). It thus seems that both attention and 

consciousness correspond to "perceiving better".  

However, the fact that attention facilitates the report "I have seen the stimulus" that 

is the hallmark of visual consciousness does not imply that attention and consciousness are 

the same. Rather, attention and consciousness correspond to distinct neural mechanisms, 

that can both independently contribute to the final decision of reporting the presence or 

absence of the stimulus (Tallon-Baudry, 2012). This view is anchored in a growing number of 

experimental findings teasing apart the neural correlates of attention and consciousness and 

their behavioral consequences. In the past 10 years, the neural correlates of attention and 

consciousness could be repeatedly dissociated, either partly (Koivisto et al., 2006; Watanabe 

et al., 2011; Webb et al., 2017) or fully (Schurger et al., 2008; Wyart and Tallon-Baudry, 

2008; Wyart et al., 2012). In parallel, a growing number of behavioral experiments showed 

that attention can be triggered by unconscious cues or affect unconsciously processed 

targets (see e.g., (Kentridge et al., 1999; Kentridge et al., 2004; Norman et al., 2013)).  

While the idea that attention and consciousness should not be conflated gained 

strength, it is still sometimes argued that attention is a gate for consciousness. If this were 

the case, attention should always facilitate consciousness, which is contradicted by three 

lines of findings. Firstly, the neural correlates of consciousness do not necessarily depend on 

attention (Koivisto et al., 2006; Wyart and Tallon-Baudry, 2008; Wyart et al., 2012). 

Secondly, attention and consciousness can have opposite behavioral consequences (van 

Boxtel et al., 2010). Lastly, the conscious or unconscious status of the stimulus can 

determine the type of attention deployed, reversing the link of causality between attention 

and consciousness (Hsu et al., 2011).  

Other cognitive functions thought to be tightly associated with consciousness have 

seen their status revised. Neural markers of semantic information processing can be 

measured in response to unseen words (Luck et al., 1996). Unperceived stimuli can be 

maintained in short-term memory (Soto et al., 2011; Sergent et al., 2013; King et al., 2016). 

Unconscious errors are detected by the anterior cingulate cortex (Hester et al., 2005). The 
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frontal activations that were once thought to be markers of consciousness can contribute to 

unconscious and involuntary control (Lau and Passingham, 2007; Sumner et al., 2007; van 

Gaal et al., 2008) and are associated with behavioral report, rather than with conscious 

perception per se (Frässle et al., 2014). 

 Attention, memory and control can thus operate on unconscious stimuli, and 

might be influenced by consciousness rather than driving it. It follows that cognitive 

functions such as attention, memory and control, cannot explain conscious perception. It is 

thus time to reconsider the nature of perceptual consciousness.  

 

First-person perspective and subjectivity as core components of consciousness 

Experimentally, the hallmark of conscious vision is the report "I have seen the 

stimulus": it implies the existence of a subject, with his or her own first-person perspective, 

who can say "I". The point we want to make in this article is that to account for the 

statement "I have seen the stimulus", a neural model should not only describe mechanisms 

related to perceptual detection and decision making, but also propose a mechanism to 

explain where the "I" is coming from (Park and Tallon-Baudry, 2014). The combination of 

first-person perspective with visual content would give rise to subjective experience (Figure 

1). 

The famous picture associated with #TheDress provides a good example of what we 

mean by subjectivity in conscious vision. Depending on individuals, the dress presented in 

this picture can be perceived as blue and black or white and gold. A likely explanation for 

inter-individual differences in the perception of this image is that different participants 

interpret differently the nature of ambient light in the picture, and hence perceive colors 

differently (Lafer-Sousa et al., 2015). However, these mechanistic explanations do not 

account for the frustration and rage expressed by social media users at discovering the 

subjectivity of perception. Indeed, as opposed to most well-known ambiguous images such 

as the duck-rabbit or face-vase illusions, the perceived color of #TheDress does not change 

over time: a blue-black perceiver cannot know "how it feels like" to perceive the dress as 

white and gold. This example underlines the importance of the first-person perspective of 

the experiencing subject to fully account for conscious visual perception.  
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Subjectivity has long been banished from scientific investigations as a notion that 

cannot be addressed scientifically, since it is by essence private. This inheritance from 

behaviorism should not hide the fact that subjectivity is an ingredient key to conscious 

perception. Indeed, conscious perception can only exist if the stimulus is experienced by a 

subject. This point has long been emphasized by philosophers (Nagel, 1974; Chalmers, 1995; 

Searle, 2000; Zahavi, 2003; Block, 2007) but subjectivity remains absent from mechanistic 

models of conscious vision and attention.  

 

Subjective experience is not an illusion 

 The very existence of subjective experience has been denied (Dennett, 1991; 

O'Regan and Noe, 2001): subjective experience would be a post-hoc cognitive reconstruction 

rather than an immediate experience (Dehaene et al., 2006; Cohen and Dennett, 2011). 

Indeed, spontaneous subjective reports do not always survive scientific scrutiny. In change 

blindness studies for instance (Simons and Levin, 1997; Rensink, 2002), two images of the 

same visual scene differing by one item are presented in rapid succession, separated by a 

blank screen. Although the change can be massive, it often remains unnoticed. In other 

words, subjects have the feeling they see the entire visual scene – a rich subjective 

experience – but when probed they are unable to report accurately the details of the visual 

scene. We have previously (Campana and Tallon-Baudry, 2013) pointed out that while the 

experimental manipulation used in change blindness paradigm does indeed prevent the 

conscious perception of details, the subject may nevertheless truly perceive consciously the 

gist of a visual scene. In this view presented in the left part of Figure 1 and based on the 

influential reverse hierarchy theory (Hochstein and Ahissar, 2002), local details would first be 

processed unconsciously in early visual areas and rapidly combined, in a feed-forward and 

automatic manner, into a global scene in higher-order visual areas. The result of this first 

wave of computation is the gist of the scene and can be perceived consciously. The 

conscious perception of local details would require an additional and optional processing 

step proceeding from higher-order to lower-order areas.  

 The reverse hierarchy theory (Hochstein and Ahissar, 2002) was initially 

proposed to account for findings in perceptual learning but fits with experimental findings in 

the domain of  perception and attention, such as the fact that attention proceeds from 
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higher-order to lower-order visual areas (Luck et al., 1997; Mehta et al., 2000; Buffalo et al., 

2010). However, the crucial prediction that conscious percepts are preferentially formed at a 

global level remained to be validated. To test this prediction, we designed new stimuli that 

are truly hierarchical, as opposed to the classic Navon's letters (Navon, 1977; Kimchi, 1992). 

Stimuli were composed of local and global information that could be varied independently, 

but where global information existed only by virtue of local information (Campana et al., 

2016). We verified three key predictions. Firstly, participants respond faster when instructed 

to respond on global features than when instructed to respond on local features, showing 

that global information is easier to access than local details. Secondly, global information is 

computed by the brain irrespective of task demands, in line with the hypothesis that global 

information is automatically computed during the fast feed-forward sweep. Lastly, 

spontaneous reports were dominated by global information, in line with the hypothesis that 

conscious percepts are preferentially formed at a global level.  

 Conscious percepts are thus formed preferentially at the global level, and the 

conscious identification of local details is optional and time consuming, as could be predicted 

by the reverse hierarchy theory (Hochstein and Ahissar, 2002; Campana and Tallon-Baudry, 

2013). It follows that this model offers an alternative and parsimonious explanation of the 

experimental findings in the change blindness paradigm: participants truly experience the 

gist of the scene but are prevented to further analyze local details because of time pressure 

and masking effects. Subjective experience is thus not an illusion, its properties derive from 

the architecture of the visual system. However, the architecture of the visual system by itself 

does not account for subjective experience. How is subjective experience implemented?  

 

II. Accounting for the "I" in the report "I have seen the stimulus" 

A first step to account for subjective experience would be to tag some neural 

activities as being related to the subject of the experience, the "I". It could be argued that 

there is no need for a specific mechanism related to the "I", since any neural process taking 

place inside the brain could be labeled as belonging to the organism, as being "I-related". 

Earlier in this article, we have reviewed evidence that elaborated visual and cognitive 

processing can take place unconsciously, i.e. without subjective experience. Hence, neural 
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processes are not equipped by default with the "I-relatedness" necessary for conscious 

experience.  

 

A subject-centered reference frame based on visceral inputs to account for first-

person perspective 

What type of signals could be good candidates for establishing subjectivity? Signals 

originating in the body and relayed up to the brain could be self-specifying, since they could 

provide the brain with a definition of the organism. Bodily signals have been proposed to 

play a role in the emergence of subjectivity (Gallagher, 2000; Zahavi, 2003; Craig, 2009; 

Damasio, 2010). Experimental studies on agency (David et al., 2008) or bodily awareness 

(Petkova et al., 2011; Blanke, 2012; Ferre et al., 2014) underline the role of sensory signals 

from the skin, limbs, joints or vestibular system. However, this type of bodily afferences 

cannot be sufficient. Locked-in patients, who are fully paralyzed and whose brain does not 

receive any feedback on bodily movement or action performance, are nevertheless 

conscious (Tononi and Koch, 2008).  

The brain has other major sources of bodily information: the viscera, that include 

organs such as the heart and the gut, constitute another excellent but overlooked candidate. 

Both the gut and the heart are pacemakers, in the sense that they generate their own 

electrical activity. While the pacemaker activity of heart is well known, the discovery that the 

digestive tract is lined with a specific cell type that intrinsically and continuously generates a 

slow electrical rhythm is more recent (Kelly and Code, 1971; Furness, 2006; Sanders et al., 

2006).  

The potential role of this ascending information, from viscera to the neocortex, has 

been little explored so far (Critchley and Harrison, 2013; Park and Tallon-Baudry, 2014; 

Richter et al., 2017). Rather, most neuroimaging studies focused on descending commands 

from the central nervous system that regulate cardiac function (Wong et al., 2007; Thayer et 

al., 2012; Beissner et al., 2013), and control autonomic outputs such as skin conductance 

level (Nagai et al., 2004; Fan et al., 2012) or pupil diameter (Murphy et al., 2014).  

We propose to view both the gut and heart as ticking clocks that constantly send 

intrinsically-generated ascending information up to the central nervous system. They could 
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thus provide a stable source of signals defining the organism as an entity at the neural level. 

The monitoring of those signals by the brain would thereby create an ego-centric, self-

centered neural reference frame (Figure 1, right) from which first-person perspective can 

develop (Park and Tallon-Baudry, 2014).  

Note that in this mechanistic framework, ascending signals from visceral organ do not 

have to be consciously perceived. The role of visceral afferents is here purely mechanistic: 

visceral organs feed the brain with signals that become self-specifying when reaching the 

brain, and lay the basis for a self-centered referential that is not experienced as such. 

Importantly, visceral signals do not have to necessarily indicate a change in bodily state to 

contribute to conscious perception, as opposed to their proposed role in influential theories 

on the self (Craig, 2002; Damasio, 2010) or on emotion, such as the James-Lange theory or 

the somatic marker hypothesis (Damasio, 1996).  

 

Neural responses to heartbeats 

Cognitive neuroscience is fortunately equipped with a powerful tool to study the 

neural monitoring of the heart: heartbeat-evoked responses (Schandry and Montoya, 1996). 

Heartbeat evoked responses are obtained by averaging electrophysiological data time-

locked to heartbeats (Schandry et al., 1986). They can thus be considered as equivalent to 

classical evoked responses obtained by time-locking data to the presentation of a visual or 

auditory stimulus, but in this instance, the stimulus is internal. It is also important to bear in 

mind the presence of an associated cardiac artefact, because sensors on the head pick up 

not only the neural response to heartbeats, but also the electro-cardiogram (Dirlich et al., 

1997). 

Heartbeat evoked responses share a number of properties similar to classical sensory 

responses. Heartbeat evoked responses are modulated by attention, e.g. when participants 

have to count the occurrence of their own heartbeats, and the amplitude of the heartbeat 

evoked response relates to accuracy at the heartbeat counting task (Schandry et al., 1986; 

Montoya et al., 1993; Pollatos and Schandry, 2004; Canales-Johnson et al., 2015). The 

amplitude of the heartbeat evoked response depends on participant's state as measured by 

alpha power (Luft and Bhattacharya, 2015) or by sleep stages (Lechinger et al., 2015). 
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Heartbeat evoked responses are also modulated by emotion (Fukushima et al., 2011; Couto 

et al., 2015).  

A possible origin of neural responses to heartbeats is the neural discharge of the 

mechano-receptors in the heart wall and aortic arch (Shepherd, 1985; Armour and Ardell, 

2004). Those mechanoreceptors discharge at each cardiac cycle in response to the 

mechanical distortions of the cardiac and aortic walls. This information is relayed, through 

spinal and vagal pathways, to the nucleus tractus solitarius, the parabrachial nucleus and to 

the thalamus. Those nuclei in turn target a number of structures: the amygdala, the 

cerebellum, hypothalamus, locus coeruleus and nucleus accumbens, but also cortical 

structures such as the primary and secondary somatosensory cortices, the insula or the 

ventral anterior cingulate / ventro-medial prefrontal cortex (vACC-vmPFC) (Vogt et al., 1987; 

Pritchard et al., 2000; Henry, 2002; Van der Werf et al., 2002; Critchley and Harrison, 2013). 

A direct spinal projection could recently be traced up not only to insular and secondary 

somatosensory cortex, but also to cingulate motor areas in monkeys (Dum et al., 2009). It is 

worth mentioning that the mechanisms and pathways underlying neural responses to 

heartbeats are so far poorly characterized. The mechano-receptor hypothesis is compatible 

with known physiology and anatomy, but it has not been investigated directly by recording, 

for instance, neural discharges in response to heartbeats in nucleus tractus solitarius and 

cortical target sites. Recent findings suggest that other mechanisms might also play a role. 

For instance, somatosensory signals from the skin in the heart region might also contribute 

(Khalsa et al., 2009). It has also recently been discovered that local changes in blood 

pressure provoke changes in spontaneous neural firing in rodent slices (Kim et al., 2016), 

suggesting that vascular events can directly affect neural activity, at least in vitro.  

While the insula has often been presented as the primary visceral area, anatomy 

suggests a much more distributed pattern, as described in the preceding paragraph. 

Functional results confirm a distribution of neural responses to heartbeats in several regions 

predicted by anatomical pathways. In human intra-cranial recordings, neural responses to 

heartbeats have been observed in the primary somato-sensory cortex (Kern et al., 2013), the 

vACC-vmPFC and the insula (Babo-Rebelo et al., 2016b). Source reconstruction of magneto-

encephalographic (MEG) and electro-encephalographic (EEG) data points to neural 

responses to heartbeats in vACC-vmPFC (Park et al., 2014; Babo-Rebelo et al., 2016a) and 
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mid-cingulate motor cortex (Park et al., 2016). Functional responses have also been 

observed in other regions not directly predicted by anatomical pathways, such as the right 

angular gyrus (Park et al., 2014) and posterior cingulate cortex (Babo-Rebelo et al., 2016a; 

Babo-Rebelo et al., 2016b). 

 

Heartbeat-evoked response and perception of gratings at threshold 

Neural responses to heartbeats before stimulus onset predict whether a faint 

stimulus at detection threshold will be perceived or missed. We (Park et al., 2014) presented 

participants with gratings at threshold for detection (Figure 2A). At each trial, when 

participants fixated properly, the fixation mark turned red to indicate the beginning of the 

trial. After a variable delay, a grating could appear or not. Participants were simply required 

to indicate at the end of the trial whether a stimulus had been presented or not.  

A classical approach to such an experiment would be to focus on perceptual 

processing and decision making. Here, we adopted a different perspective. Our hypothesis 

was that part of the fluctuations between the report 'I have seen the stimulus' (hits) and the 

report 'I have not seen anything' (misses) is related to fluctuations of the 'I' and would be 

indexed by fluctuations in neural responses to heartbeats. We thus analyzed heartbeat 

evoked responses, measured with magneto-encephalography, before stimulus onset, during 

the warning interval (Figure 2B). Heartbeat evoked responses were larger in hits than in 

misses or correct rejections. Differential heartbeat evoked responses originated from the 

ventral anterior cingulate cortex / ventro-medial prefrontal cortex region (vACC-vmPFC) as 

well as from the right inferior parietal lobule (rIPL). The difference between heartbeat 

evoked responses in hits and misses remained below statistical threshold in the right insula. 

The difference in neural responses to heartbeats occurred at a moment when there was no 

difference between hits and misses in none of the cardio-respiratory parameters we 

measured (electrocardiogram, heart rate, blood pressure, respiration rate and phase).  

 

The heartbeat evoked response co-varies with perceptual sensitivity, not decision 

criterion nor arousal 
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The amplitude of heartbeat evoked responses before stimulus onset accounts for a 

modulation of the hit rate. But what does this modulation reflect? We first checked that the 

results did not reflect a global, non-specific difference in arousal state between hits and 

misses. There was no evidence that arousal differed between hits and misses before 

stimulus onset: neither alpha power, nor pupil diameter, nor any of the measured cardio-

respiratory parameters revealed any difference. In addition, the visual response to the 

warning stimulus was identical in hits and misses, suggesting that the larger responses to 

heartbeats in hits were not the result of a general, non-specific increase in cortical reactivity. 

We then tested whether neural responses to heartbeats co-varied with sensitivity or 

criterion, and found clear-cut evidence that neural responses to heartbeats co-vary with 

perceptual sensitivity, not with decision criterion (Figure 2C). In addition, the size of the 

effects of neural responses to heartbeats on sensitivity and hit rate were similar to the 

effects of spatial attention that we observed in previous experiments. We found that the 

amplitude of the neural response to heartbeats accounts for 5 to 10 points of hit rate and for 

an 8% increase in sensitivity. Using similar gratings at threshold and manipulating spatial 

attention, we found in previous experiments that endogenous spatial attention modulates 

hit rate by 9 points (Wyart and Tallon-Baudry, 2008), and that exogenous spatial attention 

modulates sensitivity by 6% (Sergent et al., 2013). To summarize, neural activity obtained in 

response to heartbeats is used as sensory evidence in the final decision, and has as much 

influence on perceptual behavior as spatial attention would. But is it attention, or a neural 

marker of the "I"?  

 

Neural responses to heartbeats index self-relatedness 

Let us consider an attentional interpretation. It is known that when participants pay 

attention to their heartbeats, the amplitude of the heartbeat-evoked response increases 

(Schandry and Montoya, 1996). It seems unlikely that participants were counting or explicitly 

paying attention to their heartbeats while attempting at detecting a grating at threshold. 

Besides, interoceptive attention modulates activity in the insula (Critchley et al., 2004), 

whereas we found the largest differential responses to heartbeats in vACC-vmPFC and rIPL. 

However, it might be that participants' attention sometimes wandered away from the task 

and the screen, and turned inwards, to internal, task-unrelated thoughts. Such an "attention 
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inward" situation would lead to both larger responses to heartbeats and a greater 

probability of missing the stimulus displayed on screen. This interpretation does not fit with 

the observed data: larger responses to heartbeats were associated with an increase in hit 

rate, not with an increase in miss rate as predicted by the "attention inward" interpretation.  

If neural responses to heartbeats are not related to an attentional effect, how can 

they behave as sensory evidence? Neural responses to heartbeats co-vary with visual 

sensitivity but are neither directly related to visual processing, since it occurs in response to 

heartbeats outside the visual system, nor directly related to the attentional modulation of 

visual processing. To interpret this intriguing finding, it is useful to explicitly formulate the 

statement that corresponds to hits and misses. In response to the same physical stimulus, 

participants report "I have seen the grating" in hits, and "I have not seen anything in misses". 

The classical approach to determine the neural mechanisms leading to such a statement 

focuses on perceptual and decisional processes. We suggest here that neural responses to 

heartbeats might have something to do with the "I" part of the sentence, with the fact that 

this statement comes from a subject having an experience: saying "I have seen the stimulus" 

implies the existence of the first-person perspective of the experiencing subject (Park and 

Tallon-Baudry, 2014).  

This interpretation is strengthened by a series of recent experiments pointing toward 

a direct link between cardiac inputs and the self. We ran an interrupted thought experiment, 

where participants could let their mind wander freely but were interrupted from time to 

time and asked to rate the self-relevance of the current thought. In two separate 

experiments using either MEG in healthy participants (Babo-Rebelo et al., 2016a) or 

intracranial EEG in epileptic patients (Babo-Rebelo et al., 2016b), we found that neural 

responses to heartbeats indexed self-relevance (Figure 2 D). Self-relevance was defined as 

thinking about oneself, such as in "I am thirsty", or as being the subject experiencing or 

acting in the thought, such as "I will go to the supermarket this evening". Neural responses 

to heartbeats in vmPFC varied depending on whether the participant was thinking about 

himself/herself, or about an external object or event. This effect could be reproduced in 

intracranial recordings in vmPFC, with a significant correlation between the content of a 

single thought and the amplitude of neural responses to heartbeats in vmPFC during that 

thought (Figure 2E). Neural responses in the posterior cingulate cortex co-varied with more 
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experiential or agentive aspects of the self. This aspect of the self is pre-reflective, in the 

sense that one usually thinks about going to the supermarket without reflecting on oneself, 

but rather concentrating on the list of groceries. This form of pre-reflective self is always 

present in conscious mental life, but can be more (as in "I will call the travel agency") or less 

pronounced (as in "It's raining"). Note that in this interrupted thought paradigm, participants 

also rated their thoughts according to their emotional content. Neural responses to 

heartbeats did not vary with the emotional rating. 

 Neural responses to heartbeats do thus vary with self-relevance. In addition, in both 

the interrupted thought experiment and in the perception at threshold experiment, neural 

responses to heartbeats took place in the midline nodes of the default-network, that have 

been repeatedly associated with the self in fMRI (Qin and Northoff, 2011). Note that in those 

experiments (Park et al., 2014; Babo-Rebelo et al., 2016a; Babo-Rebelo et al., 2016b), the 

involvement of the insula was limited, remaining below statistical threshold. It might be that 

the insula is more involved in explicit interoception tasks, such as when participants are 

instructed to detect their heartbeats, and less so in the more automatic, unconscious 

monitoring process we targeted. 

Another line of evidence for a link between neural responses to heartbeats and self-

relatedness comes from studies on the bodily self. The experience of body ownership can be 

modulated by manipulating the synchrony between visual and tactile inputs. When those 

external stimuli are synchronized with the timing of heartbeats, illusions are enhanced 

(Aspell et al., 2013; Suzuki et al., 2013; Sel et al., in press), and neural responses to 

heartbeats co-vary with illusion strength (Park et al., 2016; Sel et al., in press). The 

modulation of heartbeat-evoked responses related to the bodily self takes place in midline 

motor and premotor regions (cingulate motor areas, supplementary motor area) (Park et al., 

2016). 

 

III. Conclusion, limitations and future directions 

We have shown on the one hand that the sensory representations most likely to give 

rise to a conscious percept have a global, integrated content, corresponding to high-level 

visual areas. On the other hand we have provided evidence that neural responses to 
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heartbeats predict conscious perception by signaling a simple form of self, in particular in 

the default network. We propose that subjective experience results from the integration of 

visual content with the self-relatedness provided by neural responses to heartbeats (Figure 

1). Note that other signals might contribute to this egocentric reference frame, for instance 

the stomach that  intrinsically generates an electrical rhythm that impacts brain dynamics 

(Richter et al., 2017), as well as proprioceptive and vestibular inputs (Blanke, 2012). Besides, 

while we focused here on perception, our proposal can in principle extend to any cognitive 

process that includes a subjective aspect, for instance subjective value in value-based 

decision-making, or emotional appraisal. 

 

From correlation to causation 

The evidence presented in this article is correlational: neural responses to heartbeats 

before stimulus onset correlate with visual sensitivity, neural responses to heartbeats 

correlate with self-relevance. Moving from correlation to causation is an important but 

notoriously difficult step. Two approaches can be considered: altering viscera-to-brain 

communication, or establishing a model that generates new predictions that can be tested 

experimentally.  

In our experiments, cardiac parameters did not vary; rather, neural responses to 

heartbeats varied in the absence of measured changes in cardio-respiratory parameters. 

While fluctuations in some cardiac parameters may not have been adequately measured, 

this suggests that neural variability, rather than cardiac variability, is crucial. To probe 

whether the neural monitoring of visceral signals plays causal role, the critical targets are 

thus the viscera-to-brain pathways and the central monitoring of visceral signals. Ascending 

pathways, from viscera to brain, can follow two routes, spinal and vagal, that are unlikely to 

be both severed in patients. In addition, both spinal and vagal pathways convey information 

in both directions, from viscera to brain and from brain to viscera. It follows that neither 

vagus nerve stimulation nor vagotomy specifically target ascending pathways. Besides, both 

interventions leave the spinal pathway intact. Still, it is worth mentioning that bariatric 

surgery, that usually implies vagotomy, increases the risk of self-harm behavior (Tindle et al., 

2010; Bhatti et al., 2016), which may point to an underlying disturbance of the self. 
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To establish a model of conscious vision that generates new predictions that can be 

tested experimentally, one needs to identify when and how sensory evidence in the visual 

system is combined with the self-related information carried by neural responses to 

heartbeats in the default network. This question taps onto the general issue of large-scale 

information integration in the brain, that is far from being solved. Still, if a specific 

integration mechanism, be it convergence in a given area or oscillatory synchrony at a given 

frequency between two areas, were identified, this mechanism could be selectively 

disrupted using transcranial magnetic stimulation for instance.  

 

Links with other experimental findings 

We have reviewed evidence relating neural responses to heartbeats to the signaling 

of self-relatedness. Other types of cardiac-related effects have been described, called 

cardiac cycle effects or cardiac synchrony effects. Cardiac activity occurs in cycles of 

contraction and relaxation of the atria and ventricles, as reflected by the peaks of the 

electrocardiogram (ECG). Between the R and T peaks of the ECG, blood pressure is maximal 

(systole), as opposed to later in the cardiac cycle where blood pressure decreases (diastole). 

Supra-threshold stimuli presented during systole vs. diastole (for review, (Park and Tallon-

Baudry, 2014); see also (Salomon et al., 2016)) are detected at different speeds in simple 

reaction time tasks and generate sensory evoked responses of different sizes. Oculo-motor 

behavior also depends on the cardiac cycle, with an excess of micro-saccades and fixational 

drifts at short latencies after the R peak, during systole (Ohl et al., 2016). However, peri-

threshold stimuli tell a different story. The detection of neither visual (Elliott and Graf, 1972) 

nor auditory (Delfini and Campos, 1972; Velden and Juris, 1975) stimuli at threshold depend 

on the timing of the stimulus with respect to the cardiac cycle. In line with those findings, in 

our experiment on vision at threshold (Park et al., 2014), the perceived or unperceived fate 

of the stimulus did not depend on its position in the cardiac cycle. It remains to be 

determined whether the self-relatedness expressed by neural responses to heartbeats and 

the cardiac-cycle effects can be reconciled in the same framework. 

 

Conclusion  
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We propose here that conscious visual experience results from the integration of 

visual content with an egocentric, self-related reference frame based on the neural 

monitoring of visceral organs (Figure 1). This proposal accounts for both the "I-related" and 

vision-related aspects of the report "I have seen the stimulus" that is the hallmark of visual 

consciousness. While recent experimental evidence support our proposal, the mechanism 

integrating visual information and neural responses to heartbeats, that are encoded in 

distinct brain areas, remains to determined. In this framework, attention is not the selection 

process that brings some items to the conscious mind, but rather a prioritization 

computational process that can operate on, or be triggered by, either consciously perceived 

or unconsciously processed stimuli. It follows from our proposal that even for a "cold" 

process such as vision at threshold, the fact that the brain is embedded into a body matters.  
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Figure 1. Subjective visual experience arises from the integration of visual content 

with an egocentric reference frame based on the neural monitoring of visceral inputs. Left, 

schematic representation of information flow in the visual hierarchy. Visual processing 

begins with an unconscious and automatic wave of feed-forward processing, generating an 

integrated visual scene representation in higher-order visual areas. Conscious percepts are 

preferentially formed at this level. The conscious retrieval of details would require an 

additional and optional descending processing. Modified from (Campana and Tallon-Baudry, 

2013). Right, the neural monitoring of ascending visceral inputs creates an egocentric 

reference frame, from which first-person perspective can develop. Modified from (Park and 

Tallon-Baudry, 2014). The integration of visual content and the egocentric reference frame 

gives rise to subjective visual experience.  

  



defines
Hits & Misses

HERs in
Hits & Misses

A.

B. C.

D. E.



 

180 

 

 

Figure 2. Neural responses to heartbeats and subjectivity. A. Paradigm: participants 

fixate a central bull's eye that turns red to indicate the beginning of a trial. After a variable 

delay, a faint stimulus may or may not appear. After another variable delay, participants are 

prompted to report whether they have seen a stimulus or not. Participants' responses 

determine hits and misses. Heartbeat-evoked responses (HER) are computed as evoked 

responses to the heartbeats occurring in the warning interval. B. HER amplitude in hits is 

larger than in misses, in vACC-vmPFC and rIPL. C. HER amplitude increase corresponds to a 

significant increase in perceptual sensitivity (left), while decision criterion does not vary with 

HER amplitude (right). D. Neural responses to heartbeats during spontaneous thoughts co-

vary with the self-relatedness of the thought, in the midline nodes of the default network. E. 

Correlation between single thought rating (thought oriented toward an external object or 

toward oneself) and the amplitude of neural response to heartbeats recorded intracranially 

from the vmPFC of an epileptic patient. Panels A-C modified from (Park et al., 2014), panel D 

from (Babo-Rebelo et al., 2016a) and panel E from (Babo-Rebelo et al., 2016b). vACC: ventral 

anterior cingulate cortex; vmPFC: ventro-medial prefrontal cortex; rIPL: right inferior parietal 

lobule; PCC: posterior cingulate cortex.  
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