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Titre de la thèse : Réponses hémodynamiques cérébrales associées aux rythmes thêta et
gamma lors du mouvement libre et du sommeil paradoxal

Résumé : Le rythme thêta est un rythme cérébral associé à l’activité locomotrice et au
sommeil paradoxal. Bien que son implication dans la communication entre régions du cer-
veau et processus mnésiques ait largement été démontrée, il persiste un manque de données
extensives dû à la difficulté d’imager l’ensemble de l’activité cérébrale dans des conditions
naturelles de locomotion et d’exploration. Dans cette thèse, j’ai développé une approche qui
combine l’enregistrement des potentiels de champs locaux à l’imagerie ultrasonore fonction-
nelle (fUS) sur l’animal en mouvement libre. Pour la première fois, j’ai pu révéler les réponses
hémodynamiques associées au rythme thêta dans la plupart des structures du système ner-
veux central avec de bonnes résolutions spatiale (100 x 100 x 400 µm) et temporelle (200
ms). Pendant la locomotion et le sommeil, les variations hémodynamiques de l’hippocampe,
du thalamus dorsal et du cortex (retrosplenial, somatosensoriel) corrèlent fortement avec la
puissance instantanée du signal thêta hippocampique, avec un décalage temporel variant de
0.7 s à 2.0 s selon les structures. De manière intéressante, les rythmes gamma hippocampiques
moyen (55-95 Hz) et rapide (100-150 Hz) expliquent la variance des signaux hémodynamiques
mieux que le seul rythme thêta, alors que le rythme gamma lent (30-50 Hz) est non pertinent.
L’hyperémie fonctionnelle de l’hippocampe suit séquentiellement la boucle tri-synaptique (gy-
rus denté - région CA3 - région CA1) et se renforce considérablement à mesure que la tâche
progresse. Lors du sommeil paradoxal, j’ai observé une hyperémie tonique globale ainsi que
des activations phasiques de grande amplitude initiées dans le thalamus et terminant dans les
aires corticales, que nous avons appelées “poussées vasculaires”. De fortes bouffées d’activité
gamma rapide (100-150 Hz) précèdent de manière robuste ces poussées vasculaires, l’inverse
n’étant pas vrai. Dans l’ensemble, ces résultats révèlent la dynamique spatio-temporelle des
signaux hémodynamiques associés à la locomotion et au sommeil paradoxal et suggèrent un
lien fort entre rythmes thêta, gamma rapide et activité vasculaire globale.

Mots-clés : Imagerie Ultrasonore Fonctionnelle - Electroencéphalographie - Rythme Thêta
- Rythme Gamma - Hémodynamique - Locomotion - Sommeil Paradoxal - Hippocampe



Thesis Title: Cerebral Vascular Patterns associated with theta and gamma rhythms during
unrestrained behavior and REM sleep

Abstract: Theta rhythm is a prominent oscillatory pattern of EEG strongly associated
with active locomotion and REM sleep. While it has been shown to play a crucial role
in communication between brain areas and memory processes, there is a lack of extensive
data due to the difficulty to image global brain activity during locomotion behavior. In this
thesis, I developed an approach that combines local field potential recordings (LFP) and
functional ultrasound imaging (fUS) to unrestrained rats. For the first time, I could image
the hemodynamic responses associated with theta rhythm in most central nervous system
(CNS) structures, with high spatial (100 x 100 x 400 µm) and temporal (200 ms) resolutions.
During running and REM sleep, hemodynamic variations in the hippocampus, dorsal thala-
mus and cortices (S1BF, retrosplenial) correlated strongly with instantaneous theta power,
with a delay ranging from 0.7 to 2.0 s after theta peak. Interestingly, mid (55-95 Hz) and
high gamma (100-150 Hz) instantaneous power better explained hemodynamic variations
than mere theta activity, while low-gamma (30-50 Hz) did not. Hippocampal hyperaemia
followed sequentially the trisynaptic circuit (dentate gyrus - CA3 region - CA1 region) and
was considerably strengthened as the task progressed. REM sleep revealed brain-wide tonic
hyperaemia, together with phasic high-amplitude vascular activation starting in the dorsal
thalamus and fading in cortical areas, which we referred to as “vascular surges”. Strong
bursts of hippocampal high gamma (100-150 Hz) robustly preceded these surges, while the
opposite was not true. Taken together, these results reveals the spatio-temporal dynamics of
hemodynamics associated with locomotion and REM sleep and suggest a strong link between
theta, high-gamma rhythms and brain-wide vascular activity.

Keywords: Functional Ultrasound Imaging - Electroencephalography - Theta Rhythm -
Gamma Rhythm - Hemodynamics - Locomotion - REM sleep - Hippocampus



“All of old. Nothing else ever.
Ever tried. Ever failed. No matter.
Try again. Fail again. Fail better.”

Samuel Beckett, Worstward Ho (1982)
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d’avoir accepté de rapporter mon travail de thèse et d’avoir pris le temps de lire et corriger
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Part I

Introduction





General Introduction

“The main way in which brains actually contribute to the success of
survival machines is by controlling and coordinating the contraction of muscles.”

Richard Dawkins, The Selfish Gene (1976)

Why do we have a brain? And why does it give us such an advantage on other species? In his
famous book, Richard Dawkins gives an elegant - and provocating - answer: our brains are
just the result of a vast program designed and built by our genes, for one purpose, and one
purpose only: survival. He depicts our body as a “survival machine”. To better explain his
point of view, he compares us to a civilization in Andromeda, 200 light-years away, wanting
to spread their culture to distant worlds. Because of the physical constraints on traveling
such long distances, Andromedans send all the information they want to transmit in a long
unbroken radio message. This message actually contains instructions on how to build a giant
computer and the program to run it, in order to establish their civilization on Earth. Just
as the Andromedans, our genes have to build a brain. Because, they cannot decide or antic-
ipate what environment we will have to live into, our genes are this long message to build
an autonomous survival machine able to adapt and cope with a changing environment: our
brain [Dawkins, 1989].

This view is directly inspired from Charles Darwin century-old groundbreaking discovery of
natural selection. He first postulated that all living entities have evolved in a direction that
would maximize the individual survival rate over other individuals within their species [Dar-
win, 1866]. Hence, primitive cellular organizations have had the decisive advantage of their
own protective membrane. Hence, first animals to benefit muscles have been able to move
in space and conquer new environments. Hence, mammalians with a centralized organ such
as a brain have been able to adapt by taking the appropriate action in an ever-changing
environment. On this evolutionary scale, brain is a rather recent invention. It is however
important to note that “recent” species have often evolved towards reducing the relative size
of low-level organs, such as liver or lungs, and increasing the relative size of the brain, at the
cost of higher energy demands.

Our brain indeed gives us a decisive advantage on plants, for instance: an additionnal degree
of adaptability. While plants or insects reproduce the same scheme to grow and expand, they
struggle to interpret and analyse the constraints of their changing environment. Brain allows
individuals to have a self-referenced strategy and to cope differentially with their individual
needs. Thus, it is not surprising that it provides us with high-level cognitive functions, such
as memory, decision-making and sensorimotor processing, while keeping the control on vital
functions such as thermo-regulation, energy supply and waste removal.
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Studying and understanding such a complex organ is thus very challenging. We can list
at least 4 major directions: 1. One must integrate highly-specialized modules encompassing
multiple levels of organization across, at varying spatial and temporal scales, in a global,
interactive, dynamic network. 2. One should capture all the aspects of the brain activity not
focusing only on one aspect of information - neuronal for instance - denying the importance of
other events. 3. One should develop tools to monitor brain activity while minimizing intrinsic
experimental biases. 4. One should aim at isolating functional units, linking structure to func-
tion, in order to decrease the global complexity of the system. Hence, the scientific approach
should ideally be integrative, multi-modal, ecological and functional. As Science progresses,
this can be achieved by combining imaging techniques or approaches like in vivo/in-vitro
studies. It is also crucial to bridge the gap between disciplines allowing researchers with
specialized background to better communicate and work in concert to develop more compre-
hensive methods of investigation.

A crucial challenge we meet here is to understand how specialized regions in the brain commu-
nicate when a subject is performing a complex task. Oscillatory electrical activity is thought
to be an effective solution to exchange messages reliably and to synchronize modular informa-
tion contained in neuronal firing. However, little is known about the metabolic and vascular
aspects of neuronal oscillations, which require sustained energy supply for a time ranging
from a few seconds to several minutes. We propose here an approach to better understand
this coupling and to have an insight into global hemodynamic brain patterns, during periods
of intense electrical activity.

In Chapter 1, we present the current state-of-the-art about brain oscillations and neural
communication. We discuss the generating mechanisms of such oscillations and their puta-
tive functions for communication in a dynamic neural network. In Chapter 2, we discuss
the importance of one specific brain oscillation: theta rhythm and its functional role in spa-
tial navigation. We will insist on the interactions between distant brain areas through the
phenomenon of cross-frequency coupling. Chapter 3 will give the reader an overview of the
current in vivo brain imaging techniques. The functional coupling between electrical events
and vascular events will be presented stressing on the multiple facets and regional depen-
dence of electrical and vascular activity throughout the brain. In Chapter 4, we describe the
technical aspects of our approach: we have developed a new protocol (mfUS-EEG) including
surgery, electrode-making, conditioning and synchronized recordings analysis. In Chapter 5
and Chapter 6, we will present our main results through the different articles that have been
published or currently under preparation. The first article details the mfUS-EEG protocol
and gives two proofs of concept. The second article deals with the dynamic spread of the
vascular pattterns associated with theta and gamma rhythms. Finally, we will discuss our
findings in Chapter 7, point out the limitations of our approach and give clues for further
extension and new scientific questions that this work has raised.
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Chapter 1

Cellular Assemblies, brain rhythms
and neural communication

From the earliest studies in psychology until the most recent advances in neuro-imaging,
neuroscience has made considerable progress in recording brain activity, with low to absent
invasiveness, increasing power and efficiency. While the scientific community is gathering huge
amount of data on brain activity, the analysis and understanding of those signals is far from
complete. This stems from the peculiar fact that the code used by neurons to communicate
remains elusive.

In this chapter, I will provide evidence in favor of a central place for brain oscillations in
neural communication. I will first present electroencephalography, from its origin to recent
advances in high-density recordings, discussing the origin and relative contribution of cellular
events to the recorded signal. Then, I will develop on the notions of cell assemblies and brain
rhythms. Finally, I will discuss the phenomenon of phase synchronization between distant
brain regions as a candidate for neural communication.

1.1 Electroencephalography

Electroencephalography is the parent of all imaging techniques, since the pioneering work of
Richard Caton, first reported in 1875. Its ease of use, low cost, low-to-absent invasiveness
(whether the electrode is inserted in the tissue or not) and high temporal resolution make
it a popular tool to record the electrical activity of neuronal networks. Importantly, EEG
measures at the macroscopic scale the summed fluctuations in the electric potential at the
microscopic scale [Buzski et al., 2012].

1.1.1 Invention

The anteriority of the discovery of “brain rhythms” has been a subject of intense debate
among scientists. The first to record electrical activity in the intact brain was Dr Richard
Caton, which he described in a short 15-line abstract, dated 1875 [Caton, 1875]. He reported
negative currents in the brain of rabbits and monkeys “that appear to have a relation to
its [the gray matter] function”. He used a string galvanometer (a primitive analogical am-
peremeter) and non-polarizable clay electrodes (see Figure 1.1).
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Forty years later, Hans Berger reported extensively the observations he had made on the
electrical activity of the human brain, through intact skull and patients with skull defects.
He commonly used himself and his son Klaus, 16, as guinea pigs for his experiments (see
Figure 1.1). Berger has been the first to record brain activity in the human intact brain,
but importantly he was the first to describe the “alpha rhythm” as a rhythmic prominent
10Hz- pattern, over the occipital region of the skull, when a patient closes his eyes. Moreover,
he proved that this oscillation was not an artifactual consequence of respiration or blood
pressure changes. He later claimed that EEG was an outstanding technological breakthrough
but also a major discovery for its diagnosis value [Berger, 1929].

Figure 1.1 – The discovery of Electroencephalography and brain rhythms (a) Several
scientists claimed anteriority in the discovery of EEG (from left to right: R. Caton, A. Beck, E.
von Marxow, V. Danilevsky, V. Neminski and H. Berger). Richard Caton is recognized as the
first scientist to record electroencephalographic signals while Berger is viewed as the father of
“brain rhythms” (b) String galvanometer and clay-recording electrodes used by A. Beck in his
experiments (c) Original recording by H. Berger on his 16 year old son. (a-b) adapted from
[Coenen and Zayachkivska, 2013] (c) adapted from [Berger, 1929].

A much less remembered discovery is the one made by Adolf Beck when he was working
with Cybulski in Krakow. As a master student, he first began to measure the excitability
at different points of the frog spinal chord and reported that while spontaneous currents
were already fluctuating, sciatic nerve stimulation added to these oscillations. His doctor-
ate work extended this finding and he first described what is now referred to as “evoked
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potentials” and desynchronization after sensory stimulation [Beck, 1890]. Adolf Beck’s work
though posterior to Caton, embraced a large body of domains and settled the milestones for
electroencephalography research.

1.1.2 From scalp electrodes to high density recordings

Electroencephalography can monitor the activity of neurons in a variety of manners, depend-
ing on the experimenter’s needs. The main principle is based on the fact that brain activity
implies the displacement of ionic charge carriers, called primary currents, through cellular
membranes that result in secondary currents in the extracellular medium. In turn, these
currents create fluctuations in the electrical field potential surrounding the tissue, which are
sensed by a recording electrode.

The spatial reach - that is the amount of individual units that contribute to the resulting
signal - can vary from one million to less than a hundred, depending on the protocol used.
I will present the most widely used protocols in extracellular brain electrophysiology. They
are all aimed at capturing variations of the electric potential in the extracellular space at
a sub-millisecond scale. These signals exhibit temporal oscillations, at different frequencies,
which are classified in distinct frequency bands (see Figure 1.2).

1.1.2.1 EEG

Electroencephalography (EEG) is the most widely used technique to monitor brain activity.
Surface electrodes are fixed onto the scalp with contact gel to minimize the attenuation by
soft tissue and maximize signal conduction to sense electrical activity. The signal recorded
is a spatiotemporally smoothed summation of individual units recorded over the whole brain
network. Because of the canceling out of uncorrelated activity in the resulting signal, EEG
reflects highly synchronous activity of a large number of neurons, such as synchronous 1Hz
delta waves in sleep. The spatial reach of EEG, which is the maximal distance within which
volume conduction occurs, is estimated between 1 cm to 5 cm (and even longer for coordi-
nated events), resulting in a spatial resolution ranging between 1 cm3 and 400 cm3 [Nunez
and Srinivasan, 2006].

Common setups use 64 to 128 electrodes regularly spaced in an EEG-headset. As the electrical
potential can only be measured between two points, the resulting signal is the difference
between all electrodes and a global reference electrode (monopolar setup). One can also
subtract the signal from adjacent electrodes (bipolar setup) thereby artificially using recording
electrodes as reference channel.

1.1.2.2 ECoG

Electrocorticography (ECoG) improves some of the limitations of EEG at the cost of inva-
siveness. Electrodes - namely screws, grid or strips - are placed in direct contact with the
dura mater, which removes the signal distortion by bone and skin. The spatial resolution of
the recorded signal can be substantially improved below 5 mm2. However, this tool cannot
be used chronically in humans due to the need to expose the meninges. The spatial reach
and quality of the signal depend on the size, shape and material of the recording electrode.
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Figure 1.2 – EEG, ECoG and LFP recordings display the same temporal structure
(a) Simultaneous recordings of three types of electroencephalographic measurements. LFP and
ECoG recordings have higher-frequency content and larger amplitudes than scalp EEG, due
to the reduced spatio-temporal averaging (b) Comparison between EEG (red) and LFP in
different structures. The high frequency component of LFP (green) enables fast action potential
extraction. (c) Comparison between surface LFP, depth LFP and intracellular recordings. The
depth LFP and intracellular recording conveys the same frequency content, except for individual
spikes, directly available in intracellular recordings. (a-c) adapted from [Buzski et al., 2012]

1.1.2.3 LFP

Local Field Potential (LFP) records the activity of any brain structure, at the cost of some
damage to the tissue located on the track of the recording electrode. Electrodes need to be
insulated to allow current flow only at the tip, before being inserted in the extracellular space
in the aimed structure. Their diameter can vary from 100 µm to less than 10 µm. Several
protocols allow impedance control to extend or reduce the spatial reach of the electrode [Pine,
1980; Brggemann et al., 2011; Chung et al., 2015].

Local Field Potential events are supposed to reflect local discharges but can sense correlated
activity in distant brain regions through volume conduction. The high acquisition sampling
rate (up to 40 kHz) captures fast events such as action potential of individual neurons. It has
been shown [Nunez and Srinivasan, 2006] that filtering the recorded signal in the frequency
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domain can separate two aspects of the brain electrical activity:

• The low-frequency component (0-500 Hz) results from the summation across a local
population of neurons of their individual synaptic currents. Synchronous synaptic ac-
tivity is required for this signal to surpass electrode noise levels.

• The high-frequency component (500 Hz-5 kHz) results from action potentials from
individual neurons. These currents are too transient to result in coherent summation,
yet their individual amplitude is sufficient to pick up non-synchronous, single unit
activity.

Thus, in most scientific work, LFP refers to the low-frequency, synaptic, component of such
signal (< 500Hz) and multi-unit activity (MUA) to the higher frequency component.

The widespread use of tetrodes and, more recently, the advent of multi-electrode arrays
and silicon probes has allowed considerable advances in understanding the generation and
propagation of neural events. Because the precise positioning of electrodes can be inferred a
posteriori via lesionning protocols, the analysis of the differential signal between two neigh-
boring electrodes can convey precise temporal information such as electric wave propagation
or phase shift between structures [Bragin et al., 1995; Lubenov and Siapas, 2009; Patel et al.,
2012].

The most precise recordings of neural activity are observed by intracellular recording pro-
cedure, using micro-electrodes or patch-clamp electrodes. These techniques give access to
the precise subliminal fluctuations in membrane potential and the spiking activity simulta-
neously. However, it is difficult to obtain intracellular recording in a large number of cells
concomitantly, making extracellular recordings the reference to study network activity.

1.1.3 The origin of extracellular currents

By placing a conductive electrode into or at the surface of the skull, one can sense the
fluctuations in the electrical field surrounding the tissue. In theory, all ionic processes from
every excitable membrane generate extracellular potentials which superimpose in the recorded
signal. The temporal coordination, amplitude and frequency of these currents shape the
resulting LFP waveform. Thus, it is critical to weigh the relative contribution of all those
processes in EEG. This is the framework of forward-modeling : inferring macroscopic signals
from microscopic events.

1.1.3.1 Synaptic activation

Synaptic currents are thought to be the main contributors of LFP, first because they consti-
tute the major source of extracellular currents in physiological conditions and second, because
their relatively slow timing enables summation to create measurable potential change [Nunez
and Srinivasan, 2006]. When a transmembrane current flows inside the intracellular space
during synaptic activation, an extracellular flow of ions has to leave the cell in the opposite
direction to maintain electroneutrality in the intracellular space. The first current is called
primary current whereas the balancing current is referred to as return current. By convention,
the site where positive charges enter the cell membrane is called a sink, whereas a site where
positive charges leave the cell is called a source. Because of the high velocity of electric waves
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in the medium, the delay between the onsets of primary and return currents can be neglected.

If the sink and source are significantly distant apart, this leads to the electrical configuration
of a dipole, which in turn generate secondary currents throughout the extracellular space by
volume conduction: positive charges flow towards the sink and negative charges flow towards
the source, orthogonally to the field lines of the resulting dipole. These currents are responsible
for the variation of the electric potential recorded by the electrode, but concomitant excitation
by a relatively large number of cells has to occur to create detectable potential fluctuations
[Gloor, 1985]. Because synaptic activation in physiological conditions is often rhythmic and
occurs at different locations on the membrane, studies have investigated the dependence
on stimulation frequency and current injection site. A phenomenon called intrinsic low-pass
filtering was found to occur and to be stronger at the soma than at the basal dendrites of
the neuron [Lindn et al., 2010]. See Figure 1.3.

Figure 1.3 – Forward modeling scheme: from extracellular currents to the Local
Field Potential (a) Electric field conforming to that of a dipole created by synaptic excitation
of a single cortical pyramidal neuron. Secondary currents are shown in solid lines, crossing the
iso-potential lines orthogonally (dashed lines). (b) (c) Forward modeling of a passive layer-5
pyramidal neuron injected with current into its basal dendrite. Extracellular potentials are color-
coded according to their response latency. Note that the fastest responses occur in the vicinity
of the soma. LFP exhibits EPSP close to the injection site, whereas it exhibits IPSP at the soma
and apical dendrites. (a) adapted from [Gloor, 1985] (b-c) adapted from [Buzski et al., 2012].

1.1.3.2 Fast action Potentials

Until recently, fast sodium action potentials were thought not to contribute significantly to
the LFP, because, though they generate large-amplitude deflections in the potential near
the soma, their short duration (< 2 ms) makes co-occurrence of such events relatively rare
[Andersen et al., 1971]. However, individual neurons firing together (for example, those re-
ceiving excitatory inputs from the same neurons) in a precise temporal window can actively
contribute to the LFP [Glickfeld et al., 2009; Bazelot et al., 2010].
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1.1.3.3 Calcium spikes

Sodium spikes are not the only axonal events that can take part in shaping the extracellular
potential. Calcium spikes differ from the aforementioned by two major features: first, they are
large (10-50 ms) and last substantially longer (10-100 ms) which make temporal summation
occur more frequently and second they can be triggered by back-propagating action potentials
to the synaptic site, and can therefore occur substantially after synaptic activity [Wong et al.,
1979].

1.1.3.4 Other events

As mentioned above, all processes that contribute directly or indirectly to extracellular cur-
rents can play a role in the fluctuation of LFP, in particular processes that influence directly
the passive or active properties of neurons. These include the resonance properties of neu-
rons [Llins, 1988], but also spike after-hyperpolarization [Buzsaki et al., 1988], membrane
excitability or the electrical activity of other neurons through gap junctions [Barth, 2003].

Though the first contributors to LFP appear to be straightforward, the latter are more
complex because they depend both on the internal state of neurons, their type, but also on
the activity of the remainder of the network. Depending on the network connectivity, the
frequency of stimulation, such influence can vary greatly. Last, an indirect type of interaction
known as ephaptic effect can occur: neurons are active entities that can “sense” the variation
in the neighboring electrical potential and can, in turn, actively react and add a positive
retro-action to these fluctuations. Hence, it is not straightforward whether large oscillations
in the LFP subserve a function or whether they are a side effect of the normal functioning
of the network.

1.1.4 Major Factors Shaping LFP

The two most important determinant of the strength of the LFP are the spatial alignment
of neurons and the temporal synchrony of the dipole generated by primary currents [Lindn
et al., 2011].

1.1.4.1 Cytoarchitecture of the generators

Pyramidal neurons have long and thick apical dendrites which can generate strong dipoles
along the somato-dendritic axis because the primary sinks or sources are separated from
return currents by significant distances. Inversely, spherically symmetric neurons, such as
thalamo-cortical neurons or basket cells with dendrites spatially distribute in all directions,
cannot. Thus, pyramidal neurons generate an open field structure, as opposed to the close
field structure of other cells [Einevoll et al., 2013]. An open field structure is obtained when
the sink and source are significantly distant apart, resulting in a sizeable current dipole thus
inducing substantial ionic flow in the extracellular medium. Conversely, a close-field structure
results in spatially restrained field lines, that do not generate substantial secondary currents.

Moreover, the typical laminar organization of pyramidal neurons in the cortex or hippocam-
pus, where pyramidal neurons are spatially aligned, enhances the superposition of active
dipoles and produces sizeable potential fluctuations. This explains why the amplitude of the
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LFP is largest in the cortex than in subcortical structure and also why desynchronized EEG
predominates in mammalian species (except for rodents), due the highly folded nature of
their cortex [Niedermeyer and Silva, 2005]. Indeed a laminar organization is a prerequisite to
produce brain oscillations. The dendritic arborization can also play a role in the way dendritic
intracellular currents are transmitted to the extracellular medium.

1.1.4.2 Temporal correlations

Another major factor that directly influences the amplitude of the recorded LFP is the degree
of temporal correlation - or synchrony - of LFP generators. Thus, if the primary transmem-
brane currents originate from asynchronous events, they will seldom produce a significant
contribution to the LFP (unless they last for a substantial time). However, correlated spike
trains might generate strong extracellular currents, though they are very transient, for in-
stance when several pyramidal neurons receive input from the same location or during burst
firing. The most striking example of this is the emergence of large-amplitude LFP signals
observed in the cerebellar cortex when synchrony is imposed from an extracellular source
[Kandel and Buzski, 1993].

1.1.4.3 Forward and Inverse Problem

So far, I tried to isolate and weigh the different contributors at the cellular level in their
contribution to the recorded LFP. This is known as the forward problem or forward modeling.
One faces the inverse problem when trying to infer microscopic events (such as current sinks
or sources) from macroscopic recorded events. A considerable progress has been made in this
field and it becoming possible to determine precisely the current source density - a quantity
that represent the net current entering or leaving the extracellular space - using tetrodes,
high density electrode arrays or silicon probes.

1.1.5 Precautions in the interpretation of LFP data

1.1.5.1 Volume Conduction

Volume conduction is the phenomenon responsible from the transmission of the electric field
to movement of ions in the extracellular space, and production of the recorded signals. The
characteristics of volume conduction depend on the features of the conductive medium and
are mathematically described by Maxwell’s quasi-static approximation. However, volume
conduction poses a problem in the interpretation and localization of the primary signal as
well as the functional meaning of the relationship between signals recorded from different
brain locations. Namely, volume conduction can be responsible for contamination of large-
amplitude signals generated in brain structure that superimpose in an electrode location
where the signal is relatively weak.

1.1.5.2 Locality of the Local Field Potential

Modeling studies have estimated the spatial reach - which can be defined as the distance
within which 95% of the recorded signal originates - of LFP between 200 µm to several mil-
limeters. The discrepancies in these studies are partly explained by the fact that the temporal
correlations in the underlying synaptic events are a major confounding factor. Biophysical
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forward modeling revealed that LFP has a spatial reach of about 200 µm in case of uncorre-
lated sources, whereas LFP signals increased without bounds with population size in highly
synchronous sources [Lindn et al., 2011].

It remains unclear however to what extent distant neurons contribute to the local field poten-
tial, because synchronized synaptic inputs from distant individual neurons have been shown
to generate strong potential fluctuations up to the mm range, because the distant location
of generators from the recording electrode is counterbalanced by the increased number of
contributors [Kajikawa and Schroeder, 2011]. Hence, it is difficult to have an accurate eval-
uation of the required number of neurons to elicit detectable LFP oscillations. In any case,
the term local field potential appears to be misleading and some authors have proposed the
more neutral term of Electrical Field Potential, to not assume that the spatial reach of depth
electrodes indeed is local.

1.1.5.3 Frequency dependence

Local Field Potential recordings display a characteristic profile in that the magnitude of the
LFP power signal is inversely proportional to the frequency of the signal, which is due to
two main effects. First, the electrical properties of pyramidal cell dendrites exhibit intrinsic
filtering in the sense that high-frequency transmembrane currents exhibit much less LFP
fluctuations than for low-frequency ones. This effect is greater if transmembrane currents
occur at the somatic or apical dendrites. Second, the conversion of synaptic input correlations
into correlations between single-neuron LFP contribution is much more easily achieved at low
frequencies than at high frequency, mainly due to the fact that high frequency events have
shorter time windows. Some authors have also argued that the properties of the extracellular
medium can enhance this low-pass filtering effect [Bdard and Destexhe, 2009; Leski et al.,
2013] (See Figure 1.4).

1.1.5.4 Spike-LFP correlations

Due to the uncertainties in the interpretation of LFP, the varying contribution of individual
neurons and its dependence on precise electrode position relative to neurons, network con-
nectivity and regional population types is still a subject of active research. However, spiking
activity contributes to the LFP in many different ways, and the phenomenon of spike con-
tamination to LFP has been shown to occur especially in the high-frequency bands [Ray and
Maunsell, 2010]. Still, there is a complex relationship between spiking activity and LFP and
large-amplitude currents may be associated with strong, moderate or absent spiking.

1.2 Cell assemblies

The second part of the twentieth century has witnessed decisive technological developments
and major discoveries in cellular communication such as the recording and modeling of action
potentials [Hodgkin and Huxley, 1952] and the discovery of receptive fields in the visual cortex
[Hubel and Wiesel, 1959]. These have undoubtedly changed our understanding of the brain
and prompted the development of bio-inspired neural networks like the perceptron [Rosen-
blatt, 1958], genetic algorithms [Fraser, 1957] or self-organizing maps [von der Malsburg,
1973]. Since then, the way information is stored and processed in the brain is a subject of hot
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Figure 1.4 – Frequency dependence of Local Field Potential signal (a) Spatial reach of
the LFP for different frequency and degrees of synaptic correlation. Note the strong attenuation
at high frequency for moderate correlated input (C=0.1, 500Hz) (b-c) Forward-modeling of
a passive layer-5 pyramidal neuron injected with current into its basal dendrite. The intrinsic
dendrite filtering is shown at two recording sites: it is stronger at basal (red) than apical (blue)
dendrites. (a) adapted from [Leski et al., 2013] (b-c) adapted from [Einevoll et al., 2013].

debate and the past decades have seen a paradigm shift from population rate coding, where
information is contained in the firing rate of neurons, to temporal coding, where information
is contained in the precise timing of action potentials. This can be seen as the confirmation of
an old postulate formulated by Donald Hebb in 1949: the existence of cell assemblies [Hebb,
1949]. In this section, I present evidence for the existence of such cell assemblies and for brain
rhythms as a means to exchange information efficiently between distant brain areas.

1.2.1 Convergence within the brain

Brain architecture exhibits typical convergence from primary sensory areas specialized in the
processing of low-level information to association areas that combine this information into
high-level conceptual representations. The utmost example of this organization is the pro-
cessing of visual information in cerebral cortex, where primary layer neurons are grouped and
organized in cortical columns that respond selectively to low-level aspects of stimuli such as
orientation and direction [Hubel and Wiesel, 1959].

This has led to the hypothesis that convergence could be the ultimate way of represent-
ing information and concepts of “grandmother cell” [Lettvin et al., 1959], “gnostic unit”
[Konorski, 1967] or “cardinal neurons” [Barlow, 1972] have emerged as a possible strategy
to encode highly specific stimuli in individual neurons. Some experimentalists have indeed
reported invariant highly specific individual neuronal representations in the firing of individ-
ual neurons of human epileptic patients, such as the well-known “Jenifer Aniston” or “Halle
Berry” neurons [Quiroga et al., 2005]. This convergence has long been observed in the visual
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system, especially in the infero-temporal cortex of the monkey since the discovery of face-
selective cells by Charles Gross in 1969 [Gross et al., 1969], but the question remains whether
this way to code information is universal or not.

1.2.2 The binding problem

Though the total number of available neurons in the brain (about 1011 neurons) does not
contradict this hypothesis, this type of encoding is questionable in terms of robustness and
processing time efficacy. But more importantly, it raises the issue of perceptual binding : If
information is coded by a small number of individual neurons, how can we have a conscious
unified perception of a complex scene when information is segregated in discrete objects?
The “binding problem” indirectly asks how brain region communicate and how information
is selected and transmitted from primary regions to higher-level areas. The experiment led by
Francis Crick and Christof Koch to investigate the neural correlates of consciousness showed
that individual units who fired synchronously around 40 Hz were part of the same conscious
perception, whereas those who showed no synchrony at 40 Hz were not [Crick and Koch, 1990].
Subsequent work, especially the binocular rivalry experiment from Engel and Singer in the
visual cortex of macaque monkeys, supported this hypothesis - known as coding through
phase synchronization - in which cellular percepts were resulting of large cellular assemblies
firing synchronously at a given phase of the ongoing oscillation [Sheinberg and Logothetis,
1997; Engel and Singer, 2001].

1.2.3 Hebb’s postulate

This view is no different from the postulate formulated by Donald Hebb in 1949. In his in-
fluential book, The organization of behavior, he stated that information was not centralized
but distributed in the brain in large neuronal assemblies. These neuronal assemblies can be
described in a very broad fashion as a set or subset of cells coding for different aspects of
the same stimulus [Hebb, 1949]. The way these cell assemblies organize follows a general
principle than can be summed up as “cells that fire together, wire together”, meaning that
cells that tend to be active at the same time will strengthen their connections, so that future
reactivations of only a subset of the cell assembly would trigger the activation of the rest of
the network.

1.2.4 Experimental Evidence

Hebb’s view of brain coding has received considerable support in many disciplines. Auto- as-
sociative neural networks based on Hebbian learning such as Hopfield networks have shown to
perform memory storing, pattern rivalry and completion extremely efficiently [Hopfield, 1982].
Learning by association can be explained easily in the Hebbian framework. The discoveries
of long-term potentiation by Bliss and Lomo [Bliss and Lmo, 1973] and spike-timing depen-
dent plasticity rule (STDP) by Bi and Poo [Bi and Poo, 1998] gave strong credit to the idea
that the simultaneous activation of two neurons strengthens their connectivity. And finally,
the discoveries of cell assemblies in the rat hippocampus, which showed vast synchronous
neuronal firing at different phases of theta rhythm validated Hebbian theory [Harris et al.,
2003]. (See Figure 1.5).
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Figure 1.5 – The concept of cell assemblies to encode information - Postulate and
supportive data (a) Schematic Representation of a reverberant cell assembly by Hebb - Arows
represent neuronal connections and numbers represent connection strength (b) Experimental
data showing evidence for spike-timing dependent plasticity (STDP) in rat hippocampal neurons
- Note the short timing window [0-20 ms] for synaptic potentiation to occur, suggesting precise
timing in pre-post synaptic events (c) Cell assemblies are widely distributed in the hippocampus
of behaving rats. When individual neurons are grouped relative to their preferred spiking theta
phase, widely distributed cell assemblies firing synchronously appear. (a) adapted from [Hebb,
1949] (b) adapted from [Bi and Poo, 1998] (c) adapted from [Harris et al., 2003].

1.3 Brain rhythms

While Hebbian theory is supported by experiments, it does not address the communication
between cell assemblies. Hebb unveiled the major principle for their formation and mainte-
nance, but he was missing how they communicate. An influential current hypothesis is that
cell assemblies collectively process information through the central role of brain rhythms.

1.3.1 Functional Classification

Brain rhythms can be described as rhythmic oscillations of the electroencephalogram that
are the proxy of physiological coordination and temporal synchrony in one or several struc-
tures. As said before, Hans Berger described the first brain rhythm in 1929, as a prominent
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rhythmic oscillation at 8 to 12 Hz, strongest over the occipital region of the skull, specifically
occurring when the subject closes his eyes. He named it the “alpha rhythm”.

The classification of brain rhythms was formalized in 1974 based exclusively on clinical records
and mainly centered on the study of human EEG, attributing Greek letters to frequency
bands. However, many other relevant features of brain oscillations can be used such as re-
gionalization, duration of occurrence, the intra or inter-individual pattern variability and
whether or not they have a behavioral correlate. Based on these considerations, 10 to 20
different brain rhythms have been listed, ranging from infra-slow activity (<1Hz) to ultrafast
rhythms such as hippocampal ripples (150-250Hz).

As shown in Figure 1.6, brain rhythms are remarkably preserved across mammalian species,
despite great changes in brain size, weight and cyto-architectural organization. It is important
to note that the most striking fact about brain rhythms is that they cover a wide range of
behaviors (sleep, anesthesia, preparatory movement, eye-closing, focused attention, dreaming,
etc.), a wide range of temporal and spatial scales and an even larger range of species, from
mammals to insects. They play a major role in normal brain development and abnormal
neural synchronization has been linked to a large body of cognitive deficits. My thesis focuses
on theta rhythm, while a more complete and detailed review of cortical rhythms can be found
in [Buzski, 2006].

1.3.2 Generation

1.3.2.1 Global Mechanisms

Several studies have described the generation of brain oscillations, including in vivo, in vitro
and modeling studies. Different patterns of generations have been proposed and it is likely
that each neural oscillation has a specific generation process, depending on the frequency,
regionalization or physiological context [Nunez and Srinivasan, 2006; Buzski, 2006]. However,
two main generation patterns seem to occur broadly in the brain: 1. Oscillations might result
from entrainment of a population of neurons, each firing consistently at every cycle of the
oscillation, driving excitation to other neurons in the network, in a pattern similar to rhythmic
depolarization in a pacemaker. Entraining neurons are thus called pacemaker neurons. 2.
Oscillations are maintained by feedback loops inducing rhythmic periods of excitation and
inhibition that would result in rhythmic flow of ions in the extracellular space. The typical
pattern is described in Figure 1.7: Pyramidal cells activate neighboring interneurons, which
in turn inhibit excitatory input. The interneurons are in turn dis-facilitated, enabling another
round of activation. Thus propagation delays and cell types would control the frequency of
the resulting oscillation [Freeman, 1991].

1.3.2.2 Neurons as resonators

It is important to note that neurons exhibit resonance properties [Llins, 1988], some neurons
might be entrained at a given frequency whereas they will remain passive at other frequencies.
The phase-response property of neurons - that is the way neurons fire postsynaptic potential
in response to the exact timing of occurrence of presynaptic activity - is a critical factor
for the shape of resulting oscillations [Wang, 2010]. Oscillations in the membrane electrical
potential could also be caused by neurons for which the firing probability is modulated by
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Figure 1.6 – Brain Rhythms are universally present across mammalian species (a)
Functional classification of brain rhythms. The actual classification defines frequency bands of
equal length on a logarithmic scale and follows Hans Berger first initiative (Greek letters). (b)
Major rhythms are preserved in most mammalian species, irrespective of brain size and weight.
(c) Example of brain rhythms recorded in different mammalian species. Note the similarity in
ripple patterns. (a-c) adapted from [Buzski et al., 2013].

the frequency of the LFP oscillations. These neurons could fire at a different frequency from
that of LFP oscillations, or at no particular frequency [Schnitzler and Gross, 2005].

1.3.2.3 Balance between excitation and inhibition

Balance between excitation and inhibition is a crucial factor for oscillations to occur. When
inhibition is blocked pharmacologically in the cortex, activity becomes epileptic [Dichter and
Ayala, 1987] and individual neuron properties such as stimulus selectivity are also affected.
Thus the interplay between excitation and inhibition might affect cellular responses directly
and indirectly by impairing physiological brain oscillations. Modelling studies have shown
that both local and long-range inhibition is required for neurons to synchronize in the cortex
[Buzsaki, 2004]. The typical example of this is given by the thalamo-cortical recurrent net-
work: the rhythmic entrainment of cortical neurons by thalamic neurons involves rhythmic
local inhibition by reticular thalamic neurons leading to UP and DOWN states observed in
the cortex during slow-wave sleep [Steriade et al., 1993] (See Figure 1.7).

1.3.2.4 Laminar structure

As mentioned previously in subsection 1.1.4, the laminar structure and the spatial alignment
of pyramidal neurons is a critical factor to record large amplitude signals. In such struc-
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Figure 1.7 – The generation of brain rhythms requires a balance between excitation
and inhibition together with local and long-range connectivity. (a) Modeling of brain
rhythm generation in different network architecture. Local inhibition is not sufficient to generate
brain-wide rhythmicity (b) Schematic representation of the thalamo-cortical recurrent network
mixing long-range excitatory connections between cortex and thalamus and local inhibition by
reticular neurons in the thalamus (c) Generic cyclic pattern of reverberation in local networks
to keep sustained rhythmic activity over time.(a) adapted from [Wang, 2010] (b) adapted from
[Steriade et al., 1993] (c) adapted from [Freeman, 1991].

tures, the substantial distance between sinks and sources creates larger dipoles, resulting in a
broader rhythmic flow of ions in and out of the extracellular space. Hence, neurons are more
likely to synchronize to the ongoing oscillation than in close-field configuration.

1.3.2.5 Downward versus Upward Causation

Recent studies show that oscillations in the Local Field Potential result from neuronal activity,
which in turn influence excitability of surrounding neurons. Thus, there is a strong interplay
between top-down effects (local oscillations influencing neuronal activity) and bottom-up ef-
fects (the firing of individual units triggering mesoscopic changes in extracellular potential).
These two complementary phenomena are respectively called downward and upward causa-
tion. Evidence for downward causation - that is that the phase of LFP oscillations modulates
individual spiking of neurons - has been presented in studies showing spike-field coupling
[Steriade et al., 1993; Canolty et al., 2006]. For example, the modulation of membrane po-
tential in slices of rat visual cortex has been shown to modulate the excitability of individual
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neurons [Volgushev et al., 1998]. However, evidence for upward causation is less common but
a few studies have interestingly reported that rhythmic depolarizing current (including step
depolarization and burst stimulation) injections in a single cell can trigger major pattern
changes in the LFP recorded several millimeters away from the injection site and even transi-
tions between brain states, strongly similar to transitions between REM and non-REM sleep
episodes [Li et al., 2009a].

1.3.3 The function of brain rhythms

The overall preservation of brain rhythms in species, their widespread observation in almost
all major areas of the brain - from limbic, hippocampal and cortical stuctures - and their
implication on a wide range of behavioral states suggest that they are not just a by-product
of the brain’s normal functioning. Selective suppression studies have brought a definite proof
of their involvement in cognition through memory processes and task performance.

1.3.3.1 Behavioral correlates

Though the first classification of brain rhythms aimed at making associations between os-
cillation types and cognitive states (such as eye closing, focused attention or sleep), such a
relationship may not always be obvious. A given oscillation might be associated with several
apparently contradictory behaviors (such as theta rhythm during running and paradoxical
sleep) and conversely, a putative brain state can consist of a mixture of rhythms, either al-
ternating in time or even nested into one another (See Figure 1.8). Abnormal rhythms have
been observed in pathological cases such as epilepsies and their typical spike-wave pattern
[Gibbs et al., 1959]. As a result, brain rhythms should be considered as a macroscopic proxy
of underlying microscopic processes reflecting the network state, but not a state of their own.
Their length, frequency of occurrence and pattern type can thus help to classify brain internal
dynamics. For example, these features are at the basis of sleep stage classification [Loomis
et al., 1937; Dement and Kleitman, 1957].

1.3.3.2 Brain rhythms and performance

Behavioral neuroscience has accumulated strong evidence that the efficiency of brain rhythms
and more precisely the strength of the coherence between brain rhythms in distant regions
in often related to performance in a wide range of cognitive tasks including contextual learn-
ing, T-maze spatial alternation and working memory tasks. Benchenane and colleagues have
demonstrated that in a rule-shifting spatial memory task, electrophysiological responses ex-
hibit variability, with some trials showing high coherence between prefrontal cortex and
dorsal hippocampus and others showing low coherence. The degree of coherence correlated
with success rate both during learning and test phases [Benchenane et al., 2010]. Other stud-
ies showed that efficient cross-frequency coupling within anatomical structures explains the
performance in contextual learning and alternation tasks [Tort et al., 2008; Yamamoto et al.,
2014]. This holds true in numerous studies including various brain states and species [Lakatos
et al., 2008; Axmacher et al., 2010]. Hence, brain state affects performance and does so by
the efficient “use” of specific brain rhythms. Indeed, some studies have shown that changes
in performance cannot be explained by the lone power of brain oscillations, but rather by a
more efficient coupling or communication among brain rhythms.
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Figure 1.8 – Cross-frequency coupling: brain rhythms are often coupled and embed-
ded into one other Two examples of cross-frequency coupling: (a) Sharp-wave Ripples (SWR)
observed during non-REM sleep in monkeys. Those consist of large low-frequency deflections (K
complexes), intermingled with high frequency oscillations in the gamma range (30-50 Hz) and
ripple range (> 100 Hz). (b) Gamma rhythm co-occurs with theta oscillations during running
in the rat CA1 regions. Slow gamma (30-50 Hz) occurs preferentially on the descending phase
of theta oscillations, while high-gamma (100-150 Hz) predominates during the ascending phase
of theta, suggesting two separate circuits and function for each frequency band. In both cases,
the phase of the ongoing slow oscillation modulates the amplitude of the high oscillation. (a)
adapted from [Logothetis et al., 2012] (b) adapted from [Colgin et al., 2009].

1.3.3.3 Selective Suppression

Decisive conclusions came from selective suppression studies: by means of subtle electric stim-
ulation through electrodes implanted in the ventral hippocampal commissure, Girardeau and
colleagues could selectively detect and abolish sharp-wave ripple (SWR) events during slow-
wave sleep (SWS). These ultrafast oscillations have long been proposed [Buzski, 1989], and
later proved, to facilitate replay of past events for memory consolidation [Lee and Wilson,
2002; Foster and Wilson, 2006]. Rats stimulated during SWR events showed clear deficits
in memory consolidation in a conventional radial maze task, whereas rats stimulated during
control periods did not [Girardeau et al., 2009; Ego-Stengel and Wilson, 2010]. More recently,
Boyce and colleagues used the same principle to prove that REM sleep was selectively im-
plicated in memory contextual memory and novelty learning. By silencing optogenetically
GABA neurons in the medial septum during REM sleep episodes, they showed that theta
activity was necessary to reinforce memory traces. Importantly, the abolition of theta activity
during paradoxical sleep only affected contextual memory recall while cued memory-test was
left unchanged, showing hippocampal dependence [Boyce et al., 2016].

1.3.3.4 Pathological conditions

The fact that the EEG has often been linked to a specific behavioral or cognitive state has
prompted its use to detect the electrophysiological signature of high cognitive functions such
as consciousness or meditation. Abnormal oscillatory profiles have often been observed in
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patients suffering from severe pathological condition (schizophrenia, epilepsy) and EEG is
now commonly used to diagnose and treat these diseases (for instance, to reveal the precise
location of epileptic foci before surgery).

Hence, disrupted distant-brain communication and abnormal synchronizations is associated
with several pathological conditions and neuropsychiatric disorders including epilepsy, schizophre-
nia, dementia, and in particular, basal ganglia disorders such as Parkison’s disease [Traub,
2003; Jeong, 2004; Hutchison et al., 2004]. Evidence from insect studies show that synchro-
nization is associated with sparsening of odor representation [Perez-Orive et al., 2002] and
that a balanced pattern in synchronization and desynchronization both in time and space is
fundamental for the brain to function efficiently [Schnitzler and Gross, 2005].

1.4 Communication through Phase Synchronization

How is the information distributed in the brain? What is the nature of the neural code?
How do single units communicate? The opposition between the seemingly random firing of
individual neurons and the transient repetitive patterns in LFP recordings (like the alpha
rhythm first discovered by Hans Berger) raised the question of the encoding of information
within the brain and conversely, its decoding.

1.4.1 Cross-frequency coupling

Fast and slow oscillations are not associated with the same spatial scale and therefore modu-
late activity of different cell population sizes. Considering the low-pass filtering effect occur-
ring in the extracellular medium, the fast timescales necessary for gamma frequency synchro-
nization (between 5 to 30 milliseconds) cannot easily be transmitted to large-scale networks,
whereas low-frequency oscillations can [Von Stein and Sarnthein, 2000]. Thus, combining high
and low frequencies can be seen as an efficient means to transmit information throughout the
brain at a fine temporal scale, in a process similar to frequency modulation.

Cross-frequency coupling (CFC) is a statistical dependence between the different frequency
components of a brain oscillation: the classical example is phase-amplitude cross-frequency
coupling, where the phase of the slow-frequency oscillation modulates the amplitude of the
high frequency oscillation (see Figure 1.8). CFC can also display phase-phase coupling or
phase-frequency coupling [Jensen and Colgin, 2007]. It has been observed in a variety of ex-
perimental conditions, across species and anatomical structures [Bragin et al., 1995; Osipova
et al., 2008; Tort et al., 2009; Axmacher et al., 2010]. It has received considerable attention
because in the case of phase-amplitude coupling, because there are functional correspondence
between the low-frequency phase - the local excitability - and the high-frequency amplitude -
the local cell assembly activity [Lakatos, 2005; Jensen and Colgin, 2007]. This view is compat-
ible with the communication through coherence hypothesis that I will introduce later [Fries,
2005].

In Figure 1.8, I present two examples of CFC. The first example is the co-occurrence of high-
amplitude low-frequency deflections and low-amplitude high-frequency oscillations both in
the gamma (30-50 Hz) and ripple band (100-150 Hz) in the macaque monkey. When aligning
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all SWR events to the oscillation trough, which corresponds to the moment of highest ex-
citability, we can see that the amplitude of higher oscillations is phase-locked to the trough
of the K-complex [Logothetis et al., 2012]. The very same phenomenon occurs in the CA1
region of a behaving rat, where fast (55-95Hz) and slow (30-50Hz) gamma superimpose at
different preferred phases of the theta oscillation. These two gamma-bands show spike-field
correlations in different regions of the brain and are thus thought to synchronize neural events
from different regions. Precisely, low-gamma is involved in CA3-CA1 coherence whereas high-
gamma showed MEC-CA1 coherence [Colgin et al., 2009].

Tort and colleagues have demonstrated that phase-amplitude coupling can be dynamic and
rapidly changing in a task-related manner [Tort et al., 2008], but more importantly they
have shown that the strength of CFC is a robust predictive biomarker of learning, and not
a mere byproduct of brain activity, independent of behavior. This finding can be seen as an
increase in communication gain (and thus energy saving), because enhanced CFC does not
entail enhanced energy demands [Tort et al., 2009].

1.4.2 The Communication Through Coherence Hypothesis

Phase synchronization is thus a dynamic, broad and wide phenomenon in the brain. If some
of its mechanisms are currently being studied, revealing band-specific cell populations [Wulff
et al., 2009], the functions of phase-amplitude coupling remain elusive. Several postulates
have been proposed such as “coincidence detection” between two cell assemblies projecting
into the same target region. Another framework proposes that phase synchronization provides
“windows of opportunity” for cell assemblies to either potentiate or depress. Depending on
the phase occurence of the synaptic inputs, those might arrive during high excitability peri-
ods and lead to LTP or the opposite effect might occur (see Figure 1.9). This phenomenon
would be an efficient way to form or actualize the connection between large cell assemblies,
during memory encoding or maintenance [Fell and Axmacher, 2011].

Fries first formulated a promising proposition in 2005 suggesting that phase synchronization
enable enhanced neural communication between cell assemblies thus providing dynamic and
efficient distant communication between sending and receiving areas. This is known as the
Communication Through Coherence (CTC) hypothesis [Fries, 2005].

1.4.2.1 Principle

The main idea of CTC is that if high excitability is associated with the trough of the ongoing
oscillations, then stimuli consistently time-locked to the trough of the oscillation would ben-
efit more effective transmission than the ones time-locked to the peak of the oscillation. In
short, strong effective communication requires coherence. In Figure 1.9, I present a schematic
representation of three brain regions oscillating in phase (blue-red) and out-of-phase (blue-
black). The communication between the first two regions is more effective because spike
leaving one region consistently arrive during high excitability periods. If the two regions do
not oscillate in phase or at the same frequency, then inputs arrive at random phase of the
excitability cycle and will have a lower effective connectivity in fine.

This framework not only integrates the notions of cell assemblies and brain rhythms, as

37



BERGEL Antoine - PhD Thesis - 2016

Figure 1.9 – Communication through Phase Synchronization across distant brain
areas (a) Neural Synchronization results in enhanced neural communication: two brain areas
oscillating in phase can share information efficiently because spike leaving the sending region
arrive at peak excitability in the receiving region whereas regions oscillating out-of-phase receive
spikes in low excitability periods. (b) Putative functions of phase-synchronization. Two brain
areas oscillating in phase can send spike to a target region synchronously. Synchronization
can thus serve as a coincidence detector to form cell assemblies. (c) Putative effect of theta-
synchronization: alternating periods of high and low excitability might result in successive LTP
and LTD windows to segregate neural ensembles and enhance synaptic weights at specific theta
phases. (a) adapted from [Fries, 2005] (b-c) adapted from [Fell and Axmacher, 2011].

a mechanism for effective communication, but also explains how a postsynaptic region can
“select” between competing inputs: those arriving at maximal excitability benefit from higher
synaptic gain and are more efficiently processed than other competing presynaptic trains.

1.4.2.2 Challenges

The first formulation of the CTC hypothesis was challenged by several studies, because it
did not account for the increasing conduction delays between distant regions. Hence, taking
these delays into account would make zero-phase synchronization uneffective. To cope with
this problem, Fries proposed that multi-directional synchronization occurs with conduction
delays [Fries, 2015] and that they account for the inter-laminar phase inversion observed
in physiological conditions [Bragin et al., 1995; Kerkoerle et al., 2014]. These typical inter-
laminar delays compensate with the conduction delays both in the feedforward gamma flow
transmission and re-entrant feedback in the sending areas [Bastos et al., 2015].

1.4.2.3 Experimental Evidence

The CTC hypothesis has received considerable experimental support. Several studies have
reported that postsynaptic rhythm modulates input gain in synaptic transmission [Cardin
et al., 2009], that strong effective connectivity requires coherence between pre and post-
synaptic groups [Womelsdorf et al., 2007] and that communication is implemented through
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selective coherence [Schoffelen et al., 2011].

This assumption is in accordance with the observation that oscillations are traveling waves,
such as theta waves traveling along the septo-temporal axis of the hippocampus [Lubenov
and Siapas, 2009; Patel et al., 2012] or gamma flow in the macaque cortex [Markov et al.,
2014]. The CTC hypothesis also entails a classical tradeoff between efficient communication
and phase coding: indeed, effective communication requires using the widest available phase
range, in order to best differentiate among distinct cell assemblies. But neural synchronization
is maximal when most action potentials occur at the phase of peak excitability, which imposes
a trade-off between robustness and efficacy of neural communication.

1.4.2.4 Open Questions

The CTC hypothesis gives a functional framework for cell assemblies, brain rhythms and
neural synchronization. It emphasizes the role of coherence as a flexible dynamic tool for
effective communication. However, it also sets unresolved questions:

• Can we effectively modulate neural synchronization without changing other aspects of
neural activity, to enhance or reduce communication?

• What are the cell types and mechanisms of top-down control over, for instance, gamma-
band synchronization?

• How does this transpose to distant communication when cortical gamma rhythms are
very local?

1.5 Conclusion

In this chapter, I presented how electroencephalography pioneered brain activity monitoring
as early as 1875. It takes advantage of volume conduction to record the synchronous activity
of extracellular currents generated in cortical microcircuits. The Local Field Potential (LFP)
recordings can monitor changes in the extracellular potential at high temporal resolution and
reflects mostly the synaptic inputs of uncorrelated events. The spatial reach of LFP can be
substantially higher for synchronous activity.

Since the pioneering work of Hans Berger in 1929, brain rhythms have been extensively stud-
ied and classified. They vary in frequency, amplitude, localization and behavioral correlates.
These rhythms are generated by pacemaker neurons and entrained by reverberant excitation
and inhibition loops. Fast rhythms have a lesser spatial extent than slow rhythms and reflect
neuronal processing at different spatiotemporal scales. Brain rhythms are often embedded
into one another in a phenomenon known as cross-frequency coupling.

Considerable evidence is accumulating for brain rhythms as an effective means to synchronize
large distributed cell assemblies, to enhance neural communication and provide windows for
synaptic modification. In this framework, variations in the extracellular potential can be seen
as fluctuations in excitability resulting in an increased synaptic gain for regions oscillating
in phase synchrony. This proposition seems appealing in light of the experimental evidence
that has established a functional link between rhythms and performance, memory processes
and inter-regional communication.
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Chapter 2

Hippocampus, Memory and Theta
Rhythm

How is the external world represented in our brain? And how do brain rhythms contribute
to extract relevant information from this internal representation of time and space? Spatial
navigation requires indeed multiple cognitive functions such as perception, memory, learning
or motivation, and entails a tight coordination between the structures involved in these
diverse functions. Experimental studies have unraveled neurons which firing rate is highly
specific to a given aspect of spatial information such as location, head-direction, speed, or
even time spent in a given location. This strongly suggests the existence of modular cerebral
structures, for the encoding and processing of spatial information. In this chapter, I present
the structures involved in the representation of space and memory and I develop on the
crucial role of theta oscillations in encoding, processing and retrieval of spatial memory.

2.1 The hippocampus: Memory and Space

2.1.1 The HM case

Henri Molaison, better known as HM, was a patient, whose condition has been extensively
studied from 1957 to his death in 2008 by (among others) Brenda Milner, William Scoville
and Suzanne Corkin. This lone experimental case has brought a decisive contribution to our
understanding of memory and how our brain proceeds and stores information. In short, HM
suffered from pharmacoresistant epileptic seizures, which considerably impaired his everyday
life. In September 1953, at age 27, he underwent bilateral medial temporal lobe resection,
after neurosurgeon W. Scoville had localized these regions as epileptic foci (see Figure 2.1).

Though the surgery was successful in terms of controlling his epilepsy, HM later developed
severe anterograde amnesia - the inability to form new explicit memories - and progressive
retrograde amnesia - the loss of memories preceding his surgery [Scoville and Milner, 1957].
Strikingly, HM’s intellectual abilities were left unaltered: he showed no deficit in short-term
memory storing. His ability to learn procedures was completely unchanged and he showed
normal performance and progression in motor skill learning such as mirror writing [Milner,
1962; Corkin, 1965]. Later, HM was shown to have decreased ability to report pain, hunger
and thirst [Hebben et al., 1985].
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Figure 2.1 – Patient HM and the discovery of independent memory systems (a) HM
(Henri Molaison - left) underwent bilateral medial temporal lobe removal. Schematic represen-
tation of the brain showing the dimensions of the hippocampal resection (right) (b) Taxonomy
of memory systems and associated brain structures by Squire. Note the hierarchical structure of
Squire’s taxonomy and the fact that the double dissociation between declarative hippocampus-
dependent and implicit memory is the first node of the tree. Medial Temporal Diencephalon
stands for Hippocampus. (a) adapted from [Scoville and Milner, 1957] (b) adapted from [Squire,
1992].

The HM case was field-opening in neuroscience because it demonstrated the existence of a
double dissociation (two independent systems) between declarative memory - the memories
and knowledge than we can consciously access - and non-declarative memory - the learning of
procedures and motor skills. While the first memory system required an intact hippocampus,
the latter did not, because patient HM could still perform reliably. The question whether HM
was an isolate case or if the hippocampus was critical for memory across species was set.

2.1.2 Memory Systems and classification

This was the first established demonstration of the existence of two distinct memory systems
in the brain: one hippocampus-dependent, was involved in the formation and consolidation
of self-referenced episodic memories and another one, hippocampus-independent, dedicated
to the learning of specific procedures and motor tasks [Squire, 1986]. This classification was
further enriched, notably by the dichotomy between semantic memory, as the memory of
facts, usually referred as “knowledge”, and episodic memory, as the memory of events or
the “autobiographic memory” [Squire, 1992]. The experimental findings on patient HM have
triggered considerable interest in the hippocampus and adjacent structures, leading to a
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better understanding of its anatomy and its key role in memory processes, in both humans
and animals (see Figure 2.1).

2.1.3 Space finds its place in the hippocampus

In parallel with the findings on patient HM, the discovery of place cells in 1971 by John
O’Keefe gave the hippocampus a central role for the representation of space. John O’Keefe
and his graduate student Jonathan Dostrovsky found that the firing pattern of hippocampus
CA1 pyramidal neurons was strongly and robustly modulated by their location relative to
spatial cues in a maze [O’Keefe and Dostrovsky, 1971]. In a similar manner to what Hubel and
Wiesel described in 1962, these cells had receptive fields depending exclusively on the animal’s
location and head direction, which could hence be delimited in space. O’Keefe naturally called
this preferred location a place field (see Figure 2.2).

Figure 2.2 – First description of place cells by O’Keefe and Dostrovsky in 1971
O’Keefe and Dostrovsky reported “eight units that responded solely or maximally when the rat
was situated at a particular part of the testing platform facing in a particular direction”. The
best example of one of these units is shown (right): the cell fires specifically when the rat is in
a given location with its head pointing in A or B. Note that the first description of place cells
gives a critical importance to head direction. Adapted from [O’Keefe and Dostrovsky, 1971].

Besides the novelty of this discovery, there are two striking facts about place cells. First,
they do not depend on the sensory cues that the animal receives because the firing pattern of
place cells is independent of the animal’s trajectory to reach the place field. Thus, contrary
to Hubel and Wiesel’s orientation cells, they code for a high-order representation of space in
the brain. Second, this representation of space is remarkably allocentric (not self-referenced),
robust, stable in time and appears only a few minutes after novel environment exposure
[O’Keefe and Nadel, 1978].

Place cells suggest the existence and integration of self-motion signals, such as speed, head-
direction and proprioceptive signals. This low-level information is a necessary basis for the
elaboration of a “cognitive map” and was demonstrated subsequently, as I will introduce
later in details [Taube et al., 1990; Hafting et al., 2005]. The representation of space in the
hippocampus seems to be shared across species and place cells have been found in monkeys
[Ono et al., 1991], humans [Ekstrom et al., 2005], together with evidence for head-direction
signals and self-motion representation [Chadwick et al., 2015]. Thus, it seems that the hip-
pocampus possesses anatomical features that make it well suited for space representation in
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a broad range of species.

2.1.4 An integrative theory for time and space?

In regard of the diversity of the accumulating experimental evidence assigning a key role to
the hippocampus, researchers have tried to integrate both the memory-related and space-
related aspects (and more recently the emotional aspect) into a comprehensive model of
hippocampal function. Computational modeling studies have tried to reproduce experimen-
tal results, based on the anatomical description of the hippocampus. David Marr developed
a framework in which he proposed that the recurrent connections in CA3 are used to encode
sensory inputs in a robust manner, for a subsequent transfer to cortical areas [Marr, 1971].

In the last decades, many theories about the hippocampal implication in memory and space
have been proposed including the Declarative Theory of Hippocampal Function [Scoville and
Milner, 1957; Squire, 1986], the Multiple-Trace Theory [Nadel and Moscovitch, 1997], The
Dual-Process Theory [Aggleton and Brown, 1999] or the Cognitive Map Theory [O’Keefe and
Nadel, 1978]. The Relational Theory [Cohen and Eichenbaum, 1995] is interesting in the sense
that it does not assume anything on the type of stimulus processed by the hippocampus. It
proposes that the hippocampus, because of its peculiar anatomical configuration is required
to make associations between perceptually and conceptually distinct items. In this respect,
spatial processing is just an example of relational processing. Experimental studies showing
that information is stored in sequences through recurrent connections in CA3 support this
theory [Redish and Touretzky, 1997]. The debate is still very open and recent findings suggest
that rich and complex pattern coding schemes co-exist in the hippocampus.

2.2 The Hippocampal Formation

Its peculiar anatomy endows the hippocampus with specific functions. In this section, I
describe the known anatomical features of the hippocampus and review experimental evidence
for a functional differentiation of hippocampal sub-regions. I focus on the rat hippocampal
formation (HF), giving insight from human and monkeys when relevant.

2.2.1 General Organization

The hippocampus is a medial temporal structure present in all mammalian species and
strongly connected to all major regions in the brain. It is organized along an axis called
septo-temporal (also called dorsal-ventral or “long” axis) in rodents. In humans or monkeys
this axis is posterior-to-anterior (see Figure 2.3). The basic intrinsic circuitry is preserved
across species but shows different extrinsic connectivity along the long axis, which raises the
question whether the dorsal and ventral parts subserve the same function. Some authors
even proposed that ventral and dorsal hippocampus can be considered as different organs
[Fanselow and Dong, 2010]. The total volume of the human hippocampus is about 100 times
that of the rat, and 10 times that of the monkey [Andersen, 2007].
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Figure 2.3 – Hippocampal formation in the brain of rats, monkeys and humans The
general axial organization of the hippocampus and entorhinal cortex is preserved across species.
In rats, the axis is septo-temporal and dorsa-ventral, whereas it is antero-posterior in monkeys
and humans. Note the 90-degree orientation shift of the hippocampus long axis between primates
and rodents. Adapted from [Strange et al., 2014].

2.2.2 Neuro-anatomy along the Transverse Axis

2.2.2.1 Anatomical Projections within the Hippocampus

Thanks to decades of research on the hippocampus, a relative consensus about its anatomical
description has emerged, yet the inventory of its connections to other brain regions, and the
area delineation based on molecular expression are still evolving. Ramon y Cajal did the
pioneer work on hippocampal neuro-anatomy: his famous drawings remain the first precise
anatomical description of the hippocampus and adjacent structures. He divided, the hip-
pocampus into two major regions: a large-celled region, the regio inferio (the actual Dentate
Gyrus) and smaller-celled region: the regio superio (the actual CA region) [Ramn y Cajal,
1911]. In a strict sense, the hippocampus is constituted of three major subfields CA1, CA2
and CA3, as was first described the Lorente de No [Lorente De N, 1934]. CA stands for
Cornu Ammonis, first introduced by French neuro-anatomist De Garengeot in 1742, because
of its horn-like shape. A broader definition encompasses the Hippocampal Formation (HF),
including the Dentate Gyrus (DG), subiculum (Sub), presubiculum, parasubiculum and en-
torhinal cortex (EC). The main justification for the inclusion of these six regions is that
they are linked one to the next by a major unidirectional pathway (see Figure 2.4). The first
three links of this pathway has been early documented [Andersen et al., 1971] and will be
described below. The hippocampus shows a consistent laminar structure, resulting from the
alignment of pyramidal cells. The CA2 region is not described in details here mainly because
of its relative small size compared to other regions, though it functional implication in spatial
navigation has recently been demonstrated [Kay et al., 2016].
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Dentate Gyrus

The DG is the first step of hippocampal processing. It receives direct synaptic input from EC
through the perforant path. It is composed mainly of two cell types, the granule cell (GC)
and the DG interneurons, arranged in three layers:

• The molecular layer, which contains the dendritic trees of GC

• The granule cell layer holding the cell bodies of GC

• The polymorphic layer or hilus that contains the mossy fiber collaterals and interneu-
rons, mainly basket cells and hilar interneurons.

The GC cells axons form the mossy fiber pathway that connects to the CA3 region.

CA3 Region

The CA3 region is composed of four layers:

• The stratum radiatum, which contains direct entorhinal afferents and apical dendrites
of pyramidal cells.

• The stratum lucidum which contains thorny excrescences with complex spine shapes.
These excrescences connect the mossy fibers to CA3 pyramidal cells.

• The stratum pyramidale which contains the cell bodies of CA3 pyramidal cells.

• The stratum oriens which contains the basal dendrites of the CA3 pyramidal cells and
most of recurrent collaterals.

The mossy fiber synapse is one of the largest and most powerful synapse in the brain. A
single CA3 pyramidal cell can receive input from as much as 72 granule cells [Amaral et al.,
2007]. There are about 3,500 perforant-path synapses from EC layer II and 12,000 recurrent
collaterals from CA3 pyramidal cells [Andersen, 2007].

CA1 Region

The CA1 region receives input from the CA3 pyramidal cells by the Schaeffer’s collaterals.
This region is also composed of four layers:

• The stratum lacunosum-moleculare which contains direct entorhinal afferents and apical
dendrites of pyramidal cells.

• The stratum radiatum which contains the Schaeffer collaterals and the commissural
fibers.

• The stratum pyramidale which contains the cell bodies of CA1 pyramidal cells

• The stratum oriens which contains the basal dendrites of the CA1 pyramidal cells.

The CA1 and CA3 regions contain only 300,000 to 400,000 pyramidal cells (compared to the
1.2 million of GC). However this region contains various types of interneurons such as basket
cells, bistratified cells, trilaminar cells, etc.

46



BERGEL Antoine - PhD Thesis - 2016

Subiculum

The subiculum lies at the very end of the hippocampal formation. Some authors group
subiculum, presubiculum and parasubiculum in the subicular complex, while others men-
tion the parahippocampal region including parasubiculum, presubiculum, EC, perirhinal and
postrhinal cortex. These regions present distinct anatomical features. The subiculum starts
when the dense pyramidal cell layer of CA1 begins to broaden. It mainly receives input from
CA1 region and from EC. The subicululm is the main output pathway of the hippocam-
pal formation to all main subcortical regions including Nuccleus Accumbens (NAcc), septal
nuclei, hypothalamus and amygdala.

Figure 2.4 – The intrinsic circuitry of the hippocampal formation in rats (a) The
hippocampal formation is composed of multiple unidirectional connections between distinct
anatomical areas. The entorhinal cortex projects through the perforant pathways grouped into
the angular bundle to DG, CA3 and CA1 regions and subiculum. Mossy fibers connect DG
to CA3, which connects CA1 through Schaeffer’s collaterals. CA1 projects back to EC while
subiculum project to subcortical areas through the fimbria-fornix pathway. (b) Unfolded cir-
cuitry of the hippocampal formation. (c) Nissl stained segmentation of major structures in the
HF and parahippocampal formation. (a-b) adapted from [Andersen, 2007] (c) adapted from
[van Strien et al., 2009].

Entorhinal Cortex

The EC is both the entry point of the hippocampal circuit and its output. Like all cortical
structures, it is organized in six layers (layer I to VI). Axons project directly to DG and CA3
through EC-layer II, while direct projections to CA1 and subiculum originate from layer III.
The recurrent connections from the subicular complex terminate in layer IV. Once again, the
number of synapses connecting EC to the DG is much larger (18,000) than to CA3 (3,500)
or CA1 regions (2,500). The EC is the main source of projections to and from the neocortex,
suggesting that it receives direct input from major sensory areas.
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2.2.2.2 Major Fiber Bundles in the Hippocampal Formation

The major fiber-tract that consitutes the intrinsic connectivity of the HF is called the angu-
lar bundle. The first part of this circuitry is commonly referred to as the trisynaptic circuit
including the perforant path (synapse 1), the mossy fibers (synapse 2) and Schaeffer’s col-
laterals (synapse 3). This definition based on combined anatomical and electrophysiological
considerations, states that the output of the hippocampus is directly transmitted to cortical
and subcortical areas. Because it is now clear that these structures project mainly to EC
and subiculum, the trisynaptic circuit should be only considered as a part of the intrinsic
hippocampal formation circuitry.

The second and third major pathways in the hippocampal formation are fimbria-fornix path-
ways and dorsal and ventral hippocampal commissures. The first connects the HF to major
subcortical structures including septal nuclei, striatum, thalamus, and hypothalamus and
mammillary bodies. The latter groups the fibers crossing the brain midline to connect corre-
sponding fields in the contralateral HF regions.

More recently, several direct pathways connecting directly the hippocampus to the prefrontal
cortex have been discovered using retrograde tracers. The prefrontal cortex (PFC) and hip-
pocampus have well-established roles in memory encoding and retrieval [Bontempi et al.,
1999; Kennedy and Shapiro, 2004; Benchenane et al., 2010]. The mechanisms underlying
these functions remain elusive, but recent studies using selective optogenetics silencing show
that direct projections from Ventral Hippocampus to mPFC are critical for encoding - but
not retrieval - of task-relevant spatial cues [Spellman et al., 2015]. Another recent study has
established a direct projection from Prefrontal Cortex to Hippocampus (CA1 region) criti-
cally involved in top-down control of spatial memory, as measured in contextual fear response
[Rajasethupathy et al., 2015]. Hence, new pathways are being discovered suggesting that our
understanding of hippocampal neuro-anatomy is constantly evolving.

2.2.2.3 Hippocampal connectivity and information processing

Though common connections in the neocortex are largely reciprocal [Felleman and Van Essen,
1991], hippocampal connections are mostly unidirectional, which results in specific functions.
First, the entorhinal cortex receives both the input (in its superficial layers) from and sends
the output (from its deep layers) to the rest of the brain (mainly neocortex), suggesting a
recurrent network and setting an important role to hippocampal-cortical interactions. Second,
the hippocampus is highly connected to all major brain regions (which is preserved across
species) both to cortical (via EC) and subcortical structures (via fimbria-fornix). Third, the
hippocampus contains many types of interneurons suggesting multiple excitatory-inhibitory
loops and granting it various resonant properties. Fourth, the hippocampal formation exhibits
both serial (unidirectional synapses) and parallel (recurrent connections) processing: The
advantage of these alternating pattern organization is that in successive layers the neuronal
representations can be iteratively segregated (at parallel stages) and integrated (at recursive
stages) [Buzsaki, 2011]. Finally, there is a striking degree of convergence and divergence in
the HF, in the sense that neurons in the polymorphic layer of DG can spread information to
75% of the remainder of the network along the septo-temporal axis. This means that a small
regional change in the hippocampus can largely affect distant brain regions [Andersen, 2007].
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2.2.3 Neuro-anatomy along the Septo-temporal axis

Early experimental evidence has suggested that the hippocampal formation shows regional
differences in its electrophysiological properties, in terms of spike discharges patterns between
its dorsal and ventral parts [Elul, 1964] and lesion studies have shown that animal behavior
is differentially affected depending on the location of the lesion along the dorso-ventral axis
[Hughes, 1964; Nadel, 1968]. Based on the denser anatomical connections from the ventral
hippocampus to the amygdala [Swanson et al., 1978], it was proposed that ventral and dorsal
parts of the hippocampal formation had functionally different roles: the dorsal part would
be associated with spatial processing, while the more ventral part would be associated with
emotional memory [Gray and McNaughton, 1982]. Despite 50 years of active research, this
question is still controversial.

2.2.3.1 Anatomical Gradients

The transverse hippocampal neuro-anatomy described above is not homogenous along the
septo-temporal axis, both in terms of cortical and subcortical connectivity. The connections
from the EC to the hippocampus preserve a topological organization: the dorsal parts of the
EC connect preferentially to the dorsal parts of the hippocampus (see Figure 2.5) [Dolorfo
and Amaral, 1998]. This topography is smooth without abrupt transitions from one structure
to the other. The cortical projections to the EC are also topographically arranged in the same
way: the cingulate areas involved in emotional regulation (infralimbic and prelimbic struc-
tures) connect preferentially with the ventral part of the EC, while the retrosplenial cortex,
a structure known to be involved in spatial processing, targets the dorsal part of the EC. As
a result, the cortical-hippocampal connectivity shows a topology that maps different cortical
areas to HF regions preferentially, via preserved topographical re-routing by EC [Jones and
Witter, 2007].

The subcortical-hippocampal connectivity displays the same gradient pattern: for instance,
the dorsal half of the hippocampus projects to a small part of the lateral septum (LS),
whereas more ventral part projects to increasing portions of the lateral septum. Because the
LS preserves this topology in its projection to the hypothalamus, it comes out that dorsal
and ventral parts of the HF are connected differentially to the hypothalamus, implying a
different endocrine and autonomic response, which in turn modifies behavior differentially
[Risold and Swanson, 1996].

2.2.3.2 Genetic Gradients

As opposed to anatomical projections, which show a gradual linear transition along the septo-
temporal axis, gene expression domains show abrupt transitions and discontinuities. The
recent development of genome-scale in situ hybridization has allowed 3D gene expression
atlases of the whole brain [Lein et al., 2007]. This enables to delimit precisely and objec-
tively anatomical regions that share overlapping gene expression domains. Such an analysis
has demonstrated that the CA3 region can be separated into 9 anatomical domains (see
Figure 2.5). Importantly, these CA3 domains have sharp borders and do not follow known
anatomical delimitations for CA3, whereas CA1 and DG seem to respect a tripartite archi-
tecture between ventral, intermediate and dorsal hippocampus [Thompson et al., 2008].
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Figure 2.5 – Anatomy, Gene-expression and Functional Organization suggest differ-
ent patterns of organization along the hippocampal dorso-ventral axis (a) Anatomical
projections between Dentate Gyrus (DG) and Entorhinal Cortex (EC) suggest smooth gradual
transition of connectivity between the ventral and dorsal parts of the hippocampus (b) Genome-
scale in situ hybridization reveal 9 sharply delimited domains in area CA3 (c) Place fields show a
gradual monotonic increase in size along the dorso-ventral axis in CA3 region of rats. (a) adapted
from [Dolorfo and Amaral, 1998] (b) adapted from [Thompson et al., 2008] (c) adapted from
[Kjelstrup et al., 2008].

Such changes could explain the different electrophysiological properties observed along the
septo-temporal axis, such as neuronal excitability or synaptic plasticity. It is however im-
portant to mention that individual genes show a much higher variability in their expression
pattern, including step-like changes, gradual changes and sharp demarcations. The opposite
is also true for anatomical connections, with, for example, an abrupt division between the
ventral two-third and dorsal one-third of the HF: mossy fibers and Schaeffer’s collateral do not
cross this subdivision [Amaral and Witter, 1989]. Thus, the organization of the hippocampus
along this axis might be a superposition of sharp domains and continuous smoothly graded
transitions [Strange et al., 2014].

2.2.3.3 Functional differentiation

The functional differentiation of the hippocampus is still debated and studies have led to con-
flicting results and extensive discussions [Moser and Moser, 1998; Fanselow and Dong, 2010;
Strange et al., 2014]. I will however mention some important results about dorso-ventral
functional segregation of the hippocampal function.
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Though place cells do not exhibit a particular topography, in the sense that neighboring
place fields in actual space do not transpose easily to neighboring cells in the CA1/CA3 re-
gions [O’Keefe and Nadel, 1978], the size of place fields and the oscillation frequency exhibit
long-axis progressive gradients so that ventral place fields cover a wider range and are less
selective than dorsal ones (see Figure 2.5) [Kjelstrup et al., 2008]. This change is mirrored
by an increase in grid spacing along the dorso-ventral axis of the EC, but in contrast to the
aforementioned this gradient shows discrete step-like increases [Stensola et al., 2012].

Abrupt changes are also found in the functional role of the hippocampus to mediate fear
learning: anatomical projections to the amygdala are present only in the ventral two-thirds
of the hippocampus. This explains why the ventral hippocampus but not the dorsal part
plays a key role in mediating unconditioned fear behavior [Bannerman et al., 2002]. Finally,
some studies have revealed a specific role for the intermediate part of the hippocampus.
Selective lesions along the septo-temporal axis have shown that the intermediate hippocampus
is specifically critical for rapid place learning [Bast et al., 2009]. The functional organization
of the hippocampus seems to reveal both continuous and discontinuous patterns along the
HF long axis, which might result from the fact that anatomical and genetic organization
superimpose in both.

2.3 Neural Patterns in Rodent Hippocampus

The hippocampus is thus a complex network with a peculiar architecture displaying both
unidirectional and recurrent connectivity along its transverse axis and functional gradients
along its septo-temporal axis. The high degree of variability in interneurons together with
its strong connectivity to almost all major cortical and subcortical structures suggests a
strong implication in a broad range of functions and behaviors. In this section, I review
its most salient electrical patterns, which include both large-scale (theta rhythm) and more
local (sharp-wave ripples and gamma rhythms) oscillations. I also present briefly the main
individual cell types discharge profiles with behaviorally-relevant correlates, such as place
cells or grid cells. The putative functions of theta rhythm are presented in a separate section
below.

2.3.1 Brain Rhythms

2.3.1.1 Two mutually exclusive hippocampus states

The oscillatory activity of the hippocampus in awake rodents is dominated by two major
oscillatory profiles, a high-amplitude irregular pattern called Large Irregular Activity (LIA)
associated with stationary and consummatory behaviors such as grooming and eating, and
a small-amplitude highly regular slow activity, associated with locomotion, head movement,
arousal, anxiety - and surprisingly REM sleep - first named Rhythmic Slow Activity, and now
commonly referred as theta rhythm [Green and Arduini, 1954; Vanderwolf, 1969; O’Keefe and
Nadel, 1978].

These two states are mutually exclusive. LIA is accompanied by sharp-wave ripples (SWR)
complexes, which are a superposition of a large amplitude slow deflection and a fast oscillation
in the 140-220 Hz frequency range. Gamma oscillations (30-100Hz) can be associated with
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both LIA and theta. Other transient oscillations have been reported such as beta rhythm
[Berke et al., 2008] or flutter [Nerad and Bilkey, 2005], but they seem of minor relative im-
portance. During sleep, the hippocampus is also dominated by LIA (NREM sleep), theta
(REM sleep), an intermediate profile known as Slow-Irregular Activity (SIA) [Jarosiewicz
et al., 2002] and, as more recently described, slow-oscillations similar to cortical slow-waves
during SWS [Wolansky et al., 2006].

The classical understanding of this dichotomy between LIA and theta in the hippocampus
is that they reflect complementary functional states. Theta has long been related to spatial
memory [Landfield et al., 1972; Winson, 1978] and influential models of gradual memory
transfer from hippocampus to neocortex have been proposed [Marr, 1971]. In view of this ev-
idence, theta rhythm is commonly described as the online state of the hippocampal network,
associated with memory formation, whereas LIA and associated SWR represent its offline
mode, associated with memory consolidation and transfer to cortical areas [McNaughton,
1983; Buzski, 1989] (see Figure 2.6).

Figure 2.6 – Brain Rhythms in the Hippocampus (a) The hippocampus displays two
mutually exclusive oscillatory profiles: theta associated with exploration, locomotion and REM
sleep and large irregular activaty (LIA) prominent during quiet waking and SWS. (b) Theta
rhythm is divided into two major oscillatory profiles: type I theta (8-12 Hz) strongly associated
with locomotion and suppressed by urethane anesthesia (not shown) and type II theta (4-8
Hz) associated with immobility, arousal and anxiety, suppressed by atropine. (a) adapted from
[Girardeau and Zugaro, 2011] (b) adapted from [Kramis et al., 1975].

2.3.1.2 Theta

In this section, I present an up-to-date picture of theta rhythmicity, and experimental evi-
dence about its functional relevance.

52



BERGEL Antoine - PhD Thesis - 2016

Profile

Theta rhythm was early reported in rabbits [Jung and Kornmller, 1938] but later discovered
in most mammals including cats, rats, mice, bats, monkeys and humans [Ekstrom et al., 2005;
Ulanovsky and Moss, 2007; Jutras et al., 2013]. Most prominent in the hippocampus where
amplitudes can reach 1 to 2 mV, the oscillations are present in many cortical and subcortical
regions. In the hippocampus, it displays a characteristic laminar profile with a gradual phase
shift along the dorso-ventral axis, so that superficial and deep layers oscillate with phase
inversion [Bragin et al., 1995]. The strongest signal can be recorded from stratum radiatum
in the CA1 region. Current source analysis reveals multiple theta dipoles in CA1: inhibition
from local interneurons that receive direct projections from the medial septum (MS) creates a
source in the stratum pyramidale, CA3 input creates a sink in the stratum radiatum and EC
afferents create another sink in the stratum lacunosum moleculare, which disappears after
EC lesion [Ylinen et al., 1995; Kamondi et al., 1998; Buzski, 2002] (see Figure 2.7).

Behavioral Correlates

Theta rhythm is robustly observed during movement and exploratory behaviors, such as
running, walking, sniffing, head-turning and jumping [Vanderwolf, 1969]. It exhibits higher
amplitude during movement versus passive behavior, especially when sensory sampling occurs
at theta frequency [Terrazas et al., 2005], and theta power is strongly correlated to running
speed (theta frequency also correlates with running speed) [Rivas et al., 1996; Lever et al.,
2009] rhythmic sniffing [Macrides et al., 1982], head movement [Ledberg and Robbe, 2011] and
whisking. However, mere exploratory whisking does not exhibit theta phase locking, which
suggests that theta rhythm is involved in behaviorally relevant stimulus sampling [Berg et al.,
2006].

Figure 2.7 – Laminar Profile of Theta Rhythms and Generators in the Hippocampus
(a) Intra-hippocampal recording of 16 sites along the dorso-ventral axis in a freely moving rat
shows phase inversion on both sides of the rhinal sulcus (between r and lm, site 7 and 8).
The strongest amplitudes are recorded in the stratum radiatum (r) and stratum lacunosum
moleculare (lm). Note that gamma oscillations superimpose on theta strongly in the deep layer
especially the hilus (h) (b) Current Source Density analysis reveals multiple theta dipoles in the
hippocampus including a local source in the pyramidal layer and two sinks: one in the stratum
radiatum (Schaeffer’s collaterals) and one in the stratum lacunosum moleculare (Perforant Paths
from EC). (a) adapted from [Bragin et al., 1995] (b) adapted from [Kamondi et al., 1998].
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Classical Type I and Type II distinction

Early studies have distinguished two types of hippocampal theta which can be separated
based both on pharmacologic and behavioral grounds. Kramis and colleagues reported that
immobility-related theta (type II) oscillates in the 4-8 Hz-frequency band, is mediated by
cholinergic agonists and is suppressed by systemic injections of atropine (this minimally
affects locomotion theta in rabbits and rats) [Kramis et al., 1975]. Conversely, locomotion-
related theta (type I) oscillates in the 8-12 Hz-frequency band and is abolished by most-
anesthetics such as ethyl ether or urethane. It has a non-cholinergic profile and is likely
mediated by serotonin agonists [Vanderwolf and Baker, 1986; Crooks et al., 2012] (see Fig-
ure 2.6).

The function of type II theta is less clear than type I and can be viewed as a sensory theta,
linked to anxiety, as it is observed in the presence of predators [Sainsbury, 1998] or in terms of
preparatory movement [Bland and Oddie, 2001]. Some authors have proposed an integrative
view of hippocampal theta based on the linear relationship between theta frequency and
running speed. Burgess proposed that the two types of theta are two components of the same
relationship: the type II atropine-sensitive component of theta corresponds to the intercept of
this relationship and is independent of running speed and entorhinal afferents, whereas type
I theta corresponds to the slope of this relationship and is mainly driven by EC. They also
described velocity-controlled oscillators: neurons whose firing show theta-band modulation
increasing with running speed [Geisler et al., 2007]. A potential role for this flexible theta
modulation would be to maintain robust phase locking of sensory events to theta irrespective
of running speed. This is commonly referred to as the dual-oscillator model [Burgess, 2008].

Figure 2.8 – Multiple Oscillators Can Elicit Theta Rhythmicity (a) The classic model of
theta generation proposes that GABAergic neurons from MS-DBB provide pacemaker inhibition
to hippocampal interneurons whereas cholinergic afferents modulate cell excitability via EC
projections. (b) Evidence that theta rhythms can emerge spontaneously in-vitro without MS
afferents. Note the high similarity between in vitro and in vivo theta recording, especially phase
reversal between superficial and deep layers. (a) adapted from [Buzski, 2002] (b) adapted from
[Goutagny et al., 2009].
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Medial Septum Classic Model

An early finding by Green and Arduini showed that bilateral lesion to the medial septum
(MS) disrupts both types of theta activity [Green and Arduini, 1954]. This led to the classic
view of theta generation (see Figure 2.8): Medial Septum-Diagonal Band of Broca (MS-
DBB) area entrains hippocampal neurons at theta frequency in two manners: GABAergic MS
interneurons act as “pacemaker cells” and drive DG, CA3 and CA1 hippocampal principal
cells by rhythmically entraining inhibitory interneurons, which are phase-locked to theta
[Toth et al., 1997]. The cholinergic interneurons of the septum do not fire rhythmically at
theta frequency but are believed to modulate the excitability of other hippocampal neurons.
Cholinergic inhibition has been shown to create theta activity in deafferented hippocampal
slices [Konopacki et al., 1987]. This finding has considerably prompted the interest in in
vitro protocols to study rhythmic network activity. The role of MS is likely more complex,
as shown by the evidence that septal interneurons project to different types of interneurons
in the hippocampus, which fire at different phases of the theta cycle [Somogyi et al., 2013].

Multiple Theta Oscillators in the Hippocampus

Surgical removal of the EC disrupts the current source in the stratum lacunosum moleculare
and the remaining theta rhythm is blocked by atropine. Hence, EC cortex provides sufficient
excitatory drive to entrain CA1 neurons but is not sufficient for type II theta to occur
[Ylinen et al., 1995]. It has been demonstrated that medial septum afferents are not necessary
to produce theta rhythm: Goutagny and colleagues have shown that theta rhythms can
spontaneously occur in an isolated intact hippocampal preparation, with a similar profile
as in vivo theta. This theta activity pertained after CA3 removal and local inactivation
of intermediate hippocampus did not eliminate theta but resulted in a lack of coherence
between septal and temporal poles [Goutagny et al., 2009]. Together, these results suggest
that theta rhythm can be produced by local interactions between hippocampal interneurons
and pyramidal cells (see Figure 2.8).

Theta are traveling waves

A question remains about the origin of the needed excitatory drive provided in the isolated
hippocampus preparation. Some authors have suggested that it might arise from intrinsic
properties of some pyramidal neurons that promote resonance at theta frequency. It has
been found that many hippocampal neurons which exhibit theta rhythmic firing express
Hyperpolarization-activated cyclic nucleotide-gated (HCN) channels, which are also expressed
in the MS. These channels mediate slow depolarizing currents that can drive the membrane
back to threshold to trigger action potentials, and thus pertain rhythmic activity [Maccaferri
and McBain, 1996; Varga et al., 2008]. Recent evidence shows that theta rhythms are not
stationary but traveling along the septo-temporal axis during normal locomotion [Lubenov
and Siapas, 2009; Patel et al., 2012] (see Figure 2.9) and that theta can propagate backwards
and display reverse flow in the hippocampus following subiculum rhythmic excitation in in
vitro intact hippocampus preparation [Jackson et al., 2014]. These results suggest that theta
waves result from a network of weakly coupled oscillators and that the septal hippocampal
pole entrains the temporal pole into theta rhythmicity.
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Figure 2.9 – Theta waves are traveling along the septo-temporal axis of the hip-
pocampus (a) High density silicon probes implanted along both the transverse and dorso-
ventral axes of the hippocampus (b) The bidimensional profile of instantaneous phase reveals
wavefronts of theta waves traveling along the dorso-ventral axis. Adapted from [Lubenov and
Siapas, 2009].

2.3.1.3 Sharp-Wave Ripples

Profile

Sharp Wave Ripples complexes (SWR) are the dual of theta activity in the hippocampus.
They are observed in the CA1 region during waking immobility, slow-wave sleep (SWS) and
consummatory behaviors [Buzski, 1986; Lee and Wilson, 2002; Jadhav et al., 2012]. They are
constituted of large deflections in the 10-15 Hz-frequency band (sharp waves) accompanied
with fast oscillations: ripples (> 100 Hz) (see Figure 2.6). SWR are mainly restricted to
the hippocampus but can be observed in the EC [Chrobak and Buzski, 1996] and they are
thought to be generated locally as they robustly occur in hippocampal slices [Kubota, 2002].
Sharp wave ripples have been demonstrated to carry the replay of previous experience [Wilson
and McNaughton, 1994; Lee and Wilson, 2002]. The fact that this replay displayed a strong
temporal compression was believed to convey encoding of spatial experience at a temporal
scale consistent with the time constants of STDP [Bi and Poo, 1998]. Later studies showed
that selective disruption of SWR during SWS impaired memory, definitely establishing the
role of replay in memory consolidation [Girardeau et al., 2009; Ego-Stengel and Wilson, 2010].

Generation

The actual evidence about SWR generation shows that sharp waves are excitatory events
that arise from CA3 afferents, whereas ripples are generated locally in the CA1 region by
basket cells interneurons. CA1 place cells have been demonstrated to be phase-locked to
ripples whereas CA3 place cells are not [Csicsvari et al., 1999]. CA1 ripple frequency has
been found to positively correlate with sharp-wave magnitude in sleeping rats, which could
be a mechanism of modulation for CA1 to send stronger output to downstream target, such
as neocortical sites implicated in memory storing [Sullivan et al., 2011]. Finally, it has been
shown that CA1 place cells receive shunting inhibition from ripples and that LTP between
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CA3 and CA1 decreased in hippocampal slices, supporting the idea that ripples support
memory consolidation by inhibiting encoding mechanisms and sending only the most strongly
encoded patterns to downstream targets [English et al., 2014].

Function

The classical putative function of SWR is to perform offline memory consolidation, which
is consistent with the unconscious state of SWS but the discovery of awake SWR and re-
verse replay has shed a new light on our understanding of SWR [Foster and Wilson, 2007].
Recent evidence has shown functional implication in memory tasks during active “online”
processing. It is critical for normal processing that place cells fire at times when the animal
is outside of their place field (during sleep for instance): in this case, they need another type
of excitatory input which can be provided by sharp waves [English et al., 2014]. Two influ-
ential studies have supported the idea that SWR are involved in spatial planning: Jadhav
and colleagues have first demonstrated that disruption of awake sharp-wave ripples impaired
memory-guided trajectory planning and Pfeifer and colleagues have observed that place cells
sequences observed during SWR (occurring during rest periods of the task) encode paths
subsequently taken by the animal to reach goal locations [Jadhav et al., 2012; Pfeiffer and
Foster, 2013]. SWR have also been involved in intrinsic processes like memory retrieval, future
event envisioning or imagining experience that has never happened [Carr et al., 2012].

2.3.1.4 Gamma

Profile

Gamma rhythms have long been observed in visual cortical areas [Gray et al., 1989]. Hip-
pocampal gamma rhythms have received late attention, mainly owing to the fact that they
are of lower amplitude than theta, SWR or cortical gamma [Hughes, 1964]. Additionally,
gamma rhythms encompass multiple frequency bands, ranging from 25 Hz to 150 Hz. In
rodents, accumulating evidence shows that gamma can be divided into, at least, two distinct
components: low-gamma (slow-gamma) oscillations in the 25-50 Hz and high-gamma (or fast
gamma) oscillations in the 60-100 Hz frequency range [Bragin et al., 1995; Csicsvari et al.,
2003; Colgin et al., 2009]. Some authors have reported an additional high gamma band in
the range of 100-150 Hz, or high frequency oscillations (HFO), but this latter subdivision is
less widely spread [Belluscio et al., 2012; Tort et al., 2013].

Generation

The dominant model of gamma generation proposes that slow and fast gamma rhythms
are generated by different mechanisms in CA1: slow gamma activity dominates in stratum
radiatum and is modulated by CA3 interneurons, whereas fast gamma is most prominent
in the stratum lacunosum moleculare and results from MEC inhibitory entrainment (see
Figure 2.10). Inhibitory interneurons seem to be crucial for gamma generation because in-
hibitory events recorded in both CA1, CA3 and DG pyramidal cells are synchronous with
gamma rhythm and fast-spiking interneurons consistently fire at gamma frequency [Csicsvari
et al., 2003]. Theta phase modulates both gamma amplitude and gamma phase, thus it is
likely that specific inhibition or excitation at particular theta phase may trigger gamma
rhythmicity. Consistent with this idea, parvalbumin-positive interneurons blockade reduces
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theta-gamma coupling in transgenic mice [Wulff et al., 2009]. Finally, some interneurons have
been found to exhibit phase locking at both slow and fast gamma, suggesting that a portion
of CA1 could produce both types of gamma depending on the strength of excitatory and
inhibitory inputs [Schomburg et al., 2014].

Figure 2.10 – Mechanisms of generation and putative function of gamma rhyhtms
(a) CA1 region receive multiple input that are involved in gamma oscillation: local inhibition
by fast spiking interneurons (red), CA3 collaterals (blue) and EC perforant pathway (green)
(b) Two types of gamma commonly observed superimposed on theta oscillation: Slow gamma
(25-50 Hz) supports coordination between CA3 and CA1 while fast gamma (55-100 Hz) supports
MEC-CA1 communication. (a) adapted from [Schomburg et al., 2014] (b) adapted from [Colgin,
2016].

Function

Gamma rhythms can be thought of as complementary mechanisms subserving different as-
pects of memory processing. A growing body of evidence supports the idea that high gamma is
required to synchronize the hippocampal-entorhinal complex for successful memory encoding,
while slow-gamma is involved in memory retrieval by allowing efficient communication with
the CA3 recurrent network, a region known to store previously experienced memory traces
[Redish and Touretzky, 1997] (see Figure 2.10). In support of the first hypothesis, a recent
study showed that fast but not slow-gamma power in the MEC was reduced by scopolamine
injections resulting in impaired memory encoding without affecting retrieval [Newman et al.,
2013]. Fast gamma modulation has been reported to correlate with ongoing behavior such
as running speed on a linear track [Ahmed and Mehta, 2012], performance of a spatial alter-
nation task [Yamamoto et al., 2014] and to encode recent locations and ongoing trajectories
[Zheng et al., 2016]. In support of the second hypothesis, theta phase slow-gamma amplitude
coupling has been shown to reflect performance in odor-association task and to occur at
the time where memory retrieval is necessary [Tort et al., 2008]. Coordination between LEC
and CA1 was found to develop during odor-task learning, possibly to facilitate sensory cues
from LEC to trigger odor representation in CA3 [Igarashi et al., 2014]. Finally, Bieri and
colleagues provided evidence that slow gamma was selectively associated with prospective
coding, a process thought to reflect memory retrieval, while high gamma was stronger during
retrospective coding [Bieri et al., 2014].

58



BERGEL Antoine - PhD Thesis - 2016

2.3.2 Individual neurons coding for space

John O’Keefe along with Edvard and May-Britt Moser have been awarded the 2014 Nobel
Prize in Medicine and Physiology for their discoveries of “cells that constitute a positioning
system in the brain”, namely place cells, found in the CA1 and CA3 regions of the hippocam-
pus, which encode a rat location in a given environment [O’Keefe and Dostrovsky, 1971], and
grid cells in the medial entorhinal cortex (MEC) that fire rhythmically along a geometrically-
regular grid pattern when a rat forages through its environment [Hafting et al., 2005]. These
neurons’ activity relate closely to theta oscillations through a phenomenon called phase pre-
cession (see next section), suggesting that the animal’s location in a place field is robustly
encoded in the phase relative to the ongoing theta oscillation both for place and grid cells
[O’Keefe and Recce, 1993; Hafting et al., 2008]. Phase precession shows unequivocally that
a tight relationship exists between the firing of individual cells and the phase of local oscil-
lations reflecting network activity of large cell ensembles.

Subsequent studies have found a large number of neuron types that exhibit discharge profiles
modulated by the animal’s behavior. Head direction cells in the presubiculum fire when the
animal’s head is pointing into one direction, exactly like a compass [Ranck, 1984; Taube et al.,
1990]. Boundary cells in the subiculum, fire preferentially in the proximity of a task-relevant
landmark such as a wall or gap [Lever et al., 2009]. Recent findings have unveiled a whole new
range of neurons that encode complex information such as elapsed time in a given location
(time cells [Pastalkova et al., 2008; Kraus et al., 2013]), place cells modulated by the location
of reward in a spatial alternation tasks (splitter cells [Wood et al., 2000; Frank et al., 2000])
and cells showing discharge rate increase proportional to running speed (speed cells [Kropff
et al., 2015]).

All these neurons participate in the neural representation of space and contribute to “path
integration”, that is the calculation of optimized trajectories in an environment. Some of
these units convey high-level information (place cells, head-direction cells) derived from, but
independent of primary sensory cues in a visual scene. Others are believed to integrate sensori-
motor information such as limb movement, visual and somatotopic cues to derive “objective”
representation of space or locomotion (grid cells, speed cells), while others correspond to
internal representations of space or time that can change dynamically according to task de-
mands (time cells, splitter cells). How this information is integrated and transmitted to carry
on complex tasks remains to be elucidated.

2.4 Function of Theta Rhythms

Despite decades of research about theta rhythmicity, its functional relevance remains a source
of great debate. This is partly due to the omnipresence of this activity in a wide range of
tasks and species. The similarity of theta patterns across species is still controversial and I
review here the state-of-the-art, mainly based on rodent studies.

2.4.1 Information Packaging

Due to its high connectivity to subcortical structures, the hippocampus receives a rich mul-
timodal flow of information. Theta rhythm is supposed to coordinate the inflow from sen-
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sorimotor areas to sample them into discrete ‘chunks’. In this view, one theta cycle can be
seen as a discrete processing unit that contains information about the current state of the
environment at a given moment [Bland and Oddie, 2001; Colgin, 2013]. This view of incre-
mental processing is especially well-suited in processes like pattern completion or comparison
between network predictions and environmental inputs, which are believed to occur in the
hippocampal network [Gardner-Medwin, 1976; Vinogradova, 2001].

Supporting this idea, theta rhythmicity has been shown to correlate with the movements
used to acquire sensory stimuli like running and whisking in rats, working memory in mon-
keys. Theta is not phase-locked to whisking in rats when they are merely sampling in the
air rather than actively sampling task-relevant stimuli [Berg et al., 2006]. Furthermore, sen-
sory stimulation at theta frequency was shown to increase theta power, which suggests that
theta-frequency intake of stimuli might be optimal for downstream processing [Kepecs et al.,
2007; Ledberg and Robbe, 2011; Abe et al., 2014].

Electrophysiological evidence also supports the idea that theta cycle is critical for internal
representation of the environment. In an elegant experiment, Jezek and colleagues made rats
familiar with two different environments, each one containing recognizable spatial cues. After
the animals had acquired a stable representation of both environments, they were placed in a
third environment, which could be switched to resemble either one of the two environments.
They observed that a transition from one environment to the other could trigger “network
flickering”: a period of time during which both internal representations were activated in
the CA1 region before stabilizing to the actual environment. Importantly, each environment
representation was nested into one theta cycle and 99% of theta cycles contained only one
representation, suggesting that theta segregates spatial representations [Jezek et al., 2011].
Another study has provided similar results with head direction cells in the medial entorhinal
cortex (see Figure 2.11): cells that fired when the animal was pointing its head in the preferred
direction did so every second theta cycle (“cycle skipping”), while cells that fired out of their
preferred phase did so on every cycle, resulting in a segregation of two population of neurons
at each theta cycle [Brandon et al., 2013].

2.4.2 Metric Coding and Temporal Organization

The most important discovery about brain rhythms is perhaps the phenomenon of phase
precession, because it has provided a strong link between place cells that encode location
in their firing rate, and theta rhythm, which coordinates large neuronal ensembles [O’Keefe
and Recce, 1993]. Phase precession relies on the fact that place cells fire at a slightly higher
frequency than ongoing theta oscillation when a rat crosses a place field, resulting in a gradual
shift of the place cell discharge from the peak (when the animal enters the place field) to
the trough (when the animal leaves the place field) of the ongoing theta oscillation (see
Figure 2.12ab). The relationship between the firing rate of a place cell and theta phase is so
robust, that it can be used to predict the position of the animal within its field accurately.
More importantly, the fact that successive place fields are overlapping results in formation of
theta sequences that encode the animal trajectory [Skaggs et al., 1996] (see Figure 2.12c).

These theta sequences display temporal compression, allowing for LTP strengthening synaptic
weight between successive place cells. Hence, these sequences are preferentially reactivated
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Figure 2.11 – Segregation of spatial representations across theta cycles (a) Example
of network flickering between two environment representations. Before transition (green line),
the red environment representation is stable. After transition, the network flickers by alternating
blue and red representations before stabilizing to the blue representation. Note that each theta
cycle contains only one of a given environment. (b) Cycle skipping in head-direction cells:
example of two cells with overlapping preference map. These cells fire consistently every second
cycle of theta oscillation. (a) adapted from [Jezek et al., 2011] (b) adapted from [Brandon et al.,
2013].

during SWS both after forward and backward travel [Lee and Wilson, 2002; Cei et al., 2014]. A
recent study showed that the inactivation of medial septum in rats disrupted the organization
of these sequences and impaired performance in a delayed non-matching to sample task, which
suggests that theta rhythm is a necessary condition for the formation of such sequences [Wang
et al., 2014]. However, theta rhythm is not required for the formation of place fields in rats
[Brandon et al., 2014]. Theta sequences do not merely reflect stronger connections between
place cells: they represent task-relevant concepts such as a path to a reward or the planning
of future events [Gupta et al., 2012; Pfeiffer and Foster, 2013]. Lisman and Idiart presented
an influential model in which they proposed that several objects are individually coded at
different phases of the ongoing theta oscillation. According to this model, each cell assembly
coding for a given object fires within the same gamma cycle (each of these cycles occurring at
a particular theta phase) and that the series of objects is represented into the same theta cycle
[Lisman and Idiart, 1995]. Hence, their model predicts that the maximal memory load for
associative tasks is 7 +/− 2 independent items, corresponding to the ratio between gamma
and theta periods. Importantly, it gives a functional role for phase-amplitude coupling and
theta sequences. The ability of the hippocampus to encode sequences can thus explain why it
is critically important for both spatial tasks and episodic memories [Cohen and Eichenbaum,
1995; Buzski and Moser, 2013].
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Figure 2.12 – Phase precession in hippocampal place cells and the formation of
theta sequences (a) Place cell action potentials (red ticks) and theta rhythm (black) as a rat
crosses a place field. Note the gradual shift of place cell firing at earlier theta phases, from the
peak to the trough of theta oscillation (blue ticks) (b) Raster plot of the relationship between
distance on a linear track and theta phase for two place cells. Each dot corresponds to an
action potential. Note the linear dependence between theta phase and distance within the place
field. (c) As a rat crosses several place fields, phase precession results in theta sequences that
correspond to temporal compression of the animal trajectory. (a) adapted from [Huxter et al.,
2003] (b) adapted from [Senior et al., 2008] (c) adapted from [Colgin, 2016].

2.4.3 Theta and memory

The early studies on theta activity have highlighted the fact that the extent of theta activity
in electroencephalogram predicted how quickly and how well animals learned and remembered
[Landfield et al., 1972; Winson, 1978]. They established theta rhythm as a necessary substrate
for a variety of memory tasks in a wide range of species [Huerta and Lisman, 1995; Cavanagh
and Frank, 2014]. However, the exact mechanisms of the functional role of theta in memory
function remain difficult to integrate in a comprehensive model. In this section, I present a
model based on phase coding relative to theta oscillations for memory encoding and retrieval,
together with recent evidence supporting this view (see Figure 2.13).

One challenge of all memory systems is to encode novel information in the face of interference
from previously encoded associations (proactive interference). This problem can be linked to
the wide framework of exploration versus exploitation: exploration (learning) is rewarding be-
cause of new acquired experience at the cost of increased energy demands, while exploitation
(retrieving) is rewarding in terms of instantaneous outcome, at the cost of decreasing system
performance. A common solution is to temporally separate exploration and exploitation into
different modes: that is having an encoding and a retrieval mode in the case of memory. Has-
selmo first proposed such a model, suggesting that theta phase does exactly that: it segregates
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Figure 2.13 – Phase Coding Model supporting Encoding and Retrieval modes at
different phases of Theta The encoding mode corresponds to high EC-CA3 and EC-CA1
synchrony. Because of conduction delays CA3-CA1 connections undergo LTP to encode asso-
ciations (right). The retrieval mode occurs at the trough of theta when entorhinal inputs are
absent CA3-CA1 communication is strong, while LTD occurs in the CA3-CA1 network (left).
Adapted from [Hasselmo et al., 2002].

the hippocampus between a retrieval mode and an encoding mode. In the encoding mode,
EC input (driven by sensory areas) primarily reaches CA3 region, then CA1 region and LTP
occurs to update the network provided relevant sensory cues according to task relevance.
In the retrieval mode, CA3-CA1 recurrent communication is enhanced while LTP is blocked
not to interfere with previously acquired experience [Hasselmo et al., 2002; Kunec et al., 2005].

This model received strong experimental support and gamma oscillations are likely candi-
dates to mediate encoding and retrieval modes. The seminal study by Colgin and colleagues
has established that CA1 coordinates with MEC during fast gamma while CA3-CA1 com-
munication is strong during slow gamma. Importantly these slow and fast gamma episodes
occur in a mutually exclusive fashion at different theta phases and robust spike-field cou-
pling was demonstrated in both MEC and CA3, relative to CA1 theta phase [Colgin et al.,
2009]. Schomburg and colleagues provided recent evidence that fast and slow gamma rhythms
were strongly associated with different phases of theta oscillation and related to frequency-
specific and region-specific dipoles in the CA1 region. They also demonstrated that CA1 was
weakly entrained by slow gamma and produced a specific output gamma oscillation of its
own [Schomburg et al., 2014].
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In another study, optogenetic techniques were used to inhibit CA1 at particular phases of
theta during a maze encoding/retrieval memory task. As predicted by Hasselmo, stimulation
in the encoding segment enhanced performance when it occurred at the peak of theta, while
stimulation at the trough of theta enhanced performance in the retrieval segment [Siegle and
Wilson, 2014]. Recent evidence however challenges this view of encoding/retrieval relative
to theta phase: Yamamoto and colleagues observed a transient fast gamma burst during the
retention period of a delayed non-match to sample T-maze task. This burst robustly preceded
the animal correct choices but not the incorrect ones. The disruption of this burst resulted
in lower performance [Yamamoto et al., 2014]. According to the current model, slow but not
fast gamma oscillations should mediate memory performance during the retention period,
thus the exact role for gamma synchrony still needs further research.

2.4.4 Interregional communication

As mentioned in subsection 1.4.1, theta rhythm is a relatively slow oscillation that can easily
spread across distant brain areas and can modulate efficiently faster local oscillations like
gamma rhythms. Thus, theta coherence can result in increased synaptic gain transfer during
sensory information processing, in accordance with the CTC hypothesis [Fries, 2005]. Ac-
cordingly, theta modulation has been observed between hippocampus and many cortical and
subcortical regions including septum, medial prefrontal cortex, striatum, ventral tegmental
area and amygdala, on a variety of spatial memory tasks.

Jones and Wilson first reported that the firing of neurons in the prefrontal cortex was mod-
ulated by theta phase and that theta coherence was stronger during correct-choice trials
relative to error ones. This theta coherence was however absent during forced turn trials,
which require no decision from the animal [Jones and Wilson, 2005]. Similar findings were
found in a delayed non-matching to sample task [Hyman et al., 2011] and theta coherence
was shown to predict performance and rule acquisition accurately in a T-maze task with pe-
riodically switching contingency rule [Benchenane et al., 2010]. Interregional theta coherence
was also observed between the striatum and the hippocampus in the period between tone
and turn selection in a tone-cued reward task [DeCoteau et al., 2007] (see Figure 2.14). These
modulations in interregional coherence are thus band-specific, task-relevant and dynamically
changing on a sub-second timescale.

This large-scale theta coordination was also observed in a wide variety of tasks involving
the emotional/anxiety component of theta activity. Hence, theta coupling between lateral
amygdala and CA1 increased significantly in animals displaying behavioral signs of fear or
when conditioned fear stimuli were presented [Seidenbecher et al., 2003]. Similar results were
found between the ventral hippocampus and prefrontal cortex in mice exposed to anxiogenic
areas [Adhikari et al., 2010]. Finally, animal models of schizophrenia showed disrupted in-
terregional communication [Sigurdsson et al., 2010] and interventions that restored normal
performance on a cognitive control task also reestablished theta synchrony [Lee et al., 2012].
In a nutshell, acute and chronic lesion studies impairing theta rhythmicity often lead to im-
paired information transfer, reduced long-range synchronization and decreased performance
in spatial memory tasks [Schnitzler and Gross, 2005]. Together, these results suggest that
theta synchrony is critical for both spatial and emotional memory and coordinates a wide
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Figure 2.14 – Theta Rhythm coordinates interregional communication (a)
Hippocampal-prefrontal coherence predicts rule acquisition in a periodically switching Y-maze
task. Coherence is maximal at choice point. (b) Coherence between striatum and hippocampus
increases significantly during tone onset until choice point in a tone-cued memory task. (a)
adapted from [Benchenane et al., 2010] (b) adapted from [DeCoteau et al., 2007].

set of tasks involving various brain regions.

2.4.5 REM sleep Theta

REM sleep was first categorized “paradoxical sleep”, because despite its apparent similarity
with SWS, it is a state characterized by high hormonal activity, rapid-eye movement, increase
in blood pressure and ventilation, and dreaming [Maquet et al., 1996]. In terms of physiolog-
ical profile, it is extremely hard to differentiate REM sleep from an awake state, especially
from active state like theta rhythmicity, the only difference being low electromyogram indicat-
ing complete muscle atonia. In rodents, REM sleep is characterized by low-amplitude theta
activity, similar to what is observed during running. Some authors have reported surges of ar-
terial pressure [Sei and Morita, 1996] and the presence of high-frequency oscillations [Buzski
and Silva, 2012], which suggests that REM sleep is a highly active state in terms of neural
processing. Why it is so similar to awake states and why it contains high theta rhythmicity
in rodents is still elusive.
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REM sleep was first postulated to be important for emotional memory [Hutchison and
Rathore, 2015]. The transient nature of REM sleep and the fact that it is mainly prominent
in the last part of the night have made REM sleep experimentation somewhat underrated.
However, REM sleep has recently been shown to be critical for the reorganization of hip-
pocampal excitability [Grosmark et al., 2012] and memory consolidation [Boyce et al., 2016].
Comparatively to awake theta, REM sleep theta is characterized by lower amplitude [Mont-
gomery et al., 2008], a different profile in the coupling with gamma [Belluscio et al., 2012]
and reversal theta activity, starting from downstream regions like subiculum is thought to
arise preferentially during REM sleep [Jackson et al., 2014]. Thus, REM sleep is a highly
active electrophysiological state, which shows strong similarities to aroused awake activity
and likely involved in homeostasis and memory consolidation.

2.5 Conclusion

In this section, I reviewed the critical role of the hippocampus in episodic memory both for the
formation of newly acquired experience and for the strengthening of memories. Conversely,
lesion studies have shown that some memory systems are hippocampus-independent. It is
also a key structure for spatial processing containing cells that encode high-level information
such as location, irrespective of the primary sensory stimulation. A comprehensive model
of memory in the hippocampus should thus integrate both its episodic memory and spatial
components.

The anatomy of the hippocampal formation (hippocampus proper and entorhinal cortex) is
unique because it alternates parallel, recurrent and serial processing. It is highly connected
to the rest of the brain, which suggests a strong implication in a broad range of tasks. The
main connectivity along the transverse axis is unidirectional with powerful synapses between
EC and DG, while other brain regions display bidirectional connections. The hippocampus
displays both anatomic, genetic and functional gradients along the septo-temporal axis, con-
taining graduate and abrupt transitions, suggesting that the ventral and dorsal parts of the
hippocampus subserve distinct functions. A sharp functional dissociation between spatial
processing in the dorsal hippocampus and emotional/anxiety related behaviors in the ventral
hippocampus is however questionable.

The electric patterns of the hippocampus alternate between two mutually exclusive states:
a low-amplitude highly regular theta activity associated with movement and arousal, and
a diffuse irregular high amplitude pattern known as large-irregular activity, associated with
immobility and sleep. Theta rhythmicity can be divided into type I (8-12 Hz) theta which
is locomotion-related anesthetics-sensitive, and type II theta (4-8 Hz) which is atropine-
dependent and associated to arousal/anxiety. Theta rhythm is critical for memory especially
for the formation of theta sequences, which are time compressed neural representations of
sequentially-ordered sensory events. These sequences are critical for memory consolidation
through a phenomenon called replay during sharp-wave ripple events. Moreover, theta activity
is thought to enhance communication between distant brain regions in a task-relevant manner
and a likely mechanism for memory processing is that theta phase triggers slow gamma
to enhance EC-CA1 coordination during memory encoding, whereas fast gamma supports
memory retrieval through sustained CA1-CA3 communication.
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Chapter 3

In Vivo Functional imaging and
neurovascular interactions

Electroencephalography has triggered considerable advances in our understanding of brain
functions but it suffers limitations that are difficult to overcome, despite the development of
high-density recording and new signal processing methodologies. First, volume conduction
is intrinsically present in electrographic recordings and renders source localization challeng-
ing. Second, its invasiveness precludes a generalized use for human studies but also damages
surrounding tissues, especially with an increased number of recording sites. Third, deep and
small-sized structures are hard to reach. Fourth, it does not reveal all the facets of neural ac-
tivity such as metabolism, which are known to play a critical role in a large body of diseases
and dysregulations. Fifth, high quality recordings are hard to maintain on the long term.
Finally, simultaneous dense cell sampling (> 100 cells) is hard to achieve.

In particular, the coupling between metabolic, hemodynamic and neural events is a critical
question in neuroscience that is gathering growing attention. In order to understand the un-
derlying mechanisms of this coupling, one solution is to develop multimodal approaches to
monitor simultaneously metabolic and electrographic events. This new framework requires
methodologies to bridge the gap between past and present research. As an example, current
brain atlases need to be updated to integrate cellular-resolution mapping of brain tissue.
Common notions such as “neural activation” or “functional unit” might need revision in
order to give a complete picture of brain function.

In this section, I present the current state-of-the-art about in vivo brain imaging methods. I
review recent advances in brain atlases and neurovascular coupling in the first two sections.
Then I present the current methods available to monitor brain activity in vivo in large-scale
networks, emphasizing the context of awake behavior. I organized these different modalities
in subgroups according to the type of information they provide and the degree of constraint
that they impose on the subject. Finally, I position ultrasound imaging - that I focused on in
this thesis - in this framework. Recent insights about the hemodynamics of the rodent and
human brain during spatial navigation are discussed separately in Chapter 7.
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3.1 Brain Atlas and vascular Network

3.1.1 Brain Atlases

Relating structure to function requires a complete knowledge of brain neuro-anatomy. The
development of accurate brain atlases is thus a necessary condition for functional brain imag-
ing. Golgi silver staining, first introduced by Golgi in 1873 and further improved by Ramon
y Cajal, is one of the most elegant and efficient methods for distinguishing the morphol-
ogy of neurons [Sotelo, 2003]. Since then, early brain atlases were made available, based on
myelin-stained sections [Knig and Klippel, 1974], Nissl-staining [Pellegrino, 1995] or India
ink staining [Greene, 1955]. Paxinos and Watson implemented histochemical staining to pro-
duce the first atlas including precise labelling of most brain structures [Paxinos and Watson,
1982] (see Figure 3.1). This atlas could be used for stereotaxic implantation and electrode
localization. It still remains a reference in electrophysiological studies in rodents, because it
includes incremental enrichment such as immunohistochemical markers and genetic expres-
sion patterns [Paxinos et al., 2009a,b]. However, these techniques require brain extraction,
manual reconstruction of 3D datasets and preclude labelling of deep tissue in the intact brain.
Additionally, such labelling is often based on lone anatomical grounds.

Figure 3.1 – Mutliple brain atlases of the rat brain (a) Coronal sections of Nissl-stained
rat brain slice and superimposed manual region labelling (b) Diffusion Tensor Imaging can be
used to extract fiber connectivity between regions (c) MRI based segmentation of the hippocam-
pal subregions in 3D (d) High resolution (1 x 1 x 2 µm) 3D volume of somatosensory cortex,
auditory cortex and distal hippocampus. Note the precise reconstruction of individual neurons
across the cortical layers (a) adapted from [Paxinos, 2004] (b) adapted from [Johnson et al.,
2012] (c) adapted from [Kjonigsen et al., 2015] (d) adapted from [Gong et al., 2013].

To overcome this limitation, magnetic resonance imaging (MRI) is a powerful tool, because
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it provides structural images of the intact brain. MRI generates whole-brain volumetric data
with micrometric spatial resolution, both in humans and sedated animals but also in fixed
tissues injected with a contrast agent [Johnson et al., 1993]. MR atlases have evolved to
3D mapping of the whole rat brain, at ever-increasing resolution from 0.115 x 0.115 mm
[Suddarth and Johnson, 1991] to an actual 0.025 x 0.025 mm in-plane resolutions [Johnson
et al., 2012]. Contrast analysis can reveal the precise composition of the tissue including
cortical structures, fibers bundles and vascular network [Dorr et al., 2007; Xue et al., 2014].
More recently, a new class of atlases has emerged making use of population average analysis
to estimate inter-individual variability and construct species-specific brain templates [Valds-
Hernndez, 2011; Chuang et al., 2011]. MRI-based atlases now emerge as a new reference,
because the precise 3D representation of brain structures such as hippocampus, and labelling
of their subregions, is now available [Papp et al., 2014; Kjonigsen et al., 2015] (see Figure 3.1).

Finally, staining techniques have been improved to provide uniform whole-brain staining of
immunohistochemistry in rodents [Chung et al., 2013; Wu et al., 2014]. Optical tomography
can now provide brain-wide network labelling at cellular resolution either by removing brain
tissue through laser ablation and imaging brain tissue sequentially [Tsai et al., 2003], by per-
forming ultrathin physical sectioning to perform array tomography [McCormick et al., 2004]
or by fast-imaging transparent rodent brain [Dodt et al., 2007; Chung et al., 2013; Yang
et al., 2014] (see Figure 3.1). In situ hybridization can additionally provide genome-wide
atlas of brain expression [Lein et al., 2007], while high-throughput histology can reconstruct
with great spatial resolution the composition of cortical tissues [Blinder et al., 2013]. Hence,
this profusion of anatomical data requires analytical methods to perform multiple atlas reg-
istration. This is a challenging and tedious task and raises the question of the relevance of
anatomical delineations.

3.1.2 The Rat Brain vascular Network

The cerebral vascular network is complex, species-dependent and quite variable from one
individual to another. To the best of our knowledge, no vascular atlas of the rat brain has
been proposed and the reference technique used for a global reconstruction of the vascular
architecture still is the injection of staining agents like neoprene/black ink, which requires
manual reconstruction to produce volumetric data.

Cross-species vascular Organization

Rats share a similar global brain vascular organization with many mammals, including hu-
mans. The same hierarchy between arterial and venous systems applies including dissociation
between anterior cerebral circulation and posterior cerebral circulation. Cerebral arteries and
veins almost never run in pairs though they connect through a complex network of capillaries.
Additionally, in both species, numerous anastomoses (direct connections between neighbour-
ing vessels) create considerable redundancy while A-V shunts (direct communication between
arterial and venous blood) are absent. Rats display however specific differences compared to
humans in the architecture of the polygon of Willis and strong inter-individual variability
[Scremin, 1995].
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Global architecture

The vascular system of the rat brain is more heterogeneous and complex than in most other
organs. It exhibits a large variability in capillary structure and density across regions. While
capillaries in most areas possess endothelial cells that considerably hinder the passage of
water-soluble molecules, some regions have higher permeability rendering most blood con-
stituents available to nerve cells [Gross et al., 1986]. The numerous arterial and venous
anastomoses observed in rodents result in robustness to ischemia [Scremin, 1995].

Figure 3.2 – Lateral View of the Arterial and Venous Systems in the rat brain (a) ang

- Angular artery (facial) ; acer - Anterior cerebral artery (internal carotid) ; bas - Basilar artery (vertebral) ; eoph

- External ophthalmic artery (pterygopalatine) ; faci - Facial artery (external carotid) ; iorb - Infraorbital artery

(pterygopalatine) ; ictd - Internal carotid artery (common carotid) ; ling - Lingual artery (external carotid) ; ectd

- External carotid artery (common carotid) ; olfa - Olfactory artery (anterior cerebral) ; ptgpal - Pterygopalatine

artery (internal carotid) ; scba - Superior cerebellar artery (basilar) ; vert - Vertebral artery (subclavian) ;

vbr - Vibrissal arteries (infraorbital) (b) AFor - Alar foramen ; cav - Cavernous sinus (inferior petrosal sinus,

interpterygoid emissary vein) ; ios - Inferior olfactory sinus (rostral confluence of sinuses) ; ipets - Inferior petrosal

sinus (internal jugular vein) ; sigs - Sigmoid sinus (internal jugular vein) ; sts - Straight sinus (caudal confluence

of sinuses) ; sos - Superior olfactory sinus (rostral confluence of sinuses) ; sss - Superior sagittal sinus (caudal

confluence of sinuses) ; trs - Transverse sinus (retroglenoid vein) ; vertcs - Vertebral canal sinus (vertebral vein,

vertebral - epidural plexus) ; bast - Basal vein (cavernous sinus) ; crhv - Caudal rhinal vein (transverse sinus) ;

dmspv - Dorsomedian spinal vein (vertebral canal sinus) ; gcv - Great cerebral vein of Galen (straight sinus) ;

ijug - Internal jugular vein (superior vena cava) ; imxv - Internal maxillary vein (posterior facial) ; its - Inferior

sagittal sinus ; mcerv - Middle cerebral vein (basal) ; pflv - Parafloccular vein (transverse sinus) ; pfv - Posterior

facial vein (external jugular) ; ptgpl - Pterygoid venous plexus (internal maxillary) ; rglv - Retroglenoid vein

(internal maxillary, superficial temporal) ; rrhv - Rostral rhinal vein (rostral confluence of sinuses) ; vspv - Ventral

spinal vein (radicular, vertebral). Adapted from [Scremin, 1995].

The global architecture of the rat is composed of two separate systems: an arterial system and
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a venous system (see Figure 3.2). Four major arteries assure the arterial blood supply to the
brain: two common carotids and two vertebral arteries, which divide into a complex network.
A remarkable anatomical feature of the arterial network, first noticed by Gabriel Fallopius
in 1561 and extensively described by Thomas Willis in 1664, is the network of anastomoses
at the basis of the brain that constitute a circle (circle of Willis or Willis polygon) [Willis,
1664]. The pial arteries form a complex network with considerable redundancy paving the
surface of the brain. This network displays a strong plasticity across development and is
thought to play a major role in resistance to infarction [Coyle, 1984]. Finally, three main
venous outflow systems are responsible for blood drainage and waste elimination: the dorsal
system containing the retroglenoid vein (which connects to the transverse sinus), the lateral
and the ventral venous system. Like arteries, these three networks are connected by numerous
anastomoses.

Vascular Patterns in the Hippocampus

The blood supply to the hippocampus is provided by the posterior cerebral artery which gives
rise to the longitudinal hippocampal artery. It runs initially in the same initial direction as
its parent vessel and follows the longitudinal axis of the hippocampus. A second artery, the
anterior choroidal artery emanates from the internal carotid to course hippocampus along
the anterior face of its dorso-ventral axis. The postlateral choroidal artery stems from the
hippocampal artery to course in anterior, dorsal and medial direction to provide a transverse
arterial blood supply to the hippocampus. The longitudinal artery divides at regular inter-
vals into perpendicular short transverse hippocampal arteries that course in the hippocampal
fissure (see Figure 3.3) [Coyle, 1978].

Arterial and venous networks are strikingly segregated along the dorso-ventral axis of the hip-
pocampus, alternating almost regularly between transverse arteries and veins. Interestingly,
the vascular network of the rat hippocampus is inhomogeneous along the septo-temporal
axis: ventral hippocampus exhibits higher levels of capillary vascularization while dorsal hip-
pocampus exhibits significantly higher capillary density [Grivas et al., 2003]. These anatomi-
cal differences between larger blood vessels in the dorsal part of the hippocampus and denser
capillary networks in its ventral part might explain the selective vulnerability of hippocam-
pus to ischemia, as infarct recovery is known to be critically dependent on blood flow rates
[Smith et al., 1984; Moser and Moser, 1998].

Vascular Patterns in the Cortex

One peculiar property of the pial artery network that maps the surface of the cortical mantel
is its relatively insensitiveness to blockades in one branch of the network [Schaffer et al., 2006].
It can easily reroute blood distribution towards sustained energy demands in a dynamic fash-
ion [Devor et al., 2007], thus it is important to know if the penetrating arterioles and venules
exhibit the same cortical modular organization as orientations columns observed throughout
the cortex. Though this idea of a “neurovascular module” has received experimental support
[Nishimura et al., 2007], recent evidence has challenged this view.

In the cortex, penetrating arterioles flow downwards into the parenchyma while venule flow
upwards to the cortical surface, which allows for arteriole and venule segregation based on
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Figure 3.3 – Vascular Patterns of the Rat Hippocampus The hippocampus is supplied
in arterious blood by two major arteries: the long hippocampal artery (arising from the posterior
cerebral artery) and the anterior choroid artery (arising from internal carotid) running along
the dorso-ventral axis of the hippocampus. External and internal transverse arteries assure
transverse blood supply (b) Transverse vascularization of the dorsal hippocampus runs through
the hippocampal fissure to supply blood to hippocampal subregions. Dorsal hippocampus display
larger blood vessels and less dense capillary network than ventral hippocampus (not shown).
(a) adapted from [Coyle, 1976] (b) adapted from [Coyle, 1978].

the direction of blood flow [van Raaij et al., 2012]. Kleinfeld and colleagues have used high-
throughput histology to reconstruct the complete angio-architecture over multiple cubic mil-
limeters of the mouse barrel cortex. Interestingly, their results showed that cortical microvas-
culature is independent of the typical columnar structure of the primary somatosensory areas.
Calculated patterns of blood flow in the network were in addition unrelated to the location
of columns [Blinder et al., 2013]. These results highlight the different structural organization
between vascular and neuronal networks, suggesting specific functional organization for each
system.
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3.2 Neurovascular coupling: a bridge across spatial scales

Though it represents only 2% of the body mass, the brain uses approximately 20% of the
body’s total energy budget [Dudley and Sokoloff, 1999] and contrary to other organs, it is
highly dependent on a continuous well-regulated blood supply. Small reductions in Cerebral
Blood Flow (CBF) preclude cerebral protein synthesis and efficient electric signaling, whereas
large reductions entail the cerebral area to stop working within seconds and irreversible
damage to occur within minutes [Leker and Shohami, 2002]. As a result, the brain is endowed
with several mechanisms that prevent dysregulation in blood supply. The first one is the
ability to shut down systemic circulation and to reroute blood when needed. The second
is autoregulation, a feedback system that balances CBF fluctuations to maintain it within a
desired range. The last one is the cascade of signaling that ensures CBF increase meets energy
demands in the regions where activity increases. This phenomenon, known as functional
hyperemia, was first observed more than 100 years ago and plays a crucial role in energy
supply and waste elimination.

3.2.1 Functional hyperemia

Normal neuronal functioning requires energy, even when the brain is supposedly at rest. This
energy, provided by adenosine triphosphate (ATP, the main source of energy in the body)
through oxygen and glucose consumption, is mostly used to reverse ion influxes that underlie
synaptic and action potential transmission. Before the discovery of functional hyperemia,
changes in brain vessels diameter were thought to be impossible. In a series of experiments
dated 1880, Angelo Mosso observed that a strong emotional stimulus could trigger vasodila-
tion in the brain of patients with skull defects [Mosso, 1880]. These findings were subsequently
confirmed by a seminal study by Roy and Sherrington ten years later, in which they stated
“the brain possesses an intrinsic mechanism by which its vascular supply can be varied locally
in correspondence with local variation in functional activity” [Roy and Sherrington, 1890].
They postulated that regional activity would trigger the release of vasoactive agents in the
extracellular space that reach blood vessels by diffusion to produce relaxation of the vascular
tone.

Since then, a considerable effort has been made to understand the mechanisms of CBF
regulation at various levels along the vascular tree. Subsequent studies have established the
vasomotor function of nerves [Talbott et al., 1929] and the involvement of various neurotrans-
mitters and molecules, though their mode of action is more complex than a mere diffusion
process [Cauli, 2010]. More recently, new results have challenged the classic understanding
of neurovascular coupling suggesting an interplay between different actors including neurons,
astrocytes and smooth muscle cells, both in arterioles and capillaries [Attwell et al., 2010].
Because all brain imaging techniques rely on proxy measures of neuronal activity that are
related to blood flow, oxygenation, or metabolism [Raichle, 1998], it is crucial to unravel the
mechanisms of neurovascular coupling both to interpret neuro-imaging data but also for a
fundamental understanding of vascular dysfunctions [Hillman, 2014].
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3.2.2 The neurovascular unit

The classical view of neurovascular coupling is that of a feedback system, in which energy
consumption through neural activity triggers the emission of a metabolic signal to increase
CBF locally in order to meet higher energy demands. This metabolic signal was thought
to be endogenous, linked to oxygen or glucose depletion, or carbon dioxide excess. Several
studies have maintained animals in hyperoxic or hyperglycemic state, without noticing any
change in functional hyperemia, surprisingly revealing that neither oxygen nor glucose reg-
ulate blood flow in this way. This suggests instead a direct control of neurovascular tone
instead of retro-feedback signaling (see Figure 3.4) [Wolf et al., 1997; Lindauer et al., 2010].
Reciprocally, subsequent studies have shown that neurotransmitter-mediated signaling plays
a direct role in neurovascular regulation, and that much of this direct control is mediated by
astrocytes [Attwell et al., 2010; Petzold and Murthy, 2011]. Hence, the idea of an anatomical
unit - including neurons, astrocytes, smooth muscle cells and endothelial cells - performing
local regulation of CBF has emerged and is now commonly accepted and referred to as the
neurovascular unit [Harder et al., 2002; Lo et al., 2003; Iadecola, 2004].

Figure 3.4 – Two opposing schemes for the regulation of blood supply in the brain
Adapted from [Attwell et al., 2010].

Large cerebral arteries divide into pial arteries, which map the surface of the parenchyma.
Pial arteries are composed of three layers: (1) endothelial cells in direct contact with blood
in the lumen (2) smooth muscle cells with contractile properties, (3) leptomeningeal cells
innervated by perivascular nerves. Endothelial cells forms a continuous nonfenestrated layer
lining the walls of pial arteries and are the main components of the blood-brain barrier. Gap
junctions tightly connect adjacent endothelial cells and enable intracellular transmission and
selective permeability of the blood-brain barrier. Smooth muscle cells are very dense in pial
arteries giving them strong contractile properties and a large diameter range. Leptomeningeal
cells are the main constituents of arachnoid and pia mater. They surround tightly both ar-
teries, veins and nerves that penetrate or leave the central nervous system (see Figure 3.5a).

Pial arteries then divide into penetrating arterioles through the Virchow-Robin space, which
curves into the pia mater. These arterioles are constituted of a layer of endothelial cells and
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a thin layer of smooth muscle cells in direct contact with astrocytic endfeet and neuronal
projections (see Figure 3.5ab). At the level of capillaries, smooth muscle cells are traded for
pericytes - small cells involved in vasculogenesis and the blood-brain barrier [Winkler et al.,
2011] - and the whole vascular circumference of a vessel can be composed of a single endothe-
lial cell. The atrocytic endfeet have an extended contact surface at the level of capillaries,
suggesting strong astrocytic control over the capillary network (see Figure 3.5c). Endothelial
cells play a key role in signaling by releasing vasoactive agents that can either constrict or
dilate the surrounding smooth muscles. [Iadecola, 2004; Drake and Iadecola, 2007]. Contrary
to arterioles, veins and venules have few contractile properties: they have more of a drainage
role and undergo blood flow variation rather than diameter change. Venule dilation can how-
ever be observed consequently to sustained arteriole dilation over long stimulation periods
[Bouchard et al., 2009; Drew et al., 2011].

Figure 3.5 – The Neurovascular Unit Local Blood Flow regulation relies on an anatomical
and functional ensemble called the neurovascular unit including neurons, astrocytes, endothelial
cells and smooth muscle cells. (a) Pial arteries are strongly innervated and possess multilayered
endothelial cells. Penetrating arterioles are fully covered with a layer smooth muscle cells in
direct contact with astrocytic endfeet and neuron terminations. Capillaries however possess
pericytes instead of smooth muscle cells and the astrocytic contact is relatively more extended
(b) Magnification of intra-cerebral arteriole and capillary composition shown in (a). (a) adapted
from [Iadecola, 2004] (b) adapted from [Andreone et al., 2015].
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3.2.3 Cerebral blood flow regulation

3.2.3.1 Autoregulation

Automatic dilation and constriction of pial vessels counterbalance the variations in CBF to
maintain it to a controlled value. Smooth muscle cells and pericytes convert the chemical
signal that originates from endothelial cells into a change in vascular diameter. This phe-
nomenon occurs mainly in basal arteries of Willis polygon and pial arteries, occasionally in
arterioles and capillaries [Prewitt et al., 2002]. Autoregulation is only effective in a certain
range of blood pressure, namely between 60 and 150 mm-Hg for arterial pressure [Duchemin
et al., 2012]. Autoregulation is also the mechanism that protects the brain blood flow in
physiological situations, such as exercise and in pathological situations such as cardiogenic
shock. Therefore, it is responsible for the macroscopic vascular tone [Iadecola, 1993].

3.2.3.2 Active regulation

In the control of vessel diameter, the main difference between pial arteries, intra-cerebral
arterioles and capillaries is the nature, position and abundance of contractile cells. Until
recently, only arterioles were thought to control vascular tone but experimental evidence has
shown that active regulation is the result of both pericytes, astrocytes and neuronal activity.

Neurons and interneurons

The involvement of neurons in neurovascular coupling is established. A global central pathway
originating from Locus Coerelus, Raphe and Ventral Tegmental area is known to modulate
regional blood flow, through the vasodilator acetylcholine (ACh) and the constrictor serotonin
(5HT) [Arneric et al., 1988; Vaucher and Hamel, 1995]. A second pathway involves cortical
interneurons that act directly on smooth muscle cells. Different subpopulations have been
identified releasing different vasoactive agents, including nitric oxide (NO) and vasoactive
intestinal peptide (VIP) to dilate or neuropeptide Y (NPY) and somatostatin (SOM) to
constrict vessels. Depending on their type, interneurons can thus either increase of decrease
the vascular tone [Cauli, 2004].

Astrocytes

The overwhelming majority of astrocytes have direct contact with arterioles, capillaries or
ascending venules [McCaslin et al., 2011] and their role in neurovascular regulation is now
established since the seminal discovery that calcium uncaging in astrocytic endfeet resulted in
vessel dilation both in vitro in rat cortical slices [Zonta et al., 2003] and in vivo in the mouse
somatosensory cortex [Takano et al., 2006]. Glutamatergic activation triggers the production
of powerful vasoactive agents through an increase in intracellular calcium in astrocytes, which
in turn initiates the production of prostaglandin E (PGE), through the synthesis of arachnoid
acid (AA). Cyclo-oxygenase 1 (COX 1) inhibitors block this vasodilation, while COX 2 do
not, suggesting that it is mediated by prostanoids.

Recent findings have begun to question the role of astrocytic regulation in neurovascular
coupling: Nizar and colleagues showed that mice lacking astrocytic inositol triphosphate
receptors (necessary for arachnoid acid generation) still exhibited normal stimulus-evoked
hemodynamic responses [Nizar et al., 2013]. Another study found that astrocytes do not
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express mGluR5s in the adult brain, which is presumably on the pathway for glutamate
astrocytic regulation [Sun et al., 2013]. Hence, the role of astrocytes as a primary mediator
in neurovascular response in the cortex is less certain.

Pericytes and propagated vasodilation

Pericytes have been demonstrated to control vascular tone in vitro in both isolated retinas
and cerebellar slices [Peppiatt et al., 2006; Hamilton et al., 2010]. In vivo studies also sug-
gested that pericyte constriction plays a role after stroke [Yemisci et al., 2009]. Whether
pericyte regulation is an active or passive process requires further investigation but the fact
that pericytes express contractile proteins suggests an active role in neurovascular regulation.

Finally, retrograde propagation of vasodilation has been recently observed during functional
hyperemia [Tian et al., 2010; Chen et al., 2011]. Early studies suggested that vasodilation
restricted to downstream branches influences weakly CBF, unless larger upstream pial ar-
teries also relax [Duling et al., 1987]. Subsequent studies found fast retrograde propagation,
implying backward signaling by endothelial hyperpolarization through gap junctions. The
propagation speed of arterial dilation onset was estimated around 2 mm.s−1 [Chen et al.,
2011]. This signal can travel distances exceeding 1 mm with limited attenuation [Bagher and
Segal, 2011; Wlfle et al., 2011].

To summarize, three signal pathways - two local and one global - have been identified and work
in a complementary push-pull manner to either dilate or constrict vessels. These pathways,
shown in Figure 3.6, employ various types of neuromodulators and cellular types [Cauli, 2010;
Kleinfeld et al., 2011]. A comprehensive model has to integrate the multiple actors (including
astrocytes and pericytes) of neurovascular regulation to conciliate both the long-range and
local signaling pathways in the generation of hemodynamic signals [Attwell et al., 2010].

3.2.4 Hemodynamic response

Many physical parameters change significantly after neuronal stimulation including blood
oxygenation, carbon dioxide concentration, vessel diameter and cerebral blood flow, which in
turn depend on multiple biophysical variables such as vascular resistance, vascular geometry
and blood pressure. The change in these parameters consequent to neuronal stimulation is
commonly referred to as hemodynamic response, encompassing a broad set of physiological
changes in the vascular network. Several in vivo studies have attempted to disentangle the
different aspects of the hemodynamic response and to characterize separately their spatiotem-
poral dynamics in several brain regions [Dunn et al., 2005; Devor et al., 2007; Berwick et al.,
2008; Hillman et al., 2007; Stefanovic et al., 2008; Shen et al., 2015]. However, while many
different mechanisms have been proposed, none of them have been incontrovertibly validated
to explain the behavior of the vascular network during functional hyperemia. Such a char-
acterization is complex, because of the regional dependence, multiple stimulation paradigms
and the specificity of each recording technique.
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Figure 3.6 – The three main pathways for active blood flow regulation (a) The
vascular tone can be regulated locally by interneurons and pyramidal cells, or via astrocytes.
Projections from subcortical areas can exert a long-range control over vascular tone (b) The
three main pathways of active regulation work in a push-pull manner involving a large number
of vasoactive agents. Adapted from [Cauli, 2004].

3.2.4.1 Ambiguous link between cerebral blood flow, local field potential and
spikes

Synchronous recordings of hemodynamics and neuronal activity have provided contrasted
results, because they show a complicated relationship between CBF, LFP and spiking activity.
Early studies have shown that the amplitude of the hemodynamic response shows a positive
correlation with spiking activity in the visual cortex area V5 [Smith et al., 2002] while V1
neurons showed adaptation to sustained visual stimulation resulting in a decreased spiking
rate, while LFP and BOLD remained elevated [Logothetis et al., 2001]. Conversely, Mathiesen
and colleagues have demonstrated that the stimulation of parallel fibers in the cerebellum
leads to a reduction of spiking activity of Purkinje cells tohether with an increase in LFP and
synaptic activity [Mathiesen et al., 1998]. However, the same cerebellar region treated with
GABA receptor agonists led to increased LFP signals coupled to a reduction in blood flow
[Caesar et al., 2003]. Hence, the link between electrophysiology and CBF remains elusive and
it is likely that synaptic processes underlying CBF increase are dependent on local circuitry
and balanced exhibition/inhibition ratio.

In a very recent study, O’Herron and colleagues recorded simultaneously the sensory- evoked
responses of individual blood vessels in the parenchyma of cats and rats, while recording
neuronal activity using glutamate and calcium sensors. This study importantly compared two
species that are known to show visual orientation maps (cats) or not (rats), in order to relate
individual vessel responses to neural activity in a large portion of the cortex (see Figure 3.7).
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Figure 3.7 – Individual vessels selective to orientation in the cat parenchyma Cat
visual cortex (left) is topologically organized respective to stimulus orientation (orientation
maps, color dots) while rat visual cortex is not. Layer II/III arterioles (red) in cats showed a
robust dependence on stimulus orientation while pial arteries (purple) did not. These orientation
maps matched closely the neural orientation maps (colored dots). The rat visual cortex contains
only vessels that responded to stimulus without orientation selectivity. Adapted from [OHerron
et al., 2016].

They found that individual responses displayed orientation preference in parenchymal vessels
of layer II/III but only in penetrating arterioles of cats. This response was absent in rats.
Importantly, they found that these individual vessels had the same orientation preference
than neighboring neurons, but responded less selectively: vessels responded robustly to stimuli
that evoked little to no activity. This challenges the idea that neural activity triggers vessels
responses and suggest that neural and vascular events are decoupled for low-amplitude stimuli
[OHerron et al., 2016].

3.2.4.2 The spatiotemporal dynamics of the hemodynamic response are complex

The hemodynamic response is usually assumed to occur with a small delay relative to spik-
ing stimulation and to be restrained locally. Intrinsic Optical Signal Imaging (see subsubsec-
tion 3.3.2.1) is adapted to investigate the fine details of hemodynamic signals both in time
and space because it possesses good spatiotemporal resolution and carries information about
the level of oxygenation of blood. Several studies have been using paw [Chen et al., 2011] or
whisker stimulation in the anesthetized rodent [Berwick et al., 2008], or visual stimulation in
the awake monkey [Sirotin et al., 2009].

These studies reveal early capillary diameter increase in the parenchyma (<1 s) after stimulus
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onset. This increase results in CBF augmentation, which could explain the total hemoglobin
rate (HbT) rise and the “initial dip” observed in BOLD responses [Buxton et al., 2004].
Penetrating arterioles and pial arteries dilate retrogradely from the stimulation region, sug-
gesting retrograde propagation of vasodilation, between 1 s to 2 s after stimulation. Venous
oxygenation increases between 2 s to 6 s after stimulation, without notable increase in di-
ameter. The hemodynamic response exhibits different profiles relative to stimulus length: for
short stimuli, the temporal shape remains the same, with non-linear scaling of amplitude.
For prolonged stimulation however, it displays a plateau-like response [Dunn et al., 2005].
After stimulus cessation, some studies have reported arterial vasoconstriction, which could
correspond to the post-stimulus “undershoot” observed in BOLD responses [Devor et al.,
2008] (see Figure 3.8).

Figure 3.8 – Spatiotemporal dynamics of the Hemodynamic Response in the Rat
Cortex (a) Cortical vascular organization in the rat during paw stimulation under anesthesia
(b) Distant (dark green) and local (light green) hemodynamic response averaged over all trials
(c) Sequential responses relative to paw stimulation. Capillaries show fast HbT increase (< 1
s), penetrating arterioles and pial arteries dilate retrogradely (< 2 s), before venous outflow (<
6 s). Parenchymal hyperemia remains only for long stimulations while pial arteries return to
baseline. Adapted from [Chen et al., 2011].

3.2.4.3 Blood Flow Exceeds Energy Demands

Recent findings suggested that oxygen plays an important role in neurovascular regulation.
Gordon and colleagues have shown that extra-physiological rises in oxygen concentration
led to vasoconstriction, while vasodilation normally occurs [Gordon et al., 2008]. Lin and
colleagues have shown that neurovascular coupling is highly non-linear and that the increase
in CBF and oxygenation is at least 4-fold larger than the increase in ATP consumption [Lin
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et al., 2010]. Hence, blood flow increases raise oxygen level far exceeding energy demands,
leading to local hyper-oxygenation. The relative delay between neural stimulation and peak
blood flow confirms that neurons do not rely upon functional hyperemia to meet their initial
energy needs [Hillman, 2014]. The exact mechanism by which oxygen modulates neurovascular
coupling still remains elusive.

3.3 In Vivo Functional Imaging of Brain Networks

The past decades of research in neuroscience have seen the emergence of in vivo functional
brain imaging, from the breakthrough of Positron Emission Tomography (PET) and func-
tional Magnetic Resonance Imaging (fMRI), to the progressive use of light for high-speed
hemodynamic and neuronal activity monitoring, and finally to the introduction of optoge-
netics and more recently functional ultrasound imaging. All these techniques have consider-
ably brought forward our understanding of brain functions at ever-increasing spatiotemporal
resolution and decreasing processing time and cost.

In practice there is a trade-off between the size of imaging field, tissue penetration, spatial
and temporal resolution, sensitivity, processing speed and cost. Additionally, one would like
to capture brain activity in the most natural conditions, that is when a subject is awake and
freely moving. Though the past decades have been dominated by fMRI studies, not a single
technology has overcome all these constraints. This challenge becomes increasingly complex
when activity is monitored during behavioral tasks, because it often implies movement and
thus miniaturization.

Most probing results have emerged through the combination of several modalities, because the
weaknesses of a given modality can be compensated by the strength of another. Electrophysi-
ology and more recently optical techniques can record neuronal activity in the mobile animal,
yet electrode insertion damages tissues and light diffraction limits sampling. Conversely, fMRI
and PET record brain-wide metabolism, with tradeoffs in sensitivity and resolution at the
cost of subject immobilization or animal sedation. In this section, I provide an overview of
state-of-the art techniques available in the framework of functional network dynamics.

3.3.1 The advent of Functional Imaging

3.3.1.1 The early days of functional Imaging

Despite the early discovery of functional hyperemia and the link between the “internal state
of the brain” and measurable physiological modifications, the first half of the twentieth cen-
tury has been relatively quiet. One possible reason is an influential study by Leonard Hill,
falsely denying a relationship between brain function and brain circulation [Hill, 1896]. It was
only in the early 1950’s that functional imaging was brought forward by the development
of techniques like autoradiography [Landau et al., 1955], X-ray computed tomography scan
[Hounsfield, 1973] or scintillation [Lassen et al., 1978]. Positrons chemical properties and
their biological relevance were long known, but the idea that positron distribution within a
brain section could be accurately reconstructed from its emission triggered the design and
construction of the first tomographs [Ter-Pogossian et al., 1975; Phelps et al., 1975].
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In 1988, a study challenged the conventional view that local blood blow increases should
match oxygen consumption: Fox and colleagues showed that an increase in local blood flow
triggered an increase in glucose consumption, but a relatively small increase in oxygen con-
sumption [Fox et al., 1988]. Hence, the ratio between oxyhemoglobin (HbO) and deoxyhe-
moglobin (HbR) should vary during functional hyperemia, resulting in a fall in HbR. As
HbR was long known to be paramagnetic [Pauling and Coryell, 1936], it became clear that
one could study functional hyperemia, if able to sense the fluctuations in the magnetic field
caused by deoxygenated blood. Ogawa and colleagues brought the proof of concept of BOLD
imaging by manipulating the oxygen concentration breathed by sedated rats, while perform-
ing MRI acquisition. They observed that detailed anatomy of the rat brain, especially veins
and venules were only visible when the animal breathed room air compared to pure oxygen,
and labeled this phenomenom blood- oxygen level dependent contrast (see Figure 3.9) [Ogawa
et al., 1990].

Positron Emission Tomography (PET)

The principle of PET relies on the detection of gamma rays emitted from the annihilation of
positrons by electrons. Radioactive tracers, such as 15O or 18F are injected into the body and,
due to their short half-lives (between 2 to 110 minutes) they spontaneously emit positrons,
which are in turn annihilated by electrons. Sokoloff and colleagues brought the proof of prin-
ciple that radioactive nuclides could be used to study brain glucose metabolism in 1977, in
a wide-ranging group of animal experiments [Sokoloff et al., 1977]. Fludeoxyglucose (18F) is
an analog of glucose, which is most commonly used to infer glucose uptake by the tissues,
because phosphorylation prevents the radionuclides to leave the cell, once absorbed. Hence,
the only “way-out” is the radioactive decay, which is proportional to the amount of radionu-
clide absorbed by the tissue (glucose uptake) [Reivich et al., 1979].

Another strategy is to use oxygen bound to a water molecule (H15
2 O) to image local changes

in CBF, making use of its short half-life (123 seconds). When injected into the brain, it
circulates within 10 to 20 seconds in the body and functional hyperemia can be detected
by contrast images with resting-state CBF images [Fox and Raichle, 1986]. PET is now well
established for a wide range of brain receptors, proteins and enzymes. It has allowed con-
siderable achievements in clinical research on cerebrovascular diseases, oncology, depression
and anxiety but, despite improving methodology, appears to have diminished in use [Jones
and Rabiner, 2012]. The high cost of functioning, the need for an invasive tracer and its low
temporal resolution have reduced its impact and precluded massive utilization.

Functional Magnetic Resonance Imaging (fMRI)

Nuclear Magnetic Resonance is a phenomenon based on the properties of water molecules
in a magnetic field, which resonate at different frequencies depending on tissue composition.
More precisely, fMRI relies on the measurement of the relaxation time of blood constituents,
which is sensitive primarily to local concentrations of paramagnetic deoxyhemoglobin (HbR)
[Ogawa et al., 1990]. When plunged into a strong magnetic field, HbR molecules behave like
magnets and align with field lines. Thus, variations in the magnetic field trigger relaxation
in HbR molecules, which in turn convey information about blood composition. The BOLD
signal (previously introduced) increases with decreasing HbR concentration and can be used
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Figure 3.9 – Positron Emission Tomography and functional Magnetic Resonance
Imaging (a) PET and fMRI do not measure the same signal: Neural activity leads to increased
blood flow and glucose uptake by the cell resulting in positive PET contrast. Conversely, neural
activity leads to a relative slower increase in oxygen consumption (dashed line), resulting in
decreasing deoxyhemoglobin and positive BOLD contrast. (b) Seminal study by Fox and col-
leagues in alert monkeys challenged the classic view that oxygen consumption matched oxygen
availability in the brain. Note the relative difference in oxygen and glucose utilization. (c) Proof
of concept of blood-oxygen-level-dependent contrast in rats as a proxy to measure brain activity
concurrent to increase oxygen concentration in the brain. BOLD contrasts are only visible when
sedated rats breath room air due to HbR increase. (a) adapted from [Raichle, 1998] (b) adapted
from [Fox et al., 1988] (c) adapted from [Ogawa et al., 1990].

to produce three-dimensional mapping of functional brain activity (see Figure 3.10) [Hillman,
2014].

This technique has several key features that make it a reference to assess network dynam-
ics: good spatiotemporal resolution, whole-brain assessment of activity, absent invasiveness
and constant interaction with the subject during the experiment. However, it requires im-
mobilization in a massive device and adapting experimental paradigms. fMRI and BOLD
imaging in particular have clearly dominated the field of cognitive neuroscience in the past
two decades. This is perhaps due to a combination of high-quality images, new methodologies
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in data analysis (image averaging, statistical models such as Generalized Linear Models) and
involvement of cognitive psychologists in task designing. The introduction of event-related
fMRI is triggered an important paradigm shift because individual events can now be resolved
with accuracy, revealing the statistical variability of the physiological response to stimulation
[Rosen et al., 1998; Logothetis, 2015].

3.3.1.2 What does BOLD measure?

Depsite widespread use, BOLD signal is still poorly understood, because it is a relatively indi-
rect assessment of brain activity and relies on a cascade of competing vascular and metabolic
events, such as CBF, CBV and cerebral metabolic rate of oxygen (CMRO2). A common
misconception is that BOLD provides a direct measurement of oxygen consumption. On the
contrary, classical positive BOLD signals arising from functional hyperemia correspond to a
decrease in HbR and a local over-oxygenation [Attwell et al., 2010]. This response typically
begins within 500 ms and peaks 3 to 5 s after stimulus onset, even for short stimuli (< 1 s,
dynamics are more complex for long stimulation). Negative BOLD signals are intrinsically
hard to interpret, because they can arise from different mechanisms, such as pure oxygen
consumption, which could explain the initial dip observed at the onset of BOLD responses
[Malonek and Grinvald, 1996], or arteriole constriction, leading to a decreased blood flow and
blood deoxygenation (see Figure 3.10).

Figure 3.10 – Interpretation of Negative Blood-Oxygen Level Dependent (BOLD)
signal (a) Classic positive BOLD signal during functional hyperemia: CBF increases leads to
local blood hyperoxygenation. Oxyhemoglobin (HbO-red) and total hemoglobin (HbT-green)
concentrations increase, while deoxyhemoglobin (HbR-blue) concentration decreases, leading to
positive BOLD signals. The hemodynamic response peaks 3-5 s after stimulation (gray shaded)
and returns to baseline 7-10s after stimulus onset (b) Pure oxygen consumption is the conver-
sion of HbO to HbR at constant blood volume. It results in an increase in HbR concentration,
mirrored by a decrease of HbO concentration resulting in negative BOLD signal. (c) Vasocon-
striction mainly occurs at arteriole level leading to a combined decrease in HbT and HbO con-
centration. Thus, relative HbR concentration increases also, leading to negative BOLD. Adapted
from [Hillman, 2014].

The link between BOLD signal and neuronal activity is also difficult to establish. Studies have
been inconclusive or contradictory when monitoring simultaneously BOLD, neuronal and vas-
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cular events suggesting a possible regional dependency of BOLD response [Handwerker et al.,
2004; Hirano et al., 2011] and differences between normal and pathological conditions [Shmuel
et al., 2002; Schridde et al., 2008]. The linear dependence of BOLD response on neuronal ac-
tivation is also brought into question [Friston et al., 2000]. Some studies have attempted
to investigate which components of neuronal activity were reflected best in BOLD signal.
Goense and Logothetis have found that, though local field potential (LFP) and multi-unit
activity (MUA) make significant contributions to the BOLD response, LFP is a better and
more reliable predictor especially in the 20-60 Hz range, suggesting that BOLD is primarily
determined by synaptic input [Goense and Logothetis, 2008]. Conversely, Sirotin and Das
have investigated the coupling between neural events and hemodynamic signals in alert mon-
keys performing a visual task: they found that hemodynamic responses could be divided into
two components, one of which was reliably predicted by neural responses while the other was
independent of visual input. Strikingly, the latter showed increases in cerebral blood volume
in anticipation of trial onsets, even in darkness [Sirotin and Das, 2009] (see Figure 3.11).
These results suggest a complex relationship between neural activity and hemodynamics and
highlight the need for further investigation of BOLD signal generation and modeling.

Figure 3.11 – Two conflicting examples of relationship between BOLD signal and
neural activity (a) In alert monkeys, Local Field Potentials are a better predictor of BOLD
signal, than multi-unit activity (MUA). Computed projection of BOLD activity (dashed line)
based on the convolution between neural activity (black) and a classic BOLD HRF (not shown).
The predicted response reflects the actual BOLD signal (light red) more reliably based on the
20-60 Hz band of the LFP (nMod) than based on the multi-unit activity (b) Hemodynamic and
neural responses to visual stimulation in monkeys alternating light and dark conditions. In the
normal condition, stimulation- induced spiking activity in V1 is robustly monitored, while it is
absent in darkness. The hemodynamic response can be divided in two components of similar
strength: a neural-evoked component (light blue) showing robust prediction of spiking activ-
ity and another stimulation-related anticipatory component that is present in both conditions
(green), probably due to adaptation to the task. (a) adapted from [Goense and Logothetis, 2008]
(b) adapted from [Sirotin and Das, 2009].
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3.3.1.3 Recent advances and future directions

Motion tracking of rodents that are allowed to move freely inside a PET scanner is under
development, but the technical challenges are substantial and no quantitative brain imaging
has been carried out under these conditions. Schulz and colleagues have developed a fully
equipped setup with a miniaturized PET imaging device. They can simultaneously assess
the metabolic changes and control the concentration of the radiotracer via catheter injec-
tion. This constitutes an important breakthrough in functional imaging of metabolism on
awake animals and confirms the necessity to develop tools to account simultaneously for
behavior and metabolism [Schulz et al., 2011]. Additionally, fMRI can now be performed
at unprecedented resolution (100 to 150 µm), due to increased signal-to-noise ratio, so that
high-resolution fMRI starts to reveal the vascular and metabolic heterogeneity of the cortex.
Penetrating arterioles and venules have been visualized in rats [Yu et al., 2014] and inter-
regional (between layer in the cortical structure) and inter-individual differences can now be
assessed precisely [Vigneau-Roy et al., 2014]. Thus the future challenges for next-generation
fMRI will be to integrate this variability and to refine the existing mesoscopic models of
BOLD signal generation and CBF fluctuations [Goense et al., 2016].

3.3.2 Optical Imaging of hemodynamics

Optical imaging techniques make use of the various interactions between light and matter
to reveal biochemical processes tightly linked to neural activity. A variety of imaging tech-
nologies have been developed in the past twenty years to understand the functional link
between neurons, glial cells and blood vessels. Optical methods offer excellent spatiotempo-
ral resolution and can be nicely coupled with electroencephalography or among each other.
Importantly, optical techniques can now record the variations of electric potential in the brain
and can allow for simultaneous recording of large cell ensembles (up to 1,000 cells) including
sparsely active cells. To date, the limited access to deep tissue is the major drawback. I review
here some of the major techniques used in clinics and research.

3.3.2.1 Intrinsic Optical Signal Imaging (IOSI)

IOSI has been developed early after the discovery that neural activity, which could be ob-
served with external probes (see subsubsection 3.3.3.1), was often distorted by slower intrinsic
signals [Grinvald et al., 1986]. These intrinsic signals reflect the changes in the optical prop-
erties of the tissue during functional hyperemia including fluctuations in CBF, oxygenation
or cell size. The classical optical intrinsic signal is derived from the change in absorbance
spectra between HbO and HbR (see Figure 3.12). By using the appropriate wavelength to
illuminate the tissue, one can independently assess the concentration in HbO and HbR. The
total blood volume can be reconstructed from total hemoglobin concentration (HbT).
The main advantage of IOSI is the monitoring of blood volume and oxygenation over a large
portion of cortical tissue, without the need of extrinsic probes. The good spatial resolution
(50 µm), temporal resolution (5-10 ms) and acquisition frame rate (up to 110 frames per
second) makes it especially adapted to study the time course of the hemodynamic response
[Dunn et al., 2005; Chen et al., 2011]. The recorded signal is an aggregate of parenchymal
vessels, penetrating arterioles, venules and pial vessels activities. IOSI can be nicely coupled
to laser speckle imaging or calcium imaging [Bouchard et al., 2009]. Though IOSI requires
bone-thinning or cranial window approaches, it has recently been extended to head-fixed rats,
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Figure 3.12 – Intrinsic Optical Imaging of neural activity in the anesthetized and
behaving rat (a) Different absorption spectra of oxyhemoglobin (red) and deoxyhemoglobin
(blue) (b) Schematic view of intrinsic optical imaging setup for awake head-fixed rodents un-
dergoing whisker stimulation for hemodynamic response characterization (c) IOSI can monitor
independently fluctuations in oxygenation and blood volume over a large portion of cortical
tissues. Average maps across trials of HbO, HbR and HbT during whisker stimulation. High
temporal resolution allows for precise characterization of hemodynamic responses (a) adapted
from [Weber, 2015] (b) adapted from [Sharp et al., 2015] (c) adapted from [Bouchard et al.,
2009].

thus overcoming the bias induced by animal sedation (see Figure 3.12). Sharp and colleagues
trained mice to run on a spherical treadmill to alleviate for stress, while they maintained
head-fixation with a head-plate fixed onto the skull with dental cement [Sharp et al., 2015].
However, removing a large portion of bone and dura mater poses problems in terms of tissue
stabilization and mechanical artifacts due to respiration. Transposition of IOSI to freely
moving animals via fiber optics might be possible in the future, at the cost of reduced system
performance related to miniaturization.

3.3.2.2 Laser Speckle Contrast Imaging (LSCI)

First introduced in the 1980s, LSCI is a powerful tool for full-field imaging of blood flow.
Recently, LSCI has gained increased attention, in part due to its rapid adoption for blood
flow studies in the brain and its ability to get images through the intact skull [Li et al.,
2009b]. LSCI interprets the difference in speckle patterns, which is an intensity pattern caused
by matter diffraction from a set of monochromatic light such as a laser. Red blood cells
induce differences in speckle contrast, leading to a direct measure of CBF. LSCI displays
many advantages such as low cost, ease of use, wide field of view and excellent resolution.
Observation is limited to the cortical surface, due to poor depth resolution and limited tissue
penetration.

Miao and colleagues have recently applied LSCI to mobile imaging (see Figure 3.13): their
imager weights 20 g and includes an image sensor, an optical lens and associated hardware to
generate real-time images with high spatiotemporal resolution. Complementarily, Murari and
colleagues have proven that LSCI can be coupled to other optical techniques in freely moving
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Figure 3.13 – Portable Laser Speckle Imaging System in the behaving animal (a)
Design of the miniature head-mounted laser-speckle imager including fiber bundle for illumina-
tion, macro-lens and CMOS sensor (b) View of a rat wearing the imager during experiment (c)
Pseudo-color images displaying the vascular responses during and after a 10s electrical stimula-
tion of peripheral trigeminal nerve fibers. Color map display instantaneous blood velocity. Note
that peak velocities are reached 30 s after electric stimulation and falls back to baseline 120s
after stimulation (a-b) adapted from [Miao et al., 2011] (c) adapted from [Li et al., 2009b].

animals, which should in the future allow parallel acquisitions of structural and functional
information [Murari et al., 2007; Miao et al., 2011].

3.3.2.3 Functional Near infrared spectroscopy

fNIRS takes advantage of the relative transparency of brain tissue to near-infrared light, for a
typical wavelength range between 650 and 2,500 nm. It was first applied in rats and humans
in 1977 [Jobsis, 1977]. Because HbO and HbR have different absorption spectra in this range,
fNIRS can estimate the relative oxygenation of blood when several proper wavelengths are
simultaneously used. fNIRS is totally non-invasive, portable and can be used for continuous
measurement over prolonged periods of time. It has been successfully used to map motor,
visual, and resting-state connectivity in small animal models [Zhang et al., 2005; Mesquita
et al., 2010; Khan et al., 2010]. fNIRS is currently used in humans coupled to encephalog-
raphy to reveal event-related optical signals, similar to evoked potentials commonly seen in
EEG/MEG. Medvedev and colleagues have thus reported an “optical N200” wave in humans
performing a Go/NoGo task, robustly correlated to EEG activity [Medvedev et al., 2010].

fNIRS is limited by scattering due to the inhomogeneity of the tissue and by absorption,
restricting brain activity monitoring to cortical areas. The actual critical challenge is to
increase its low signal-to-noise ratio and to develop tools for source-localization. However,
fNIRS has many potential clinical applications such as diagnosis, brain reorganization after
surgery and motor recovery. Due to its many advantages and relative low-cost, fNIRS is
extensively used in clinical and fundamental applications. As for mobile imaging, no physical
principle impedes the transposition of this technology to freely moving animals as lightweight
stable illumination devices have already been developed.
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3.3.2.4 Photo-Acoustic Microscopy (PAM)

The photo-acoustic effect is the generation of sound waves consecutive to light absorption
in a tissue. High optical contrast, ultrasonic spatial resolution and high penetration depth
are combined in PAM, to generate optical images of deep structures in the brain. The key
features of this technology include high sensitivity, mainly because blood has higher optical
absorption than other components in the tissue, and independent assessment of oxygenated
and deoxygenated blood. Experimenters can tradeoff optical resolution for deeper penetration
by selecting the parameters of illumination. High penetration at the cost spatial resolution
is obtained in OR-PAM (micrometric resolution, mm-range penetration depth) whereas AR-
PAM offers 45 µm spatial resolution up to 3 mm in depth.

Figure 3.14 – Fast functional Photoacoustic Microscopy of the Mouse Brain (a)
Schematic of the photo-acoustic microscopy system through intact skull of anesthetized mice
(b) Projected brain vasculature of a 0.6 x 0.6 mm2 region over the anterio-posterior (left) and
dorso-ventral axes (middle) obtained through PAM. Maps of oxygen saturation of hemoglobin
can be generated to assess functional responses to stimulation (right). Adapted from [Yao et al.,
2015].

PAM is complementary to other optical techniques (IOSI, LSCI) to understand neurovascular
coupling because it combines hemodynamic monitoring of blood oxygenation in depth at the
capillary level. As most of the metabolic exchange occurs in the capillaries, it is critical to
assess hemodynamics at this scale with sufficient temporal resolution. Wang and colleagues
have recently proposed fast-functioning PAM of the mouse brain through intact skull reaching
spatial resolution of 3 µm at optical focus and 15 µm outside of focus, over a 3 x 2 mm2

field of view [Yao et al., 2015] (see Figure 3.14). Zemp and colleagues have also achieved
in vivo PAM, by designing a 4 by 6 cm probe weighing about 500 g to obtain images of
the microvasculature of a Swiss Webster Mouse with a spatial resolution of 7.5 µm. These
devices are compatible with clinical applications such as dermatology, but some efforts on
miniaturization still have to be achieved to allow chronic recording in small animal models
[Hajireza et al., 2011].
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3.3.2.5 Two-Photon Laser Scanning Microscopy (TPLSM)

Fluorescence microscopy is based on the use of fluorescent probes, called fluorophores, which
can absorb light at a specific wavelength (excitation wavelength) and re-emit at a longer wave-
length (emission wavelength). Conventional microscopy requires intense near-monochromatic
light and suffers from light scattering by the brain tissue, which has precluded in vivo imag-
ing at the cellular and sub-cellular resolution until the advent of TPLSM [Denk et al., 1990].
TPLSM relies on two-photon absorption, a phenomenon described by Goeppert-Mayer in
1931, stating that fluorescent proteins can be excited by the absorption of two photons con-
taining half of the energy required to reach the excitation threshold. However, these two
photons need to be absorbed in a short time window, because the intermediate state between
first and second absorption is particularly unstable. Thus two-photon absorption is statisti-
cally probable only at the focal point of the laser, which increases resolution and gives access
to deep structures.

Fluorophores can either be injected into the body via systemic circulation or synthetized
endogenously in genetically modified strains. TPLSM typically uses near-infrared excitation
light, which offers several advantages including suppressed background signals, higher pene-
tration depth and reduced phototoxicity [Denk et al., 1994; Theer et al., 2003]. The potential
for TPLSM to resolve fine details in the microvasculature (including changes in diameter
of individual vessels and blood cells flow at millisecond resolution), neurons or astrocytes
concurrently with neural activity is extremely high [Shih et al., 2012]. Calcium indicators
(see subsubsection 3.3.3.2) are especially suited for physiological signaling in the brain as it
is involved in a wide range of functions.

However, this technique suffers from limited field of view and considerable processing time to
form an image, which imposes a trade-off between resolution, sampling speed and explored
volume. Recent work has extended the exploration capabilities of TPLSM to achieve whole-
brain functional imaging at unprecedented resolution and speed in the zebra-fish larvae,
by illuminating tissue volume from the sides. This technology called functional light-sheet
imaging microscopy has proved that the overall fraction of brain volume covered with single-
cell resolution is thus estimated to be around 80 % of total brain volume [Ahrens et al., 2013;
Wolf et al., 2015]. Portable TPLSM has also been developed early in head-stabilized rats
using optical fiber for light excitation [Dombeck et al., 2007] and in freely-moving animals
[Helmchen et al., 2001; Ghosh et al., 2011].

3.3.3 Extrinsic Optical Imaging of electrical activity

3.3.3.1 Voltage-Sensitive Dye Imaging (VSDI)

The use of fluorescent extrinsic dyes for optical imaging was first established in the squid giant
axon [Tasaki et al., 1969], then demonstrated in single neurons without averaging [Salzberg
et al., 1973] and finally validated in vivo in 1984 [Grinvald et al., 1984]. Voltage-sensitive dyes
were highlighted due to their fast response time and the linear measurement of membrane
potential. The physical principle relies on the properties of voltage-sensitive or potentiometric
dye molecules, which change their level of light absorbance or fluorescence proportionnally to
membrane potential fluctuations, by actively interacting with cell membrane during neuronal
signaling. The spatial resolution (50 µm or less) is significantly smaller than the typical size
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of a pyramidal neuron. It is limited by optics and light scattering, and the temporal reso-
lution (10 µs) is close to the duration of an action potential. Unfortunately, light scattering
constrains imaging to a depth of around 0.5 - 1 mm into the tissue, limiting the potential
for exploration to surface activity, and the chemical toxicity of dyes makes it unsuitable for
clinical applications [Grinvald and Hildesheim, 2004].

As dendrites cover most of the cortical surface, VSDI mostly reflects postsynaptic activity
rather than action potentials. Two main types of dyes can be used: dyes undergoing changes in
absorbance or in fluorescence. Due to their chemical properties, the latter are slightly slower
than the first ones. In vivo imaging requires a minimal overlap between hemoglobin and
dye absorption spectra to distinguish potentiometric changes from vascular events. Dyes can
either be applied directly onto large surfaces of the brain that are exposed after craniotomy
(extrinsic dyes) or can be genetically encoded based on the insertion of voltage-sensitive
fluorescent probes into voltage-gated potassium or sodium channels [Siegel and Isacoff, 1997;
Akemann et al., 2010; Gong et al., 2013].

Figure 3.15 – Voltage Sensitive-Dye Imaging can monitor membrane potential in the
awake mouse (a) Schematic representation of voltage sensitive dyes (dark blue) penetration
in the membrane depending on synaptic potential. (b) Whole-hemisphere labelling of cortical
region the mouse cortex (c) Color-coded spatiotemporal dynamics of propagation in response to
whisker stimulation. Black arrows represent the direction of propagation. Note the bidirectional
propagation arising from a single source located in the barrel cortex. Adapted from [Mohajerani
et al., 2013].

VSDI is particularly suited to studying the spatiotemporal patterns of activity, like sensory
binding during motion perception and visual illusions in cortical areas [Jancke et al., 2004],
functional domains in the retina [Grinvald et al., 1994] or spreading depression in cortical
areas [Farkas et al., 2008; Obrenovitch et al., 2009]. Importantly, VSDI can easily be cou-
pled to electroencephalography, which gives complementary information about deep neural
activity. VSDI has provided new insights about spontaneous activity, revealing that ongoing
activity can contain spatiotemporal patterns that resemble those evoked by external stimuli
[Kenet et al., 2003]. More recently, Murphy and colleagues have demonstrated that spon-
taneous activity consists in a superposition of sensory processing “modes” including vision,
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audition and touch. By comparing stimulus-evoked spreading patterns and direct activation
using channel-rhodopsin, they found that these spatiotemporal patterns reflect long-range
monosynaptic connections between cortical areas [Mohajerani et al., 2013] (see Figure 3.15).
VSDI can thus provide precise information about the integration of sensory stimulation,
functional connectivity and spatiotemporal activation patterns in awake animals.

3.3.3.2 Calcium Imaging

The intracellular calcium concentration is involved in a variety of processes including presy-
naptic exocytose, synaptic plasticity and gene transcription. Importantly, intracellular cal-
cium concentration rises 10 to 100 times during action potentials [Berridge et al., 2000]. This
has prompted the development of optical probes expressing the intracellular calcium signals
as fluorescent changes. Early studies have made use of several endogenous calcium-activated
proteins such as aequorin [Shimomura et al., 1962], requiring techniques like electroporation
or sharpened multi-electrode to deliver dyes into individual neurons. But a major break-
through was the development of genetically encoded calcium indicators [Nakai et al., 2001;
Tian et al., 2009], which could target genetically identified neurons. The most widely used
calcium-indicator, GCaMP, allows for in vivo mammalian recordings of large cell ensembles
[Tallini et al., 2006].

Figure 3.16 – Calcium Imaging Monitoring of large cell ensembles (a) Portable
one-photon epifluorescence microscope in freely-moving mice can monitor activity of large cell
ensembles over several weeks to explore long-term dynamics of CA1 place cells (b) Virtual real-
ity setup used in spatial navigation tasks in head-restrained mice (c) Semi-automated learning
procedures for mice to undergo imaging sessions with minimal experimenter intervention. Mice
wear head-bar specifically designed to fit the reward chamber (bottom) and receive light illu-
mination during reward in head-restrained conditions. (a) adapted from [Ziv et al., 2013] (b)
adapted from [Dombeck et al., 2010] (c) adapted from [Murphy et al., 2016].
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Two complementary paradigms have emerged for calcium imaging in behaving mammals:
those involving head-restrained protocols and those permitting unrestrained behavior (for a
review, see [Hamel et al., 2015]). The main advantages of head-fixed protocols are the use
of conventionally sized optical apparatus, the control of mechanical vibrations, the ease of
auxiliary manipulations such as mid-session drug delivery or visually guided electrical record-
ing [Lovett-Barron et al., 2014]. Virtual reality approaches (see Figure 3.16) allow control of
sensory input such as artificial mismatch between motor behavior and visual feedback, and
comparison of spatial navigation related activation between natural behavior and virtual re-
ality [Dombeck et al., 2010].

Calcium imaging in freely-moving conditions require miniaturization and flexible tethers like
optical fibers [Ghosh et al., 2011] to study behaviors that require active exploration, natural
movement or behaviors incompatible with head-fixation such as mating or fighting. The
challenge of miniaturization imposes design trade-offs, though proof of principle in behaving
mice and rats has been brought [Helmchen et al., 2001; Flusberg et al., 2005]. Portable two-
photon microscopes require an optical fiber to deliver ultrashort-pulsed laser illumination to
the microscope, albeit at low sampling rates. Unfortunately, they have never progressed in
practice beyond the anesthetized state. However, camera-based one-photon epifluorescence
microscopes have achieved broad field of views at fast frame rate in behaving mice [Ghosh
et al., 2011; Ziv et al., 2013]. The integrated microscope has 0.5 mm2 field of view, which
permits dense sampling of up to 1,000 neurons simultaneously. High-throughput imaging
can be achieved through hybrid methods, like coupling two-photon optogenetic activation
stimulation and calcium imaging in head-restrained mice [Packer et al., 2015] or similarly
in transgenic freely moving mice, that are trained for automated head-fixation tasks (see
Figure 3.16) [Murphy et al., 2016].

3.3.4 Functional Ultrasound imaging

Conventional ultrasonography for medical diagnosis emerged in the 1970s long after the in-
vention of sonar on which it takes ground [Chilowsky and Langevin, 1920]. Ultrasonography
bears the paradox to be at the same time the most widely used technique in medical imaging
(including cardiology, obstetrics, elastography) and rather absent in neuroimaging studies
[Tanter and Fink, 2014]. However, recent advances in computing power, reconstruction algo-
rithms and surgical techniques have prompted the emergence of high-resolution ultrasonog-
raphy with unprecedented resolution and signal-to-noise ratio in fetuses, infants [Demene
et al., 2015], humans in peroperative conditions and in rodent studies [van Raaij et al., 2011;
Mac et al., 2011]. Several key features of ultrasound (US) waves make them a good candidate
to study brain activity, including excellent tissue penetration, high spatial coherence, good
sensitivity and moderate cost. However, due to the screening nature of the skull, bones still
constitute a major obstacle to US waves, which requires circumventing approaches such as
cranial window, thinning approaches or imaging through fontanelle in infants.

Ultrasonography uses a wide range of frequencies from 1 to 20 MHz, with the classical tradeoff
between resolution (defined by wavelength) and penetration in the tissue, because attenua-
tion of sound waves increases at higher frequencies / shorter wavelengths. Sound waves are
produced by acoustic transducers that convert electrical currents into mechanical pulses of
sound. When an ultrasound wave encounters a change in acoustic impedance (bone, tumor),
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Figure 3.17 – In vivo functional Ultrasound Imaging on anesthetized rats (a) Proof
of concept for functional Ultrasound (fUS) in anesthetized rats. (Left) Power Doppler images
are acquired at 0.33 Hz during 30 s whisker-stimulation followed by 60-s rest periods (red curve)
repeated 10 times. Example of the temporal dynamics of Power Doppler signal from one pixel in
primary somatosensory cortex (blue) (Right) Correlation maps using Pearson coefficient for each
pixel in the image. Significant correlations (r > 0.2) are found in the somatosensory cortex (S1)
and thalamus (VPM) (b) Functional connectivity during forepaw stimulation under anesthesia.
Cross-correlation matrix shows symmetrical cortico-cortical coupling and subcortical-cortical
decoupling during stimulation (a) adapted from [Mac et al., 2011] (b) adapted from [Osmanski
et al., 2014b].

part of the sound wave is back-propagated to the transducers. The detection of these echoes
is used to form images of the tissue over the whole imaging plane. The classical imaging mode
of ultrasound uses a linear array of transducers (Bmode) to localize echoes. It emits focused
waves and forms images line-by-line. Another widely used method takes advantages of the
Doppler effect: moving objects generate echoes arriving at the transducer with a frequency
that is shifted from the emission frequency. Reception frequency is higher for objects moving
toward the transducers, and smaller for objects moving away. Doppler ultrasonography can
generate precise images of blood flow deep into the body (5 cm at 5 MHz, see Table E.2) but
only recently has it been able to resolve small venules and arterioles.

Functional Ultrasound Imaging (fUS) is derived from ultrafast imaging based on emission
and reception of plane waves at very high repetition rates (up to 20,000 repetitions per
second). This process results in the generation of compound images over a 200 ms period,
from which Doppler images are generated [Mace et al., 2013]. The resulting signal contains a
low-frequency rhythmic component, which reflects large amplitude changes due to heartbeat-
induced pulsatility in the tissue and a high-frequency residual from echogenic particles (red
blood cells) moving in the imaging field. Thus ultrafast imaging can provide images of both
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cerebral blood volume (CBV - Power Doppler) and cerebral blood flow (CBF - Color Doppler)
with a spatial resolution of 100 µm (lower for surface imaging) and a temporal resolution of
200 ms. For a detailed description of conventional and functional Ultrasound see section 4.1.

Figure 3.18 – Recent advances in functional Ultrasound Imaging of brain vascula-
ture in vivo (a) Setup for fast optical tomography in anesthetized animals (b) Whole-brain
reconstruction of 4-dimensional mapping of blood flow. Basal arteries of the Willis polygon are
visible (c) Microvasculature in the somatosensory cortex of thinned-skull rats using ultrafast
Ultrasound Localization Micoscropy (uULM). Penetrating arterioles and venules are clearly re-
solved. Smaller vessels can be distinguished. Velocity and direction of blood flow are color-coded
(a-b) adapted from [Demen et al., 2016] (c) adapted from [Errico et al., 2015].

fUS has first been developed on the anesthetized animal. After undergoing craniotomy, the
probe is placed onto the dura mater, with saline filling the space between the probe and
the meninges in order to best facilitate the conduction of ultrasound waves. The proof of
principle that fUS could monitor hemodynamics changes was given in anesthetized rats un-
dergoing mechanical stimulation of the vibrissae and after focal injection of 4-aminopyridine
(4AP), a substance that is known to trigger tissue hyper-excitability resulting in generalized
epileptiform seizures. In the first case, CBV fluctuations in the barrel cortex and the thala-
mus strongly correlated with the mechanical stimulation of the vibrissae, with the strongest
correlations in the corresponding barrel field. In the second case, fUS monitoring for over 2
hours revealed waves of hyper-perfusion followed by hypo-perfusion traveling from the site of
injection throughout the brain, highlighting the fact that fUS displays high sensitivity and
capabilities for recording functional dynamics over prolonged periods of time. Subsequent
studies showed that fUS could reliably reveal functional domains upon electric forepaw stim-
ulation [van Raaij et al., 2012], odor-evoked patterns of vascular activity in the olfactory
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bulb and pyriform cortex [Osmanski et al., 2014a] and functional connectivity with high spa-
tiotemporal resolution [Osmanski et al., 2014b] (see Figure 3.17). However, all of these studies
were performed in the anesthetised animal, highlighting the need for protocol adaptation.

More recently, several studies showed that ultrasound imaging could convey high-resolution
reconstruction of the brain microvasculature. The first approach was aiming at generating
4-dimensional mapping of the whole vascular system of a rat brain (3 dimensions in space, 1
dimension in time), through ultrafast Doppler tomography [Demen et al., 2016]. This method
provides full reconstruction at high spatial resolution (100 µm x 100 µm x 400 µm) and high
sensitivity to flow in small vessels (< 10 mm.s−1) without the need for any contrast agent.
The second approach makes use of the injection of microbubbles into the circulation to
provide reconstruction of the microvasculature at unprecedented resolution, beyond the sound
diffraction limit (10 µm, similar to optical resolution) deep into the tissue (ten millimeters
below the surface) [Errico et al., 2015]. This process relies on the individual tracking of non-
linear echoes generated by the micro-bubbles and can be performed through the intact skull
(see Figure 3.18). Thus, functional ultrasound is a promising technique to study functional
dynamics both in clinical and fundamental research.

3.3.5 An overview of in vivo functional imaging

I have presented multiple optical techniques for in vivo recording of brain activity. These
techniques can be classified in three main groups based on resolution, field of view and trans-
position to mobile animals (see Table 3.1): (1) fMRI and PET can resolve BOLD signal and
glucose metabolism in the whole brain at good spatial resolution (MRI) but low temporal
resolution. These techniques are currently used in human studies but require immobilization,
though PET has recently been applied to mobile animals [Schulz et al., 2011]. (2) VSDI,
IOSI and one-photon microscopy can resolve cortical dynamics at very high temporal reso-
lution revealing the spatiotemporal dynamics of electrical activity (VSD) or hemodynamics
(IOSI) to provide regional responses to functional activation. They have been successfully
applied to mobile imaging but lack penetration (3) TPLSM, PAM and fNIRS can penetrate
deeper in brain tissue (from 0.5 mm to 3 mm) at the cost of decreasing spatial resolution.
Only TPLSM can provide full information of neuronal activity (calcium imaging) and hemo-
dynamics simultaneously. These techniques have been applied to mobile imaging but need
further improvement to resolve more than cortical circuits.

US imaging can play an important role in the years to come, because technical improvements
have been achieved to monitor hemodynamics in depth in mobile animals. It can be coupled
with electroencephalography and most optical techniques (to assess blood oxygenation for
instance), provided a sufficient improvement on lightweight apparatus. Microvasculature is
already resolved at very high spatiotemporal resolution in cortical structure and at moderate
resolution in whole brain networks. To date, there is no physical obstacle for a generalized
use of this technique in functional probing of neural circuits in both normal and pathological
states.
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3.4 Conclusion

Relating structure to function is one of the recurrent goals of neuroscience. This requires
precise anatomical characterization, which is still mostly performed by staining techniques
based on morphological grounds. However, recent advances in optics and genetics allows for
finer segregation of functional domains, connectivity and microvasculature. Future investiga-
tion needs to integrate this rich information onto existing brain atlases, to bridge the gap
between past and present research, especially when studying vascular patterns for which no
reference atlas yet exists.

Apart from electroencephalography, most brain imaging techniques rely on proxy measures
of neural activation through hemodynamic activity. The coupling between neural and vascu-
lar events has been established in 1890, and called functional hyperemia. Surprisingly, this
cascade of signaling does not rely on feedback metabolic signals consequently to increased
energy demands, but rather on direct signaling intrinsically associated with neural events.
The dynamics of vascular responses are slower than neural events and region-specific. They
rely on a functional and anatomical entity called neurovascular unit, involving neurons, as-
trocytes, pericytes and smooth muscle interacting in a variety of means through multiple
signaling pathways.

Early whole-brain functional imaging such as PET and fMRI, which can record brain activ-
ity non-invasively in humans, has revolutionized our understanding of brain function. MRI
through BOLD signaling has clearly dominated neuroimaging in the past two decades, despite
high cost and low temporal-resolution. More recently, optical techniques underwent a spec-
tacular development reaching extremely high spatiotemporal resolution unveiling fine details
of hemodynamic signals, albeit limited in tissue penetration. Genetically encoded calcium
indicators now clearly propose an alternative to the use of electrodes, allowing recording of
large cell ensembles in genetically-targeted neurons. Ultrasound imaging has a strong features
such as tissue penetration and high sensitivity, which might give it a more central place in
neuroimaging studies in the near future.
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Chapter 4

Methods

4.1 Functional Ultrasound Imaging of the Brain

4.1.1 Physical Properties of Ultrasound Waves

Ultrasound (US) waves bear the paradox of being at the same time routinely used in medical
diagnosis and rather absent in brain imaging studies [Tanter and Fink, 2014]. This is mainly
due to the fact that US waves are well suited for estimating the properties of homogeneous
media, whereas bones have a strong attenuating and distorting effect that preclude a gen-
eral use to assess cerebral blood flow. Additionally, computing power becomes increasingly
demanding to estimate subtle variations in blood vessel signals and to form high-resolution
images in reasonable time. On the other hand, US waves possess properties that make them
one-of-a-kind: they have excellent tissue penetration (compared to light, their wavelength is
several orders of magnitude lower, which allows them to penetrate deeper in a tissue), they
weakly interact with matter, renderiing their normal use completely safe for the body, they
have good spatial coherence and their implementation is relatively easy to use at low financial
cost. Their overall absence as a brain imaging modality is thus surprising.

It is only recently, that US has been demonstrated to be suited for cerebral blood volume
(CBV) and cerebral blow flow (CBF) imaging. This major breakthrough relies on two recent
technological and scientific advances: (1) the ability to send short ultrasonic pulses and receive
echoes at ultrafast frame rate (up to 20,000 pulses per second) (2) the ability to synthetically
sample all pixels in a given plane at once, rather than focusing ultrasound pulses sequentially
to form a full image. This latter phenomenon, known as coherent compounding, has long been
described by Mathias Fink and Mickael Tanter at Institut Langevin [Montaldo et al., 2009].
When applied to brain imaging, it results in a significant increase in signal-to-noise ratio,
resulting in detailed images of the brain vasculature in vivo, for blood velocities as low as 5
mm.s−1.

Ultrasound Waves Speed Range

US waves travel in water at a constant speed of 1540 m.s−1. Under the assumption that brain
can be considered as an homogeneous aqueous medium, US velocity in the brain is assumed
constant and equal to the one in water. The choice of ultrasound emission wavelength relies on
a trade-off between the size of imaging field (limited by tissue penetration) and the resolution
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Vessel Type Vessel Diameter RBC Speed Reference

Large Cerebral Arteries >100 µm 15 cm.s−1 (up to 50 cm.s−1) [Li et al., 2010]

Pial Arteries 10 - 50 µm around 25 mm.s−1 [Shih et al., 2009]

Penetrating Arterioles 10 - 30 µm 10 - 25 mm.s−1 [Nishimura et al., 2007]

(depending on blood vessel size) [Shih et al., 2012]

Capillaries / Venules <10 µm 0.5 - 1 mm.s−1 [Nguyen et al., 2011]

Table 4.1 – Red blood cells speed distribution in the arterial system RBC speed is
mostly dependent on vessel type and size. The dilating properties of the arterial system are
responsible for the great variations observed between regions during functional activation. In
this table, we summed the estimates of RBC speed. Note that 25 mm.s−1 seems to be an upper
bound for RBC speed in all vessels except for large cerbral arteries.

of the image (limited by ultrasound emission wavelength). As an example, the adult brain
of a rat does not exceed 10 mm in depth: 15 MHz or 18 MHz US waves can penetrate 1
cm in depth with limited attenuation, thus providing a spatial resolution of 100 µm. On
the contrary, US waves used in medical imaging lie in a frequency range between 3 to 5
MHz, providing a decent millimetric resolution up to 5cm in depth. For a detailed review on
ultrasound wave propagation, see [Rousseau, 2003] and Appendix E.

Red Blood Cells Speed Range

US waves have many applications like elastography (probing tissue elasticity from distance)
or shock wave delivery. In this thesis, we focused on the property of ultrasound to echo on
particles that present a change in acoustic impedance with their surrounding medium. This
is the case for red blood cells, which speed can thus be estimated using the Doppler Effect.
Red blood cells speeds have been measured at different locations in the vascular system,
summarised in Table 4.1. To the best of our knowledge, we did not find any measure of blood
velocity exceeding 25 mm.s−1 outside the large cerebral arteries, which are less likely to be
involved in functional hyperaemia, resulting from selective tissue activation. As a result, the
sampling frequency of ultrasound fs has been set to optimise speed detection in the range [0
- 25 mm.s−1].

4.1.2 Conventional Echography

Echography can be used in different modes depending on the type of signal the experimenter
wants to acquire. We will present briefly “Amode” and “Bmode” and we will extend on
Doppler Imaging Mode.

Amode

Amode (Amplitude Mode) allows for precise measures of acoustic impedance changes along a
single line. The amplitude of the echo gives an estimate of medium reflexivity (propension to
generate echo) and tissue attenuation, while the delay provides information about the location
of the echogenic particle. It is seldom used except for eye or skin treatment to perform precise
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measures of distance. The use of linear transducer arrays can improve source localisation by
analysing the delay difference in the received signals between neighbouring transducers.

Bmode

Bmode (Brilliance Mode) is the most widely used acquisition mode. It generalizes Amode
to form two-dimensional images over a whole plane. The probe “sweeps” along the imaging
plane, by performing one-dimensional measures for each line of an image. The resulting
image is thus a juxtaposition of each acquisition of the ultrasound beam. One of the major
advantages of Bmode sequence is that it can be performed continuously in real-time by
refreshing the lines in the image when the ultrasound sweep is performed. Though, there is
a trade-off between spatial resolution and processing time, spatial smoothing is a solution
to interpolate missing information between beam directions. Bmode gives mainly structural
information on the composition of a static medium.

Doppler mode

The Doppler Mode is used to get information about moving echogenic particles. It is based on
the well-known Doppler effect, which is a change in wave frequency between an emitter and
a receiver, resulting from the relative movement between the two. When an emitting source
is moving towards or away from a receiver, two consecutive pulses do not have to travel
exactly the same distance to reach the sensor (the second one has to travel a somewhat
shorter distance in the first case, longer in the latter), which results in a receiving frequency
that is slightly different from the emission frequency. This frequency shift is called Doppler
frequency and is proportional to the relative speed of displacement between the source and
the receiver (the proportionality coefficient is the ratio between particle speed and the speed
of ultrasound in the medium). In our case, the source (transducer array) is static but the
echogenic particles are in movement at a certain speed v. This is the physical parameter we
aim at estimating. Virtually this configuration is equivalent to a moving ultrasound-emitting
source (red blood cells) towards a static receiving sensor (linear transducer array).

Pulsed Doppler

Because the transducer array cannot be used in emission and reception at the same time, the
experimenter first has to send ultrasound pulses (emission) and then wait for echoes (recep-
tion). In theory, sending a single pulse and computing the frequency shift between the start
and end of the pulse could give an estimate of the Doppler frequency generated by moving red
blood cells. This is almost impossible in practice because the change in frequency generated
by RBC moving at 25 mm.s−1 in comparison with the ultrasound propagation speed of 1540
m.s−1 results in a shift of a few kHz in a 15MHz pulse, which is extremely hard to evaluate.
An alternative strategy is to repeat the emission and reception of short pulses (3-4 cycles) at
high frequency to get “stroboscopic measures” of the Doppler signal. By doing so, one can
consider that the particle is static during the duration of a single pulse (3 cycles at 15 MHz
result in a 200-ns pulse) but not between two successive emission-reception cycles. Hence, the
Doppler signal can be reconstructed by repeating emission/reception cycles at the frequency
fs. Figure 4.1 illustrates the Doppler signal reconstruction from a single echogenic particle
moving towards the transducer.
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Figure 4.1 – Conventional Pulsed Doppler Principle for a single echogenic particle
at constant speed Conventional Ultrasound uses pulsed sequences to infer echogenic particle
speed. (a) The echogenic particle, initially in position zio, moves with constant speed towards
the transducer. (b) Short pulse sequences are emitted at frequency fs to get “stroboscopic”
measures of echogenic particle displacement. Due to the particle movement, delays between two
consecutive emission-reception are not constant and a “Doppler Signal” can be reconstructed by
the phase difference induced by particle movement. (c) By sampling received pulse at a given
depth, we obtain a synthetic temporal dilation of Doppler signal, which frequency is proportional
to the echogenic particle speed v. Adapted from [Mac, 2012].

The Pulse-Repetition Frequency (PRF) is the determining factor at which Doppler Signal is
sampled. To avoid consecutive pulse train overlap, the time between to pulse emissions must
be greater than the time required by US waves to travel in the medium back and forth to the
transducer. For a 2 cm-deep imaging plane, this corresponds to an upper bound of 38 kHz.
Also, to avoid multiple reflections and to limit the amount of energy absorbed by the medium,
an additional delay is imposed resulting in a PRF of 20 kHz. However, to correctly sample
the Doppler signal in a given line, one has to get enough samples to be able to estimate a
wide range of speeds. A large number of repetitions results in a richer Doppler signal at the
cost of increased processing time and higher signal distortion between the first and last line
of the image. This limitation of Pulsed Doppler is hard to overcome because it stems from
physical constraints. For this reason, echographic images are often acquired in blocks rather
than line-by-line. This is commonly done by synthetic focalisation of ultrasound waves, where
each linear transducer sends pulses with a small delay. Introducing a constant delay between
distal and proximal transducers in a linear array can thus provide focalisation at a given
depth in the imaging plane (focal depth). In this case maximal energy is transmitted in this
focal zone, which in turn provides better echoes and better resolution.

4.1.3 Ultrafast Doppler Imaging

Ultrafast Sequence

Ultrafast Doppler imaging makes uses of plane waves rather than focalised waves. At first
glance, plane waves seem less informative because energy is spread over the whole imaging
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plane, leading to noisy echoes and low-resolution images. Plane waves however show higher
spatial coherence for high-frequency pulse trains and, unlike spherical waves, power does
not decrease with distance. Repeating plane wave emissions with different tilt angles and
summing the received echoes over a sequence of multiple angles - a process know as coherent
compounding - can counterbalance the drop in resolution and re-instate focalisation in all
points of the imaging plane [Montaldo et al., 2009]. Because PRF is very high (namely
20 kHz), a sequence of 20 tilted angles can be acquired in 1 millisecond, a time interval
during which echogenic particles can be considered static. The coherent summation of these
low-resolution images leads to compound images. Importantly, these compound images can be
acquired at high rate (1 kHz) for every pixel in the image simultaneously. As a result, Doppler
Frequency estimation can be performed for a large number of samples without prohibitively
increasing processing time. In Figure 4.2 and Table 4.2 we give a time-equivalent comparison
of conventional Pulsed Doppler and Ultrafast Doppler sequences. The duration and total
transmitted power are the same in both cases but the sampling of Doppler signal for each
pixel increases 8-fold in the Ultrafast Sequence.

Parameter Focused Compound
Ultrasound frequency 15 MHz 15 MHz
Pulse width 3 cycles 3 cycles
Aperture 4 mm 12 mm
Focal depth 10 mm -
Maximal depth 20 mm 20 mm
Pulse repetition frequency, PRF 16 kHz 16 kHz
Sampling Frequency 1 kHz 1 kHz
Number of angles - 16
Lines in a block 16 -
Number of blocks 8 -
Number of firings 5120 5120
Acquisition time 0.32 s 0.32 s
Number of frames 40 320

Table 4.2 – Experimental Parameters Used for a Time-Equivalent comparison of
the Focused Method and the Ultrafast compound Method. The main difference is the
number of images (8 times greater in the ultrafast compound method) for the same number of
firings and the same acquisition time. Adapted from [Mace et al., 2013].

Color Doppler and Power Doppler

As a result, ultrafast sequence leads to 320 compound images acquired in 320 ms. Each pixel in
this compound image contains the Doppler signal generated by multiple echogenic particles.
Though, we only presented the Doppler signal generated by a single particle in the Pulsed
Doppler Sequence, the same principle applies in the Ultrafast Doppler imaging. Moreover, the
Doppler Signal generated by multiple echogenic particles is an aggregate of many particles
flowing at different speeds. We can extract different physiological parameters by looking at
the Fourier Transform of the Doppler Signal. First, all pixels in compound images do not map
static brain locations, because of tissue pulsatility mainly due to heartbeat and major vessel
pulsation. This component is low-frequency and peaks around 5 Hz in adult rats [Azar et al.,
2011] and can easily be removed by high-frequency filtering. This step is known as clutter
filtering and can be optimized by singular value decomposition (SVD). Second, the Doppler
spectrum carries multiple types of information. After high-pass filtering, it has the following
properties (1) centered on the Doppler Frequency corresponding to the RBC mean axial speed
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Figure 4.2 – Time-equivalent comparison between Conventional Doppler (top row)
and Ultrafast Doppler (bottom row) modes. (a) Schematic description of the experimental
setup: The 15-MHz probe is set in the coronal plane above the rat brain exposed by a cranial
window. For conventional doppler, focused ultrasonic waves are used. (b) Acquisition sequence:
The image is subdivided into blocks of 16 lines. One block is small enough to be scanned line
by line with focused waves in less than 1 ms. Each block is imaged 40 times at 1 kHz for a
total acquisition time of 0.32 s. (c) Signal processing: a 40-sample-long signal is obtained for
each pixel. High-pass filtering is applied to reject tissue echoes. The mean intensity of the blood
signal is calculated from the blood signal. (d) Power doppler image obtained with conventional
Doppler mode. (e) Schematic description for the Ultrafast Doppler mode. The experimental
setup is the same. For Ultrafast Doppler, plane ultrasonic waves are emitted. (f) Acquisition
sequence: 16 plane waves are transmitted with different tilt angles in less than 1 ms for the
building of one compound image. One ultrafast Doppler image results of 320 such compound
images acquired in only 0.32 s. (g) Signal processing with 320 time points. (h) Ultrafast Doppler
image. Adapted from [Mace et al., 2013].

(2) proportional to the total number of RBC that have crossed the sample volume during one
acquisition. (3) its extent or width depends on the RBC speed and pulse wavelength [Mace
et al., 2013].

Physiological parameters measured

Two main parameters with physiological significance can be extracted from Doppler images
(Figure 4.3). We form Power Doppler Images by computing the total spectrum power for
each pixel. In conditions of constant hematocrit density and shear rates, Power Doppler is,
in first approximation, proportional to the partial volume of blood in a voxel [Shung et al.,
1992]. Hence, Power doppler gives no information on the blood velocity but is associated
with another relevant hemodynamic parameter: the volume of blood within a voxel (CBV).
Second, the mean frequency of the spectrum conveys information about the direction and
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Figure 4.3 – Ultrafast Doppler Signal Contains two types of signal : Color Doppler
and Power Doppler (a) Example of Power Doppler Image. Pixel Intensity is proportional
to the power of the blood signal spectrum in (d). (b) Example of Color Doppler Image. Pixel
color is proportional to the mean Doppler frequency of the blood signal spectrum in (d). (c)
Blood Signal is obtained for each pixels after high-pass filtering of compound images. Power
Spectrum is obtained after Fast Fourier Transform. (d) The Power Spectrum is an aggregate
of all echogenic that have crossed a single voxel during the timing of one acquisition (320 ms).
Hence, the mean Doppler Frequency is an estimation of the dominant speed in a given time
(CBF) while the average Power Frequency is associated with the power of the received echoes,
which relates to the amount of echogenic particles in a given time (CBV). Hence, the Power
Doppler is more robust to aliasing than Color Doppler.

intensity of RBC speed in a given time window. It thus relates directly to Cerebral Blood
Flow (CBF). In this thesis, we exclusively used Power Doppler images because this measure
is more robust to aliasing and because in first approximation functional hyperemia leads to
vessel dilation that results both in local CBV and CBF increases. It could be interesting to
investigate how these two physiological parameters take part in the hemodynamic response
and if regional variations are observed, which is likely [Devonshire et al., 2012].

4.1.4 Limitations

Absorption

During normal propagation, the medium absorbs part of the ultrasound waves energy, result-
ing in decreased beam intensity deep in the tissue. This absorption follows an exponential
decay. It is thus very common to adjust the gain depending on the image depth to coun-
terbalance this effect, which has the drawback of amplifying noise signal simultaneously in
the deep portions of the images. In this thesis, we currently corrected depth absorption by
computing mean and standard deviation for each horizontal line in the images and by ad-
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justing offset and scale accordingly. A second effect amplifies the latter because wavefronts
have higher spatial coherence in upper regions of the image compared to deep regions simply
because ultrasound beams that reach deep tissues have undergone considerable interaction
with the medium compared to the early back-propagated ones.

Figure 4.4 – Limits of Ultrafast Doppler Imaging (a) Ultrasonic Probes are equipped
with focal lenses to ensure that ultrasound waves in-plane propagation. This induces a focal
zone with maximal transmitted power, 8-mm distant from linear transducer array. (b) The
Doppler Spectrum is an aggregate of echoes generated by tissue movement resulting from vessel
pulsatility and red blood cell movement in the vessels. Clutter filtering is an important step
which is performed easier when axial blood velocity is high, resulting in a greater separation in
tissue and blood signal spectra. (c) Sensitivity of Doppler ultrasound directly depends on blood
axial velocity. Red blood cells are detected when standard-deviation of the generated echo is
greater than baseline In. (d) A textured rotating cylinder is used to estimate minimal detection
velocities. For axial velocities ¡ 4mm.s−1, no Doppler signal is generated resulting in a blind zone
in the center of the image. Full detection is obtained for velocities above 10 mm.s−1 (8mm.s−1)
at the focal zone.

Heat

It is probable that such high rates of imaging result in tissue heating. For human studies,
the total power transmitted to the tissue should not exceed certain bonds that are set by
the American Food & Drug Association and European Union. In our experiment, time-lapses
imposed by processing present the advantage of preserving both the ultrasonic probe (which
can be damaged after sustained high-rate use) and limiting the amount of energy that is
transmitted to the tissue. For subsequent experiment, head temperature should be monitored
to ensure that it remains in physiological range.

Focalisation

To ensure that the ultrasonic probes do not emit out-of-plane pulses, these are equipped with
a lens that focalises ultrasound in a narrow beam. This leads to a focal zone where signal-to
noise is better than in other regions of the image and to a typical transverse resolution around
400 µm.
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Clutter Filtering

Clutter Filtering is an important step in Ultrafast sequence processing. The most direct
approach is to threshold the frequency distribution by high-pass filtering. However, this has
the drawback of removing the remainder of blood signal spectrum at low frequencies (see
Figure 4.4). Recently, methods bases on singular value decomposition aim at evaluating the
spatial properties of the images, to remove components affecting a majority of pixels, which is
the case for tissue pulsation. Indeed, the first singular value components are strongly affected
by heart rate. We can selectively remove these components, leaving blood signal unchanged.
SVD can also be used to remove movement artifacts (see Appendix A).

Blind Field

The whole Doppler sequence relies on the estimation of axial velocity. It is important to note
that ultrafast imaging is rather blind to lateral velocities. To estimate minimal speed detection
in ultrafast sequences, one can use a textured rotating disk, which creates a two-dimensional
mapping of various velocities and directions on a single imaging plane. As expected, the
resulting images presented blind spots in locations where axial velocity is close to zero. The
threshold for axial velocity detected was estimated around 5 mm.s−1 with a full detection
for speeds higher than 8 mm.s−1 at the focal zone and around 10 mm.s−1 elsewhere (see
Figure 4.4).

4.2 Animal Preparation

4.2.1 Animal Strain and Housing

Male Sprague Dawley rats were used in all experiments. They were hosted in 12h light-
dark cycle controlled environment in pairs from 8 weeks to 12 weeks of age and individually
afterwards. After surgery, rats underwent daily recording sessions for 2 to 3 weeks, for a
maximal consecutive period of 7 days in a row. When possible, rats were recorded at the
same time of day to minimize variability in recording conditions. Aged rats did not perform
well when physical training started after 15 weeks of age, because they tend to reach obesity
when fed ad libitum. Best results with physical training and habituation were obtained when
conditioning was intitiated between 10 to 15 weeks of age.

4.2.2 Surgical Procedure

All animals received humane care in compliance with the European Communities Council
Directive of 2010 (2010/63/EU), and the institutional and regional committees for animal
care approved the study. Male Sprague Dawley rats aged 12-14 weeks underwent surgical
craniotomy and implant of ultrasound-clear prosthesis. Anesthesia was induced with 2%
isoflurane and maintained by ketamine/xylazine (80/10 mg/kg), while body temperature was
maintained at 36.5◦C with a heating blanket (Bioseb). A sagittal skin incision was performed
across the posterior part of the head to expose the skull. Drilling and gently moving the bone
away from the dura mater excised parietal and frontal flaps (15 mm AP x 14 mm ML). The
opening exposed the brain between the olfactory bulb and the cerebellum, from Bregma +6
to Bregma -8 mm, with a maximal width of 15mm. Electrodes were implanted stereotaxically
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and anchored on the edge of the flap, with their connector fixed to the back of the head. A
plastic sheet of polymethylpentene was sealed in place of the skull with acrylic resin (GC
Unifast TRAD) and residual space was filled with saline. Polymethylpentene is a standard
biopolymer used for implants, which has tissue-like acoustic impedance and allows undistorted
propagation of US waves at the acoustic gel-prosthesis and prosthesis-saline interfaces (see
Figure 4.5).

Figure 4.5 – Surgical Procedure for mfUS-EEG recordings (a) The surgical procedure
to prepare the rat for simultaneous EEG and fUS recording proceeds in successive steps. First,
a large bone flap is removed. Then electrodes are moved to the target position by stereotaxic
micro-motion, and they are anchored to the edge of the flap with a droplet of resin. For clarity,
only one electrode is shown. (b) Following sequential insertion of all the electrodes, the skull is
replaced by an ultrasound clear prosthesis made of PMP. Finally, the prosthesis is sealed to the
skull with resin and nuts are embedded in the resin for later attachment of the probe holder. (c)
Schematic representation of the bone flap (red dotted line) and corresponding nut attachment
points (green). (d) Picture after preparation.

We chose a prosthesis approach, which offers larger field of view and prolonged imaging condi-
tion over 4-6 weeks, compared to the thinned bone approach. Thinned-bone cranial windows
present the drawback of not offering constant imaging quality over time, while impermeability
is hard to maintain over time in full-cranial prosthesis approach. Polymethylpentene film of
250-µm thickness offers the best image quality, and provides good mechanical resistance and
low permeability. Particular care was taken not to tear the dura mater in order to prevent
cerebral damage. Three nuts used as attachment points for the probe holder are sealed above
the nasal and lateral to the intraparietal bones. The surgical procedure, including electrode
implantation, typically took 4-6 h. Animals recovered quickly and showed normal exploratory
behavior 2 to 3 days after the surgery. After a conservative one week resting period, they
were used for data acquisition.

4.2.3 Electrode Implantation

Intra-hippocampal handmade theta electrode bundles are composed of 25 µm insulated tung-
sten wire, soldered to miniature connectors. The difference with standard designs is the 90◦

angle elbow that is formed prior to insertion in the brain. This shape allows anchoring of
the electrodes on the skull posterior to the flap. Four to six conductive ends are spaced by
1mm and glued to form 3mm-long, 50 µm thick bundles. The bundles are lowered in the
dorsal hippocampus at stereotaxic coordinates AP = -4.0, ML = +/- 2.5, DV = -1.5 to
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-4.5, in mm relative to Bregma. Hippocampal theta rhythm is confirmed by phase inversion
across recording sites in successive hippocampal layers, time-frequency decomposition, and
coincidence with periods of exploration and navigation. Early rats were implanted bilater-
ally, but we switched to unilateral implantation to decrease electrode fabrication time per
animal. Two epidural screws placed above the cerebellum are used as reference and ground
(see Figure 4.6).

Figure 4.6 – Details of intra-hippocampal electrodes, implantation and localization
(a) Hippocampal electrodes are made from a bundle of insulated tungsten wires soldered to a
miniature connector at one end. Under binocular control the 50 µm guiding electrode (4) is jux-
taposed with three 25 µm recording electrodes. The wires tips are positioned at fixed spacing in
order to reach anatomical structures encompassing the dorsal hippocampus. Atlas from [Paxinos
and Watson, 1982]. (b-c) They are glued with cyanoacrylate in the upper part of the bundle
to avoid accidentally covering the recording tips. A millimeter scale and microscope scale slide
(total length 1 mm) are used to precisely set the spacing. Note the 90◦ angle on the superior
part of the bundle to enable electrode fixation onto the bone in (b). (d)Electrical lesionning is
performed and 100 micron slices are collected for precise electrode tip post-localization.

4.2.4 Electrode Localization

Electrode localization was performed in two ways. Before each recording session Bmode im-
ages were acquired to select ultrasound plane and track electrode position, which were easily
localised. When a plane was selected, a Doppler image was saved to allow for registration
of electrodes onto vascular acquisition. The distance between two consecutive electrode tips
was used to position precisely LFP recording sites on ultrasound images. This required that
electrode directions is parallel to the imaging plane. An example of Bmode image and corre-
sponding Doppler image is shown in Figure 4.7.

After euthanasia, brain were perfused with 4% para-formaldehyde solution and current in-
jections (100 µA for 10 s) were performed to mark precisely recording sites. 50-µm slices
were then prepared to record precise electrode location. Electrodes were kept to further test
potential changes in electrode impedance before implantation and after euthanasia. Electrode
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detection on Bmode images could also be used as a landmark for better a priori estimation
of plane selection, especially for diagonal planes. An example of recording-site lesion image
is shown in Figure 4.6.

4.3 Experimental Protocol

The full experimental protocol for mfUS-EEG recordings is presented in Figure 4.7. We detail
specific parts of this protocol below.

Figure 4.7 – Experimental Protocol and Setup Details (a) Protocol and typical record-
ing session. Healthy Sprague Dawley rats undergo water deprivation protocol while they are
conditioned to run back and forth on a 2.5 m-long 0.2 m-wide linear track for water reward. Af-
ter surgery, rats are left to recover for another 7 days, before recording sessions are performed. A
typical recording session lasts 3 hours. Probe is fixed under short isoflurane anesthesia (20 mn).
(b-c) After a 40 mn recovery period, rats are recorded while they perform maze running (30
mn) and free exploration/sleep in another box (60 mn). Probe is then removed and rats return
to their cage. (d) Details of probe fixation: Animal equipped with motorized translation stage,
probe and EEG cable. (e) Bmode images are acquired to localize electrodes bundles and select
the appropriate plane. (f) A corresponding fUS image is acquired to position static electrodes
on Doppler images.

4.3.1 Animal Conditioning

Animals were trained before surgery. They were placed under a controlled water restriction
protocol (weight maintained between 85 and 90% of the normal weight) and conditioned to
run back and forth in a long rectangular maze for water reinforcement. The maze (225 x 20
cm) had 5 cm high lateral walls, and was placed 50 cm above ground. Drops of water were
delivered through two small tubes coming out from the two end walls of the maze. Each time
the animal crossed the maze; a single drop of water was delivered in alternate water tubes
by opening an electronically controlled pair of solenoid valves. Daily training lasted 30 mn.
Rats took about 2 sessions to reach a 60 maze travels criterion and perform reliably, crossing
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the mid-maze at fast speed, but were reinforced for at least two more days. Daily recording
sessions lasted typically 30 mn (see Figure 4.7).

4.3.2 Probe fixation and Probe Holder Design

In order to attach the ultrasound probe and connect the EEG before a recording session, rats
undergo short anesthesia for 20-25 min with 2% isoflurane. Acoustic gel is applied on the
skull prosthesis, before the holder is screwed to the attaching nuts and the probe inserted
into the holder. The gel does not dry out even for extended recordings up to 6-8 h. Animals
are allowed a recovery period of 40 min from anesthesia before starting the recording session.
Isoflurane is known to have a strong vasodilating effect of cerebral vascular system. It is
thus critical to ensure that recorded signals are not biased by anesthetics. Additionaly, the
animal behavior was abnormal right after wake from isoflurane (stress, head bumping, loss
of balance) which returned to normal when recording session was initiated.

We used a miniature ultrasound probe (18 mm radius, 25 mm height) mounted on a lightweight
head-anchored adjustable holder (18 g). The holder is motorized to explore consecutive planes,
without direct interaction between the experimenter and the animal, and can be locked for
maximum stability, which was done routinely for maze running (see Figure 4.7 d-f). Our probe
holder design allows for flexibility in the selection of imaging plane, including a translation
along the anteroposterior axis (which direction is defined by the nuts’ position supporting
the holder) and a rotation along the dorso-ventral axis along for coronal or diagonal plane
selection. Distal regions were nevertheless hard to reach especially when they were in the
posterior part of the brain (entorhinal cortex, subiculum, cerbellum) because they could not
easily be encompassed in a diagonal plane due to the limited width of the probe.

4.3.3 Ultrasound recording procedure

Vascular images are obtained by the Ultrafast Doppler imaging sequence (see subsection 4.1.3).
Each frame is a compound plane wave frame, that is, a coherent summation of beamformed
complex in phase/quadrature images obtained from the insonification of the medium with a
set of successive plane waves with specific tilting angles. This compound plane wave imaging
technique enables to recreate a posteriori a good quality of focalization in the whole field of
view with few ultrasound emissions. Given the tradeoff between frame rate, resolution and
imaging speed, a Plane Wave Compounding using five 5◦-apart angles of insonification (from
-10◦ to +10◦) has been chosen. In order to discriminate blood signals from tissue clutter, the
Ultrafast Compound Doppler frame stack is high pass filtered using a 4th order Butterworth
filter (cut-off frequency 50 Hz) along the temporal dimension, giving a high frequency in
phase/quadrature frame stack whose energy in each pixel is then computed to build the ul-
trafast Power Doppler image. The signal measured by fUS and its sensitivity are presented in
earlier theoretical and experimental work [Mac et al., 2011]. Briefly, fUS measures the amount
of moving echogenic particles (red blood cells) and thus corresponds to cerebral blood volume
(CBV). Importantly, this proportionality holds only if backscattering properties do no vary
versus time. This assumption is valid while red blood cells backscattering properties such as
hematocrit and shear rate remain time-invariant, which is most likely.
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4.3.4 Ultrasound sequences

One current limitation of fUS is due to the transfer and processing time of the large amount
of data required to form (“beamform”) fUS images, as the raw images used to generate one
compound frame are 200-fold larger than the frame itself. Hence, it is critical to beamform
images during acquisition to avoid memory overload or prohibiting transfer time. We used two
strategies to monitor hemodynamic signals, depending on the requirement of each experiment
(see Figure 4.8).

Continuous Mode

The first strategy relies on a scheme acquisition processing transfer for each compound image.
A compound frame is acquired in 200 ms followed by 2.8 s of beamforming and saving
(recently, this step has been reduced to 1.0 s). This mode does not require large amount of
memory and allows “continuous” recording with a frequency of acquisition of 1 image every 3
s (1.2 s in the new setup), close to the time constant of neurovascular coupling (1-2 s), for long
periods of time (up to several hours). This strategy is well designed to capture long-lasting
slow hemodynamic variations such as sleep however it is blind to fast variations occurring
within a 3 s time window (1.2 s in the new setup).

Figure 4.8 – “Burst” and “Continuous” Imaging Modalities The continuous and burst
modes make distinct usage of the ultrasound scanner acquisition and processing power. (a) The
“continuous” mode has the advantage to permit acquisition of virtually unlimited duration. For
this mode, the Ultrafast acquisition is set to form a single fUS image (200 ms). The transfer and
processing time (here 2.8 seconds) limits the final rate of CBV maps. (b) The “burst” mode has
the advantage to sustain the Ultrafast frame rate up to the filling of the RAM memories (here 12
seconds), allowing to capture fast behavioral events such as maze crossing. Data is transferred
in parallel with acquisition, and when buffer memory is full, data is processed (40 s) to form a
series of fUltrasound images. We display two 3-mn long episodes recorded using continuous mode
(c) and burst mode (d). In “burst mode”, we are able to capture the dynamics throughout a
full maze crossing at the cost of extended processing time. Animal speed and trajectory (green).
Red dots and red ticks correspond to one 200-ms fUS frame.
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Burst Mode

The second strategy is based on continuous acquisition of raw images until full-RAM satura-
tion. This “burst mode” uses an acquisition sequence of 6000 frames at a rate of 500 Hz for
a total acquisition time of 12 s, which is followed by a 32 s-period to process and save the
data. This generates high temporal resolution 12 s-long movie of fUltrasound images and al-
lows capturing quick behavioral events such as a full crossing in our maze. Manual triggering
is usually required to start the acquisition sequence, which started when the animal turned
around in position for the next run. More recently, we have developed a “circular-burst” mode
during which the probe fires continuously. When the experimenter triggers the acquisition,
the frames recorded just before the trigger can be saved. Namely, we programmed this mode
so that manual triggering would retain the last 3 seconds of acquisition and perform normal
acquisition for the next 9 seconds. This overcomes the problem of “anticipating” when the
animal starts running and allows for retrograde saving of fUS frames from manual trigger.
This mode can be generalised according to the experiment requirement.

Since the acquisition in “burst mode” required 40 s for image reconstruction from ultrasound
echoes, we could not capture every run. Thus, the number of runs acquired ranged from
one fourth to one half of all the runs, depending on animal performance. It is important to
note that these limitations do not stem from physical principles, but rather from contingent
hardware. Increasing computing power and optimised software (notably in data transfer)
provide perspective for continuous monitoring at high speed, thus generating continuous
movies of fUltrasound images with a frequency of acquisition of 5 to 10 images per second,
for prolonged periods of time.

IQ matrices

Importantly, IQ matrices that contain phase-quadrature signals of compound images are
saved. This allows for flexible offline processing to carefully select time-integration steps
(to virtually decrease temporal resolution at the cost of sensitivity), Doppler spectrum pa-
rameters (to either select large vessel or small ones depending on blood speed) or to form
continuous high-sampling movies by implementing timing windows to form Doppler time
series (in which case, the temporal sampling of the hemodynamic response can reach 500
frames per second).

4.4 Analysis

4.4.1 Atlas Registration

To date, we did not find any vascular atlas of the rat brain. fUS might prompt the emergence
of reference vascular datasets in the near future. Today, however, we are currently lacking
automatic methods to perform atlas registration and labelling, which is a critical step to
identifying regions of interest in our datasets. Moreover, this poses a problem in statistical
comparison and experiment reproducibility. The first approach was to map Paxinos atlas
onto coronal acquisition of vascular data by using salient landmarks such as cortex edge and
hippocampal transverse vascularisation. This presented two major drawbacks : first, region
labelling could not be performed automatically and second, this could only be done for per-
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fect coronal or sagittal planes. However this was impossible for diagonal planes parallel to
the hippocampus septo-temporal axis.

Figure 4.9 – Waxholm-based Atlas Registration of Vascular Images (a) Volumetric
MR-based Waxholm atlas gives precise labelling of 79 brain regions, including hippocampal sub-
regions. (b) Atlas registration of vascular events is performed by finding the physical parameters
of probe and probe holder orientation to acquire vascular planes. In single-plane recordings, we
listed 3 parameters for each axis (1 rotation, 1 offset value and 1 scaling value). In multi-plane
recordings, we added 2 angles (latitude and longitude) corresponding to the probe holder axis
and 2 values (offset and scale) corresponding to consecutive-plane spacing. (c) Top - Example
of two diagonal planes superimposed on volumetric data. Bottom - We labeled vascular images
with anatomically-salient landmarks including outer cortex edge (dark green), inner cortex edge
(light green), dentate gyrus edge (orange) and brain mid-plane axis (red). These landmarks
are used to minimise a global mean-square error between landmarks and corresponding region
edge. (d) Our algorithm allows for registration of any vascular plane onto Waxholm atlas. We
give two resulting registrations for a coronal plane (left) and a diagonal plane including whole
hippocampus (right). (a) Adapted from [Papp et al., 2014].

We solved this by mapping our vascular images onto MR-based Waxholm volumetric datasets,
which gives precise labelling of 79 brain regions. Importantly, this allowed for mapping of
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any vascular plane in this three-dimensional dataset. In Figure 4.9, we show that any plane
can be obtained by a combination of three rotations, three translations and three compres-
sions/dilations from a reference plane in the Waxholm space. Each plane is then uniquely
defined by 9 parameters. Registration then consists in a classic optimization problem where
the parameters are the coordinates of the plane in the three-dimensional Waxholm space. For
single-plane recording, this corresponds to 9 parameters (3 rotation angles, 3 offset values
and 3 scaling coefficients). For multi-plane recordings, one must also determine two addi-
tional angles that give the direction of displacement of the probe from one plane to the next
(referred to as latitude and longitude). Finally, we listed and offset value and scale factor for
the spacing between each plane. In total we listed 13 parameters for multi-plane recordings.

Finally, we introduced a global fitting error between the vascular plane (defined by the 9 or
13 coordinates in the Waxholm space) and the three-dimensional Waxholm space itself. To do
so, we manually positioned landmarks on the vascular images. These landmarks, chosen for
their salience, included outer cortex edge, inner cortex edge, dentate gyrus edge and brain
mid-plane axis. The global fitting error is defined as the mean-squared distance between
corresponding edges and landmarks. We used the Simplex algorithm to perform optimisation.
This gave satisfactory results in reasonable processing time (around 15 minutes per recording)
provided that the initial parameters are not too distant from the final values. We present the
resulting registration for a coronal plane and a diagonal plane in Figure 4.9.

4.4.2 Image Processing

Mechanical stability

Stability within and across sessions is estimated from our recordings. Some frames are dis-
carded when they show artifact echoes, which are caused by the animal bumping the probe
against a hard surface such as cage or maze wall. Variation during a recording exhibits narrow
standard deviation around average traces. This indicates good stability during a recording
session. Reproducibility across recordings is quantified when measures across all animals are
summarised. We have also computed a deformation map that tracks local displacement of
individual pixels across a recording, by local estimation of successive images cross-correlation.
The most common artefacts were observed both when the animal was grooming or eating,
which is probably due to the movement of the jaws and the mechanical vibrations resulting
from these behaviors. On average, we excluded 1% to 5% of the acquired frames per recording

Tissue deformation

Though mechanical stability of the probe onto the holder, and of the holder onto the ani-
mal’s head was ensured by screw fixation, some regions of the images showed deformation
from one frame to another. These deformation were mainly localised in the central parts of
the cortex (located beneath the prosthesis center) and correlated strongly with the second
derivative of accelerometer signal which indicated that it was linked to abrupt variations
in head directions. We assume that this effect is due to inertia of the ultrasound gel onto
to the mechanically flexible prosthesis. This effect was considerably lowered when we used
250-µm-thick prostheses instead of 125-µm-thick ones.
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Regional Signal Extraction and Mean averaging

Vascular signals are extracted as pixel signals. Mean regional signals are computed after
atlas overlay. The number of pixels contained in each region varied from 50 (CA2 region) to
more than 2,000 (Thalamus). A typical image was 169 by 88, for a total number of 14,872
pixels. Before each running session, we recorded three activity bursts when the animal was
quietly waiting for the task start in another box. This “pre-task” activity provide a reference
signal but could hardly be used as a baseline for hemodynamic response because of the large
separation between the two distributions. As a result, we computed temporally-averaged
regional signal over the whole recording and to extract a ∆F

F
signal for all regions. As a

result, units for mean regional vascular events are expressed in percentage of change relative
to the temporal average.

4.4.3 Signal Analysis

Speed Detection

Animal position is detected by applying a threshold on the image pixel intensity that distin-
guishes the bright animal on dark background. Cumulative distance and maximum crossing
speed are computed using the trajectory smoothed with a time constant of 0.5 s. Ultrasound
images are normalized according to the average value over all the non-running time, thus
giving the relative change in vascular echo in percent of baseline.

LFP Analysis

EEG is filtered pass-band 6-10 Hz for hippocampal theta and respectively 30-50 Hz, 50-100
Hz and 100-150 Hz for the three gamma sub-bands. LFP power is computed as the square of
the EEG signal integrated over a sliding window of characteristic width 0.5 s. We computed
Pearson’s correlation coefficient between EEG defined theta episodes and pixel intensity. This
is how we determine the vascular correlate of theta episodes, which sometimes appears asym-
metric, contrary to the EEG. Computation of Pearson’s correlation coefficient between EEG
and fUS pixel intensity is based on theta power curve for the maze experiment. Interestingly,
the smoothing constant of gamma (but not theta, probably owing to the transient nature of
gamma bursts) LFP amplitude signals has a strong impact on correlation strength. Highest
correlations were obtained for a smoothing constant of 500 ms. Time-frequency Spectrograms
are commonly performed by Wavelet Analysis with 1 Hz center frequency and 2 Hz frequency
range. Theta phase is extracted by detecting zero-crossing in the theta-filtered signal.

Surge Detection

Vascular surges of activity were detected in two ways. The first method relies on thresholding
the whole brain vascular response. Typically, when this response exceeded 1.5 standard-
deviation for a sustained period of 5 seconds or more, we considered it as a surge in vascular
activation. End of surge was detected when whole-brain vascular response fell back below
the same threshold. The global intensity of the surge was defined as the temporal integration
of whole-brain vascular response above threshold. The second method for vascular detection
is based on counting the number of pixels which activity exceeds 2 standard-deviations of
their own distribution for 5 seconds or more. When the number of pixels exceeded 20% of
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all pixels in an image, a surge was detected. The end of surge was set as the time when the
proportion of activated pixels fell below threshold. The intensity of the surge was defined by
the temporal integration of the proportion of active pixels over the surge episode, which led
to a measure between 0 and 1.

4.4.4 Statistics

The data analyzed here were recorded in 42 sessions performed on 8 animals (22 coronal
plane recording and 20 diagonal plane) and 60 REM episodes recorded on 6 animals. We
chose sample sizes that gave consistent estimates of distance travelled over time, maximum
speed. The number of animals (8) and maze crossings (above 100) are sufficiently large to
test these distributions with small s.d./mean. The effect of the recording procedure is very
significant; although our point is that it is of small amplitude. For control experiments, all
our available data was pooled, as our analysis software routinely generates the numbers.
We stopped counting when we realized that the measures converged quickly, so that includ-
ing more recordings did not change the results. This is a general pre-established criterion.
Experiments did not require randomisation. All statistics are given as mean +/- standard
deviation.

Correlation significance

Statistical test is performed on Pearson’s R coefficient using Student’s t-distribution. Statisti-
cal significance on images used Bonferroni correction to account for the multiple testing over
the large number of pixels. However, due to the high temporal sampling of vascular events
during run acquisition, it is possible that oversampling artificially enhanced the strength of
the observed correlation by increasing the number of recording points without increasing the
variability of the dataset. This oversampling of hemodynamic responses can be avoided by
computing autocorrelation lengths and subsampling datasets so that temporal measures fall
out of the autocorrelation time. A second solution is to simply compare Pearson correlation
values with the distribution of shuffled data. This is easily achieved for Spearman correla-
tion because the distribution of shuffled Spearman correlations follows a normal distribution.
However, this is somewhat trickier for Pearson correlations and can be achieved by direct
shuffling or by inter-trial shuffling to preserve the temporal structure of aligned trials to run
onset. For details see [Narayanan and Laubach, 2009].

Activation significance

To assess the question of significance of activation of either vascular or electrographic events,
we looked at statistical distributions. When these distributions could be assimilated as normal
distributions, we simply used a 2 standard-deviation threshold criterion to detect significant
deviations from the mean signal. The major problem of this approach is that it depends
on the relative statistics of each recording, meaning that rare low-amplitude events will be
detected more easily than recurrent high-amplitude events. We are aware of this problem and
are currently working to find unbiased methods to assess activation significance
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Chapter 5

Article 1: EEG and functional
Ultrasound imaging in mobile rats.

Sieu, L.-A., A. Bergel, E. Tiran, T. Deffieux, M. Pernot, J.-L. Gennisson, M. Tanter, and
I. Cohen 2015. EEG and functional ultrasound imaging in mobile rats. Nature Methods,
12(9):831-834.

Summary

The development of functional Ultrasound (fUS) has triggered the introduction of a new
modality to monitor cerebral hemodynamics and functional connectivity in anesthetized
trepanned rats. Vascular patterns can be sampled with good spatiotemporal resolution (200
ms - 100 µm x 100 µm) and excellent sensitivity. Despite its potential, fUS is hindered by
two obstacles (1) the immobilization of the animal entailing the use of anesthetics (2) the
limited field of view restricted to a single plane. Ideally, in vivo studies on cerebral activations
should be performed in natural conditions when the subject is awake and freely moving. The
study of dynamic networks during normal and pathological states requires overcoming the
constraints intrinsically associated with immobilization and the biases induced by anesthesia.
Additionally, the access to the majority of brain structures is a prime necessity to understand
complex dynamics.

In this article, we introduce in details the development of fUS on mobile animals coupled
to electro-encephalography (mobilefUS, mfUS-EEG). This relies on several technological ad-
vances, including (1) a surgical procedure that we have developed at the laboratory including
a large craniotomy, the implantation of intracranial electrodes and a permanent prosthetic
skull transparent to ultrasound waves, giving access to a large portion of the brain (2) a light-
weight miniature probe enabling unimpaired movement in tethered animals (3) a motorized
probe-holder offering solid probe fixation onto the skull and sequential multi-plane imaging
over the antero posterior axis (4) a software for the synchronization, display and analysis of
electrographic events, vascular images and video files.

The proof of concept for mfUS-EEG is given in two separate applications (1) the monitoring
of hemodynamic changes during spontaneous absence seizures in GAERS rats and (2) the
study of hemodynamic responses associated with theta rhythm in unrestrained running rats.
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The spatial navigation experiment (that I conducted) revealed bilateral hyper-perfusion in so-
matosensory cortex, dorsal hippocampus and dorsal thalamus, together with hypo-perfusion
in ventral thalamus during running. The hippocampal pattern of activation was robust across
sessions in the same animal and across animals, while cortical regions displayed stronger
variability . The analysis of correlation delays between theta power envelope and vascular
responses revealed an onset in the dorsal thalamus and a sustained activation in the hip-
pocampus respectively 0.8 seconds and 2 seconds after maximal theta activity. The study on
epileptic animals, revealed region-dependent correlation patterns including hyper-perfusion in
somatosensory cortex and thalamus, concurrent with hypo-perfusion in the striatum. Cortical
and thalamic regions displayed synchronous vascular oscillations during epileptic seizures.
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brain hemodynamics5,6 and functional connectivity7 in rodents  
with high spatiotemporal resolution and unique sensitivity. 
However, the limited transparency of the skull to ultrasound 
waves necessitates the removal of the bone and application of the 
ultrasound probe directly above the tissue, bathed in ultrasound-
conductive saline, in an immobile, anesthetized animal.

To unfold the potential of fUS, we extend the technique to awake 
and mobile rats (mobile fUS, mfUS). Furthermore, we combine  
recording of cerebral hemodynamics at high spatiotemporal  
resolution and sensitivity with simultaneous monitoring of  
neuronal activity through EEG. Our integrated experimental 
setup relies on a set of technological advances: an ultrasound-
permeable skull prosthesis; a lightweight ultrasound probe; a 
motorized head-mounted probe holder; an electrode implanta-
tion procedure; and a software environment for synchronized 
acquisition, playback and analysis of these multimodal signals.

We present the details of this experimental framework below 
(Fig. 1) and then demonstrate two applications (Fig. 2). We first 
searched for the functional correlate of theta rhythm, involved 
in brain area communication during spatial navigation tasks8. 
Second, we explored the neuronal and metabolic manifestations 
of spontaneous generalized, nonconvulsive, absence epilepsy 
seizures, as their initiation and generalization across brain areas 
remain debated questions9–11.

To prepare rats for mfUS, we developed a new surgical pro-
cedure (Supplementary Figs. 1 and 2) that allows for chronic 
recording sessions (Fig. 1a). Craniotomy of the parietal and 
frontal skull bones (15 mm anteroposterior (AP) × 14 mm medio-
lateral (ML)) exposed the dura mater. For EEG purposes, we 
implanted intracranial stereotaxic electrodes, either hippocam-
pal (Supplementary Fig. 3) or cortical, and anchored them at 
the edges of the window, with their connector fixed to the back 
of the head. Finally, a polymer prosthesis was sealed in place of 
the removed skull. Polymethylpentene film of 125- m thickness 
offered the best image quality compared to polyvinyl chloride, 
polyoxymethylene, Udel polysulfone and polycarbonate, for  
available thickness in the range of 75–250 m, and provided good 
mechanical resistance and low permeability. Thus, we could access 
the cortex and deep structures with a larger and deeper field of 
view and improved sensitivity over those provided by earlier cra-
nial thinning procedures7. Three nuts used as attachment points 
for the probe holder were sealed above the nasal bone and lateral 
to the interparietal bone, and the animal was allowed to recover. 
For ultrasound recordings, we used a miniature ultrasound probe 
(18-mm radius, 25-mm height) mounted on a lightweight head-
anchored adjustable holder (18 g; Supplementary Figs. 4 and 5). 

EEG and functional 
ultrasound imaging in 
mobile rats
Lim-Anna Sieu1,2, Antoine Bergel1,3, Elodie Tiran4, 
Thomas Deffieux4, Mathieu Pernot4,  
Jean-Luc Gennisson4, Mickaël Tanter4 & Ivan Cohen1

We developed an integrated experimental framework that 
extends the brain exploration capabilities of functional 
ultrasound imaging to awake and mobile rats. In addition 
to acquiring hemodynamic data, this method further allows 
parallel access to electroencephalography (EEG) recordings of 
neuronal activity. We illustrate this approach with two proofs 
of concept: a behavioral study on theta rhythm activation in a 
maze running task and a disease-related study on spontaneous 
epileptic seizures.

In vivo brain activity recordings can help unravel the mechanisms 
underlying complex behaviors and pathologies. Ideally, both  
neuronal activity and metabolic events are captured in the 
most natural conditions, when the subject is awake and freely  
moving. An increasing awareness exists that major issues of  
neurophysiology need to be addressed with such global 
approaches. For example, the basic mechanisms involved in  
functional network dynamics and pathologies including epi-
lepsy can be deciphered only if the electrographic and metabolic  
components are sensed concomitantly1,2. However, the multiple 
feedback loops between electrographic and metabolic signals have 
mainly been tackled separately because of a lack of appropriate 
methods for accessing them together, thereby prompting the 
development of multimodal strategies.

In practice there is a compromise between the size of imag-
ing field, time resolution, sensitivity, separability of processing  
and metabolism, and physical constraint on the animal. 
Electrophysiology and, as was more recently shown, optical 
techniques3,4 can record neuronal activity in the mobile animal, 
yet sampling is limited by electrode size and light diffraction.  
In contrast, functional magnetic resonance imaging (fMRI) 
records brain-wide metabolism, with trade-offs in sensitivity  
and resolution and at the cost of subject immobilization or  
animal sedation1. Functional ultrasound imaging based on  
ultrafast Doppler processing (fUS) offers a way to monitor 

1Institut de Biologie Paris-Seine, INSERM U1130, CNRS UMR 8246, University Pierre et Marie Curie UMCR18, Paris, France. 2Institut des Neurosciences 
Translationnelles de Paris, Paris, France. 3Ecole Doctorale Frontières du Vivant (FdV), Programme Bettencourt, Université Paris Diderot, Sorbonne Paris Cité,  
Paris, France. 4Institut Langevin, Ecole Supérieure de Physique et de Chimie Industrielles de la ville de Paris ParisTech, Paris Sciences et Lettres Research University,  
CNRS UMR 7587, INSERM U979, Paris, France. Correspondence should be addressed to I.C. (ivan.cohen@upmc.fr).
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The device was fixed to the head while the animal was under short 
isoflurane anesthesia, with contact gel applied between the probe 
and prosthetic skull. The holder was motorized (Supplementary 
Fig. 6) to explore consecutive planes, without direct interaction 
between the experimenter and the animal, and could be locked 
for maximum stability.

We first recorded from rats walking along a linear maze to 
address how brain-wide networks activate during periods of hippo-
campal theta rhythm, which is a major mechanism proposed for 
intracerebral cross-area processing in episodic memory and spatial 
navigation tasks8. Healthy Sprague Dawley rats (n = 8) ran on a 
2.25-m-long, 0.2-m-wide linear track to obtain a water reward. 
A single ultrasound imaging plane included the dorsal hippo-
campus, cortex with somatosensory areas, and thalamus. In order  

to temporally resolve hemodynamics as the animal crossed the 
maze, we used a ‘burst-mode’ ultrasound sequence (Fig. 1b and 
Supplementary Fig. 7), acquiring fUS compound frames at  
500 Hz for 12 s. Acquisition was triggered when the animal turned 
around, and it was followed by a 40-s lapse to collect the data. For 
EEG recordings, we used hippocampal electrodes during this set 
of experiments. As expected, hippocampal theta was consistently 
associated with locomotion. Distance traveled over time was shorter 
(56–64%) than in control untethered, surgery-free rats (P < 10−6; 
Supplementary Fig. 8a,b and Supplementary Tables 1 and 2).  
Yet, maximum speed was only slightly slower for the initial 15 min, 
with a nonsignificant (P = 0.6) difference of 1% thereafter.

In this experiment, single-pixel variations in the fUS images, 
relative to average baseline when the animal was at rest, ranged 

Figure 1 | Awake mobile EEG-fUS procedure and acquisition protocols. (a) Surgical procedure and probe setup. Schematic representation of window 
boundary (red dotted line), prosthetic skull (orange), attachment nuts (green), probe holder (blue), motor (purple) and probe (gray); surgery outcome 
with added hippocampal stereotaxic electrode and EEG connector; animal equipped with motorized translation stage; and raw mfUS view through the 
prosthesis. (b) Burst-mode acquisition for maze experiments. Left, schematic of the maze, water reward sites and overhead camera. An atlas side view, 
with the coronal imaging plane (red) is shown below. Right, EEG-behavior recording chart, with, from top to bottom, hippocampal local field potential, 
short-term Fourier transform spectrum and power in the theta band. The lower trace shows position along the maze; bottom red bars indicate timing of 
fUS images. Mid-maze crossing is indicated by the dotted line. The red shading represents the 12-s frames of fUS acquisition. Bottom, coronal ultrasound 
images acquired at high speed are averaged (n = 25 runs) for an example of five consecutive times around the reference. Color-coded overlay on vascular 
background shows pixel intensity change relative to baseline rest. Ventral areas were not acquired to increase burst duration. (c) Continuous-mode 
acquisition for seizure recording. Spontaneous generalized absence seizures are recorded from bilateral EEG. The fUS image trigger mark is shown below 
the EEG signal. Coronal planes (bottom) were acquired successively for 10 min each. Each color corresponds to a coronal plane. Color-coded overlay  
on vascular background shows pixel intensity change relative to baseline outside seizure. In b,c the changes in pixel intensity relative to baseline are 
shown where P < 10−2 (Student’s t-test with Bonferroni correction). Brain outlines are from the Paxinos-Watson atlas19, Academic Press.
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from −30% to +60% (Fig. 1b), whereas brain area averages 
reached −10% to +20% (Fig. 2b). As expected, theta-band  
intrahippocampal EEG power peaked at top animal speed, which 
was coincident with crossing the middle of the maze, with a  
mid-height theta peak width of 3.2  0.3 s ( s.d., n = 8). In order 
to quantify functional activation during the task, we computed 
the maps of Pearson’s correlation coefficient between power in 
the theta band and pixel intensity, for varying time lags (Fig. 2a). 
Averaging pixels across anatomical areas revealed hyperperfusion 
in the somatosensory cortex, dorsal thalamus and hippocampus, 
and hypoperfusion in the ventral thalamus. These correlations 
were consistent with fUS signal time course (Fig. 2b). Hyperemia 
peaked at 0.7–1.5 s following the peak of hippocampal theta, 
which is consistent with signaling cascades that adapt blood flow 
to cognitive demand during the task12. The occasional asymmetry 
that we observed between the left and right cortical hemispheres 
may correlate with functional dominance13. Overall (Fig. 2c), 
our data reveal a pattern of combined hippocampal and wide-
spread cortical activation in a short time window together with  

coordinated thalamic suppression during the navigation task. 
This pattern is consistent with observations in alert and still 
animals, in the context of a conditioning protocol14. In these 
instances, thalamic activity is suppressed during hippocampal-
cortical interaction involved in episodic memory operations.  
In the present locomotion task, the dorsal thalamus was activated 
while the ventral thalamus was suppressed simultaneously.

In a second experiment, we scanned through the brain of an 
epileptic rat to address the heterogeneous alterations in neuro-
metabolic coupling during hypersynchronous seizure activity2.  
We recorded spontaneous generalized absence seizures from  
bilateral cortical bipolar electrodes in genetic absence epilepsy  
rats from Strasbourg (GAERS, n = 12). We quantified both the 
relative time spent seizing and seizure duration, and we found 
no significant (P = 0.3 and P = 0.98, respectively) difference 
between EEG only and EEG-mfUS conditions (Supplementary 
Fig. 8c,d and Supplementary Table 3). For this experiment, 
we used ‘continuous-mode’ ultrasound acquisition (Fig. 1c and 
Supplementary Fig. 7), alternating between 200 ms to acquire 

Figure 2 | Comparison of EEG and hemodynamic signatures of natural events. (a–c) Maze experiment cross-correlation between local field potential 
theta-band power and ultrasound signal for each pixel at varying time lag (–2 to +5 s) over n = 20 midline crossings acquired in 1 h. (b) Region variation  
of hemodynamic signal, relative to rest, is obtained by spatial averaging of pixels indicated on atlas layout (solid lines and envelopes, mean  s.d.). 
Purple, theta power; green, trajectory; other colors correspond to colored regions in a. The vertical dotted line shows the reference midline-crossing 
time. (c) Value and delay of peak Pearson’s correlation coefficient (n = 6 animals, mean  s.d.). (d–g) Epilepsy experiment cross-correlogram between 
mfUS image and seizure, at zero time lag, for successive coronal planes. (e,f) mfUS signals in the areas color-marked on atlas layouts (a) were averaged 
and displayed together with the EEG recordings. (g) Perfusion averaged over significant areas (n = 6 animals, mean  s.d., Student’s t-test, * P < 0.001). 
In a,d the cross-correlation Pearson’s R coefficient is color coded according to the scales below. Significant pixels are shown for P < 10−2 (Student’s t-test 
with Bonferroni correction). S1, somatosensory cortex; T, thalamus; CPu, caudate putamen; H, hippocampus.np
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one compound mfUS image and 2.8 s of processing. Multiple 
imaging planes were scanned for 10–15 min each.

In this experiment, we also found individual pixel changes rang-
ing from −30% to +60%, relative to seizure-free baseline (Fig. 1c), 
whereas averaging over seizure-associated areas revealed changes 
from −10% to +20% (Fig. 2e,f). We found distinct patterns of 
correlation across structures along the AP axis. Hyperperfusion 
in the somatosensory cortex and thalamus was concomitant 
with hypoperfusion in the caudate putamen and no variation 
in the hippocampus. Although absence seizures are general-
ized throughout neocortex, vascular alterations showed spatial 
compartments, and lateralization in the frontal primary sensory 
cortex perfusion was observed in half of the animals (6/12 rats). 
Furthermore, the sensitivity of mfUS enabled the observation that 
consecutive seizures with a similar bilateral cortical EEG profile 
could display a distinct bilateral or unilateral perfusion course 
(Fig. 2e). Comparing the dynamics of cortical and thalamic areas 
coupled to seizure (Fig. 2f) revealed synchronous oscillations in 
the perfusion pattern. Thus, the responses we observed across 
anatomical structures (Fig. 2g) are compatible with EEG-fMRI 
experiments that found inversed electrographic-hemodynamic 
coupling between the cortex and caudate putamen15 and with 
time-resolved EEG–near-infrared spectroscopy experiments 
indicating blood flow fluctuations around seizures initiation16. 
Having superior temporal and spatial resolution among these 
techniques, mfUS further points to cortical decoupling between 
electrographic activity and perfusion, with both static and  
transient components, in naturally occurring seizures.

We have developed a methodology that captures the hemo-
dynamic state of the brain over its whole depth along with its 
electrographic activity in awake, mobile rats over repeated and 
prolonged periods of time. Despite the small size and weight  
of the probe, holder and cable, the system limits the distance 
and environment that the animal can explore, similarly to multi-
channel microdrive tetrode systems. Another limitation is a 
potential contribution of a locomotion effect to brain perfusion, 
for instance due to higher heart rate during running. Absence 
seizures correspond to animal freezing and still showed strong 
variations in hemodynamics. Furthermore, such a locomotion  
effect is expected to be uniform across brain areas, but we  
found both increases and decreases in perfusion, even in the  
running task. Thus, we exclude a locomotion effect in the  
tasks presented here, although it may become apparent during 
intensive locomotion activity.

We demonstrated how this methodology applies to both  
cognitive and pathological questions. Thus, substantial progress 
was achieved in observing the interplay between metabolism 
and neuronal electrical activity that governs global brain  
equilibrium. Whereas current plane-by-plane imaging could be 
adapted to address questions such as hippocampal–prefrontal  
cortex interaction17,18 by rotating the probe from the current 
coronal orientation, synchronous volumic acquisition will 
become possible with future matrix-type probes. As it develops,  

mfUS imaging will become applicable to a wide range of  
protocols including complex behavioral tasks in healthy animals 
and neurovascular pathologies.

METHODS
Methods and any associated references are available in the online 
version of the paper.

Note: Any Supplementary Information and Source Data files are available in the 
online version of the paper.
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Animal preparation. All animals received humane care in  
compliance with the European Communities Council Directive 
of 2010 (2010/63/EU), and the study was approved by the insti-
tutional and regional committees for animal care. Male Sprague 
Dawley rats 10–12 weeks old and male GAERS rats (genetic 
absence epilepsy rats from Strasbourg) 8–16 weeks old underwent 
surgical craniotomy and implant of ultrasound-clear prosthesis. 
Anesthesia was induced with 2% isoflurane and maintained by 
ketamine/xylazine (80/10 mg per kg body weight), while body 
temperature was maintained at 36.5 °C with a heating blan-
ket (Bioseb). A sagittal skin incision was performed across the  
posterior part of the head to expose the skull. Parietal and frontal 
flaps were excised by drilling and gently moving the bone away 
from the dura mater. The opening exposed the brain between the 
olfactory bulb and the cerebellum, from bregma +6 to bregma 
−8 mm, with a maximal width of 14 mm. Electrodes were 
implanted stereotaxically and anchored on the edge of the flap.  
A plastic sheet of polymethylpentene (PMP) was sealed in place 
with acrylic resin (GC Unifast TRAD), and residual space was filled 
with saline. We chose a prosthesis approach that offers a larger 
field of view and prolonged imaging conditions over 1–2 months  
compared to the thinned-bone approach7. Particular care was 
taken not to tear the dura in order to prevent cerebral damage. The 
surgical procedure, including electrode implantation, typically  
took 4–6 h. Animals recovered quickly, and after a conservative 
1-week resting period, they were used for data acquisition.

In order to attach the ultrasound probe and connect the EEG 
electrodes before a recording session, rats underwent short 
anesthesia for 20–25 min with 2% isoflurane. Acoustic gel was 
applied on the skull prosthesis, and then the probe was inserted 
into the holder. The gel did not dry out even for extended record-
ings of up to 6–8 h. Animals were allowed to recover for 30 min 
before the recording session started.

Electrodes. The electrodes we used are based on regular poly-
trodes made of bundles of insulated tungsten wires, either multisite  
(for hippocampal theta) or bipolar (for epilepsy). The difference 
from standard design is the right-angle elbow that is formed before 
insertion in the brain (Supplementary Fig. 2). This shape allows 
us to anchor the electrodes on the skull anterior or posterior  
to the flap. Electrodes were implanted with stereotaxic-positioning  
micromotion and anchored one after the other; then the plastic 
film was applied to seal the skull. Two epidural screws placed 
above the cerebellum were used as reference and ground.

The intrahippocampal handmade theta electrode bundles are 
composed of 25- m insulated tungsten wire, soldered to miniature  
connectors (Supplementary Fig. 3). Four to six conductive ends 
were spaced by 1 mm and glued to form 3-mm-long, 50- m-thick 
bundles. The bundles were lowered in dorsal hippocampi at stere-
otaxic coordinates AP = −4, ML = 2.5, DV = −1.5 to −4.5, in mm 
relative to bregma. Hippocampal theta rhythm was confirmed by 
phase inversion across recording sites in successive hippocampal  
layers, time-frequency decomposition, and coincidence with  
periods of exploration and navigation.

Cortical electrodes for absence epilepsy recordings comprised 
four bipolar electrodes implanted in the primary somatosensory 
cortex: S1BF = AP −3, L  5, DV −1.75 and S1Lp = AP +1, L 6, 
DV −2, in mm relative to bregma.

Skull prosthesis. The prosthetic skull was composed of PMP 
(Goodfellow), a standard biopolymer used for implants.  
This material has tissue-like acoustic impedance, which allows 
undistorted propagation of ultrasound waves at the acoustic 
gel–prosthesis and prosthesis-saline interfaces. The prosthe-
sis was cut out of a film of 125- m thickness and sealed to the  
skull with resin.

Animal behavior. Animals for the maze experiment were  
trained before surgery. They were placed under a controlled 
water-restriction protocol (weight between 85% and 90% of the 
normal weight) and trained to run back and forth in a long rectan-
gular maze for water reinforcement. The maze (225 cm × 20 cm) 
had 5-cm-high lateral walls and was placed 50 cm above ground. 
Drops of water were delivered through two small tubes coming 
out from the two end walls of the maze (Fig. 1b). Each time the 
animal crossed the maze, a single drop of water was delivered 
in alternate water tubes by opening an electronically controlled 
pair of solenoid valves. Daily training lasted 30 min. Rats took 
about two sessions to reach a score of 60 maze travels and perform 
reliably, crossing the mid-maze at fast speed, but training was 
reinforced for at least two more days. Daily recording sessions 
lasted 20–30 min, depending on animal motivation. Because the 
acquisition in burst mode required 40 s for image reconstruc-
tion from ultrasound echoes, we could not capture every run.  
The number of runs acquired ranged from one-fourth to one-
half of all the runs, depending on animal performance and the  
timing of its spontaneous runs within the session. The data  
analyzed here were recorded in 12 sessions performed across 8 d. 
Epileptic animals were recorded in a regular housing cage with 
the cover removed.

Miniature ultrasound probe. The Ultrasonic probe (Vermon) 
is a linear array made of 128 transducers working at a 15-MHz 
central frequency (spatial pitch, 0.11 mm; transducer element, 
2.000 × 0.110 mm2; bandwidth, 46% at −6 dB, corresponding to 
11–18 MHz). Image resolution is 0.110 × 0.110 mm2. This probe 
has an acoustic lens with an elevation focal distance of 8 mm 
and an elevation focal width of 400 m, corresponding to the 
thickness of the imaging plane. The active part is embedded in 
18.5-mm-diameter and 25-mm-length molded resin. A 150-cm 
cable length and 12-g probe weight ensure a good freedom and 
comfort to move for the animal. Compared to in previous work5,7, 
the probe was miniaturized (Supplementary Fig. 1). Dimensions 
(in cm) were reduced from 15 (height), 6 (width), 2.5 (thickness) 
to 2.5 × 1.85 × 1.85. The weight (in g) was reduced from 250 to 
12. The cable was made more flexible by reducing its diameter 
from 11.5 mm to 6.9 mm. All these improvements did not affect 
sensitivity of the transducer array and were required to perform 
such experiments on moving animals.

Penetration of the ultrasound waves across 15 mm of rat brain 
allowed us to image the rat brain at all depths (as shown in Fig. 1a, 
bottom image). More generally, depth of penetration decreases with 
higher frequencies (smaller wavelength), while resolution simulta-
neously increases. Thus, there is a trade-off between resolution and 
depth of penetration, and 15 MHz is optimal for rat brain.

Although we designed the probe, it was manufactured by  
specialist company Vermon. Interested labs are welcome to  
contact us to share our customized probe design considerations.
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Probe holder. The holder was made of two parts machined in 
Plexiglas for light weight and stiffness. First, a base plate with 
U-shaped side grooves, allowing translation of the mobile part, 
was attached to the head of the animal with three screws. Second, 
the mobile part presenting two sliding side edges was fitted into 
the base part. The probe was attached through a central open-
ing in the mobile part. A linear servo motor (VS-19, Robotshop) 
was fixed to the mobile part and anchored on the base plate. It 
was controlled by custom-made electronics connected to the 
ultrasound scanner through USB port. Holder weight was 18 g,  
and overall size was 41-mm width, 34-mm length, 16-mm 
height. Digital information to reproduce the parts is provided as 
Supplementary Data.

The motor of the probe holder was controlled in steps of  
125 m. Motor accuracy was better than one step. The time to 
travel the range of 15 mm was about 2 s. There is no need for faster 
motion of the motor. Rather, when hemodynamics of distinct 
anatomical structures have to be compared, a better strategy is 
to rotate the probe to image a plane encompassing those struc-
tures. The current experimental limit for imaging lies not in drifts 
or instability of the electromechanical system but rather in the 
eventual leak in the prosthetic skull, generating gas bubbles that 
degrade imaging. This happens several weeks and up to 2 months 
after surgery.

Ultrasound imaging. Vascular images were obtained via the 
ultrafast compound Doppler imaging technique5,20. The probe 
was driven by a fully programmable GPU-based ultrafast ultra-
sound scanner (Aixplorer, Supersonic Imagine) relying on 24-GB 
RAM memory. In burst mode we used an acquisition sequence of 
6,000 frames at a rate of 500 Hz for a total acquisition time of 12 s.  
A manual trigger was given when the animal finished drinking 
water and turned around in position for the next run. In the con-
tinuous mode, we acquired 200 ultrasound images at 1-kHz frame 
rate for 200 ms, repeating every 3 s. In both burst mode and contin-
uous modes, each frame is a compound plane-wave frame, that is, a 
coherent summation of beamformed complex in phase/quadrature 
images obtained from the insonification of the medium with a  
set of successive plane waves with specific tilting angles21. This 
compound plane-wave imaging technique enabled us to recreate a 
posteriori a good quality of focalization in the whole field of view 
with very few ultrasound emissions. Given the trade-off between 
frame rate, resolution and imaging speed, a plane-wave compound-
ing using five 5°-apart angles of insonification (from −10° to +10°)  
was chosen. As a result, the pulse repetition frequency (PRF) of 
plane wave transmissions was equal to 8 kHz. In order to dis-
criminate blood signals from tissue clutter, we high-pass-filtered 
the ultrafast compound Doppler frame stack using a fourth-order 
Butterworth filter (cutoff frequency, 50 Hz) along the temporal 
dimension, giving a high frequency in phase/quadrature frame 
stack whose energy in each pixel we then computed to build the 
ultrafast power Doppler fUS image. Some frames were discarded 
before being incorporated in a recording when they showed  
artifact echoes, which are caused by the animal bumping the  
probe against a hard surface such as cage or maze wall.

The signal measured by fUS and its sensitivity are presented 
in earlier theoretical and experimental work6. Briefly, fUS meas-
ures moving echogenic particles, that is, red blood cells, and thus  
corresponds to cerebral blood volume (CBV). Importantly, this 

proportionality is valid only if backscattering properties do not 
vary versus time. This assumption is valid while red blood cells 
backscattering properties such as hematocrit and shear rate 
remain time invariant, which is most likely.

Ultrasound sequences. Technical specifications of the scan-
ner used here include 16×, 6 GB/s PCI express bus, 12 core  
3-GHz Xeon processor, NVidia Quadro K5000 GPU with a bus at  
173 GB/s, providing 2.1 teraflops. One current limitation of fUS 
is due to the transfer and processing time of the large amount of 
data required to form (‘beamform’) fUS images. Yet, this limi-
tation does not stem from physical principles but rather from 
contingent hardware. Although increasing computing power and 
optimized software provide perspective for continuous monitor-
ing at high speed (200 ms per image), the current technology 
allows continuous recording with a temporal resolution close to 
the time constant of neurovascular coupling (1–2 s) and further 
allows ‘burst’ capture for quick behavioral events such as running 
a maze (Supplementary Fig. 7). The limitation for the continuous 
mode is the processing speed to transform a series of plane-wave  
acquisitions into compound images and then generate a fUS 
image. The limitation for the burst mode is the memory avail-
able to buffer plane wave images to later generate a movie of 
fUS images. Detailed codes and software for fUS acquisition 
are described in ref. 5. Additional Matlab code for the Doppler 
processing is included in Supplementary Software 1.

Ultrasound stability and reproducibility. Stability during  
a recording session and across sessions is estimated from  
our recordings. Variation during a recording is exemplified in 
Figure 2b, with narrow s.d. around average traces. This indicates 
good stability during a recording session. Reproducibility across 
recordings is quantified in Figure 2c,g, which summarize meas-
ures across all animals. It shows a good reproducibility.

We cannot completely exclude a contribution of a locomotion 
effect—for instance, due to higher heart rate during running. 
However, the maze task is not limited to running, as it involves 
navigation processing. Animals showed a learning curve when 
they were trained for the task. Furthermore, a locomotion effect 
would likely be uniform across the brain, whereas we found both 
increases and decreases in blood perfusion. Thus, such a potential  
effect is not strong enough to mask differential changes and 
dynamics across areas. Our animals did not engage in intensive 
motor activity, at least not above the requisite for most cognitive 
and pathology experiments. GAERS rats’ seizures correspond 
to freezing behavior, and yet again they exhibited increases and 
decreases of similar amplitude compared to moving animals. 
This further supports that the technique can sense changes in 
perfusion unrelated to a locomotion effect.

EEG acquisition. Intracranial electrode signals were fed  
through a high input impedance, DC-cut at 1 Hz, gain of 1,000, 
16-channel amplifier and digitized at 20 kHz (Xcell, Dipsi), 
together with a synchronization signal from the ultrasound 
scanner. Custom-made software based on Labview (National 
Instruments) simultaneously acquired video from a camera 
pointed at the recording stage.

Contrary to fMRI, which generates a strong magnetic field, there 
is no such cause for artifact with ultrasound. A regular amplifier 
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was used, and no additional electronic circuit for artifact suppres-
sion was necessary. A large-bandwidth amplifier was used, which 
can record both local field potentials (LFPs, 0.1–200 Hz) and multi-
unit activity (MUA, 200–2,000 Hz), although we did not need this 
later feature in the work presented here. The spatial resolution of 
LFPs remains controversial depending on recording location and 
parameters, with estimates ranging from 250 m to several milli-
meters in radius. MUA radius of detection is around 70–200 m.

Analysis algorithms. In order to analyze series of track- 
crossing trials, we aligned them by setting each trial reference time 
when the rat crossed the middle of the maze. Animal position was 
detected by applying a threshold on the image pixel intensity that 
distinguished the bright animal on dark background. Cumulative 
distance and maximum crossing speed were computed using the 
trajectory smoothed with a time constant of 0.5 s.

Ultrasound images were normalized according to the  
average value over all the nonrunning or nonseizing time, thus 
giving the relative change in vascular echo in percent of baseline. 
Paxinos-Watson atlas19 images were superimposed using the  
cortex as the main landmark. Statistical significance on images 
used Bonferroni correction to account for the multiple testing 
over the large number of pixels.

EEG signal was filtered with a 6- to 9-Hz pass-band for  
hippocampal theta. The power of theta was computed as the 
square of the EEG signal integrated over a sliding window with 
characteristic width of 0.5 s.

Epileptic seizures were detected when EEG electrodes presented 
at least 3 s of spike wave at a rate above 5 Hz, whereas a spike-wave 
interval of 3 s discriminated consecutive seizures. Seizures were 
defined using the EEG signal alone and were always bilateral. 
Because we used bipolar recording that ensured locality of the EEG 
signal close to each recording bipolar electrode, and as it is well 
accepted, the electrographic signs of these seizures are bilateral.  
In Figure 2d we show in color code the Pearson’s correlation  
coefficient between EEG-defined seizures and pixel intensity.  
This is how we determined the vascular correlate of seizures, 
which often appears to be asymmetric, contrary to the EEG.

Computation of Pearson’s R correlation coefficient between 
EEG signal and mfUS pixel intensity was based on the theta power 

curve for the maze experiment. For the epilepsy experiment, pixel 
intensity was correlated to the seizure status function (1 inside 
seizure, 0 outside). Statistical testing was performed on Pearson’s 
R coefficient using Student’s t-distribution.

Statistics. We chose sample sizes that gave consistent estimates of 
distance traveled over time, maximum speed and seizure pattern. 
The number of animals (above 15), maze crossings (above 100), 
seizure recording sessions (18 and 65) and seizures (above 800) are 
sufficiently large to test these distributions with small s.d./mean.  
The effect of the recording procedure is very significant, although 
our point is that it is of small amplitude. In Figure 2 we stopped 
counting recordings when we realized that the distributions also 
had small coefficients of variation. The other figures did not 
require statistical testing.

For control experiments in Supplementary Figure 8, all our 
available data were pooled, as the numbers are routinely generated 
by our analysis software. For Figure 2c,g we stopped counting 
when we realized that the measures converged quickly, so that 
including more recordings did not change the results. This is a 
general preestablished criteria.

Experiments did not require randomization. Because quanti-
fication was performed by automated computer analysis, there 
was no need for blinding to group allocation. All statistics are 
given as mean  s.d.

Code availability. Data were collected from ultrasound and 
video-EEG devices for off-line processing. We implemented the 
analysis software with Labview, and we provide sample data and 
code archive as a Supplementary Software 2. Moreover, example 
Matlab code for all post-processing steps presented in the paper 
are included as well in Supplementary Software 1. Probe motor 
controller microcode is provided in the Supplementary Note. 
We suggest that interested labs contact us for further information 
about the algorithms.

20. Montaldo, G., Tanter, M., Bercoff, J., Benech, N. & Fink, M. IEEE Trans. 
Ultrason. Ferroelectr. Freq. Control 56, 489–506 (2009).

21. Bercoff, J. et al. IEEE Trans. Ultrason. Ferroelectr. Freq. Control 58,  
134–147 (2011).
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Fast gamma oscillations precede vascular activation during unrestrained 
running and REM sleep 
 
Antoine Bergel, Lim-Anna Sieu, Charlie Demené, Elodie Tiran, Thomas Deffieux, Jean-luc 
Gennisson, Mathieu Pernot, Mickaël Tanter & Ivan Cohen. 5 

Abstract 
 
Neural oscillations play a major role in network communication, memory processes and task 
performance. Yet, their precise spatiotemporal dynamics and their role in coordinating brain 
areas during behavior still remain an experimental challenge to explore. Simultaneous brain-10 
wide functional imaging and monitoring of electrical activity can help unravel the dynamics 
of neural synchronization. In this study, we used recently introduced mobile functional 
Ultrasound (mfUS-EEG) protocol to record simultaneously hippocampal local field potentials 
(LFP) and cerebral blood volume (CBV) fluctuations in rats performing a track-running task 
and during subsequent REM sleep. We observed theta rhythm simultaneous with vascular 15 
waves of activity starting in the dorsal thalamus and spreading along downstream regions of 
the hippocampal formation. These vascular activations were selectively associated with 
enhanced mid-gamma (50-100 Hz) and high-gamma (100-150 Hz) and showed strong 
adaptation as the task progressed. REM sleep revealed brain-wide tonic hyperaemia, together 
with phasic high-amplitude vascular activation starting in the dorsal thalamus and fading in 20 
cortical areas. The intensity of these phasic surges correlated with oscillation in the high 
gamma band and vascular cortical recruitment. These observations suggest fine delineations 
of brain oscillatory states and functional circuits based on concomitant vascular pattern and 
behavior, in accordance with information encoding during natural motion and consolidation 
of acquired experience during subsequent REM sleep. 25 
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Introduction 
 
Brain oscillations have long been hypothesized to play a critical role in cognition, since the 
advent of electroencephalography, more than 140 years ago. Since then, the hippocampus has 30 
concentrated much interest and in particular one of its most salient activity pattern: theta 
rhythm [Buzsaki, 2002]. Theta oscillations are known to play a crucial part in memory 
encoding, consolidation and retrieval [Osipova et al., 2008; Rajasethupathy et al., 2015 ; 
Spellman et al., 2015 ; Boyce et al., 2016]. They have been observed across a wide range of 
species (bats, cats, rabbits, dogs, rodents, monkey & humans) and brain regions 35 
(hippocampus, entorhinal cortex, subiculum, striatum and thalamus) [Colgin, 2016].  Multiple 
roles for theta oscillations have been proposed including sensorimotor integration [Bland & 
Oddie, 2001], information packaging [Jezek et al., 2011], metric coding [O’Keefe & Recce, 
1993] and inter-regional communication [Fell & Axmacher, 2011]. A prominent feature of 
theta oscillations is the presence of nested faster oscillations - typically in the 30-150 Hz 40 
range - which exhibit phase-amplitude coupling [Jensen & Cogin, 2007; Tort et al., 2008; 
Axmacher et al., 2016]. The exact nature of this coupling remains unknown but it is thought 
to promote the formation of theta sequences to encode series of independent items [Lisman & 
Idiart, 1995; Lisman & Jensen, 2013]. Gamma oscillations have been recorded in multiple 
brain regions [Buzsaki & Wang, 2012]. In the rodent hippocampus, they exhibit typical theta 45 
phase modulation profiles depending on the hippocampal layer, distal/proximal position and 
putative generation mechanism [Bragin et al., 1995; Csicsvari et al., 2003; Schomburg et al., 
2014]. Low-gamma oscillations (30-50 Hz) are thought to arise from CA3 and reach CA1 on 
the ascending phase of theta, mid-gamma (50-100 Hz) oscillations are thought to mediate EC 
inputs onto CA1 and are most prominent at theta peak. Finally, fast-spiking local inhibitory 50 
interneurons drive CA1 with fast-gamma oscillations (100-150 Hz). An influential model 
about gamma oscillations is that they are the neuronal substrates of different complementary 
aspects of memory, supporting the idea that low-gamma are involved in memory retrieval 
while high-gamma is critical for memory encoding [Hasselmo, 2002; Colgin et al., 2009; 
Douchamps et al., 2013]. Evidence is still lacking to confirm or infer this model. 55 
 
Functional brain imaging can provide valuable insight into the dynamics of brain oscillations, 
mainly owing to the increased field of view, the ability to record non-invasively and the 
denser sampling of silent units [Ogawa et al., 1990; Liao et al., 2013; Hamel et al., 2015]. 
Imaging studies have tried to adapt behavioral protocols used in rodent studies to reproduce 60 
task-dependent functional brain [Maguire et al., 1997; Astur et al., 2003; Chadwick et al., 
2015]. Because deep neural activity is not accessible in humans, except in rare cases [Ekstrom 
et al., 2003], brain imaging can only probe neural activity indirectly. In most cases, imaging 
studies rely on proxy measures of neuronal activity through a phenomenon called 
neurovascular coupling, in which local neural activation triggers an increase in blood flow to 65 
meet higher energy demands and to assure waste product removal [Attwell et al., 2010; 
Kleinfeld et al., 2011; Uhlirova et al., 2016].  The exact mechanisms of this coupling remain 
however complex, showing regional dependence [Devonshire et al., 2012] and non-linearity 
[Lin et al., 2010], though they are at a fundamental requirement to interpret BOLD signal 



 
 

3/34 

[Logothetis et al., 2008; Hillman et al., 2014]. The recently developed mfUS-EEG modality 70 
can monitor the hemodynamic state of the brain over its whole depth along with its 
electrographic activity in awake, mobile rats over repeated and prolonged periods of time. 
The current setup has an in-plane resolution of 100 μm x 100 μm, out-of-plane resolution of 
400 μm and temporal resolution of 200 ms. This makes it a well-suited tool for functional 
imaging of rodent behavior [Sieu et al., 2015]. 75 
 
In this study, we recorded simultaneously single plane hemodynamics and hippocampal LFP 
activity from animals trained to run on a linear track for water reward, both during task and 
subsequent REM sleep. Vascular data was obtained along a typical coronal plane (AP = -4.0 
mm) that intersected dorsal hippocampus, thalamus, hypothalamus and cortex, including 80 
auditory cortex (AC), primary somatosensory cortex barrel field (S1BF) lateral parietal 
association cortex (LPtA) and retrosplenial cortex (RS). We also monitored vascular 
responses over a plane tilted 60° relative to coronal view that intersected hippocampus 
(dorsal, intermediate and ventral), thalamus (dorsal and ventral), cortex (anterior, midline and 
posterior) and caudate Putamen (CPu). We found that vascular activity specifically correlated 85 
with theta and high-gamma rhythmicity (> 50 Hz) in most regions. During running, a pattern 
of sequential activation starts in the dorsal thalamus and spreads along the trisynaptic 
hippocampal circuit, that strengthened as the task progressed. During REM sleep, we 
observed a background tonic hyperaemia and phasic brain-wide surges in vascular activity, 
revealing strong coupling between hippocampal and neocortical sites. Our data provides a 90 
new insight into the spatiotemporal dynamics of locomotion in response to stereotyped runs 
subsequent vascular activity during REM sleep. To our knowledge these observations have 
not been reported before. Our mfUS-EEG did not impede movement nor task performance 
and animals showed normal sleep patterns. We are convinced that this kind of multimodal 
approaches will shed a new light on the fundamental understanding of brain rhythms. 95 
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Material & Methods 
 
Animal preparation 
All animals received humane care in compliance with the European Communities Council 100 
Directive of 2010 (2010/63/EU), and the study was approved by the institutional and regional 
committees for animal care. Adult Sprague Dawley rats aged 10-15 weeks underwent surgical 
craniotomy and implant of ultrasound-clear prosthesis. Anesthesia was induced with 2% 
isoflurane and maintained by ketamine/xylazine (80/10 mg/kg), while body temperature was 
maintained at 36.5 °C with a heating blanket (Bioseb, France). A sagittal skin incision was 105 
performed across the posterior part of the head to expose the skull. Parietal and frontal flaps 
were excised by drilling and gently moving the bone away from the dura mater. The opening 
exposed the brain between the olfactory bulb and the cerebellum, from +6.0 to -8.0 mm 
relative to Bregma, with a maximal width of 14 mm. Electrodes were implanted 
stereotaxically and anchored on the edge of the flap. A plastic sheet of polymethylpentene 110 
(TPX) was sealed in place with acrylic resin (GC Unifast TRAD) and residual space was 
filled with saline. We chose a prosthesis approach which offers larger field of view and 
prolonged imaging condition over 4-6 weeks, compared to the thinned bone approach 
[Osmanski et al., 2014]. Particular care was taken not to tear the dura in order to prevent 
cerebral damage. The surgical procedure, including electrode implantation, typically took 4-6 115 
h. Animals recovered quickly, and after a conservative one week resting period they were 
used for data acquisition. In order to attach the ultrasound probe and connect the EEG before 
a recording session, rats undergo short anesthesia for 20-25 min with 2% isoflurane. Acoustic 
gel is applied on the skull prosthesis, and then the probe is inserted into the holder. The gel 
does not dry out even for extended recordings of up to 6-8 h. Animals are allowed to recover 120 
for 40 min before starting the recording session. 
 
Electrodes and Prosthesis 
Electrodes are based on regular multisite polytrodes made of bundles of insulated tungsten 
wires. The difference with standard design is the right angle elbow that is formed prior to 125 
insertion in the brain. This shape allows anchoring the electrodes on the skull anterior or 
posterior to the flap. Electrodes are implanted with stereotaxic positioning micromotion and 
anchored one after the other, and then the plastic film is applied to seal the skull. Two 
epidural screws placed above the cerebellum are used as reference and ground. Intra-
hippocampal handmade theta electrode bundles are composed of 25 µm insulated tungsten 130 
wire, soldered to miniature connectors. Four to six conductive ends are spaced by 1 mm and 
glued to form 3-mm long, 50-µm thick bundles. The bundles are lowered in dorsal 
hippocampi at stereotaxic coordinates AP = -4.0, ML = ± 2.5, DV = -1.5 to -4.5, in mm 
relative to Bregma. Hippocampal theta rhythm is confirmed by phase inversion across 
recording sites in successive hippocampal layers, time-frequency decomposition, and 135 
coincidence with periods of exploration and navigation.  
The prosthetic skull is composed of polymethylpentene (PMP, Goodfellow, Huntington UK, 
goodfellow.com), a standard biopolymer used for implants. This material has tissue-like 
acoustic impedance, which allows undistorted propagation of ultrasound waves at the acoustic 
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gel-prosthesis and prosthesis-saline interfaces. The prosthesis is cut out of a film of 250 µm 140 
thickness and sealed to the skull with resin.  
An accelerometer was fixed onto the head of the animal together with the ultrasound probe 
holder. Three-axis analog signal was acquired using spare channels on the EEG digital 
acquisition circuit. The signal was pass filtered (1-10 Hz) and instantaneous power was 
estimated by applying a Gaussian smoothing window (width 500 ms) over the signal squared. 145 
 
Animal behavior 
Animals were trained before surgery. They were placed under a controlled water restriction 
protocol (weight between 85 and 90% of the normal weight) and trained to run back and forth 
in a long rectangular maze for water reinforcement. The maze (225 x 20 cm) had 5 cm high 150 
lateral walls, and was placed 50 cm above ground. Drops of water were delivered through two 
small tubes coming out from the two end walls of the maze (Fig. 1a). Each time the animal 
crossed the track a single drop of water was delivered in alternate water tubes by opening an 
electronically controlled pair of solenoid valves. Daily training lasted 30 min. Rats took about 
2 sessions to reach a 60 crossing criterion and perform reliably, crossing the maze at fast 155 
speed, but were reinforced for at least two more days. Daily recording sessions lasted 20 to 30 
min, depending on animal motivation. Since the acquisition in "burst mode" required 40 s for 
image reconstruction from ultrasound echoes, we could not capture every run. The number of 
runs acquired ranged from one fourth to one half of all the runs, depending on animal 
performance and the timing of its spontaneous runs within the session. The data analyzed here 160 
were recorded in 42 sessions performed across 6 animals. 
 
Miniature ultrasound probe and Probe Holder 
The Ultrasonic probe (Vermon, Tours, France) is a linear array made of 128 transducers 
working at a 15 MHz central frequency (spatial pitch 0.11 mm, transducer element 2.000 x 165 
0.110 mm2, bandwidth 46% at -6 dB, corresponding to 11-18 MHz). Image resolution is 0.110 
x 0.110 mm2. This probe has an acoustic lens with an elevation focal distance of 8 mm and an 
elevation focal width of 400 µm, corresponding to the thickness of the imaging plane. The 
active part is embedded in 18.5 mm diameter and 25 mm length molded resin. A 150 cm 
cable length and 12 g probe weight ensure a good freedom and comfort to move for the 170 
animal. Compared to previous work [Macé et al., 2011; Osmanski et al., 2014], the probe was 
miniaturized. Dimensions (in cm) were reduced from 15 (height), 6 (width), 2.5 (thick) to 2.5 
x 1.85 x 1.85. The weight (in g) was reduced from 250 to 12. The cable was made more 
flexible by reducing its diameter from 11.5 to 6.9 mm. All these improvements did not affect 
sensitivity of the transducer array and were required to perform such experiments on moving 175 
animals. Penetration of the ultrasound waves across 15 mm of rat brain allows imaging rat 
brain at all depth. More generally depth of penetration decreased with higher frequencies 
(smaller wavelength), while resolution simultaneously increased. Thus there is a tradeoff 
between resolution and depth of penetration, and 15 MHz is optimal for rat brain. Although 
we designed the probe, specialist company Vermon manufactured it. Interested labs are 180 
welcome to contact us to share our customized probe design considerations. 
The holder is made of two parts machined in Plexiglas for light weight and stiffness. First, a 
base plate with U-shaped side grooves, allowing translation of the mobile part, is attached to 
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the head of the animal with three screws. Second, the mobile part presenting two sliding side 
edges is fitted into the base part. The probe is attached through a central opening in the 185 
mobile part. A linear servo-motor (Robotshop.com, VS-19) is fixed to the mobile part and 
anchored on the base plate. It is controlled by custom made electronics connected to the 
ultrasound scanner through USB port. Holder weight is 18 g, and overall size 41-mm width, 
34-mm length, 16-mm height. 
 190 
Ultrasound imaging 
Vascular images are obtained via the Ultrafast Compound Doppler Imaging technique 
[Bercoff et al., 2011; Macé et al., 2011]. The probe is driven by a fully programmable GPU-
based ultrafast ultrasound scanner (Aixplorer, Supersonic Imagine, Aix-en-Provence, France) 
relying on 24 Gb RAM. In "burst mode" we used an acquisition sequence of 6000 frames at a 195 
rate of 500 Hz for a total acquisition time of 12 s. Manual trigger was given when the animal 
finished drinking water, and turned around in position for the next run. In the "continuous 
mode", we acquired 200 ultrasound images at 1 kHz frame rate for 200 ms, repeating every 
1.2 to 3 s. In both "burst mode" and "continuous mode" each frame is a Compound Plane 
Wave frame, that is, a coherent summation of beamformed complex in phase/quadrature 200 
images obtained from the insonification of the medium with a set of successive plane waves 
with specific tilting angles [Bercoff et al., 2011]. This compound plane wave imaging 
technique enables to recreate a posteriori a good quality of focalization in the whole field of 
view with very few ultrasound emissions. Given the tradeoff between frame rate, resolution 
and imaging speed, a Plane Wave Compounding using five 5°-apart angles of insonification 205 
(from -10° to +10°) has been chosen. As a result, the pulse repetition frequency (PRF) of 
plane wave transmissions was equal to 8 kHz. In order to discriminate blood signals from 
tissue clutter, the Ultrafast Compound Doppler frame stack is high pass filtered using a 4th 
order Butterworth filter (cut-off frequency 50 Hz) along the temporal dimension, giving a 
high frequency in phase/quadrature frame stack whose energy in each pixel is then computed 210 
to build the ultrafast Power Doppler fUltrasound image. Some frames are discarded before 
being incorporated in a recording when they show artifact echoes, which are caused by the 
animal bumping the probe against a hard surface such as cage or maze wall. The signal 
measured by fUltrasound and its sensitivity are presented in earlier theoretical and 
experimental work [Macé et al 2013]. Briefly, fUS measures moving echogenic particles, that 215 
is red blood cells, and thus corresponds to cerebral blood volume (CBV). Importantly, this 
proportionality is valid only if backscattering properties do no vary versus time. This 
assumption is valid while red blood cells backscattering properties such as hematocrit and 
shear rate remain time-invariant, which is most likely. 
 220 
Ultrasound sequences 
Technical specifications of the scanner used here include 16x, 6 Gb/s PCI express bus, 12 
core 3 GHz Xeon processor, NVidia Quadro K5000 GPU with a bus at 173 Gb/s, providing 
2.1 Teraflops. One current limitation of fUltrasound is due to the transfer and processing time 
of the large amount of data required to form ("beamform") fUS images. Yet, this limitation 225 
does not stem from physical principles, but rather from contingent hardware. Although 
increasing computing power and optimized software provide perspective for continuous 
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monitoring at high speed (200ms per image), we show here that the current technology allows 
"continuous" recording with a temporal resolution close to the time constant of neurovascular 
coupling (1-2 s), and further allows "burst" capture for quick behavioral events such as 230 
running a maze. The limitation for the "continuous" mode is the processing speed to 
transform a series of plane wave acquisitions into compound images and then generate a 
fUltrasound image. The limitation for the "burst" mode is the memory available to buffer 
plane wave images to later generate a movie of fUltrasound images.  
 235 
EEG acquisition 
Intracranial electrode signals are fed through a high input impedance, DC-cut at 1 Hz, gain of 
1000, 16 channel amplifier and digitized at 20 kHz (Xcell, Dipsi, Cancale, France), together 
with a synchronization signal from the ultrasound scanner. Custom made software based on 
Labview (National Instruments, Austin, TX, USA) simultaneously acquires video from a 240 
camera pointed at the recording stage. Contrary to fMRI, which generates strong magnetic 
field, there is no such cause for artifact with ultrasound. A regular amplifier is used, and no 
additional electronic circuit for artifact suppression is necessary. A large bandwidth amplifier 
was used, which can record both local field potentials (LFP, 0.1-200 Hz) and multiunit 
activity (MUA, 200-2 kHz), although we did not need this later feature in the work presented 245 
here. The spatial resolution of LFPs remains controversial depending on recording location 
and parameters, with estimates ranging from 250 µm to several mm radius. MUA radius of 
detection is around 70-200 µm. 
Rhythmic oscillations in the LFP are extracted in the raw recording by applying band-pass 
filtering. In order to avoid phase shift a second order Bessel filter is applied two times to the 250 
signal, first onward and then backward. Distinct frequency sets were used for each band 
(Theta 6-10 Hz, high-gamma 100-150 Hz, mid-gamma 50-100 Hz, low-gamma 30-50 Hz). 
Instantaneous power for each band was estimated by applying a Gaussian smoothing window 
(width 500 ms) over the signal squared. 
 255 
Analysis software and analysis 
Data is collected from ultrasound and video-EEG devices for offline processing. We 
implemented the analysis software with Labview and MATLAB. We suggest interested labs 
to contact us for further enquiry in the algorithm. Animal position is detected by applying a 
threshold on the image pixel intensity that distinguishes the bright animal on dark 260 
background. Cumulative distance and maximum crossing speed are computed using the 
trajectory smoothed with a time constant of 0.5 s. Ultrasound images are normalized 
according to the average value over all the non-running time, thus giving the relative change 
in vascular echo in percent of baseline. Waxholm atlas is superimposed using the cortex as 
the main landmark. Statistical significance on images used Bonferroni correction to account 265 
for the multiple testing over the large number of pixels. EEG is filtered pass-band 6-9Hz for 
hippocampal theta. Power of theta is computed as the square of the EEG signal integrated 
over a sliding window of characteristic width 0.5s. Computation of Pearson's R correlation 
coefficient between EEG and mfUS pixel intensity is based on theta power curve for the maze 
experiment. Statistical test is performed on Pearson's R coefficient using Student's t-270 
distribution. All statistics are given +/- standard deviation, unless otherwise noticed.    
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Results 
 
We used a sensitive functional ultrasound imaging protocol combined to EEG recording in 
mobile rats [Sieu et al., 2015]. Electrodes were implanted in the dorsal hippocampus (AP = -275 
4.0 mm, ML = 2.5 mm, DV = -2.5 mm). A pair of recording sites along the dorso-ventral axis 
was selected by the characteristic theta phase inversion in the local field potential. Theta and 
gamma power were computed from the differential signal between the two sites. Theta 
strongly correlated with speed and accelerometer power (r1 = 0.783 ± 0.054, r2 = 0.723 ± 
0.086, n = 4 animals) (Fig S1). We computed power in three gamma sub-bands: low-gamma 280 
(30-50 Hz), mid-gamma (50-100 Hz) and high-gamma (100-150 Hz). This division into 
gamma sub-bands efficiently separates distinct types of gamma, thought to arise from 
independent mechanisms and to synchronize neural activity in CA1 with input from different 
regions [Schomburg et al., 2014]. We recorded brain activities associated with running on 7 
animals across 32 sessions. Sleep was recorded in 4 animals, during 30 sessions for a total of 285 
60 REM episodes, each lasting at least 30s. CBV fluctuations during typical RUN recordings 
were recorded at 500 Hz for 12 s periods, which provided Power Doppler images at 5 frames 
per second. During sleep CBV was sampled continuously at a frame rate of 0.33 Hz for one 
half of the recordings, of 0.8 Hz for the second half (latest scanners) (Fig 1a). Theta and 
High-Gamma power peaks were very prominent in CA1 in both RUN and REM conditions 290 
(Fig 1b). Low and high-gamma episodes were salient, but low gamma episodes occurred less 
frequently, especially during RUN, which might be due to our task design (Fig 1c). Both theta 
and gamma were stronger during RUN compared to REM. Theta and gamma showed phase-
amplitude cross-frequency coupling, with low-gamma peaking on the ascending phase of 
theta, while mid-gamma power was maximal at theta peak, both during REM and RUN (Fig 295 
1d). This 90°-shift is specific from recordings in CA1 region. RUN exhibited distinct gamma 
oscillations across the Theta cycle (Mid-gamma mean peak phase = 164°; High-gamma mean 
peak phase = 321°; 8 recordings), while REM contained only mid-gamma oscillations (Fig 1d 
– 2b). This LFP signature of CA1 recordings is in accordance with what was previously 
published in the literature [Belluscio et al. 2012, Schomburg et al, 2014]. Though overall 300 
distance traveled was lower in mfUS-EEG animals than in controls, our protocol did not 
impede instantaneous animal movement (no significant difference in peak speed). This can be 
explained by the higher load onto the animal’s head, resulting in longer inter-trial interval, 
probably due to longer rest periods (Fig S2). 
 305 
Hemodynamic signals robustly correlate with theta and high-gamma rhythms 
To assess how functional hemodynamics correlated with LFP recordings, we extracted 
differential signals from neighboring recording sites, leading to 4 signals for animals 
implanted unilaterally (3 animals, 11 recordings) and 8 signals for animals implanted 
bilaterally (4 animals, 21 recordings), filtered in theta and three gamma frequency bands and 310 
computed power envelope signals by temporally smoothing instantaneous power (Gaussian 
kernel, constant 500 ms). First, we normalized individual pixel activity by temporal scaling 
(dividing each pixel signal by subtracting and dividing the mean value over the whole 
recording), leading to ΔS/S signals, with unit expressed in percent of variation relative to the 
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mean (see Methods). Cross-correlations functions were computed for each pixel signal over a 315 
temporal range of lags typically from -1.0 s to +5.0 s, leading to three-dimensional correlation 
maps (two dimensions of space plus one temporal dimension corresponding to the lag). One 
such map is presented in Figure S3, where theta power is used as a reference. These maps 
display two types of information: the color-coded strength of correlation and the timing of 
maximal correlation, which varied significantly among pixels. To determine what frequency 320 
band best explained variability, we generated maps of the maximal correlation over all values 
of lag (Rmax) for each pixel. Resulting maps are presented for one animal in Figure 4c. 
Theta, mid-gamma and high-gamma displayed similar correlation maps while low-gamma did 
not yield any significant correlation, both during REM and RUN. REM activation maps were 
less variable across pixels. Strongest correlations were found in the dentate gyrus and dorsal 325 
thalamus for theta (Rmax = 0.736 ± 0.074, 32 sessions, 7 animals), while high-gamma yielded 
stronger correlations in CA1 and CA3 region (Rmax = 0.565 ± 0.083, 32 sessions, 7 animals). 
In order to pool recording across animals, where images could not be superimposed pixel-to-
pixel, we computed mean variations across sets of neighboring pixels given by a volumetric 
atlas (see Methods, Fig 4d). Overall, high-gamma correlated stronger than theta in almost all 330 
brain regions during REM, while it did so mostly in cortical and CA1-3 regions during RUN. 
Overall, our results indicate that high-gamma better explained functional hemodynamics in 
most regions except for dorsal thalamus and dentate gyrus where theta power was most 
informative. Only linear dependences were taken into account here. 
  335 
Wave of activation during running 
To understand the spatiotemporal dynamics of the brain activation pattern during mobility, we 
first assessed individual pixel responses to locomotion. We divided each trial into bins of 
equal duration (500 ms) and averaged pixel activity within each bin, for a whole recoding. 
This approach leads to an average time sequence of individual responses to locomotion, but 340 
does not allow for statistical comparison across recordings, due to aberrant pixel 
superpositions (Fig S4 c-g). To overcome this limitation, we analyzed the time-lagged 
correlations of vascular responses during running in 10 animals (larger group including 
animals for which electrode implantation was not performed) in both coronal and diagonal 
planes (Figs 2-3). We used both animal speed, accelerometer power and theta power signals 345 
as a reference signal to extract time-lagged correlations in 12 regions (coronal) and 15 regions 
(diagonal). Because vascular activations were monitored for periods of 12 seconds 
interspersed with acquisition-free periods of varying duration, fUS-fUS cross-correlations 
could only be computed for a limited range of correlation lags. As an example, a 6-s 
correlation lag resulted in using only 50% of the total number of recorded frames to estimate 350 
a correlation. This limitation does not apply to LFP-fUS cross-correlation, because LFP 
signals are continuously monitored. The average run onset was 0.5 s ± 0.4 s after acquisition 
onset. Average theta peak was observed 1.7 s ± 0.2 s after run onset, concurrently with peak 
speed, and average vascular response peaked at 1.8 s ± 0.5 s (2561 trials, 37 sessions, 8 
animals) after theta peak. Due to this average delay of 1.8 s, we computed cross-correlations 355 
functions for lags varying between -1.0 s and +6.0 s, to obtain the best time window to 
observe fUS activations. We observed a strong modulation in cross-correlation function in all 
regions. Highest correlations were obtained in dorsal thalamus, dorsal hippocampus and 
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retrosplenial cortex (Fig 2d). Pixel cross-correlation maps revealed sequential activation 
along the trisynaptic circuit that we referr to as "trisynaptic vascular waves" (Fig 2e). When 360 
assessing regional cross-correlation among dorsal hippocampus areas, we observed that 
dentate gyrus (1.45 s ± .31 s, 15 sessions, n = 4 animals) peaked earlier than CA3 (1.71 s ± 
.47 s) and CA1 (1.76 s ± .48 s) region. This pattern was bilateral and robust across recording 
sessions (Fig 2bc). Average dentate response typically started earlier and lasted longer than 
CA1/CA3 responses, which were shorter, but of higher amplitude (Fig 2f). Activations were 365 
less intense and more variable in cortical regions, including an early response in the 
retrosplenial cortex and subsequent activation of the lateral association, somatosensory and 
auditory cortices (retrosplenial: r = 0.41 ± .23, S1BF: r = 0.27 ± .19, auditory: r = 0.27 ± .19). 
Consistent with previous observations, ventral thalamus displayed anti-correlation relative to 
animal speed. 370 
 
Imaging in diagonal planes revealed similar patterns of activations in the dorsal thalamus, 
dentate gyrus and CA1 region. Cortical activations were strongly modulated by their relative 
position along the antero-posterior axis. Anterior cortex showed weak correlation to running, 
or – if any – long after theta rhythmicity, during reward uptake (anterior, presumably sensory 375 
lip and jaw, cortices) (Rmax = 0.37 ± .15, Tmax = 3.19 s ± .88, 17 sessions,  n = 3 animals). 
On the contrary, midline (Rmax = 0.39 ± .07, Tmax = 1.10 ± .59) and posterior (Rmax = 0.34 
± .12, Tmax = 1.59 ± 1.30) cortices showed strong activation, preceding the dorsal 
hippocampus (Fig 3f). Caudate Putamen showed also segregation between its ventral and 
dorsal parts, in the same pattern as thalamus, but weaker (Rmax = 0.43 ± .14, Tmax = 3.28 ± 380 
.96). The trisynaptic sequential activation in the dorsal hippocampus was also visible on these 
planes, though harder to isolate between dentate and CA3 (due to the hippocampus being 
tangent to diagonal planes). To assess whether hippocampal activation was only restricted to 
the dorsal hippocampus, we analyzed both stimulus peak time and correlation strength 
between dorsal, intermediate and ventral activation. We used pixel relative depth onto the 385 
dorso-ventral axis for hippocampal delineations (Dorsal Hippocampus [-2.0; -4.0 mm] - 
Intermediate Hippocampus [-4.0; -6.0 mm] - Ventral Hippocampus [-6.0; -8.0 mm]). Dorsal 
and Intermediate hippocampi showed strong amplitude response, while ventral activation was 
overall weak. The short delay (0.20 ± .07 s) between intermediate hippocampus and dorsal 
hippocampus was not significant (p = 0.08). Our results suggest a pattern of activation in the 390 
dorsal two-thirds of the hippocampus associated with posterior cortical activation (V2 cortex). 
The septal region was visible on 5 recordings, and did not display strong vascular activation 
associated with navigation. On some recordings, subicular activation could be observed, 
revealing a continuation in CA1 activation (Rmax = 0.39 ± .15, Tmax = 2.46 ± .95, 8 
sessions, n = 2 animals). The entorhinal cortex was observed only 4 times impeding statistical 395 
assessment  
 
Adaptation of the functional response across repetitions in the task 
In order to assess the variability of the vascular patterns observed during successive runs, we 
extracted start and end time of each run for each recording sessions (9 animals, 36 sessions). 400 
Thus, we computed animal position and speed over the whole recording and detected start and 
end time when the animal traveled across the track. This led to an average running time of 



 
 

11/34 

3.24 s (average 71.4 runs per session, of which 22.8 with scanner acquisition) at a mean 
running speed of 0.58 m/s (average peak speed: 0.82 m/s). We aligned all running trials on the 
start and end time of each run, leading to a normalized timescale between 0 (run start) and 1 405 
(run end), on which we further aligned hemodynamics and LFP signal. Functional activation 
showed variability among trials (Fig 5a), which was not consistently paralleled in behavioral 
parameters including animal speed and accelerometer power signal (Fig S5). This inter-trial 
variability was strongly modulated by trial number in most regions, revealing an increase in 
vascular response amplitude and duration, which we referred to as “vascular adaptation”. In 410 
Fig 5, we display three typical profiles of such adaptation patterns in CA1 region, dentate 
gyrus and retrosplenial cortex.  
 
The pattern of vascular adaptation occurred while running speed and head acceleration 
remained constant across trials (see Fig S5). To quantify the profile of adaptation, we 415 
computed mean activation per trial and displayed this value over task progress (see Fig 5b), 
which revealed a global increase in most brain regions. This increase was stronger in 
subcortical than cortical regions. In parallel, theta power, speed and acceleration showed a 
slight decrease. Gamma power signal was constant in low-gamma band, while both mid and 
high-gamma power increased. Such patterns were observed in most animals. To compare 420 
among animals, we computed Spearman correlation coefficients between vascular mean trial 
activations and mean LFP power signals per trial, which revealed that high-gamma explained 
inter-trial variability in hippocampal and thalamic regions (dHpc: Rmax = .72 ± .08, dThal 
0.58 ± .11, 17 sessions, n = 3 animals). In cortical regions however, mid-gamma was better 
correlated to hemodynamics (retrosplenial: Rmax = 0.57 ± .11, parietal: 0.42 ± .15). Finally, 425 
we grouped trials by bins of 10-mn duration, to display mean response according to session 
progression. We observed a strong progression in CA1 and CA3 region between task onset 
and task end that was robustly associated with high-gamma progression, while speed, theta 
and low-gamma remained constant. Dentate gyrus, and retrosplenial cortex vascular responses 
were relatively invariant along the task, suggesting that hippocampal high-gamma is 430 
selectively associated with vascular adaptation in the downstream regions in the hippocampal 
circuit. 
 
High-gamma oscillations precede vascular surge in REM sleep 
To assess if such relation between high-gamma rhythms and vascular activity was specific to 435 
running, we recorded vascular activity during REM sleep following the task (Fig 6). The 
average duration of a REM episode was 120.3 s with a ratio of REM over NREM sleep of 
15.6 %. A typical example of vascular activity during REM is shown in Figure 6a. The 
hemodynamics signal was consistently higher than during NREM and quiet waking (QW: -
0.32 ± .12, NREM: -0.26 ± .14, REM: +0.38 ± 0.30, s.d. units, Fig 6c). During REM we 440 
observed large phasic increases functional activity, characterized by high levels in most 
hippocampal and cortical regions, that we called “vascular surge”. A typical surge is shown in 
Fig 6b, where dorsal thalamic and hippocampal activations clearly precede cortical ones. 
These surges were detected by thresholding the whole-brain vascular response with a 
statistical threshold of 1.5 standard-deviation units for a minimal time of 5s. This led to a total 445 
number of 160 surges overs 60 REM episodes (mean duration = 13.85s, 2.7 surges per REM 
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episode on average). The occurrence of surges was positively correlated with REM duration 
(r1 = 0.53). The vast majority of surges lasted between 5 and 15 seconds (113 surges, 70,6%). 
We computed two parameters to assess the intensity of a given surge, the integral of the mean 
whole brain signal during surge and the proportion of active pixels with sustained activity 450 
above threshold. The first parameter measures mean CBV intensity over surge duration, while 
the second measures the extent of the surge, in terms of a proportion of significantly active 
pixels, regardless of their relative activation. These two measures were strongly similar in 
most, but not all animals. They both positively correlated with surge duration (r2 = 0.43, r3 = 
0.44), but we observed stronger variability for short surges than long ones in both measures 455 
(Fig 6d). This led us to assess the profile of short REM surges over long ones. We showed 
typical surge profile for short and long surges (Fig 6e). Short and mid surges display similar 
profiles, including strong thalamic and hippocampal hyperemia, with moderate cortical 
spread. Somatosensory cortex activity strongly increases between short and mid surges. For 
long surges, dorsal thalamus gradually decreases as the surge progressed with S1BF 460 
activation increased to reach hippocampal activation level in the late part of the surge. 
 
To further explain the potential link between vascular surge activations and EEG, we 
analyzed the LFP frequency band signature before and after each vascular surge (Fig 7). REM 
sleep episodes were rich in gamma and theta activity. Typical surges are often preceded by an 465 
increase in theta power together with a frequency shift to the upper theta band, that we 
identified as phasic REM sleep bursts [Montgomery et al., 2008]. These phasic bursts of 
activity contained mid-gamma and high-gamma sustained activity, while low gamma was 
rather absent (Fig 7a). We looked for sustained theta and gamma activity in a 5 s time 
window preceding surge onset (Fig 7b). Typically we detected for LFP ‘burst’ episodes, 470 
when power signal rose above 2s.d and count the occurrence bursts preceding surges. This 
analysis was carried overs 2 animals for 10 REM episodes. We found that pre-surge LFP 
activity was strongly dominated by high-gamma (87.2 %) theta activity (76,9 %) and mid-
gamma (74,1 %). Low gamma activity was only detected in a few cases (41,0 %). 
Conversely, we detected periods of increased gamma and theta activity (LFP “bursts”) and 475 
assessed the proportion of which were followed by a vascular surge. Once again, high-gamma 
activity elicited surges with stronger probability than any other band (High Gamma 77,2% - 
Mid Gamma 63,8 % - Low Gamma 34,8 % - Theta 50,8 %). Theta and mid-gamma were also 
significantly followed by vascular increases, whereas low gamma was not. To further classify 
we detected each burst in LFP activity over the 4 different sub-bands and computed the mean 480 
vascular response following each burst. This classification is shown in Fig 7c. High-gamma 
bursts elicit strongest responses in the hippocampus and neocortex while theta and mid-
gamma vascular profile were weaker. We noticed that joint theta/high-gamma activity almost 
always elicited a vascular surge (not shown). Together, our data supports the idea that high 
gamma activity is a necessary, but not sufficient, condition for surge occurrence. Phasic theta 485 
activity is required to elicit strong cortical vascular response, which is perhaps a sign of 
strong hippocampo-cortical transfer for memory consolidation [Montgomery et al. 2008, 
Boyce et al; 2016].  
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Discussion 
 490 
In this study, we demonstrated that brain-wide vascular activity closely mirror hippocampal 
neural activity in the mid-gamma (50-100 Hz) and high-gamma range (100-150 Hz). We 
described the vascular activations associated with natural locomotion and REM sleep. They 
involved brain-wide waves of activation starting in the dorsal thalamus and flowing along the 
trisynaptic circuit to fade in neocortical sites. To our knowledge, these patterns have not been 495 
observed previously. The major limitation of this study is that these complex patterns may be 
associated with many components during running and REM sleep, including motor 
activations, reward uptake and rule acquisition and consolidation. Further investigation is 
necessary to disentangle the functional correlates of these multiple components, such as a 
comparison between a reference state and an activated state. A second limitation of this work 500 
is that it does not make a direct link between gamma oscillations per se and corresponding 
vascular activations. We still need to investigate the effects of gamma modulation on the 
functional activity of the vascular network.  
 
Gamma oscillations and vascular activity 505 
Our results suggest that theta rhythm strongly correlates with CBV fluctuations in the dorsal 
thalamus, dentate gyrus and CA region, though to a lesser extent. However, we obtained 
similar correlation maps using theta power envelope, accelerometer and body speed. During 
REM, phasic episodes of theta activity correlated strongly with vascular patterns while tonic 
theta did not. Instead of theta activity, our results show that LFP fluctuations in the mid 510 
gamma [50-100 Hz] and high-gamma [100-150 Hz] ranges are robustly associated with CBV 
fluctuations both during running and REM sleep. Concurrently, low-gamma activity elicited 
weak to no vascular response in most brain regions. Mid-gamma and high-gamma robustly 
preceded CBF increases both during running and sleep. Mid-gamma was associated with 
vascular fluctuations in cortical regions whereas high-gamma best explained CBV 515 
fluctuations in the dorsal hippocampus and thalamus. Theta-phase modulation analysis of our 
LFP recordings revealed that vascular adaptation was parallel to the apparition of high-
gamma oscillations at the trough of theta oscillations. These results still need to be confirmed 
over a larger sample of animals, but it is likely that several gamma mechanisms are involved 
in the vascular responses we observe. Determining what regions are associated with which 520 
sub-band remains to be done.  
 
What are the physiological properties of gamma oscillations that specifically link them with 
CBV fluctuations? Though generated locally, gamma oscillations are observed in multiple 
regions in the brain including neocortex, entorhinal cortex, hippocampus, thalamus, striatum, 525 
olfactory bulb and thalamus [Buzsaki and Wang, 2012] with the ability synchronize over 
long-range connections [Traub et al., 1996]. Fast-spiking parvalbumin interneurons are 
known to drive gamma in the rodent cortex [Cardin et al., 2009; Sohal et al., 2009].  
Removing this fast inhibition disrupts theta-gamma coupling [Wulff et al., 2009]. Thus, it is 
likely than the increase in blood volume concurrent with gamma oscillations reflect the cost 530 
of inhibition [Buzsaki et al., 2007].  
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Complex pattern of activity during running 
Recent findings reported different CBV patterns in mice adjacent cortices (somatosensory and 
frontal) in response to voluntary locomotion, both in terms of electrical coupling [Huo et al., 
2014] and separation between arteriole and venous blood [Huo et al., 2015]. Studies using 535 
autoradiography radiotracers in rats performing treadmill found changes in cerebral blood 
flow in dorso-lateral striatum, motor cortices and cerebellum [Holschneider and Maarek, 
2004]. However, most of these studies rely on the use of treadmills or similar setups which 
generate different patterns of electrical activity than the ones observed in natural movement, 
possibly because of the discrepancies between vestibular and visual sensory inputs [Li et al., 540 
2014].  
 
During running, we found strong activations in multiple brain regions, some of which might 
be associated with sensory stimulation (dorsal thalamus), others with spatial processing 
(dorsal hippocampus, retrosplenial cortex) and others with reward (striatum). Diagonal planes 545 
revealed clear dichotomies between functional groups including (1) differential activations 
between ventral and dorsal thalamic regions, both in activation onset and strength. In some 
animals ventral thalamic activation occurred concurrently with frontal cortical activation 
during reward uptake (S1 lip region - S1 jaw) suggesting a possible thalamic relay in sensory 
stimulation of the face and limbs during reward (2) differential activations between anterior 550 
and posterior cortices. Anterior activation was strongly associated with dorsal striatum 
activation while posterior cortex was associated with dorsal hippocampus. (3) differential 
hippocampal subfields responses in their onset time and activation profile. Dentate activity 
started earlier and was more sustained during running while CA1 was more powerful, 
transient and “phasic”, suggesting that vascular activity is first restricted to dentate regions 555 
before spreading to activate downstream regions. Disentangling the relative implication of 
these activations in sensorimotor processing, cognition and reward will help make this pattern 
less complex. 
 
Nature of vascular waves  560 
We have been able to monitor vascular fluctuations of all structures contained in coronal and 
diagonal views, during unimpaired movement. Our recordings reveal a strong sequential 
pattern of activation originating in the dorsal thalamus and propagating to the dorsal 
hippocampus and neocortex, both during running and REM sleep episodes. The 
hemodynamic responses of these different regions presented specific activation profiles, 565 
which could map feed-forward inhibition in the trisynaptic circuit [Lawrence and McBain, 
2003]. We estimated the propagation speed of the vascular waves we observed in a range 
between 1 and 10 mm/s. Electrical waves have already been shown to be non-stationary and 
to propagate from one region to the next [Lubenov and Siapas, 2009]. In vitro 5-Hz 
stimulation in deafferented mice hippocampal slices have revealed sequential “trisynaptic 570 
waves” which pattern is largely similar to the one we observed but on a 20-fold faster 
timescale [Stepan et al., 2015]. Some authors have also proposed that mechanical waves 
accompany the propagation of action potentials in the brain [Rvachev, 2010]. Our findings 
support the idea of a possible permissive mechanism for vascular wave propagation. 
 575 
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Relevance of Vascular Adaptation 
Unexpectedly, we found vascular fluctuations that showed strong intrinsic variability, while 
behavioral parameters such as speed and acceleration remained constant. This variability was 
strongly associated with the timing during the task: start trials elicited weaker activation in 
downstream regions than end trials. This pattern was observed robustly in successive 580 
recordings in the same animal and strengthened across recording sessions, suggesting a 
reinforcement of vascular responses both during the task and across recording sessions. This 
progression was region-dependent and occurred markedly in the CA1 and CA3 region, dorsal 
thalamus and sensorimotor cortices. Vascular activations were more constant in the dentate 
gyrus and showed a slight decrease in retrosplenial cortex. We excluded a potential in- 585 
fluence of recording electrode because control electrode-free animals displayed the same 
pattern.  
 
This suggests that inter-trial averaging must be performed over small trial number. Because 
different regions did not present the same profile of adaptation, we suspect a specific 590 
functional role for this phenomenon. We propose vascular adaptation to be related to learning 
or synaptic plasticity. In our protocol, animals are over-trained, thus expecting and receiving 
reward at each run. It appears extremely profitable to efficiently encode and strengthen the 
spatial cues used in such context. This kind of adaptation could make functional hyperemia 
more efficient after repeated trials. What is the signaling pathway leading to vascular 595 
adaptation? It is probable that strong high-frequency stimulation generates important calcium 
influx in pyramidal neurons [Wong et al., 1979] and that this might trigger a cascade of 
signaling and metabolic changes [Lauritzen, 2005]. An important question is to address if 
such a pathway is mediated by neuronal (possibly involving cyclo-oxygenase 2) or by 
astrocytes (possibly involving epoxygenase) [Cauli et al., 2010]. It is also possible that 600 
different pathways are implicated in different aspects of the hemodynamic responses we 
observe, given that mid-gamma and high-gamma supposedly do not arise from the same 
mechanisms [Schomburg et al., 2014].  
 
Vascular surges and interregional communication 605 
In parallel with gamma activations during running, REM sleep vascular profile was strongly 
separable from quiet waking and NREM sleep. REM sleep episodes consist in elevated 
baseline (tonic hyperemia) in most brain regions and recurrent phasic increases in CBV levels 
that we called “surges” (phasic hyperemia). These surges originate in the thalamus and spread 
in the dorsal hippocampus and neocortex. The magnitude of the surge was strongly associated 610 
with cortical contamination, meaning that small surges had a limited cortical extent while 
large spread widely to cortical areas. One possible explanation of these surges is that is 
supports memory-consolidation and strengthens hippocampal output to cortical areas [Datta et 
al., 2005]. Given that REM sleep was recently proved to play a role in hippocampus-
dependent memory task [Boyce et al., 2016], it is possible that such surges are implicated in 615 
this process. The strong similarity of vascular patterns observed during RUN and REM sleep 
suggests that surge episodes might be associated with replay of past events. However, these 
patterns presented subtle differences, notably the absence of dissociation between ventral and 
dorsal thalamus and higher variability in cortical recruitment in REM sleep compared to 
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running, which could be associated with the different activation contexts including reward 620 
and actual movement or not. 
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Chapter 7

Discussion

The main goal of this thesis was to investigate the vascular patterns associated with hip-
pocampal theta and gamma rhythms. To achieve this goal, I have met several major tech-
nological challenges (1) designing and performing a novel surgical procedure including full
craniotomy, intra-hippocampal electrode implantation and permanent prosthesis skull sealing
(2) designing and performing animal conditioning to obtain stable periods of theta activity
both during running episodes and REM sleep (3) developing new tools to record and anal-
yse this rich and complex data. At the start of my PhD, functional Ultrasound was only
available on anesthetized animals in acute experiment setup. With the help of the team, we
have extended fUS to a framework where chronic simultaneous assessment of vascular and
electrographic events is possible. This can be achieved for multiple regions of interest in a
wide variety of behavioral paradigms. I hope that this work demonstrates the suitability of
ultrasound imaging to study cognitive questions and that it will prompt a more extensive
use of US waves in neuroscience behavioral studies.

Apart from the technological aspect of my work, I have gathered novel data on cerebral
vascular responses in conditions close to natural movement. To the best of our knowledge,
these patterns of vascular activations have never been observed in such conditions. The
fact that we simultaneously monitored intracranial EEG signals can help us position these
hemodynamic patterns in the framework of neuronal networks and brain rhythms, for which a
large body of literature is available. Importantly, my work establishes that vascular activations
observed both during spatial navigation and REM sleep are tightly and robustly associated
with a certain type of gamma oscillations. The exact nature of this link still needs to be
investigated in details. This matter is of crucial importance because, apart from animal
studies, most of the data acquired in brain imaging - especially fMRI data - relies on indirect
measures based on the complex relationship between neuronal and vascular activity.

7.1 The mfUS-EEG Method

7.1.1 Relevance for behavioral studies

fUS gives access to CBV and CBF monitoring in multiple cortical and sub-cortical struc-
tures with good spatial (100 µm x 100 µm x 400 µm) and temporal (200 ms) resolutions.
Compared to the actual state-of-the-art available techniques, fUS presents several key advan-
tages: (1) a high sensitivity that reveals individual trial variability circumventing the need for
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trial-averaging (2) a compatibility with electrographic recordings to compare hemodynamic
patterns with their electrophysiological signatures (3) the possibility to study the animal in
freely-moving conditions, which opens to a large body of behaviors and cognitive states. Our
protocol offers such flexibility that animal movement is almost unimpaired. Fully-equipped
rats for mfUS-EEG showed only differences with control rats at task onset in the total num-
ber of runs but not in peak speed indicating that the physical constraint imposed by the
imaging system on the animal impairs long-term but not instantaneous performance.

The potential of fUS has been established in many applications ranging from peroperative use,
early diagnosis of developmental disorder, transcranial stimulation and micro-vasculature as-
sessment [Mac et al., 2011; Osmanski et al., 2014a; Errico et al., 2015]. However, the relevance
of fUS for behavioral studies in neuroscience is not fully established. My work demonstrates
that, despite important technological obstacles (full craniotomy, prosthetic implantation, lack
of thorough reference vascular data), the type of information acquired is rich and informative.
Importantly, we did not know if vascular activity during normal conditions would correspond
to fluctuations in a detectable range.

Because many studies used electrical stimulation that can elicit unphysiological responses [van
Raaij et al., 2011; Urban et al., 2014], it was unclear if natural movement and short periods
of theta rhythm would elicit strong fluctuations in the vascular network. It appears that the
level of these fluctuations is strongly separable from baseline activity (+/- 20% of variation
relative to the mean), and so in many brain regions. Moreover, my data suggest that the
different parts of a behavioral task as simple as stereotyped back-and-forth runs on a linear
track encloses strong inter-trial variability, while classic behavioral and electrophysiological
markers remain constant. This strongly questions the upfront averaging between start and
end trials in a priori invariant conditions. Additionaly, sleep recording show that vascular
activations are massive, brain-wide and complex during REM sleep. Given the importance
of sleep in memory and normal behavior, the contribution of fUS to this field could be very
large.

7.1.2 Type of information provided by fUS

Theoretically, the range of RBC speeds that fUS can correctly detect is axial speeds exceed-
ing 10 mm.s−1. This corresponds to vascular responses in pial arteries, penetrating arterioles
and venules (see Table 4.1). To date, we cannot detect RBC speeds in the capillary bed be-
cause they are too slow (around 1 mm.s−1), which is unfortunate because micro-circulation
is thought to be the theater where most of the exchanges occur, in opposition to macro-
circulation [Drake and Iadecola, 2007]. However, fUS provides an important source of infor-
mation in the spatiotemporal dynamics of the hemodynamic response. The Doppler spectrum
derived from compound images resulting from ultrafast acquisition contains different types of
information. By filtering in the appropriate frequency range, one can exhibit responses corre-
sponding to main vessels or smaller vessels in the parenchyma. This type of analysis would be
fruitful to assess retrograde vasodilation and precise onset of hemodynamic responses [Chen
et al., 2011; Hillman, 2014; Uhlirova et al., 2016].

In the current setup, we maximized the field of view in order to find regions associated with
theta activity. To increase spatial resolution and sensitivity, one solution is to target a specific
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region. The decrease in image size can be converted into higher temporal sampling, resulting
in higher sensitivity at low speeds. In the same fashion, spatial resolution can be lowered by
increasing ultrasonic emission frequency at the cost of penetration depth. This would allow
for finer resolution in the rat cortex or for whole-brain images in mice. Ultralight probes are
currently under development to adapt mfUS in mice. Last, the use of contrast agents such
as micro-bubbles can be a solution to image beyond the diffraction limit of US waves, even
transcranially, but some development is necessary to make it available for behavioral studies.

7.1.3 The actual limits

mfUS-EEG is thus a promising technique but its technical and analytic development is far
from mature. Though certain limits are imposed by physics and experimental feasibility, some
others directly rely on computing power and miniaturization, which are constantly evolving.
We list here the major limitations of mfUS-EEG as of 2016.

7.1.3.1 Technical Limits

Single Plane Imaging

The fact that fUS is limited to plane acquisition precludes the systematic monitoring of all
brain structures during individual events. To overcome this problem, multi-plane imaging is
one solution which entails averaging to compare vascular activations across planes. It also
introduces time-distortion between planes taken at the start and planes taken at the end
of acquisition, which can be worrisome if activations are not invariant. Another solution is
to select target structures a priori, provided they can be intercepted by a single plane in
the Waxholm space (for instance to include septal region, ventral, dorsal hippocampus and
entorhinal cortex). This approach depends on the reliability and precision of plane selection
based on visual anatomical landmarks before the experiment. Currently, we can only map
Waxholm atlas a posteriori. Real-time atlas mapping is thus a clear direction of research for
the years to come.

Pauses in the acquisition of fUS frames

In the current setup, the volume of acquired data is very large. Because a single Doppler
image requires ultrafast acquisition of 200 compound frames and because the process of IQ
demodulation to form compound images (beamforming) is not instantaneous, there is a trade-
off between frame acquisition rate and computing time. The current strategy relies on the
beamforming in situ which imposes “dead-time” periods of 32 s in “burst” mode and 1.0 s in
“continuous” mode, to avoid memory overload. Another strategy, would be to save raw data
without beamforming, in parallel with full continuous acquisition. To date, this strategy is
ineffective because of limited data transfer capacity, but this will likely be feasible in the near
future. However, such a sustained repetition of emission-reception cycles (the pulse repetition
frequency is set at 20 kHz) will pose new problems in terms of total energy transmission and
probe heating.
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7.1.3.2 Protocol Limits

Need for a reference condition

We have extracted vascular patterns (as an absolute measure of brain hemodynamics) with-
out a reference condition to compare with. Importantly, the definition of this reference state
is not straight-forward because background activities show a strong diversity, even between
supposedly “un-stimulated” states, such as quiet waking, light sleep and slow-wave sleep. It
is known that most behavioral states are associated with distinct activation and deactiva-
tion patterns [Nir et al., 2013; Raichle, 2009]. Pre-task baseline activity levels gave a clear
separate statistical distribution, precluding appropriate comparison. To overcome this, we
have normalized activations by mean activity over a whole recording, which is questionable
if vascular activations are an aggregate of multiple “regimes” (like UP and DOWN states,
for instance). Depending on the object of study, one solution is to compare control trials and
stimulus trial, in the same manner as classical T-maze task comparison (see subsection 7.3.2).

Cranial window necessity

The strongest obstacle for a broad utilization of mfUS-EEG protocol is the necessity for
craniotomy. The prosthetic skull approach that we developed entails the removal of a large
portion of the skull and the sealing of the prosthesis onto the bone (which requires complete
impermeability and the absence of bubbles). Exposing such a large portion of brain tissue
raises new questions about homeostasis after surgery, mechanical stability of the brain in the
skull and tissue elasticity. This kind of surgery also requires to take great care of meninges
(that stick to the inner wall of the skull in aged rats). This procedure is long (4-6 h on
average) and requires practice to be performed routinely. Another solution is the thinned-
bone approach, which we rejected for the impermanence of the field of view and the limited
time window for data acquisition (which arises to a lesser extent in our approach).

7.1.3.3 Analysis Limits

Limits of correlation analysis

Pearson correlation analysis is commonly used as a standard measure of the statistic de-
pendence between two variables (how much they tend to covariate). In this thesis, we used
it to compare multi-modal signals such as theta power and mean vascular response in the
dentate gyrus. However, Pearson correlation suffers some limitations such as blindness to
non-linear associations and over-sensitivity to outliers [Pernet et al., 2013]. Recent evidence
demonstrates that neurovascular coupling is non-linear [Lin et al., 2010], therefore, we should
develop methods that take these non-linearities into account. Such type of analysis is routinely
performed to explain variance in fMRI studies. Deconvolution techniques aim at estimating
the best convolution kernel to generate a given time-series from another one. The differences
observed between the averaged responses in the dentate gyrus (sustained response, low ampli-
tude) and CA1 region (peaked response, high amplitude) suggest that such a method would
give different results than mere correlation analysis.

170



BERGEL Antoine - PhD Thesis - 2016

Potential Locomotion effect

We cannot completely exclude a contribution of a locomotion effect, for instance due to
higher heart rate during running. However, the maze task is not limited to running, as it
involves navigation processing. Animals show a learning curve when they train for the task.
Furthermore, a locomotion effect would likely be uniform across the brain, whereas we find
both increases and decreases in blood perfusion. Thus, such a potential effect is not strong
enough to mask differential changes and dynamics across areas. Our animals did not engage
in intensive motor activity, at least not above the requisite for most cognitive and pathology
experiments. A possible solution to account for this quantitatively is to record the animal’s
electrocardiogram and to use heart rate as an indirect estimation of a potential locomotion
effect.

Figure 7.1 – Demonstration of electroencephalogram artifact removal by Indepen-
dent Component Analysis (ICA) (a) A 5-s portion of an EEG time series containing a
prominent slow eye movement. (b) Corresponding ICA component activations and scalp maps
of five components accounting for horizontal and vertical eye movements (top two) and tempo-
ral muscle activity (lower three). (c) EEG signals corrected for artifacts by removing the five
selected ICA components in (b). Adapted from [Jung et al., 2000].

Large amount of data

One of the intrinsic problems of gain in both spatial, temporal resolutions and computing
power is the exponential increase in data size. In the mfUS-EEG protocol, we are in a situa-
tion were the dimensionality of the data is too large (a single recording contains between 2000
and 5000 time samples of 15,000 pixels per image) to avoid reducing it by making projec-
tions. Additionally, LFP recordings are derived from multiple electrodes and can be filtered
in multiple frequency bands. The mere display of this complex data is thus challenging. The
main axis of projection that we have chosen in this thesis was to extract spatial averages
in vascular images based on atlas overlay. Doing so decreases the data dimensionality from
about 15,000 to 20-30. Additionally, we selected two LFP signals per animal that gave the
highest correlations (only the best electrode is showed here). It is reasonable to think that
making such projections might discard potential statistical dependences.
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The structure of our data is however highly sparse (90% of the pixels in a given region show
strong similarity). Thus we need methods to decrease the redundancy in vascular images.
In first approximation, this can be implemented by Independent Component Analysis (ICA)
and Principal Component Analysis (PCA). These two algorithms extract relevant axes or
directions, onto which the dataset is represented in a more ordered way. Briefly, PCA finds
the orthogonal axes that maximize variance prediction and ICA finds the axes that maxi-
mize mutual independence. Such an approach is commonly used in EEG for artifact removal
and source detection [Jung et al., 2000; Hyvarinen and Morioka, 2016] (see Figure 7.1). Pre-
liminary results show that ICA can extract functional activation components and remove
movement artifacts. A second solution would be to use the intrinsic similarity of neighbour-
ing pixels to build incrementally regions that minimize inter-region variability, such as the
SLIC method. This approach is somewhat similar to K-means algorithm with a correlation
criterion [Ren and Malik, 2003; Achanta et al., 2010].

Biases induced by regional averaging

The vascular fluctuations that we have recorded are an absolute measure of brain hemody-
namics (proportional to the amount of red blood cells in the image). We extracted mean
regional responses by averaging signals based on anatomical delineations. However, these
regions contain both high-amplitude signals (large vessels) and low-amplitude ones (small
vessels) in proportions that can be variable from one region to the other. This poses several
problems. First, regional averaging gives a stronger weight to large vessels in most regions,
though it might not be the most informative signal and might respond differently to stimu-
lation. Second, this absolute signal depends on the depth of the recorded image (even after
adjusting mean and standard-deviation). Comparing abruptly these regional signals without
correction might be inappropriate. For example, the vascularization in the hippocampus is
known to be different along the septo-temporal axis and between subfields. How this affects
mean regional signals needs further investigation. Last, anatomical delineations, because they
are not perfect, introduce false positive and might bias regional segmentation. Regions of in-
terest could also be extracted from individual pixels signals based on their functional response
to stimulation, so that averaging could be performed reliably.

7.1.4 Further Improvements

As mentioned above, fUS is constantly evolving. Technological improvement in computing
power will soon allow continuous acquisition for periods exceeding 12 seconds, to acquire
with high sampling a full REM episode or epileptic seizure. Miniaturized probes have already
been delivered and tested to adapt mfUS-EEG on awake mice with encouraging results to
perform transcranially, without the need of a contrast agent. Adapting mfUS-EEG to mice
will open the door to the study of multiple pathologies, due to the availability of genetically-
modified models. Another direction of active research is the design of two-dimensional
probe arrays to perform real-time three-dimensional acquisitions. This will unlikely be
achieved before 2 to 5 years. One of the current lacks of mfUS is that it discards information
about blood oxygenation. Coupling mfUS-EEG with optical techniques, such as fNIRS
offers a way to monitor simultaneously CBV, CBF and blood oxygenation levels to give a full
picture of the hemodynamic and metabolic response, which is a very actual field of research.
Finally, the generalization of optogenetics and more recently sonogenetics [Ibsen et al., 2015]
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offers the potentials to dynamically interact with neuronal networks and to monitor vascular
responses with US waves.

7.2 Significant Advances

7.2.1 Brain imaging in movement

Free movement vs Virtual Reality

Spatial navigation is an extensive subject of research. But the current state-of-the art is
divided in two types of studies. On the one hand, animal models make use of electrodes
to monitor the neural correlates of specific aspects of brain navigation, which have been
extremely successful in revealing place cells, head-direction cells, grid cells (described ex-
tensively in Chapter 2). On the other hand, human studies - mainly based on fMRI and
virtual reality systems - have unraveled specific structures involved in path integration and
spatial navigation in analogous task-designs as the ones used in animal studies. Experi-
ments with virtual radial maze revealed evidence for hippocampal activity, frontal cortex
activity [Astur et al., 2005] but also parhippocampus, precuneus and fusiform area[Shipman
and Astur, 2008]. Similarily, fMRI recordings while participants made goal direction judg-
ments based on a previously learned virtual environment showed activation in the human
entorinhal/subicular region revealing a strong “goal-direction signal” [Chadwick et al., 2015].
Finally, the rare studies on epileptic patients have provided valuable results to expose the
human neural correlates of location [Ekstrom et al., 2003] and frequency-specific correlates of
memory [Watrous et al., 2013]. Though virtual-reality environments have unique attraits like
reproducible conditions and modular control over sensorimotor cues, they cannot reproduce
exactly the complex multi-sensory conditions observed in natural movement [Bohil et al.,
2011].

Complex Pattern of activity

Our work brings a new light on the fundamental dynamics of functional hyperemia and on
the spatio-temporal dynamics of the vascular network during active locomotion. Recent find-
ings reported various CBV patterns in mice adjacent cortices (somatosensory and frontal)
in response to voluntary locomotion, including different coupling to electrical activaty [Huo
et al., 2014] and different quantitative separation between arteriole and venous blood [Huo
et al., 2015]. The vascular activity during locomotion in deep structures is relatively under-
reported, due to the lack of appropriate methods. Studies using autoradiography radio-tracers
in rats performing treadmill running found changes in CBF in dorso-lateral striatum, motor
cortices and cerebellum [Holschneider and Maarek, 2004]. However, most of these studies
rely on the use of treadmills or similar setups which generate different patterns of electrical
activity than the ones observed in natural movement, possibly because of the discrepancies
between vestibular and visual sensory inputs [Li et al., 2014].

During running, we found strong activations in multiple brain regions, some of which might
be associated with sensory stimulation (dorsal thalamus), others with spatial processing (dor-
sal hippocampus, retrosplenial cortex) and others with reward (striatum). Diagonal planes
revealed clear dichotomies between functional groups including (1) differential activations
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between ventral and dorsal thalamic regions both in activation onset and strength. In some
animals ventral thalamic activation occurred concurrently with frontal cortical activation
during reward uptake (S1lip region - S1 jaw) suggesting a possible thalamic relay in sensory
stimulation of the face and limbs (2) differential activations between anterior and posterior
cortices. Anterior activation was strongly associated with dorsal striatum activation while
posterior cortex was associated with dorsal hippocampus. Motor cortical activations were
observed in some rats. Disentangling the relative implication of these activations in sen-
sorimotor processing, cognition and reward will help make this pattern less complex. This
corresponds to one of the proposed experiments described in subsection 7.3.2.

Finally, we observed robust vascular patterns in the hippocampus across animals and ses-
sions. The fundamental responses of hippocampal subfields presented subtle differences in
their activation pattern. Dentate gyrus activity was sustained while the one in CA1 region
was more transient and “phasic”. What are the differences governing these changes ? More
fundamentally, we can study the nature of the link between physical stimulation and response
amplitude. Notably, we can investigate if this response is linear or if we find activation thresh-
olds or regional dependences.

7.2.2 Propagation of “vascular brain waves”

Trisynaptic contamination

For the first time, we have been able to monitor vascular fluctuations of all structures con-
tained in typical coronal and diagonal planes, during unimpaired movement. The vast major-
ity of our recordings shows a strong sequential pattern of activation originating in the dorsal
thalamus and propagating to the dorsal hippocampus and neocortex, both during running
and REM sleep episodes. On some recordings, we could clearly observe subicular activation
following the CA1 activation. Entorhinal cortex and septal regions were not systemically
sampled due to the errors in plane selection protocol. The hemodynamic responses of these
different regions present specific activation profiles, which could very well map feedforward
inhibition in the trisynaptic circuit [Lawrence and McBain, 2003; Stepan et al., 2015].

Vascular surges of activity

The very same pattern can be observed during REM sleep episodes, which vascular profile
displays striking differences with quiet waking and non-REM sleep. REM sleep episodes
consist in elevated baseline in most brain regions and recurrent phasic increases in CBV
levels that we called “surges”. These surges originate in the thalamus and spread in the
dorsal hippocampus and neocortex. The magnitude of the surge was strongly associated with
cortical contamination, meaning that small surges had limited cortical extent while large
ones spread widely to cortical areas. One of the possible explanation of these surges is that is
supports memory-consolidation and strengthens hippocampal output to cortical areas [Datta
et al., 2005]. Given that REM sleep was recently proved to play a role in hippocampus-
dependent memory task [Boyce et al., 2016], it is possible that such surges are implicated
in this process. The striking similarity of vascular patterns observed during RUN and REM
sleep suggests that surges might be associated with replay of past events. However, these
patterns presented subtle differences, notably the absence of dissociation between ventral
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Figure 7.2 – The hippocampal trisynaptic circuit and monitoring of “trisynap-
tic circuit waves” by voltage-sensitive-dye imaging (VSDI). (a) Schematic drawing
of the hippocampal trisynaptic circuit (marked in red). Scissors illustrate specific deafferenta-
tions. (b,c) VSDI filmstrip and recording traces depicting trisynaptic circuit waves evoked by
theta-frequency (5Hz) stimulation of perforant path fibers. Warmer colors in (c) indicate higher
neuronal activity (i.e., excitatory postsynaptic potentials and action potentials. Adapted from
[Stepan et al., 2015].

and dorsal thalamus and higher variability in cortical recruitment in REM sleep compared
to running.

What is the support of vascular waves?

Though it was difficult to give an estimate of the propagation speed of the vascular waves
we observed, because the different structures were not linearly aligned, we are confident that
such speed lies in a range between 1 and 10 mm.s−1. Electrical waves have already been
shown to be non-stationary and to propagate from one region to the next [Lubenov and
Siapas, 2009; Patel et al., 2012]. In vitro 5-Hz stimulation in deafferented mice hippocampal
slices have revealed sequential “trisynaptic waves” which pattern is strikingly similar to the
one we observed, but on a 20-fold faster timescale (see Figure 7.2). Some authors have also
proposed that mechanical waves accompany the propagation of action potentials in the brain
[Rvachev, 2010]. The speed of propagation of our vascular waves does not contradict such a
theory. Investigating if a “carrier” facilitates wave propagation or if they are just a by-product
of sequential neural activation is an interesting transverse axis of research.

7.2.3 Vascular “Adaptation”

Another unexpected result in our study was that trial vascular fluctuations showed intrinsic
variability, though behavioral parameters such as speed, acceleration remained constant. This
variability was strongly associated with the timing during the task: start trials elicited weaker
activation in downstream regions than end trials. This pattern was observed robustly in suc-
cessive recordings in the same animal and strengthened across recording sessions, suggesting
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a reinforcement of the vascular response both during the task and across recording sessions.
This progression was region-dependent and occurred markedly in the CA1 and CA3 regions,
dorsal thalamus and sensorimotor cortices. Vascular activations were more constant in the
dentate gyrus and showed a decrease in retrosplenial cortex. This “vascular adaptation” was
present in most animals, though to a different extent and not always abruptly. We excluded a
potential influence of electrode implantation because control electrode-free animals displayed
the same pattern.

This phenomenon raises important questions. In terms of analysis, it suggests that inter-trial
averaging must be performed over a small number of trials. Because different regions did not
present the same profile of adaptation, it is important to question the functional relevance of
this phenomenon. Importantly, this is relatively independent from performance or inversely
associated with speed and theta rhythm. We propose vascular adaptation to be related to
learning or synaptic plasticity. Due to the simplicity of the task, animals are in conditions of
overtraining. Because reward is expected and given in 100 % of trials, it appears extremely
profitable to properly encode and strengthen the spatial cues used in such context. This kind
of adaptation could be similar to synaptic plasticity so that functional hyperemia occurs
most effectively after repeated trials. We propose further experiments to test this hypothesis
in subsection 7.3.1.

7.2.4 Gamma rhythms and neurovascular coupling

Several multi-modal studies have investigated the neural correlates of functional activation in
a variety of protocols and species. This mainly stems from the intrinsic difficulty to interpret
BOLD signal [Logothetis, 2008]. Such studies have already established a strong link between
LFP signals in the gamma range, and multi-unit activity though to a lesser extent, and
BOLD signals [Logothetis et al., 2001; Schlvinck et al., 2010] and more precisely between
CBV fluctuations and high-frequency range (> 50 Hz) activity [Niessing, 2005; Huo et al.,
2014] (see Figure 7.3). However, this has never been done in conditions of free movement in
animals performing a behavioral task, which is what we present here.

Theta implication

Though ubiquitously present in the brain, theta activities are not strongly associated with
the fluctuations of CBV recorded in our task. Theta power correlates strongly with CBV
fluctuations in the dorsal thalamus, dentate gyrus and CA region, though to a lesser extent.
However, there is no evidence that these activations are linked to theta specifically and not
to a given aspect of running. We obtained similar correlation maps using theta power enve-
lope, accelerometer and body speed. During REM, phasic episodes of theta activity correlate
strongly with vascular patterns while tonic theta did not. Once again, we cannot conclude
whether this link arises from spurious correlations or not. However, the pattern of vascular
adaptation observed in running rats was independent or inversely linked to theta activity.
Thus, we propose that CBV fluctuations associated with theta activity result from common
causes but do not cause vascular activations. To us, theta activity reflects global synap-
tic events which presence might be required to precisely time neuronal sequences and send
them to distant brain regions. Conversely, vascular responses correspond to higher oscilla-
tions nested in theta activity. Theta, as a physiological process, does not seem to be linked
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Figure 7.3 – Hemodynamic Signals Correlate Tightly with Synchronized Gamma
Oscillations Hemodynamic and electrophysiological responses to different stimulus contrasts in
the anesthetized monkey visual cortex. (a) Time course of the hemodynamic responses at 610 nm
averaged over 26 recording blocks for each contrast level. (b) Regression plot of hemodynamic
responses at 610 nm with the spike rates averaged over all normalized MUA channels. (c)
Power spectra of all trials (n = 78 recording blocks) sorted in an ascending order according to
hemodynamic response strength at 610 nm. The observed minimum and maximum activity is
coded by black and yellow, respectively. Adapted from [Niessing, 2005].

to vascular events.

Two types of gamma activity

Instead of theta activity, our results show that LFP fluctuations in the mid gamma [50-100
Hz] and high-gamma [100-150 Hz] ranges are robustly associated with CBV fluctuations both
during running and REM sleep. Strong evidence is accumulating of the co-modulation be-
tween theta and different gamma sub-bands and their differential implications in memory
porcesses [Colgin et al., 2009; Montgomery et al., 2008, 2009]. Schomburg and colleagues
demonstrated that these distinct frequency bands emanate from separate inputs that reach
CA1 at different phases of theta oscillations, with low-gamma arising from CA3 region, mid-
gamma from EC and high-gamma from local interneuron modulation [Schomburg et al.,
2014]. We found similar patterns of gamma amplitude modulation by theta frequency.

Our results demonstrate that low-gamma activity elicits weak to no vascular response in
most brain regions. If low gamma episodes were rather absent during running (which is
probably linked to our protocol design), we could isolate significant low-gamma activity in
REM episode which did not relate to significant vascular increases. On the contrary, mid-
gamma and high-gamma were robustly correlated with CBF fluctuations, though not exactly
in the same manner. During running, cross-correlations between gamma power and vascular
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responses contained a large proportion of pixels which response was better predicted by
mid-gamma than theta oscillation, especially in the CA1 and CA3 region and some cortical
regions. On the other hand, vascular adaptation patterns were not associated with an increase
in mid-gamma, but rather in the high-gamma range. Phase modulation analysis revealed that
vascular adaptation was parallel to the apparition of high-gamma oscillations at the trough of
theta oscillations. These results still need to be confirmed, but it is likely that several gamma
mechanisms are involved in the vascular responses we observe. Determining what regions are
associated with which sub-band remains to be done.

Correlation is not Causation

Here we gave evidence for coupling or association between brain rhythms and cerebral acti-
vations. Vascular signals are not univocally linked to these rhythms. They typically co-occur
with directionality: all of our results point towards electrical activation preceding vascular
response. This suggests that, if any causal link should be made, it would support electrical
events to be responsible for vascular activations. Gamma rhythmicity and vascular events
have been assessed concomitantly in two different conditions and robust cross-correlations
between these multimodal signals have been observed. However, the actual recording proto-
col does not precise the interplay between the two phenomena. To what extent modulation
of gamma rhythms (through pharmacology for instance) would impact vascular events and
potential cognitive dysfunction is a question of utmost importance. Our recordings in REM
episodes suggest however that gamma activity is a necessary condition for strong vascular
response to occur, but that the opposite is not true and that an additional factor might
be needed to obtain a significant CBV increase. The nature of this factor still needs to be
determined.

7.2.5 Physiological implications

What are the physiological properties of gamma oscillations that specifically link them with
CBV fluctuations ? First, it is crucial to mention that though generated locally, gamma
oscillations are observed in multiple brain regions including neocortex, entorhinal cortex,
hippocampus, thalamus, striatum, olfactory bulb and thalamus [Buzski and Wang, 2012].
Patches of gamma oscillations can also synchronize over long-range connections [Traub et al.,
1996]. The common denominator to all these structures is the presence of inhibitory neurons
and their action through GABA-A synapses. Thus, it is likely than the increase in blood vol-
ume concurrent with gamma oscillations reflects the cost of inhibition [Buzski et al., 2007].
Several other arguments support the idea that inhibitory interneurons are strongly involved
in gamma oscillations, notably the strong spike-field coherence that they display and the
fact that inhibition tightly follows excitation, by about the duration of a gamma cycle (10-
30 ms) [Buzski et al., 1983] and the evidence that fast-spiking parvalbumine interneurons
drive gamma oscillations in the rat barrel cortex [Cardin et al., 2009; Sohal et al., 2009] .
In this manner, perisomatic inhibition tightly synchronizes pyramidal spiking to fire in small
temporal windows, possibly for the better encoding of sequences [Lisman and Jensen, 2013].
Removing this fast inhibition disrupts theta-gamma coupling [Wulff et al., 2009].

The second major question that our work raises is the one concerning the nature of the
signaling pathway leading to vascular dilation. It is probable that sustained high-frequency
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stimulation generates large calcium influx in pyramidal neurons [Wong et al., 1979] and that
this might trigger a cascade of signaling and metabolic changes [Lauritzen, 2005]. An impor-
tant question to address would be if this pathway involves cyclo-oxygenase 2 and prostanoids
in which case, it would be blocked by aspirin. It is also possible that different pathways are
implicated in different aspects of the hemodynamic response we observe, given that mid-
gamma and high-gamma supposedly do not arise from the same mechanisms. Once more,
the debate whether CBF fluctuations are modulated in a feed-forward fashion by the direct
signaling of neurons or if they arise from metabolic feedback signal, generated by increased
energy demand, is re-opened. The fact that we found at least two separable implications of
gamma oscillations in vascular regulation suggests a complex answer to these questions.

7.3 Perspectives

In this section, I propose several experiments that could help answer the open questions above.
Some of these implementations would require adapting mfUS-EEG to existing protocols, while
some others can be tested in the current setup.

7.3.1 Proposed Experiment # 1:
Decomposing vascular patterns of mobility

Pharmacological modifications of Theta or Gamma Activity

The first option to investigate the relationship between theta, gamma rhythms and CBV
would be to block pharmacologically brain rhythms and to investigate the effect on vascular
responses. For instance, one can selectively interact on the different types of theta activity :
type-I theta is mediated by serotonin agonists while type-II theta is blocked by cholinergic an-
tagonists, such as atropine, with possibly different impacts on gamma rhythmicity. Similarly,
one could think of selectively blocking gamma activity to see if the hemodynamic response
is affected. The injection can be performed while the animal is performing the task during
recording (through permanent cannule implantation, for instance) to assess the dynamics of
theta/gamma blockade.

Modification of hemodynamic signaling pathways

The mechanisms of functional hyperemia and the pathways involved in vascular adaptation
can be tested in the same manner by drug bolus injections. If they are mediated by COX
2, it should be blocked by aspirin. To investigate if this is mediated by astrocytes, one can
inhibit the epoxyeicosatrienoic (EET) pathway by epoxygenase inhibitors (e.g. miconazole)
injections. These two substances can be mixed with water for reward to avoid local bolus
injection. In both cases (rhythms and vascular blockades), it is important that modifications
do not affect performance and mobility, to ensure that the potential effect on hemodynamics
is selective to the blockade.

Modulation of sensory input

In order to reveal the different components of the hemodynamic responses observed during
running, there are several parameters that we can test. A simple protocol would be to switch
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light on and off (every second trial, for instance). This would allow for direct comparison in
the same task between two consecutive trials. Somatosensory input from the whiskers could
be temporally blocked by unilateral/bilateral anesthetics injection or by shaving whiskers
unilaterally. Another possibility is to implement treadmill running on prepared mfUS-EEG
rats. Ideally, the same rats could be tested from treadmill running and natural movement.
One of major advantages of treadmill protocol is that one can control time and speed of run,
together with virtual distance that must be traveled to get a reward. Our data suggests a
strong variability in hemodynamic response on seemingly similar trials (speed, acceleration).
This could be investigated by trying to reproduce such adaptation in treadmill running
protocol, and - if present - see what parameters influence and to what extent.

7.3.2 Proposed Experiment # 2:
Disentangling motor and cognitive responses

7.3.2.1 Selective implication of the hippocampus

One of the most straight-forward comparisons that could help disentangle pure motor pro-
cessing from cognitively-relevant processing is the T-maze task (see Figure 7.4a). In such a
setup, the rat alternates forced turns (sample trials) where one arm of the maze is blocked
and the remaining arm is rewarded, and free turns (choice trials) during which the animal has
to choose the arm that was not previously rewarded (in the classical version). The activations
that are only present in choice turns are a signature of the cognitive processing responsible
for the rat decision to take the right choice. It also provide error trials that can be related to
electrophysiological recordings. This task can made more complex in a 4-arm version, that
requires higher-level rule acquisition.

Similarly as the T-maze task, several behavioral tests have long been developed to test the
different aspects of memory. We detail two examples that could be applied using fUS. In
Figure 7.4b, animals learn to associate either a context (the texture of a box for instance)
or a cue (a sound, in most cases) to an aversive stimulus (a mild electric shock). Such
protocols are called fear-conditioning. In the first type of conditioning the animal has to
recognize the different elements in a given context to associate with the stimulus, a process
that is known to be hippocampus-dependent, whereas the second type of conditioning only
implies the association of a single sensory cue to the aversive stimulus, which is known to be
hippocampus-independent. Such a tool as mfUS-EEG could provide a full cartography of the
vascular activations involved in both types of memory systems.

In Figure 7.4c, we show a recent experiment that has established the functional relevance
of brain oscillations for better task performance. In this setup, rats first get to learn to
discriminate two different contexts by being daily exposed to them. During the test phase,
rats have to find buried rewards that are cued by two different odors. In context A, the buried
reward is cued by odor A, whereas in the second context, the buried reward is cued by odor B.
The acquisition of this task shows that performance is directly linked to the strength of phase-
amplitude cross-frequency coupling between theta and low-gamma oscillation in the CA3
region. It would be interesting to investigate if vascular mirror display this kind of cognitive
adaptation. This increase in CFC can also be observed for high-frequency oscillations such
as high-gamma.
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Figure 7.4 – Disentangling motor and cognitive hemodynamic responses List of pro-
posed experiments to dissociate the motor and cognitive components of the vascular hemody-
namic response. (a) Classical T-maze task (Left: two-arm version ; Right: four-arm version).
In this task the animal perform two trials. In the “sample trial”, the animal can only access
the other rewarded arm. In the subsequent “choice” trial, all arms are available but only one is
rewarded. The comparison between sample trials and choice trials reveal the selective activations
linked with cognition (b) Two memory-recall test relying on distinct brain structures. (Top) In
contextual memory recall the animal has associated context with response. This task is known
to be hippocampus-dependent. (Bottom) In cued memory recall the animal has associated cue
with response. This task is known to be hippocampus-independent. (c) Context-association
task. The animal has to learn the relative positions of buried rewards in two different contexts.
This task success rate is known to be dependent on theta-gamma cross-frequency coupling in
the CA3 region (left). (a) Adapted from [Spellman et al., 2015] (b) Adapted from [Boyce et al.,
2016] (c) Adapted from [Tort et al., 2009].

Reward prediction and error signals (predicitive coding)

Predictive coding is a framework that is gathering growing attention in neuroscience [Friston
et al., 2015]. It states that most of our brain computing power and architecture is devoted
to making predictions and inferences about the external world (top-down processing), to
compare them with sensory input (bottom-up processing). This generates error signals con-
taining information to modify the state of the network. One of the major questions about the
phenomenon of vascular adaptation is how it is related to reward uptake and it is tempting
to assume that this pattern corresponds to a form of “vascular plasticity” that strengthens,
as the animal performs the task.
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Because, we are in situation of certain reward, we cannot, in the current setup, see the
potential activations associated with reward, even though we have detected significant activity
in regions that are known to be involved in reward processing, such as striatum. It could be
extremely informative to investigate the vascular correlates of unexpected reward (obtained
but not predicted) or reward misses (not obtained while expected), events that are known to
generate strong error signals at the cellular level [Schultz et al., 1997]. Whether or not these
error signals have a vascular counterpart is a field-opening question.

Changing task rule : striatal vs cortical response (two complementary systems)

The T-maze task is one of the most classical tasks used in neuroscience. It can be used
to teach rats different strategies, such as spatial alternation (opposite arm rewarded) or
spatial persistance (same arm-rewarded), and to alternate between these strategies when
expected reward is not obtained. Rats perform very well in such contexts because their
learning capabilities are very flexible (they “learn how to learn”). What exactly happens
when the task rule switches is a subject of active research. The current understanding is that
two different systems operate in concert : one system is involved in routine processing aiming
at automatizing and reducing the load of decision-making and cognitive control mechanisms
(rendering its processing unconscious) and a system that is involved in novelty and non-
predictability, constantly operating to detect changes and predictions errors, in order to
adapt strategies. These two systems work in concert to open or close the perception-action
loop [Sperry, 1952]. These two systems are at play in our experiment, but implementing task
switching and comparing the evolution of vascular patterns before and after switch would
provide a new insight on task-adaptation circuitry.

7.3.3 Proposed Experiment # 3:
Neural Event-Triggered fUS acquisition

A final experiment that we propose relies on the recent development of neural-event triggered
setup, that are currently being used to start imaging acquisition after neural detection. This
kind of approach allows to acquire “snapshots” of brain activity at the precise onset of
physiological events and is especially suited when processing time is prohibitive. This has
been successfully implemented in EEG-fMRI protocols revealing strong hippocampal-cortical
interactions during sharp-wave ripple events, for example [Logothetis et al., 2012]. In the same
manner, it would be extremely valuable to trigger burst acquisitions at the onset of sharp-
wave ripples or spindles. This should also be applied to fast-image vascular surges during
REM sleep, though their online detection might not be straight-forward. A solution could be
to detect phasic periods of REM sleep which are coupled to vascular surges. Finally, one could
think of applying the same principle to image epileptic seizures onset or theta sequences.
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General Conclusion

We have succeeded in adapting functional Ultrasound (fUS) Imaging to mobile animals. This
methodology captures the hemodynamic state of the brain over its whole depth along with
its electrographic activity in awake, mobile rats over repeated and prolonged periods of time.
The current setup has an in-plane resolution of 100 µm x 100 µm, out-of-plane resolution of
400 µm and temporal resolution of 200 ms. The behavioral paradigm is established and sta-
ble recordings of theta episodes both during maze running and active locomotion have been
acquired. Despite the small size and weight of the probe, holder and cable, the system limits
the distance and environment that the animal can explore, in a way similar to multichannel
microdrive tetrode recordings. This work opens the way to a more general use of functional
ultrasound to study cognitive questions.

In this work, we have produced novel data that shed a new light on the vascular activations
associated with mobility including (1) robust sequential activations in the dorsal hippocam-
pal network during running, that follow the trisynaptic circuit 1.2 s to 2.0 s after theta peak.
(2) highly variable patterns in most brain regions between task start and end, suggesting
what we called “vascular adaptation” that still needs to be investigated. This phenomenon
occurs robustly across animals and affects downstream regions more strongly that upstream
regions, in the pattern described above (3) high-amplitude whole-brain sustained activity
during REM sleep, including large surges of activation initiated in the thalamus and fading
in the cortex. In all cases, vascular activations strongly and robustly correlated with the power
of local fields potentials (LFP) in the hippocampus, in the theta (6-10 Hz), mid (50-100 Hz)
and high gamma (100-150 Hz) frequency range, while low-gamma (30-50 Hz) did not. Our
results suggests strong implications of fast gamma oscillations in the neurovascular processes
underlying both running and REM sleep.

This methodology applies to both cognitive and pathological questions. However, substantial
progress still needs to be achieved to observe the interplay between metabolism and neuronal
electrical activity that govern global brain equilibrium. This novel kind of data also requires
the development of new analytical methods to bridge the gap between vascular activations
and reference studies based on electrode or fMRI recordings. Synchronous volumic acquisition
will become possible with future matrix-type probes. As it develops, functional Ultrasound
Imaging becomes applicable to a wide range of protocols including complex behavioral tasks
in healthy animals and fundamental investigations of neurovascular pathologies.
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Spatiotemporal Clutter Filtering of Ultrafast
Ultrasound Data Highly Increases Doppler

and fUltrasound Sensitivity
Charlie Demené*, Thomas Deffieux, Mathieu Pernot, Bruno-Félix Osmanski, Valérie Biran, Jean-Luc Gennisson,

Lim-Anna Sieu, Antoine Bergel, Stéphanie Franqui, Jean-Michel Correas, Ivan Cohen,
Olivier Baud, and Mickael Tanter

Abstract—Ultrafast ultrasonic imaging is a rapidly developing
field based on the unfocused transmission of plane or diverging ul-
trasound waves. This recent approach to ultrasound imaging leads
to a large increase in raw ultrasound data available per acquisi-
tion. Bigger synchronous ultrasound imaging datasets can be ex-
ploited in order to strongly improve the discrimination between
tissue and blood motion in the field of Doppler imaging. Here we
propose a spatiotemporal singular value decomposition clutter re-
jection of ultrasonic data acquired at ultrafast frame rate. The sin-
gular value decomposition (SVD) takes benefits of the different fea-
tures of tissue and blood motion in terms of spatiotemporal coher-
ence and strongly outperforms conventional clutter rejection filters
based on high pass temporal filtering. Whereas classical clutter fil-
ters operate on the temporal dimension only, SVD clutter filtering
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provides up to a four-dimensional approach (3D in space and 1D
in time). We demonstrate the performance of SVD clutter filtering
with a flow phantom study that showed an increased performance
compared to other classical filters (better contrast to noise ratio
with tissue motion between 1 and 10mm/s and axial blood flow as
low as 2.6 mm/s). SVD clutter filtering revealed previously unde-
tected blood flows such as microvascular networks or blood flows
corrupted by significant tissue or probe motion artifacts. We re-
port in vivo applications including small animal fUltrasound brain
imaging (blood flow detection limit of 0.5 mm/s) and several clin-
ical imaging cases, such as neonate brain imaging, liver or kidney
Doppler imaging.
Index Terms—Blood flow, Doppler imaging, singular value de-

composition, ultrafast imaging, ultrasound.

I. INTRODUCTION

E XTENSIVE work has been conducted over the past 30
years in order to suppress clutter signals originating from

stationary and slowly moving tissue as they introduce major
artifacts in ultrasonic blood flow imaging [1]. This operation
remains a major challenge for the visualization of vascular
paths and the measurement of blood flow velocities because
tissue echoes and blood scatterers echoes tend to share common
characteristics, especially in two widespread clinical cases
e.g., when blood flow velocities become low (in particular
in small vessels) or when tissue motion is important. These
two configurations correspond both to major applications in
general ultrasound imaging. On the one hand, imaging slow
blood flows and therefore microvasculature is an issue in most
organs as skin, muscles, placenta, as well as in tumors for
cancer diagnosis. It is also of major importance in emerging
fields such as fUltrasound imaging of brain activity where the
neurovascular coupling occurs locally in very small vessels.
On the other hand, imaging blood flow in fast moving tissue
is a major issue in applications such as cardiac or abdominal
(liver, kidney,…) imaging.
The reason why clutter filters fail to solve both situations

mentioned above is due to the underlying assumption on which
they are built. In the early history of Color Flow Imaging (CFI),
clutter filtering has always been based on the fair assumption
that tissue signal and blood flow signal have completely dif-
fering spectral characteristics: tissue motion is supposed very
slow or non-existent whereas red blood cells are fast moving
scatterers, meaning that demodulated tissue signal and blood

0278-0062 © 2015 IEEE. Translations and content mining are permitted for academic research only. Personal use is also permitted, but republication/
redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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signal have non-overlapping spectra centered on the zero
frequency and the Doppler frequency respectively. Based on
this temporal dynamics assumption, the raw ultrasonic signal
is filtered along the temporal dimension using finite impulse
response (FIR) or infinite impulse response (IIR) filters [2], [3].
IIR filters present the advantage of having steeper roll-off than
FIR for a given order, but they also exhibit a longer settling
time because of the lack of correct outputs for the first temporal
points. FIR filters present a short settling time (output is stable
after only n points for an n-order FIR filter) but need a higher
order to efficiently discriminate clutter from blood signal. In
both cases a first limitation arises: due to real-time requirement
and the use of focused ultrasonic beams to build the image, the
number of temporal samples available in each spatial location
is low (usually 8 to 16) and those filters are really difficult to
optimize [4] for a general Doppler imaging application ranging
from cardiac imaging (maximal tissue velocity) to microcir-
culation imaging (very low blood flow speeds). The problem
of the settling time can be reduced by a proper initialization
[5] in the case of IIR filters but the transient response cannot
be completely canceled. On the other hand, another class of
filters called standard linear regression (SLR) filters [6] do not
exhibit any settling time and estimate the tissue signal by a
linear regression on several temporal points of the ultrasound
signal: based on the same assumption than mentioned above, it
is assumed that the slow variations of the signal are exclusively
due to tissue and the rapid fluctuations are exclusively due to
blood flow. Finally, several techniques have been developed
to adapt to each Doppler imaging situation by compensating
background tissue motion: by estimating first tissue velocity
and down-mixing the ultrasound temporal signal via a phase
correction, the spectrum can be shifted so that the center fre-
quency of the tissue signal match the zero frequency [7], [8].
The signal is then processed using a classical fixed cut-off filter
to remove tissue echoes.
In all these methods, only the temporal information has been

used because the hypothesis used to discriminate tissue signal
and blood scatterers signal focused on their different spectral
content. But it can also be noticed that spatial characteristics of
tissue signal are different from those of blood scatterers. Along
one M-mode line, tissue movement toward the transducer
can be approximated by only a shift in the RF data (a phase
shift for In Phase/Quadrature RF data) whereas moving red
blood cells change the profile of the RF data itself. A brief
explanation is that tissue is far less deformable than a red blood
cell arrangement in plasma, and a small movement of tissue
can be seen as a spatial shift of a speckle pattern whereas
a movement of red blood cells implies a reorganization of
the scatterers generating a different speckle pattern. In other
words, tissue signal has a higher spatial coherence than blood
signal in ultrasound imaging. Several authors suggested this
hypothesis and introduced new clutter rejection methods based
on this a priori: Ledoux et al. [9] proposed a clutter reduction
simulation study based on the Singular Value Decomposi-
tion of the correlation matrix between successive temporal
samples of a M-mode line. In this approach both 1D spatial
and temporal information are used via the diagonalization
of the spatiotemporal (time and depth) correlation matrix.

Several strategies have emerged from this approach and an
exhaustive review of these methods have been proposed by
Yu and Lovstakken in 2010 [10]. Among those developments,
important works such as the down-mixing approach using an
eigen-based tissue motion estimation of Bjearum et al. [8] and
the real time implementation of eigen-based clutter rejection
proposed by Lovstakken et al. [11] have to be cited. Finally,
Kruse and Ferrara [12] developed an original high frequency
swept scan imaging setup whose datasets have been processed
using principal component analysis to estimate blood velocity
in presence of strong motion.
In all reported methods, discrimination between tissue and

blood flow drastically suffer from a poor ensemble length, i.e.,
a poor number of ultrasound pulses per line of color. The use
of focused beams imposes to adopt a line-per-line scan strategy
(either electronically in the case of transducer arrays, or me-
chanically in the case of a single transducer) in order to cover
an extensive field of view. As a consequence both the number
of temporal samples (collected on a particular location before
the system has to move to another location) and the number
of spatial samples (acquired at different times and therefore
having different characteristics) are limited. From a theoretical
point of view, taking into account different spatial samples along
the swept direction is even intrinsically difficult as these sam-
ples are not acquired simultaneously. Unfortunately, these char-
acteristics of ultrasonic sequences in conventional ultrasound
strongly limit the impact of singular value decomposition. SVD
processing is a powerful signal processing tool but as for digital
filters its full potential is obtained on large datasets.
Over the past decade, it was shown that ultrafast ultrasound

imaging based on unfocused wave transmissions can acquire
wide two-dimensional fields of view at very high frame rates
(typically higher than 1000 frames per second). The fast
growing number of emerging clinical applications of ultrafast
imaging [13], [14] and exponential evolution of computation
power of GPU based electronics permits to envision a soon
change of paradigm in ultrasonic imaging. At the cost of a little
loss in focusing capabilities, plane wave imaging enables the
acquisition of a large amount of synchronous samples which,
in the framework of clutter rejection filters, overcome severe
limitations inherent to conventional focused transmissions.
Instead of collecting typically 16 temporal samples in a small

spatial box before electronically moving to another location
as in conventional Doppler imaging, ultrafast imaging uses
plane waves to insonify the medium before beamforming the
backscattered echoes into an image. This enables ultrafast
imaging over a wide field of view at a framerate of several
kHz. As ultrafast imaging relies on focusing in reception only,
resolution is partially lost compared to classical ultrasound
imaging schemes using focusing both in emission and recep-
tion. However, it has been demonstrated that resolution or
motion estimation can be improved using a set of tilted plane or
diverging waves combined after beamforming [15]–[17]. The
ultrasonic modality based on coherent synthetic recombination
of unfocused wave transmissions and used to visualize blood
flows was called Ultrafast Doppler imaging.
In a former study, we reported that Ultrafast Doppler imaging

improved Doppler sensitivity by a factor up to 30 compared
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to conventional Doppler imaging [18]. This is in large extent
due to the temporal ensemble length of an Ultrafast Doppler
dataset compared to a conventional Doppler dataset. As Ultra-
fast Doppler does not need electronic sweeping of the focused
beam along the transducer array, temporal samples are acquired
simultaneously in every pixel of the image. This means that for
a 1 second acquisition at 1 kHz of frame rate, each pixel exhibits
1000 temporal points. The settling time of temporal filters is not
an issue anymore and high order IIR with steep roll-of can be
used as long as the first tens of temporal points are removed
from the signal. The increased sensitivity of Ultrafast Doppler
is in a quite large extent due to this highly efficient clutter fil-
tering combined with a longer ensemble length and a “virtual”
[19] dynamic focusing due to coherent recombination of dif-
ferent sonications.
However, to date, the only a priori used to filter out the clutter

of Ultrafast Doppler Images was based on a temporal discrim-
ination between tissue and blood flow motion [17], [18], [20].
Again, this assumption is not true in the case of slow blood flows
or fast moving tissue where both spectra overlap. In these cases,
spectral filters applied to Ultrafast Doppler encounter the same
difficulties than mentioned previously to discriminate between
tissue and blood flow.
In this paper, we present a way of rejecting clutter signals

from Ultrafast Doppler datasets using Singular Value Decom-
position (SVD) or Principal Component Analysis (PCA). Both
2D spatial and temporal coherence are used to separate tissue
from blood flow, showing a considerable improvement in both
the detection of slow blood flows and the removal of moving
tissues. Thanks to ultrafast sequences, simultaneous raw data
can be reshaped under large Casorati matrix form [21]. This ar-
ticle focuses on the straightforward use of singular value decom-
position of this Casorati matrix for blood/tissue discrimination.
However, the reader should note that very significant develop-
ments were achieved in the field of matrix regression in the last
five years. Most of them are devoted towards low-rank matrix
regression and signal separation, i.e., the so-called Robust PCA
[22]. In addition to puremathematical developments, these tech-
niques have been widely used in other medical imaging modali-
ties like magnetic resonance imaging (MRI) [23] and x-ray com-
puted tomography [24].

II. THEORY

A theoretical framework is introduced in this section of the
paper to explain the different steps of the clutter rejection algo-
rithm and better understand its implications.

A. The Specificity of Ultrasound Signal

1) The Different Components of the Ultrasound Signal: An
Ultrafast Doppler acquisition consists in a stack of beamformed
ultrasound images (or a cineloop) and can be represented under
the complex valued variable , where stands for the
lateral dimension (along the transducers array), stands for
depth in the medium in front of the ultrasonic probe, and stands
for time (sampled at a frequency noted Frame Rate from there

on). It is assumed that this signal can be described as the sum-
mation of three contributions (1): the clutter signal, the blood
signal, and the electronical/thermal noise.

(1)

Those three contributions have different spatial and temporal
characteristics. can be considered as a zero-mean Gaussian
white noise. The classical approach consists in assuming that
blood signal is a high temporal frequency signal and that tissue
signal is a low frequency signal. It must be also acknowledged
that depending on the ultrasound frequency used for the acquisi-
tion, the backscattered energy of the blood signal can be 10 to 60
dB lower than energy of the tissue signal. Moreover, although
spatial characteristics of blood and tissue signals are rarely in-
vestigated, they also convey different information.
2) Covariance Matrix of Neighboring Pixels: This section

elucidates the spatiotemporal characteristics of blood signal
and tissue signal, first qualitatively by introducing a simpli-
fied signal to illustrate the common statistical properties of
neighboring pixels, and then quantitatively by constructing the
covariance matrix of neighboring pixels.
Fig. 1 gives insight into the statistical properties of blood

signal and clutter signal in the example of rat brain ultrasonic
imaging. As stated before the temporal signal in one pixel ex-
hibits low frequency fluctuations corresponding to tissue move-
ment (in the imaginary part of the signal the three slow oscilla-
tions observed are due to tissue moving when the heart beats)
and high frequency fluctuations due to actual blood cells motion.
In order to compare spatially close temporal signals, a simpli-
fied signal is cal-
culated, where is the time average value of and stands
for complex conjugate. This simplified illustrative representa-
tion enables to get rid of any phase shift (via the product with
the complex conjugate of the time averaged signal) and of am-
plitude difference (via the division with the squared modulus)
between two pixel signals; and consequently to compare signals
only on the basis of their shape. Fig. 1 shows that in neighboring
pixels, simplified signals present very similar low frequency
variations (tissue motion), whereas the rapid fluctuations (blood
motion) do not present the same pattern from one pixel to an-
other. This aspect is further investigated in Fig. 2, where the nine
pixel signals of the second neighborhood of Fig. 1 are separated
in blood (HF) and tissue (LF) signal with a temporal filter. It is
clear that tissue signal is highly correlated and the covariance
matrix of those nine signals exhibits a high degree of correla-
tion, whereas the blood signal covariance matrix is almost di-
agonal, meaning that blood signal is poorly spatially coherent,
even at a very local scale. Fig. 1 even shows that at large spatial
scales, tissue signal is still quite coherent as the simplified sig-
nals are quite similar in shape between the two neighborhoods.
Thus, tissue signal could be condensed in a few temporal signal
accompanied by a set of spatially arranged complex coefficients
required to recover the amplitude and phase shift proper to each
pixel. In other words, tissue signal realization in all pixels forms
a family of vectors whose cardinality is much higher than the di-
mension of the tissue vector subspace. This is an essential idea
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Fig. 1. Typical example of an Ultrafast Acquisition. The top image depicts
of an Ultrafast acquisition acquired during 0.5 s at a Frame

Rate of 500Hz, on the brain of a thinned skull rat (scale ). To
have an insight into the temporal dimension of this Ultrafast acquisition, two
neighborhoods of nine pixels have been chosen in the image (green and cyan
squares). Inside each pixel, the simplified signal is calculated to get
rid of phase difference and amplitude difference from one pixel to another. is
then plotted with color respective to the position in the nine pixel neighborhood
(black, blue or red). This illustrates that signal in close pixels is very similar in
shape.

to understand the efficiency of the singular-based clutter filter
presented in this paper.
Contrary to tissue signal, blood signal is not assumed to have

high spatial coherence. In addition, tissue signal energy is much
higher (10 to 50 dB) than blood signal energy, and a separa-
tion method based on covariance estimation certainly finds the
highest covariance values for the tissue signal. This discrimina-
tion based on covariance estimation can be performed using the
singular value decomposition of raw data.

B. Singular Value Decomposition of Ultrafast Ultrasonic Data
Let us consider the spatiotemporal matrix form of

corresponding to the raw data cineloop acquired during an ul-

Fig. 2. The same data than in the green nine pixel neighborhood of Fig. 1 are
filtered using a 50Hz cut off order Butterworth filter typically used to dis-
criminate between tissue and blood flow signals, and on the graphs it can be ob-
served that the low frequency (LF) part of the nine pixel temporal signal are re-
ally similar in shape and seem highly correlated, whereas the blood signal (HF)
seem highly decorrelated. On the right are displayed the 9 9 covariance ma-
trix (magnitude) of the normalized zero-mean complex signals, for the low fre-
quency and high frequency part respectively. HF Blood signal is indeed highly
decorrelated compared to LF tissue signal.

trafast acquisition. corresponds to set of
samples where , and are respectively the number of
spatial samples along x-direction, the number of spatial sam-
ples1 along z-direction and the number of time samples. The
raw data matrix is reshaped under a Casorati matrix form by
transforming time series data into a 2D space-time matrix form
with dimensions as already proposed in other

imaging modalities such as MRI and CT [22]–[26].
The singular value decomposition (SVD) of this Casorati ma-

trix consists in finding the three matrices such as:

(2)

Where is a non-square diagonal matrix,
and are orthonormal matrices with respective dimensions

and and stands for the conju-
gate transpose. Columns of and matrices correspond re-
spectively to the spatial and temporal singular vectors of . One

1Note that all concepts described here are straightforwardly applicable for 4D
data (3D space time). For sake of simplicity, we restrict here the examples
to a 3D case (2D space time) which is the most routine case in
biomedical ultrasound.
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should also notice that and also correspond to the eigen-
vectors2 of the respective covariance matrices and .
What is the physical meaning of the SVD of matrix ? In

fact, the singular value decomposition (SVD) or principal com-
ponent analysis (PCA) can be thought of as decomposing a ma-
trix into a weighted, ordered sum of separable matrices .
By separable, we mean that the matrix can be written as an
outer product of two vectors . Specifically, the
matrix can be decomposed as:

(3)

Thus, the SVD can be used to find the decomposition of an
ultrafast ultrasonic dataset into separable space and time filters.
Here and are the columns of the corresponding SVD
matrices defined in (6), are the ordered singular values, and
each is a separable matrix. The number of non-zero is
exactly the rank of the matrix. Importantly, one should keep in
mind that each column corresponds to a temporal signal with
length and each column corresponds to a spatial signal
with length . Each vector describes in fact a 2D spatial
image with dimensions .
As one can notice, the SVD of decomposes the field into

a sum of separable images (characterized by a vector )
that are independently modulated by a temporal signal . In
other words, all pixels of the ultrasonic spatial images
characterized by the singular vector behave with the same
time signal .
Thus, thanks to the SVD processing, the spatiotemporal

cineloop corresponding to ultrasonic raw data can be
rewritten as:

(4)

In this decomposition, tissue displacements should be de-
scribed mainly in the first singular values and singular vectors as
their high spatiotemporal coherence insures that a large number
of spatial pixels will exhibit the same time profile. On the con-
trary, blood signal should be found in lower singular values as
they exhibit much lower spatiotemporal coherence. Thus, fil-
tering the data using the SVD approach consists in calculating:

(5)

Where is the filtered data set and is a matrix filter,
i.e., the diagonal identity matrix with zeros for the first diagonal
elements, leading to a truncated diagonal matrix of singular
values corresponding to the removal of tissue motion.
Interestingly, the classical clutter filter approach used in ul-

trasound imaging corresponding to a simple high pass filter can
be written under a quite similar matrix formalism:

(6)

2Singular Value Decomposition and Principal Component Analysis
are two aspects of the same problem and one decomposition can lead to
the other and vice versa as and

.

Fig. 3. (a) The ultrafast Doppler acquisition forms a 3D stack of images with
2 spatial dimensions and one temporal dimension (same data than Fig. 1). It is
reshaped in one spatiotemporal representation (Casorati matrix) where all pixels
at one time point are arranged in one column. As a consequence all time points
for one pixel are arranged in one row. (b) The covariance matrix is presented
here in magnitude and is of dimension .

Where is the Fourier transform matrix and is again the
high pass filter, i.e., the diagonal identity matrix with zeros for
the diagonal elements corresponding to low frequencies (the
first and last ones with a classical FFT algorithm). In the light
of this formulation both filters are temporal filters and rank-re-
ducing for the tissue signal (the tissue is compressed on a subset
of the spectrum that is then set to zero) but the SVD outper-
forms the Fourier decomposition according to the Eckart-Young
theorem [27] as it provides a faster decrease of singular values
and consequently a better tissue blood discrimination. In other
words, the decomposition is better in the multidimensional SVD
approach as the clutter basis vectors are calculated adaptively
(through spatial averaging) and more optimally compared to the
Fourier basis.

C. Implementation of the SVD Filter
Given the hypothesis of high spatiotemporal coherence for

the tissue signal, the idea is to build a new spatiotemporal rep-
resentation of the Ultrafast acquisition in the basis provided by
the singular value decomposition. The first step is presented in
Fig. 3(a) and consists in rearranging the Ultrafast Doppler ac-
quisition into a 2D Casorati matrix where one dimension is
space and the other dimension is time. Singular value decom-
position could be performed on this matrix and directly give
the new temporal singular vector basis and the new spatial
singular vector basis .
However, in most cases the Ultrafast Doppler acquisition

presents many more spatial points (typically several 10 000)
than temporal points (several hundreds or thousands), and it can
be less demanding from a computing point of view to first form
the covariance matrix (Fig. 3(b)) and diagonalize it.
This gives temporal eigenvectors that are the right singular
vector of . Fig. 4(a) shows the spectral content of those
eigenvectors sorted by decreasing eigenvalue. Interestingly, the
largest eigenvalues are associated with the temporal singular
vectors presenting the slowest variation. This is consistent with
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Fig. 4. (a) Spectral content estimation (via Periodogram with Tukey apodisa-
tion (0.2)) of all the right singular vectors, sorted with decreasing singular value.
Low frequency temporal signal are associated with the highest singular values.
As all singular vectors are normalized, energy in all spectra (all columns) is
equal to one. (b) Singular values of the matrix (solid blue) expressed in dB
and cumulative sum of those singular values from (dashed red). (c) The
first four singular vectors (associated to the largest singular values of the covari-
ance matrix) of the covariance matrix are plotted versus time. It can be observed
that they depict slow temporal variation (the first one is almost a constant value,
the third one depicts clearly the pulsatility of tissue already observed in Fig. 1)
and are devoid of the fast fluctuation of blood signal.

spatially coherent tissue signal supposed to be quite similar
in neighboring pixels in a way that enables to reduce the

realizations of tissue temporal signal on a much smaller
subspace. As a consequence tissue signal is supposed to be
condensed in the first singular vectors whereas blood and noise
signals are described by the singular vectors associated with
lower singular values. The eigenvalue itself is closely related
to the energy associated the corresponding singular vector and
Fig. 4(b) depicts the relative variation of those singular values:
the dashed red line shows that with a threshold of 50 rejected
singular values (see Fig. 5) the SVD clutter rejection will
discriminate the supposedly tissue from a signal 30 dB below,
which is really consistent with the expected relative difference
between tissue energy and blood energy at that range of US
frequencies (15 MHz). The weighted spatial vector are
then computed by the projection as described in (5).
Finally using this decomposition, can be decom-

posed on both a temporal basis and a spatial basis of singular
vectors (Fig. 5). Based on the assumption that tissue signal is
gathered in the first singular vectors, clutter rejection is per-

Fig. 5. The Ultrafast acquisition (same data than Fig. 1) is decomposed by the
singular value decomposition into a set of spatiotemporal couples of vectors.
The essential idea is that tissue signal is coherent enough to be quite similar over
the entire image, and that it can be described by a set of vectors constituting a
subspace of the temporal signal space, but much smaller. Indeed, by rejecting
the first 49 couples of singular vectors, tissue signal is rejected and a very good
PW Doppler image of the vascularisation in the rat brain is obtained.

formed using a threshold n (whose influence and choice will
be discussed in the next part) on the number of singular vectors
removed from the raw signal (7):

(7)

This filtered signal can then be processed using short time
Fourier transform for blood flow speed measurement (as de-
scribed in the methods section) or the energy per pixel can be
computed (8) to produce the so called Power Doppler image.

(8)
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The efficiency of clutter rejection based on both space and
time filtering of ultrafast data via SVD and its superiority to con-
ventional temporal filtering will be demonstrated in the Results
section with a phantom study and with several in vivo examples
and in different imaging contexts.

III. MATERIALS AND METHODS

In vivo Ultrafast acquisitions were performed using a pro-
grammable ultrasound scanner (Aixplorer, Supersonic Imagine,
France) with dedicated Compound Plane Wave imaging ultra-
sound sequences [17], [16]. This technique uses plane wave
emissions instead of the classical focused emissions, which en-
ables to increase the framerate from a factor 10 to 100, and
focusing is only achieved in reception via the beamforming
process. To recover resolution, compounding is done by coher-
ently adding several tilted plane wave emissions. With such a
process, the framerate can reach the theoretical limit imposed
by the time of flight of ultrasound, typically 10 000 Hz.

A. Phantom Study

In order to quantify the ability of SVD filtering to extract slow
blood flows from moving tissue, a contrast to noise ratio (CNR)
study has been conducted with ultrafast Doppler acquisitions on
a Doppler phantom in presence of probe movement. The double
benefit of using a phantom is to control precisely the acquisition
conditions in terms of blood speed and tissue velocities, and to
know exactly the geometry and position of the vessel for rig-
orous calculation of the CNR.
The ultrasonic probe wasmounted on a linear motor (PI trans-

lation stage VT-80, one-directional repeatability m, bi-di-
rectional repeatability m) to enable periodic translation
along image depth of amplitude 1 mm with a selected speed (1
to 10 mm/s with 1mm/s incremental steps). The field of view of
the probe was adjusted on the longitudinal section of the 2 mm
diameter tube of a Doppler phantom (Model 523A, ATS Lab-
oratories, 404 Knowlton St, Bridgeport CT 06608 USA). The
tube was approximately at a 35 mm depth, with a 75 angle
to the probe axis, giving the possibility of reaching small axial
velocities. A blood mimicking fluid (Doppler test fluid model
70, ATS Laboratories, 404 Knowlton St, Bridgeport CT 06608
USA) was injected in that tube with an adjustable pump (Eco-
line VC-MS/CA8-6, ISMATEC) enabling mean fluid velocities
measured at 1, 2, 4, 6 cm/s (thus 2.6, 5.1, 10.4 and 15.5 mm/s of
axial velocities). Ultrafast acquisitions were performed using a 6
angles (ranging from to 5 with 2 incremental steps) com-
pound plane wave ultrasound sequence and a 6 MHz ultrasonic
probe (SL 10-2 Supersonic Imagine, France) (pitch 0.2 mm, ele-
vation focus 35 mm, 96% Bandwidth @-6dB). The Pulse Repe-
tition Frequency (PRF) was 6000 Hz, the frame rate of 1000 Hz
and the number of frames 600. Twelve acquisitions were per-
formed for each (tissue velocity, blood velocity) couple.
The imaged region of interest was 25.6 mm wide and ranged

from 25 mm to 45 mm in depth. The known position of the tube
was manually segmented on the BMode (avoiding bias of seg-
mentation on the Doppler image) in order to give two areas (one
for the vessel and one for the surrounding phantom (tissue), with

a 0.5 mm dead zone in between), and the CNR was calculated
as the classical:

(9)

In this equation stand for the mean value of the power
Doppler signal (in the tube or in the surrounding tissue), and
std for the standard deviation. Three filtering methodologies
were investigated: the order high-pass Butterworth filter, the
varying phase increment downmixing approach described in [8]
(consisting in a IQ demodulation using the lag one correlation
phase averaged on a 5 pixel column neighborhood) followed by

order high-pass Butterworth filter, and the SVD filtering ap-
proach. To avoid any bias induced by the choice of the cut off,
every cut off has been tested for the three filters (meaning every
cut off frequency for the first two methods, and every singular
value threshold for the SVD filter), and the one giving the max-
imum CNR was kept for each (tissue velocity, blood velocity)
couple.

B. Rat Brain Imaging

All experiments followed European Union and institutional
guidelines for the care and use of laboratory animals. Adult (
-week-old) Sprague Dawley rats underwent a surgical thinning
of the skull under anesthesia (Ketamine/Xylazine) to enable the
propagation of ultrasound. They were then placed in a stereo-
taxic frame and maintained under 1.5% isoflurane during the
time of the acquisition. Ultrafast Acquisition were performed
using a 15 angles (ranging from -14 to 14 with 2 incremental
steps) compound planewave ultrasound sequence and a 15MHz
ultrasonic probe (Vermont, France) (pitch 0.08 mm, elevation
focus 8 mm). Pulse Repetition Frequency (PRF) was 7500 Hz,
enabling a frame rate of 500 Hz, enough to correctly sample
axial blood flow speeds up to 2.6 cm/s. Ultrafast Doppler acqui-
sitions lasted 0.5 s, enough to acquire 250 frames and to capture
3 cardiac cycles). Data are used for Fig. 1 to Fig. 5 and for Fig. 7.

C. Neonates Brain Imaging

Ultrafast Acquisition were performed using a 6 angles
(ranging from to 5 with 2 incremental steps) compound
plane wave ultrasound sequence and a 6 MHz ultrasonic probe
(SL 10-2 Supersonic Imagine, France) (pitch 0.2 mm, eleva-
tion focus 35 mm, 96% Bandwidth @-6dB). Pulse Repetition
Frequency (PRF) was 6000 Hz, enabling a frame rate of 1000
Hz, enough to correctly sample axial blood flow speeds up to
10.3 cm/s. Ultrafast Doppler acquisitions lasted 1 s, enough
to acquire 1000 frames and to capture 2 to 3 cardiac cycles).
This observational study was approved by the institutional
review board (CCP: ‘Comité de Protection des Personnes’,
i.e., Committee for the Protection of Persons, CCP agreement

) and local ethical committee, and strictly complies
with the ethical principles for medical research involving
human subjects of the World Medical Association Declaration
of Helsinki, and written consent was obtained from parents of
participants. Data were obtained via a transfontanellar (anterior
fontanel) Ultrafast Doppler acquisition of a brain parasagittal
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Fig. 6. Evolution of the CNR versus axial tissue velocity for various blood flow speed: phantom study. The same sets of data have been processed using order
butterworth high pass filtering (left), down-mixxing prior to order butterworth high pass filtering (middle), and SVD filtering (right). For each measurement,
the maximum CNR was found by testing all the possible cut off, and for each experimental condition twelve measurements were pooled to compute mean value
(graph circles) and standard deviation (error bars).

Fig. 7. Comparison of slow blood flow detection (critical for functional
imaging) via temporal filtering and SVD filtering (same data than Fig. 1). In
that case the rat is maintained in a stereotaxic frame and the probe is maintained
in a probe support, the entire setup lying on an anti-vibration table. As a
consequence the motion is minimum and consists only in the tissue pulsatility
due to blood pressure changes during the cardiac cycle. The PW Doppler image
obtained via temporal filtering (50Hz cut off frequency order Butterworth
filter) (a) can be compared to the PW Doppler imaged obtained via SVD (b).
The cyan arrow indicates the set of pixels where a pulse wave like Doppler
profile has been calculated from the Ultrafast Doppler acquisition, in the case
of Butterworth filtering (c) and SVD filtering (d). The key point here is the
difference between the spectral bands cut by both filters. Blood signal energy is
kept via SVD filtering in the two area surrounded by the dotted red rectangles.

section performed in vivo on a human neonate and Data are
used for Fig. 8 to Fig. 11.

D. Kidney Imaging/ Liver Imaging
Probe and acquisition parameters were the same as for

neonate imaging, except (angles: -3 ; frame rate: 3000 Hz)
for liver imaging, and (angles: -5 to 3 , step 2 ; frame rate
1600 Hz) for kidney imaging.
Concerning pediatric liver imaging, the observational study

was approved by the institutional review board (CCP: ‘Comité

de Protection des Personnes’, i.e., Committee for the Protec-
tion of Persons, CCP agreement N PP-14020) and local ethical
committee, and strictly complied with the ethical principles for
medical research involving human subjects of the World Med-
ical Association Declaration of Helsinki, and written consent
was obtained from parents of the participants. Data are used for
Figs. 12 and 13.
Kidney transplant imaging was incorporated in the frame-

work of a study conducted to assess whether Ultrafast Doppler
could help providing a parametric map of the transplant vascu-
larization and assessing normal and abnormal vascularization
within the transplant to detect fibrosis and inflammation. This
clinical study was approved by the French national authorities
(clinical trial number 2012-A01070-43). After imaging themor-
phology of the kidney with Bmode, imaging of the renal trans-
plant vascularization was performed by one radiologist (J.M.C)
in the longitudinal axis with conventional Doppler Imaging.
Once a good imaging plane was found the Ultrafast Doppler
acquisition was launched. Data are used for Figs. 13 and 14.

E. Signal and Image Processing

Each Ultrafast Doppler acquisition was filtered using either
a order butterworth filter with a ‘symmetric’ initialization
(mirror reflecting of the 20 first points of the signal) and those
first 20 points where then removed to cancel any settling time of
the filter, or using the SVD filter described in this paper, or using
the varying phase increment down mixing approach described
in [8] (Figs. 6 and 11) prior to the same order Butterworth fil-
tering. The PWDoppler image was then calculated as the square
root of the mean value of the squared filtered signal (thus corre-
sponding to the energy normalized by the number of samples).
This raw data was used directly for the CNR computations of the
phantom study. In order to improve visualization for the reader
and for fair comparison without inducing perceptive bias, for
the all clinical examples PW Doppler images (regardless of the
filtering process) were normalized with the highest value at 1
and the minimum value at 0, and histogram equalization was
performed with rigorously the same parameters to improve the
reader visualization without inducing any perceptive bias.
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Fig. 8. Comparison between temporal filtering and SVD filtering, the ideal case: no motion and significant blood flow. (a) Effect of both increasing the number
of rejected singular values (top) and increasing the temporal filter cut off frequency (bottom) on an Ultrafast Doppler acquisition (brain neonate imaging). For
both methods the image that gave the best clutter rejection according to the clinicians has been framed in red. A region of interest has been chosen (red cross) in a
vessel and power spectral estimation has been computed on the tissue signal (black dashed line) and blood signal (red solid line) extracted via SVD filtering, and
blood signal (black dotted line) extracted via temporal Butterworth filtering (b). (c) Spectral diagrams (see Fig. 4(a)) (PSD stands for Power spectral Density): on
top weighted with the singular value and on the bottom without weighting. Black lines represent temporal (horizontal) and singular-based (vertical) filtering of the
signal.

Fig. 9. Comparison between temporal filtering and SVD filtering, the strong motion case. Explanation of the different elements is the same than in Fig. 8, except
for the image in (c) which depicts the image build from the energy lost in temporal filtering but kept in SVD filtering (i.e., the content of the energy in the rectangle
drawn on spectral diagram top (c)).This acquisition was done 2 seconds after Fig. 8, the only difference is that strong motion was present in the moment of the
acquisition.

The spectrograms of Figs. 7(c), 7(d) were generated via short
time Fourier transform (32 samples sliding window, lag 2) on
the temporal dimension of the pixels in the ROI. Each Fourier
transform (meaning each column of the spectrogram) has its
maximum set to 1 in order to improve readability. The spec-
trograms were then averaged in magnitude to be representative
of the spectral content (linked to the axial velocity) in the ROI.

IV. RESULTS
A. Phantom Study
The phantom study enabled to quantify the improvement

of Ultrafast Doppler detection ability by using SVD filtering

versus other well-known methods (high-pass filtering, without
or with down mixing) in various experimental conditions
representative of the clinical setting for the detection of small
vessels: low (1 mm/s) to important (10 mm/s) tissue motion and
moderate (15.5 mm/s) to slow (2.6 mm/s) blood flow. Results
of this study are presented in Fig. 6. It is striking to notice
that even for very small tissue motion, the Butterworth filter
alone gives very low values of CNR due to remaining clutter
signal, compared to the two other approaches. If a reference
value of 2 for the CNR is chosen for discrimination between
tissue and flow, the Butterworth filter is unable to extract any
blood signal of the explored blood speeds range as soon as
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Fig. 10. Comparison between temporal filtering and SVD filtering, the very slow blood flow case. Explanation of the different elements is the same than in Fig. 9.
This acquisition has been done in a parasagittal plane where blood vessels are smaller than in Figs. 8 and 9. The interest here is to show that without motion but
in case of extremely slow blood flow, SVD filtering can still extract signal that could not be extracted via spectral discrimination.

Fig. 11. Comparison of Butterworth filtering, down-mixing prior to Butterworth filtering and SVD filtering . (a) and (b) The data are the same than in Figs. 9 and
10 respectively and in each case the three images obtained with the best possible clutter rejection according to the clinician are presented side by side and in a
larger format to enable proper comparison. Higher contrast and better small vessels delineation in the case of SVD filtering are unquestionable.

tissue motion exceeds 4mm/s. The lowest value of blood flow
speed (2.6 mm/s) is not detected even for very low tissue speed
(1 mm/s). This is not surprising as a spectral method cannot
separate 2 signals with comparable speeds and an unfavorable
40 to 60 dB difference of energy. For very slow tissue velocity
(1 mm/s) the down mixing approach and the SVD filtering give
comparable results, except maybe at the slowest blood velocity
that is better extracted via SVD filtering. But as soon as the
tissue motion increases (tissue motion mm/s), the CNR of
the down mixing approach decreases rapidly whereas the SVD
filtering seems more robust and tends to reach a plateau. This is
due to fact that even if down mixing enables to bring back the
spectrum of the tissue around the 0 Hz frequency, if the spectral
content of tissue and blood flow are too overlapping because
of comparable velocities they cannot be efficiently separated
by a Fourier based filter, whereas the SVD filter can. SVD
filtering appeared to be very robust in this configuration, since
we measured a CNR above 2 for all the tested configurations,
even when the mean axial blood flow velocity was lower than
the tissue velocity (for a blood flow of 5.2 mm/s and a tissue
motion of 10 mm/s, the CNR was 4.4 0.6; for a blood flow

of 2.6 mm/s and a tissue motion of 10 mm/s, the CNR was
2.9 0.5).

B. The Functional Imaging Case

A first comparison of SVD clutter filtering and IIR Butter-
worth filtering is given (Fig. 7) in the framework of functional
ultrasound imaging of brain activity (fUltrasound) [18], [20],
[27], [28]. In fUltrasound, it is required to achieve high sen-
sitivity Doppler imaging in order to track the hemodynamic
changes due to neurovascular coupling occurring in very small
vessels (i.e., mm/s blood flows). This figure is of capital impor-
tance to understand how SVD filtering improves both imaging
and quantification enabled by Ultrafast Doppler. Figs. 7(a) and
7(b) show the comparison between the Power Doppler (PW)
images obtained using SVD and temporal high pass filtering re-
spectively on a thinned skull rat brain. The threshold for singular
values and cut-off frequencies were chosen in order to provide
the best image quality for both approaches respectively. The key
point of this figure lies in the difference of detection of low flow
speed depending on the filter.
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Fig. 12. Importance of the ensemble length for SVD Doppler filtering. An Ul-
trafast Doppler acquisition has been processed as if it were a line per line ac-
quisition typical of focused ultrasound processed with the method described by
Ledoux [9]. Instead of using all the data in the 3D matrix, only are kept the tem-
poral points 1 to 16 for the first column of pixels, the temporal points 17 to 32
for the second column of pixels, and so on. This simulates a swept scan Doppler
imaging strategy and the consequence is a lower ensemble length both for space
and time. (a) Compared to the covariance matrix of Fig. 3, the covariance ma-
trix for line per line acquisition is very sparse, with only 16 16 blocks on its
diagonal. (b) a zoom on a small subregion on the covariance matrix reveals the
small 16 16 blocks. (c) The Power Doppler image has been obtained using a
SVD filter on each block of the covariance matrix, as would have been done
in [9], with a removal of only the first singular vector. The image exhibits very
poor sensitivity, and has to be compared to Fig. 13(a) which show the SVD filter
result on the full matrix.

Pulse Wave Doppler is the classical ultrasound modality used
to monitor the evolution of blood flow speed in one location of
the image. The particularity of Ultrafast Doppler acquisition is
that this kind of blood flow speed profile can be a posteriori
computed in every location of the image, as described in [30].
A “Pulse Wave like” Doppler spectrogram can be computed in
every pixel of the Ultrafast Doppler acquisition via short time
Fourier transform of the In Phase/Quadrature signal, and has
been calculated and averaged in magnitude over the region of
interest (the set of pixel depicted by the cyan arrow) in both
filtering cases (Figs. 7(c), 7(d)). What is of first importance on
those spectrograms is the difference between the two filtered
out bands of frequency depicted by the dashed red rectangles:
the SVD filter is able to reject clutter without cutting entirely a
the spectral band where tissue and flow are mixed, giving access
to blood flow speed as low as 0.5 mm/s, whereas the 50 Hz cut
off butterworth filter tends to cut everything below 2.5 mm/s.
This explains why the smallest vessels are better detected via
SVD filtering than via butterworth filtering, and in the case of
fUltrasound, this difference is primordial since neurovascular

coupling occurs at the capillary level, and the blood flow speed
in the latter is known to be included in the 0.5-1.5 mm/s range
[31].

C. Clinical Imaging
1) The Ideal Doppler Case: Beyond small animal imaging,

the next comparisons are performed in clinical settings. A qual-
itative comparison of SVD clutter filtering and IIR Butterworth
filtering is given by Fig. 8 to Fig. 10. The first example (Fig. 8)
depicts the vasculature of cortical and thalamic areas. Motion
is quite low during this acquisition and blood flow speeds are
moderate (2 cm/s to 8 cm/s). Several values have been chosen
for the number of rejected singular values and the cut off fre-
quency of the butterworth filter and resulting Power Doppler
images are presented. Out of the five examples presented, the
best clutter rejection is obtained for 40 rejected singular values
and 60 Hz of cut off frequency for SVD processing and conven-
tional temporal filtering respectively. Even though this imaging
situation is ideal (no motion artifacts) for the Butterworth high
pass filtering, the number of visible blood vessels is bigger for
SVD filtering than for Butterworth high pass filtering. It can
be noticed that contrast is slightly higher with SVD filtering
than with temporal filtering. Contrary to previous publications
[4]–[6], [8]–[10] that only give a schematic or simulated rep-
resentation of spectral distribution for tissue and blood signal,
the large ensemble length available with Ultrafast Doppler en-
ables to truly plot the spectral content of blood and tissue signal
extracted via SVD filtering and to explain why in general SVD
presents a better clutter rejection than temporal filtering. This
has been done for each case (Fig. 8(b) to Fig. 10) where the
spectral content of tissue signal (black dashed line) and of blood
signal (red solid line) of the ROI defined on the image by a red
cross mark and extracted via SVD are displayed. As a compar-
ison the blood signal filtered via Butterworth filtering has also
been plotted (black dotted line). In this imaging situation noise
signal is roughly 60 dB below tissue signal, so the tails of the red
solid spectra are mostly noise and not blood signal. In Fig. 8 it is
clear that blood and tissue can be separated via temporal filtering
because energy of blood signal is higher than energy of tissue
in a certain spectral band (50 to 150 Hz), which is a required
condition for the vessel to be detected in Power Doppler. This
is the reason why temporal filtering gives quite good results in
this first example. However it can be observed that the energy
of blood signal extracted in the SVD processing is higher than
in the temporal filtered extracted blood signal, which illustrates
why SVD clutter rejection gives generally better contrast than
temporal filters.
Fig. 8(c) represents the spectral content of (upper

image) and of (lower image) versus the rank of the sin-
gular value . On this representation in the singular vector
space, the superimposed horizontal black lines represent the
cutoff threshold of best Butterworth filtering and the vertical
black line represent the cut-off threshold of best SVD filtering
(vertical black line). The first image (top) enables to compre-
hend the relative differences in energy from the first singular
vector to the last one, whereas the second one (bottom) en-
ables to observe the differences between normalized spectral
contents of individual temporal singular vector. For blood/tissue
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Fig. 13. Clinical examples of filtering improvement via SVD clutter rejection: (a) Ultrafast Doppler acquisition on a child (8 years old) liver processed via SVD,
much more small vessels are detected than with butterworth filtering (b). (c) On a transplanted kidney, Ultrafast Doppler gives very good sensitivity with both
processing but the few vessels with low flow speed (large vein, long arrow) (very small arteries, deep in the organ, small arrow) are almost completely filtered out
by butterworth filtering (d).

discrimination, the first image may be the most important, be-
cause it represents the repartition of the total signal energy in a
frequency-singular value space: trying to maximize the energy
of blood signal over tissue signal in a Power Doppler image is
related to the maximization of the integration of the energy in
a portion of this frequency-singular value space. In the case of
temporal filtering this subspace is chosen as the two rectangles
above and below the two horizontal black lines, whereas in the
case of SVD clutter rejection this subspace is chosen as the rec-
tangle on the right of the vertical black line. With this repre-
sentation the double advantage of SVD filtering over temporal
filtering is obvious: whereas the latter leaves the “tails” of the
tissue spectrum in the filtered signal and removes a great part
of blood signal energy (low speeds), the vertical boundary of
SVD filtering is much more optimal for the separation of tissue
and blood. This explains the higher contrast for the SVD filtered
Power Doppler image: although the main part of tissue signal is
filtered by temporal Butterworth filtering, the huge difference of
amplitude between tissue echoes and blood echoesmakes the in-
tegration of the energy of tissue signal in the remaining spectral
band not negligible compared to the integration of blood signal
energy. Also a small part of blood signal is removed between
the two horizontal lines.
2) The Strong Motion Case: In the presence of motion this

difference becomes tremendous. Fig. 9 presents an acquisition
done only two seconds after Fig. 8, but the neonate moved a
little bit during this second acquisition, resulting in a strong mo-
tion artefact on the Power Doppler image. To recover a com-
plete clutter rejection the cut off frequency of the temporal fil-
tering as to be set to as high as 250 Hz (sampling frequency 1000
Hz) whereas a slight increase to 80 rejected singular values is

enough in the case of SVD filtering. Even if a certain level of
clutter is tolerated, any image processed with temporal filtering
is far from depicting as much vessels as the SVD filtered image.
The effect on the Power Doppler is obviously explained by the
frequency-singular value diagram presented in (c): to filter pro-
nounced high frequencies in the tissue signal, the temporal filter
strategy is to increase the gap between the two horizontal lines,
and almost completely filters out the blood signal. As depicted in
the central spectrum (b), the vessel marked by the red cross mark
would never be detected by temporal filtering because its energy
is below tissue signal in every spectral domain. In Fig. 9(c) is
displayed the Power Doppler image computed from the energy
lying in the rectangle delimited by the singular-value threshold
and the two cut off of the temporal filter. In other words it is the
blood energy lost by the temporal filter compared to the SVD
filter. It shows that a large amount of information is lost in the
small vessels when using a temporal filter instead of the SVD
filter.
3) The Very Slow Blood Flow Case: The last example in

Fig. 10 shows that even with no motion artifacts, SVD filtering
is much superior to detect really small vessels whose blood
speed is not high enough to get out of the tail of the spectral
content of tissue signal (red cross mark: a vessel appearing in
SVD processed Power Doppler image and not in temporally
processed Power Doppler image). Once again the contrast is
higher with SVD processing. Finally, a zoomed view of the op-
timized Power Doppler images obtained respectively for tem-
poral filtering, downmixing prior to temporal filtering, and SVD
filtering is presented in Fig. 11 in order to emphasize the ability
of multidimensional SVD filtering to provide better contrast and
detect smaller vessels.



DEMENÉ et al.: SPATIOTEMPORAL CLUTTER FILTERING OF FULTRAFAST ULTRASOUND DATA 2283

D. The Importance of the Plane Wave Imaging Ensemble
Length
It was emphasized in the introduction that SVD filtering takes

advantage of the large ensemble length provided by the Ultrafast
Doppler technique compared to the classical focused emission
technique. This is of primordial importance and is illustrated in
Fig. 12. In this figure, Ultrafast Doppler data are processed as if
they had been acquired with a swept scan strategy used in con-
ventional Doppler: only the temporal points 1 to 16 are kept for
the first column of the image, then only the temporal points 17
to 32 are kept for the second column and so on. This simulates
a swept scan strategy used in CFI where only 16 temporal sam-
ples can be acquired per line because of the need to electroni-
cally quickly move to another location. Those data are then pro-
cessed as proposed by Ledoux in [9]. The huge difference with
Ultrafast Doppler SVD filtering lies both in the small number of
temporal point acquired in each location and the lack of simul-
taneity of these temporal acquisitions, and that difference can
be understood directly by looking at the covariance matrix: in
each block of the covariance matrix the SVD filter has to find
a subspace for tissue. As a consequence its ability to efficiently
compress the tissue signal on a few singular vector before the
subtraction operation is highly impaired.

V. DISCUSSION

SVD clutter rejection has been shown to improve signifi-
cantly the sensitivity of Ultrafast Doppler in various imaging
situations. It is especially efficient in two situations of major
interest in Doppler imaging. It removes strong motion artifacts
occurring during freehand exams usually downgrading the
Doppler image quality. It also strongly improves detection of
small vessels characterized by low flow speeds even if mild
motion is present. For all studied configurations, SVD clutter
rejection provided at least a higher contrast and generally supe-
rior detection capabilities. The outperformance of SVD clutter
rejection is intrinsically linked with the ultrafast data acquisi-
tion. By providing multidimensional simultaneous ultrasonic
data in 2D and soon in 3D at high frame rates, the ultrafast
sequence can rely on much larger ensemble lengths in both time
and space in order to discriminate tissue and probe motion from
blood flow. Thus, the multidimensional SVD filter outperforms
conventional temporal filters and leads to better discrimination
because it takes into account large spatial ensemble lengths and
the average statistics of the complete image is included. Finally,
even in the most difficult situation where tissue motion is not
completely stationary but rather low frequency and quite local,
the SVD filtering works effectively to discriminate it from
blood flow due fractal intrinsic properties of the vasculature.
Indeed, the fractal nature of the vasculature implies that very
low blood flows are present almost only in very small vessels
much smaller than typical regions of tissues affected by the
same range of motion. As their spatial statistics are different,
the temporal variations of tissue and blood flow are nicely
separated.
SVD filtering should have an important impact in the field

of fUltrasound (functional ultrasound imaging of brain activity)
since local hemodynamic changes linked to neurovascular cou-
pling occur mainly in very small vessels where the blood flow

Fig. 14. Fusion (side to side concatenation with manual coregistration) of 2
Doppler images acquired in the same plane respectively on the left and right
sides of the transplanted kidney of a human patient. The images are filtered via
SVD filtering. The in vivo vascular network of the transplanted human kidney
is delineated with a very high sensitivity without requiring the use of contrast
agent.

speed is not measurable with conventional approaches. More-
over, the application of SVD filtering to ultrafast Doppler in the
brain will be of particular interest for fUltrasound brain imaging
of awake and freely moving animals where the optimal discrim-
ination between tissue/probe motion artifacts and blood flow in
small vessels becomes crucial.
The SVD clutter rejection also improves sensitivity and mo-

tion filtering in clinical applications such as kidney, liver, thy-
roid, heart imaging (data not shown). In this manuscript, re-
sults in neonate brain (Fig. 8 to Fig. 11), child liver and trans-
planted kidney (Fig. 13) were presented to illustrate the interest
of this processing but many other unpresented data were ac-
quired in thyroid and cardiac imaging and lead to the same
conclusions. Neonate brain imaging is an interesting example
of imaging application where it is difficult to ask patients to
hold their breath. In such situations respiration motion com-
bined to the ever-present pulsatility motion, are unavoidable.
It is then difficult to filter out optimally slowly moving tissue
from slow blood flow signal with a butterworth filter. In the
liver example shown (Figs. 13(a) and 13(b)), tissue motion re-
quires a 120Hz cut off frequency for the temporal filter and
consequently vessels with blood speed below cm.s dis-
appeared of the image, whereas SVD filtering is able to reject
clutter without losing those small vessels. In the kidney example
shown (Figs. 13(c) and 13(d)), tissue can be filtered out with a
90Hz cut off frequency for the temporal filter, and the blood flow
speeds are consequent in most vessels cm.s , how-
ever SVD filtering still improves detection on venous structures
in the central part of the image (long arrow) that present very
low flow speeds cm.s and completely disap-
pear with temporal filtering. It is the same for deep small vessels
whose signal is quite weak due to absorption (small arrow) and
that can be quickly filtered out by a temporal filter. The sen-
sitivity of Ultrafast Doppler combined with the discrimination
capabilities of SVD filtering offers a level of detection never
reached before with an ultrasound modality, even with the use
of contrast agent (Fig. 14).
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SVD clutter rejection is a powerful and versatile tool for Ul-
trafast Doppler imaging filtering, effective in many clinical ap-
plications. However this study presents some limitations, and a
lot of areas for improvement have to be investigated. The first
point is that no adaptive method for the choice of the threshold
used for singular vector rejection has been proposed, but this
is mainly due to the fact that the adjustment of this value is
not as critical as for cut off frequency choice. It can be noticed
that in all the examples presented in this paper a threshold of
80 rejected singular values would have given images with good
quality, whereas temporal filter had to be precisely adjusted to
reject clutter, with cut off frequencies ranging from 60 Hz to 250
Hz. However different strategies can be imagined for adaptive
SVD clutter rejection: energy considerations on the level of the
cumulative sum of the singular value can help, given an energy
ratio in dB between blood signal and tissue signal depending
on the acquisition parameters (ultrasound frequency, absorption
coefficient ), to discriminate between the tissue subspace and
the blood subspace of the singular vector space. A more sophis-
ticated strategy is to calculate the central frequency of each in-
dividual temporal singular vector and to reject singular vector
below a certain central frequency (a certain speed), strategy
which do not overcome the problem of choosing a threshold
because a certain speed has to be chosen, but which is adap-
tive to the amplitude of the motion present during the acquisi-
tion. Also, threshold can be dynamically chosen during the dif-
ferent phases of the cardiac cycle because the dimension of the
tissue subspace increases for example during systole because of
stronger tissue motion. These strategies will be presented with
ongoing research in future work. Finally, the software beam-
forming capabilities provided by ultrasound scanners based on
GPU boards [13] gives the physician the ability to adapt man-
ually the singular value threshold to the desired image quality.
This simplest strategy could turn out to be the most efficient
compared to automatic approaches as the sonographers would
rather manually optimize their image quality for different or-
gans or patients.
Interestingly, robust and automatic approach for the choice

of the filter threshold has been an extensive research topic in
the applied mathematics community in the last decade. These
approaches, i.e., the so-called Robust PCA [22], would permit
to better choose the singular value thresholding. Our ultrasound
problem fits to the context of robust PCA as the ultrasonic data
acquired during ultrafast sequences can be seen as the super-
position of a low-rank component (tissue motion) and a sparse
component (blood motion).
First of all, the singular values of a random Gaussian matrix

which corresponds to the noise component in (1) follows a
Marchenko-Pastur distribution. This property can be taken
benefit from to directly determine a rough statistical threshold
by using Stein's Unbiased Risk Estimator (SURE method) as
discussed by Candes et al. and Donoho et al. [21], [32]. In
particular, Candes et al. applied the SURE method in order to
determine an automatic threshold for the SVD decomposition
in the context of dynamic MRI processing. In particular, they
demonstrated the efficient use of the singular value thresholding
(SVT) unbiased risk estimate for automated and optimized
denoising of dynamic cardiac MRI series. The SURE method
clearly demonstrated an improved assessment of myocardial

perfusion. In this approach, the thresholding of singular values
is not a hard-thresholding rule (ie replacing a subset of singular
values by zeros), but rather introduce a soft-thresholding rule
consisting in shrinking the singular values towards zero by a
constant amount to determine during an iterative process. The
outperformance of this more sophisticated approach will be
evaluated in further works. Conversely to the other estimation
approaches cited in Candes paper, we want to get rid of the main
signal. Noise is present in addition to the blood signal in the
low singular values subspace. However, as noted on Fig. 8(b),
tissue signals (black curve) are 30 dB higher than blood flow
signals (red curve) and blood flow signals are approximately
30 dB higher than the electronic noise level (tails of red curve).
The accuracy and precision of local velocity estimation was
studied both theoretically and experimentally in a previous
paper using the same research platform [33].
Beyond the phantom study that provided quantitative Con-

trast to Noise Ratio data on the efficiency of SVD filtering com-
pared to well-known other filtering algorithms, several points
remain to clarify with quantitative data and controlled condi-
tions, and will be addressed in future work. The range of tissue
velocity explored in that phantom study has to be increased to
cover high motion application, such as cardiac imaging, and the
influence of the vessel size on the SVD filtering CNR has to
be investigated and compared with other gold standard filters.
Also, this study covered in plane tissue motion, but should also
quantify the influence of out of plane motion.
The influence of the ensemble length has been underlined in

this paper in terms of a comparison between really short en-
sembles (focused ultrasound) and very long ensembles (plane
wave acquisitions). However the ensemble size used to build
the Casorati matrix prior to SVD filtering has to be studied
carefully, because it will be closely related to real-time capa-
bility of SVD filtering. In particular, temporal sliding windows
or spatial-block processing will be investigated to find potential
tradeoff between clutter rejection and computation time.
Computation is generally a bottleneck for real time imaging.

With the current Matlab® implementation, and on an average
quad core Xeon 2.66 GHz, the time to compute the SVD fil-
tering is 0.5 s for a (100 128 256) Ultrafast acquisition, 1.7s
for a (100 128 512) Ultrafast acquisition, 3.4 s for a (200
128 512) Ultrafast acquisition, and tend to be linear with

the increase of the number of points in space and quadratic with
the increase of the number of points in time (due to the choice
of the covariance matrix presented in the method section). It is
then indubitable that with the currently available processors, a
reasonable choice for the processed temporal length of the Ul-
trafast Doppler acquisition and fastest C or GPU implemen-
tation, real time SVD filtering is reachable starting today.
Clinical data presented in this paper have been acquired with

linear array and relatively high ultrasound frequency (6 MHz
and 15 MHz). However this is not exclusive of other configu-
ration and current work in our lab are conducted using Doppler
SVD filtering with lower emission frequencies or phased array
with diverging waves. Latest results on 3D ultrafast imaging
rely on the use of SVD filtering with a 3 MHz probe and plane
and diverging waves.
For some applications requiring very high performance levels

for clutter filtering, the multidimensional SVD filter will be-
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come mandatory. It is the case for human brain ultrasound func-
tional imaging, because freehand imaging of neurovascular cou-
pling rest upon detection of really slow blood flow in arteri-
oles and venules. Tremendous sensitivity of Ultrafast Doppler
combined to optimal filtering abilities of SVD clutter rejection
is a milestone toward that end. In cardiac imaging, the detec-
tion of myocardium vascularization without any contrast agents
in the fast moving cardiac muscle would also strongly benefit
from the use of such SVD approaches. Osmanski et al. pro-
posed for Ultrafast Doppler imaging a demodulation approach
for the discrimination of myocardium blood and tissue motion
in 2012 [34]. The SVD clutter filtering can outperform this ap-
proach for the visualization of coronary arteries without contrast
agents. Such high sensitivity vascular imaging without contrast
agents could also be interesting for tumor vascularization char-
acterization as blood flow in the tumor micro vascularization
is today impossible to detect due to limited cut-off frequency
thresholds of classical clutter filters necessary to cancel tissue
motion artifacts.
Finally, it has been shown in this article that the SVD filter

performance is increasing with the ensemble length both in
space and time, this is the reason why SVD filtering applied on
2D spatial data provided by ultrafast imaging outperforms SVD
filtering applied to 1D spatial data provided by conventional
focused emissions. For this reason, the extension of SVD clutter
filtering to 4D ultrasonic data space time provided
by ultrafast matrix arrays [35] should lead to even better results
and an additional improvement of filtered data in 3D Ultrafast
Doppler imaging.
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Abstract
Ultrafast imaging using plane or diverging waves has recently enabled new 
ultrasound imaging modes with improved sensitivity and very high frame 
rates. Some of these new imaging modalities include shear wave elastography, 
ultrafast Doppler, ultrafast contrast-enhanced imaging and functional 
ultrasound imaging. Even though ultrafast imaging already encounters clinical 
success, increasing even more its penetration depth and signal-to-noise ratio 
for dedicated applications would be valuable.

Ultrafast imaging relies on the coherent compounding of backscattered 
echoes resulting from successive tilted plane waves emissions; this produces 
high-resolution ultrasound images with a trade-off between final frame rate, 
contrast and resolution. In this work, we introduce multiplane wave imaging, 
a new method that strongly improves ultrafast images signal-to-noise ratio 
by virtually increasing the emission signal amplitude without compromising 
the frame rate. This method relies on the successive transmissions of multiple 
plane waves with differently coded amplitudes and emission angles in a single 
transmit event. Data from each single plane wave of increased amplitude can 
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then be obtained, by recombining the received data of successive events with 
the proper coefficients.

The benefits of multiplane wave for B-mode, shear wave elastography and 
ultrafast Doppler imaging are experimentally demonstrated. Multiplane wave 
with 4 plane waves emissions yields a 5.8  ±  0.5 dB increase in signal-to-
noise ratio and approximately 10 mm in penetration in a calibrated ultrasound 
phantom (0.7 d MHz−1 cm−1). In shear wave elastography, the same multiplane 
wave configuration yields a 2.07  ±  0.05 fold reduction of the particle velocity 
standard deviation and a two-fold reduction of the shear wave velocity maps 
standard deviation. In functional ultrasound imaging, the mapping of cerebral 
blood volume results in a 3 to 6 dB increase of the contrast-to-noise ratio in 
deep structures of the rodent brain.

Keywords: Ultrasound imaging, ultrafast imaging, signal-to-noise ratio, 
frame rate, B-mode, shear wave elastography, Doppler imaging

(Some figures may appear in colour only in the online journal)

1. Introduction

Ultrafast plane wave imaging was introduced in the last decade as a way to maximize ultra-
sound imaging frame rate, with the initial goal of tracking shear wave propagation within 
the body (Tanter et al 2008). In order to reach the highest frame rate, a single plane wave 
is transmitted instead of line-per-line focused beams. This allows imaging frame rates up to 
10 000 frames per second, depending only on the imaging depth. In this plane wave imaging 
approach there is no focalisation in transmission, but thanks to conventional beamforming 
in reception, the received data can be used to retrieve the localization of echoes. This lack of 
transmit focalization inevitably leads to poorer image quality, especially in terms of contrast, 
but ultrafast plane wave imaging still offered a new window on fast and transient phenomena.

Recently, our group developed a new way to improve the performance of ultrafast plane 
wave imaging by using coherent compounding of several tilted plane waves (Montaldo et al 
2009, Bercoff et al 2011). By using appropriate time delays, the transmit focalization can 
be synthetically recreated in each pixel of the image thanks to the coherent summing of the 
backscattered echoes of a few plane waves transmitted with different angles. Such a coher-
ent recombination was proposed in the framework of synthetic imaging for increased image 
quality (Karaman et al 1995, Lockwood et al 1998, Nikolov and Jensen 2003, Udesen et al 
2008). Plane wave coherent compounding has been demonstrated to allow the realization of 
B-mode equivalent quality images as in the standard focused approach with only a third of 
the insonifications (Montaldo et al 2009), thus achieving both high quality and high frame 
rate, even in the case of very rapidly moving targets (Denarie et al 2013). A clear trade-off 
between high quality and high frame rate can be defined on the number of angles. This 
concept has then been applied to shear wave elastography and later to Doppler imaging 
(Bercoff et al 2011) and ultrafast diverging wave imaging (Papadacci et al 2014), and is now 
at the core of ultrafast imaging. The large number of current and potential future applications 
embraced by ultrafast ultrasound imaging (Tanter and Fink 2014) encourages the develop-
ment of optimized sequences to improve the contrast, the signal-to-noise and the resolution 
of ultrafast images.

This paper investigates one of these improvements, as multiplane wave imaging is an 
ultrafast imaging technique based on coded coherent plane wave compounding that aims at 
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increasing the signal-to-noise ratio of ultrafast images without compromising neither frame 
rate nor resolution.

The multiplane wave method basic principles are detailed in section 2. Multiplane wave 
imaging performance is compared to the classical plane wave coherent compounding tech-
nique in section 3 in phantom B-mode acquisitions. Then multiplane wave imaging is also 
applied to shear wave elastography imaging and ultrafast Doppler imaging. We demonstrate 
how this novel imaging approach improves signal-to-noise ratio (SNR) and contrast of B-mode 
images, how it provides accurate elasticity maps with smaller variance for elastography appli-
cations, and how it detects deeper blood signals in Doppler mode. This technique could be of 
great interest for deep observations in the tissues where attenuation weakens the signal.

2. Multiplane wave imaging basic principles

A schematic representation of the classical coherent plane wave compounding method with 
N  =  2 plane waves is represented in figure 1(a) (left part). At time T0 the medium is insoni-
fied with a first plane wave tilted with an angle α1 and the backscattered echoes are recorded. 
Then, at time T1, the medium is insonified with a second plane wave tilted with an angle α2 
and the backscattered echoes are recorded. After delay-and-sum beamforming of the received 
data, two low quality radio frequency (RF) images are obtained. The coherent addition of 
these two images generates a higher quality image as described in Montaldo et al (2009). Each 
individual plane wave is transmitted with a fixed Pulse Repetition Frequency (PRF) which is 
limited by the propagation time, i.e. by the imaging depth. In the N  =  2 plane waves example, 
two images from two different plane waves are required to create a single final image; as a 

Figure 1. (a) Coherent plane wave compounding with N  =  2 plane waves. (b) 
Multiplane wave compounding with N  =  2 plane waves.
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result the final frame rate is half the PRF. More generally the final frame rate is equal to the 
PRF divided by the number of plane waves used in the coherent summation. Thus, the more 
plane waves are used for the final image, the better its quality but also the lower the frame rate. 
This highlights the conventional trade-off between image quality and frame rate of coherent 
plane wave compounding.

Multiplane wave imaging provides further improvement of the image signal-to-noise ratio 
for a given frame rate with an extremely simple mathematical and hardware implementation. 
The multiplane wave method improves the quality of final images by artificially increasing 
the amplitude of the transmit signal without compromising the frame rate. Indeed, the emitted 
waveform amplitude is often limited by ultrasound transducer electronic circuit character-
istics, probe design or eventually by safety considerations such as Mechanical Index limits. 
Thus, as the amplitude is often already close to its maximum value, increasing the transmit 
amplitude is not directly possible.

The original solution proposed in this work is schematically represented in figure  1(b) 
(left part) in the case of N  =  2 plane waves. At transmit time T0, two wavefronts tilted with 
two different angles α1 and α2 are quasi simultaneously transmitted into the medium with 
a very small interleaved delay dt. A multiplicative factor  +1 is applied on both wavefronts. 
The backscattered echoes are received and stored in memories. At transmit time T1, the same 
wavefronts are transmitted again, but this time with multiplicative factors  +1 for the first 
wavefront and  −1 for the second one. Once again, the resulting echoes are received and stored 
in memories. At this step there are two RF images, one for each acquisition at times T0 and 
T1. Then the two images are coherently summed: in a first combination, the contributions 
of angle α2 disappear in the linear regime of propagation thanks to the multiplicative fac-
tors applied on the angle α2 ((+1)  +  (−1)  =  0), whereas the contributions of angle α1 are 
added ((+1)  +  (+1)  =  2). Thus the summation enables to obtain the same image as if only 
a single transmit, tilted with an angle α1, was sent with double amplitude. In a second com-
bination, the subtraction of the two images makes the contributions of angle α1 disappear 
((+1)  −  (+1)  =  0) while contributions for angle α2 add up ((+1)  −  (−1)  =  2). The subtrac-
tion enables to obtain the same image as if only a single transmit, this time tilted with an angle 
α2, was also sent with double amplitude. Finally, the time delay dt between the two tilted plane 
waves is compensated for, and the two resulting images are coherently summed to obtain the 
final image, as done in the coherent plane wave compounding method.

The time between two consecutive images is only limited by the propagation time in the 
medium. As a consequence, if this set of multiplane waves is sent with the same plane wave 
coherent compounding technique PRF, the final frame rate will also be equal to PRF/N (in 
this example PRF/2). Thus, the multiplane approach leads to a virtual increase of the transmit 
signal amplitude without compromising the ultrafast frame rate.

In this multiplane wave example (figure 1(b)), since the emission matrix contains the two 
plane waves, its duration is at least twice longer (figures 1(a) and (b) right parts), result-
ing in a larger blind near field zone where the image cannot be reconstructed. Furthermore, 
a fixed pause approximately as long as the duration of the wavefront has been introduced 
between two plane waves to let transducers return to zero and avoid artefacts. Since the ultra-
sonic device cannot receive backscattered echoes until the emission is over, and as the emis-
sion matrix is longer in the multiplane wave case, the blind area on the surface of the image 
due to the emission duration is larger. The blind area is defined as dblind~ c  ×  tem/2, with c 
the ultrasound celerity and tem the emission duration. In this example (figures 1(a) and (b) 
right part) the classical coherent plane wave compounding method with α  =  ±1° gives dblind 
~1540  ×  0.8  ×  10−6/2 ~ 0.6 mm, whereas the N  =  2 multiplane wave case with same inclina-
tion (α  =  ±1°) gives a larger blind area: dblind ~ 1540  ×  2.4  ×  10−6/2 ~ 1.8 mm. The blind 
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area remains negligible for a small number of plane waves and for weak inclinations, but has 
to be taken into account in the case of a higher number of plane waves or higher inclinations. 
Fortunately, such a high number of plane waves will be mostly required for imaging deeper 
structures, relatively to the probe width.

The multiplane wave compounding method introduced with N  =  2 plane waves can be gen-
eralized to any values of N. An appropriate combination of multiplicative factors  +1 and  −1 
has to be applied to each set of plane waves, in order to reconstruct each plane wave of the set 
as if it had been sent separately from the others. In this work, an Hadamard matrix has been 
used because it creates independent vectors with  +1 and  −1 components (i.e. without losing 
the maximum amplitude level for each transmission). Hadamard matrices have many applica-
tions in signal processing, coding or cryptography (Horadam 2007) and have already been 
applied to synthetic aperture imaging in Ultrasound (Chiao et al 1997, Mosca et al 2008).  
An Hadamard matrix is a square matrix with  +1 or  −1 coefficients and whose rows are mutu-
ally orthogonal. One of the interesting properties of these matrices is that the multiplication 
of HN (Hadamard matrix of order N) by its transpose is equal to N times the identity matrix:

H H N I  . .N N
t

. =

This property is used for the multiplane wave emission matrix, in order to reconstruct each 
single plane wave separately. The order of an Hadamard matrix must be 1, 2 or a multiple of 4. 
The smallest Hadamard matrix is H1  =  [1]. The following ones, of order 2k (with 2  ⩽  k  ∈  N ), 
can be computed using Sylvester’s construction (Sylvester 1867):
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been seen as the multiplicative factors used for the different emissions, whereas the row coef-
ficients represent the combination of subtraction or addition operations needed to retrieve one 
plane wave individually with an amplitude N and cancel all the others (figure 2).

In this work, the Hadamard basis was used with N ranging from 2 to 32 plane waves.
The virtual increase of the emitted amplitude obtained by coherent summation is expected 

to result in an overall increase of the signal-to-noise ratio of the image. Assuming a white elec-
tronic noise in the acquisition boards, the time standard deviation of each pixel in the image 
should be divided by N , ie a SNR gain of 10  ⋅  log10(N) on the energy. When electronic 
noise is dominant over side lobes and clutter, such as in deep structures, a significant increase 
of the contrast can be expected compared to coherent plane wave compounding. Similarly, 
the improvement of the signal-to-noise ratio has a direct impact on other imaging modalities 
based on ultrafast imaging, such as shear wave elastography or ultrafast Doppler imaging.

3. Results

3.1. Performance quantification of B-mode imaging in phantom

The sequence was implemented on an AixplorerTM ultrasound system (SuperSonic Imagine, 
Aix-en-Provence, France) running Matlab (MathWorks, Natick, Massachusetts, USA). The 
performance was assessed both in terms of signal-to-noise ratio and in terms of contrast using 
an imaging phantom (Small parts phantom, model 551, ATS laboratories, Bridgeport, USA) 
of 3 mm diameter anechoic inclusions embedded in a homogeneous speckle environment. The 
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128 first elements of a 160-element array working at 6 MHz central frequency with a 0.2 mm 
pitch (SuperSonic Imagine, Aix-en-Provence, France) were used and the receive bandwidth 
of the scanner was set at 90% using the on board finite impulse response (FIR) filter. One 
hundred frames were acquired both with coherent plane wave compounding and multiplane 
wave imaging.

In order to compare plane wave and multiplane wave image quality the SNR has been plot-
ted as a function of depth. For each depth, the SNR has been averaged in the probe axis direc-
tion over a 10 pixels area containing inclusions. For each pixel, the ultrasonic signal has been 
computed as the mean over the 100 images and the noise as the standard deviation.

The performance was also assessed in terms of contrast. The contrast represents the ability 
of the imaging method to detect an anechoic object embedded in a homogeneous scattering 
medium. The contrast has been computed as follows:

Figure 2. (a) Schematic representation of multiplane wave case with N  =  4 plane 
waves. (b) Example of Hadamard matrix with N  =  4.
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The numerator represents the background signal. It is computed as the mean of the 100 
images in the chosen region of interest (ROI) close to the inclusion (Dout, 10  ×  10 pix-
els  =  2 mm  ×  2.4 mm rectangle). The denominator represents the anechoic inclusion signal 
and is computed as the mean of the 100 images in the chosen ROI in the inclusion area (Din, 
same size as Dout).

SNR and contrast have been quantified for N ranging from 2 to 32 plane waves. In the 
case of a small number of plane waves, it is interesting to use a relatively high angular step 
θ∆  between two successive plane waves (in this case θ∆ = °2 ). Such a value ensures a good 

decorrelation of the received signals in the compounding step even with a low number of plane 
waves. A small number of plane waves further achieves a very high frame rate. Thus, this strat-
egy is typically employed for ultrafast imaging based modalities. In case where a large num-
ber of plane waves is preferred, in order to perform higher quality imaging at lower frame rate, 
this configuration will quickly yield angular values higher than the directivity of the probe.  
In the case of a very high number of plane waves it is thus better to use an alternative strategy 
where a fixed maximal angular aperture θmax is chosen within the probe directivity, and with 
a variable angular step θ∆  derived from the number of plane waves. In such a scenario, the 
frame rate is decreasing with the number of plane waves but quality is increasing.

3.1.1. High frame rate configuration with small number of plane waves. SNR graphs as a 
function of depth were plotted in figure 3(a) for N  =  2, 4 and 8 plane waves with a fixed 
θ∆ = °2  between two successive plane waves. The blue thin curves represent the compound 

method and the red thick ones the multiplane method. Because of ultrasonic attenuation, the 
amplitude of the backscattered echoes decreases exponentially with depth, and as a result so 
does the recorded signal. On the contrary, noise mainly comes from electronics and can be 
assumed uniform in the image, whatever the depth. As a result the SNR, defined as the ratio 
between signal and noise, is decreasing exponentially with depth, as shown on all the SNR 
graphs in figure 3(a). The multiplane wave method always gives a better SNR than the com-
pound method. Indeed, while the multiplane wave method emits N  =  2, 4 or 8 plane waves 
at the same time, the compound method only emits 1 plane wave per emission. As the recon-
structed signal is expected to be N times higher with multiplane and as the electronic noise is 
equivalent, the theoretical gain is ( )= ×G N10 logth 10 emissionMP , NemissionMP being the number of 
plane waves sent at each emission with the multiplane wave method. Gains of Gth(2)  =  3 dB, 

( ) =G 4 6 dBth  and ( ) =G 8 9 dBth  can be assumed, which is consistent with the gains experi-
mentally measured Gexp(2)  =  2.8  ±  0.4 dB, Gexp(4)  =  5.8  ±  0.5 dB, and Gexp(8)  =  8.3  ±  0.6 
dB. The multiplane wave imaging SNR improvement gets more visible with depth. While 
the blue curves—plane wave compounding method—are almost totally flat and equal to zero 
in the area of the 5th inclusion (around depth 60 mm), the last two red curves (N  =  4 and 
8)—multiplane wave method—highlight the presence of the inclusion.

An improvement of image quality can clearly be seen in figure 3(b) where compound and 
multiplane wave images are compared side by side for the same number of plane waves. The 
multiplane wave method exhibits a visible improvement in deep areas. The deepest inclusion 
(around the depth 60 mm) emerges with the multiplane wave compound method using N  =  4 
plane waves, it is clearly visible with N  =  8 plane waves, while it remains totally invisible with 
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the coherent plane waves compound method, even with 8 plane waves. For both the methods, 
close to the surface the contrast improves when the number of plane waves increases. For the 
same number of plane waves - which also means the same frame rate—the contrast close to 
the surface increases slightly when using the multiplane wave method. These naked eye obser-
vations are confirmed with the graphs plotted in figure 3(c).

Two inclusions were investigated in figure 3(c): one close to the phantom surface (30 mm, 
framed with solid line) and another one deeper in the phantom (60 mm, framed with dotted 
line). The contrast of the inclusion closest to the surface is clearly improved by adding plane 
waves with both methods, yet the multiplane wave method only slightly improves contrast for 
the same amount of plane waves (figure 3(c) solid line). On the contrary, in deeper regions, 
the main factor improving contrast is the use of the multiplane wave method (figure 3(c) dot-
ted line). With N  =  8 plane waves, the gain of multiplane wave versus compound method is 
4 dB, whereas the use of 8 plane waves instead of 4 with classical compound method leads to 
almost no gain.

Figure 3. Quantification in terms of SNR and contrast using a small number of plane 
waves: comparison between coherent plane wave compounding (blue thin line) and 
multiplane wave (red thick line) using N  =  2, 4 or 8 tilted plane waves with θ∆ = °2 .  
(a) Signal-to-noise ratio as a function of depth computed on an area containing 
inclusions. Note the SNR increase obtained with multiplane wave for the last inclusions. 
Gains experimentally measured (Gexp(2)  =  2.8  ±  0.4 dB, Gexp(4)  =  5.8  ±  0.5 dB, and 
Gexp(8)  =  8.3  ±  0.6 dB) are consistent with theoretical gains: ( )= ×G N10 logth 10 , 
which corresponds respectively to 3 dB, 6 dB and 9 dB. (b) Corresponding B-mode 
images. (c) Contrast as a function of the number of plane waves used, for an inclusion 
close to the surface of the phantom (30 mm—solid line) and an inclusion deeper  
(60 mm—dotted line).
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3.1.2. High quality configuration with large number of plane waves. In figure 4, the perfor-
mance of plane wave compounding and multiplane wave imaging are compared, using a high 
number of plane waves (up to N  =  32 plane waves) with a fixed angular aperture. θmax is set 
at 9°, which ensures an angular step ⩾θ∆ °0. 6  (the lowest useful value according to equa-
tion  (12) of Montaldo et al (2009) for this probe) even for N  =  32 plane waves. The blue 
thin curves represent the compound method and the red thick curves the multiplane method. 
Once again the SNR experimental gains Gexp(8)  =  8.3  ±  0.7 dB, Gexp(16)  =  11.4  ±  0.7 
dB, and Gexp(32)  =  13.5  ±  0.6 dB, are consistent with the theoretical gains Gth(8)  =  9 dB, 
Gth(16)  =  12 dB, and Gth(32)  =  15 dB, computed using = ×G N10 logth 10 emissionMP( ), as seen 
in figure 4(a). The B-mode images also highlight the improvement of the image quality in 
depth thanks to multiplane wave imaging (figure 4(b)). The inclusion around the depth 60 mm 
remains invisible with plane wave compounding imaging, even with N  =  32 plane waves, but 
is visible with multiplane wave imaging from N  =  8 plane waves. For a high number of plane 
waves, the angular step θ∆  becomes smaller, the plane waves are less decorrelated and the 
contrast starts to converge in figure 4(c).

Figure 4. Quantification in terms of SNR and contrast for a high number of plane 
waves: comparison between coherent plane wave compounding (blue thin lines) and 
multiplane wave imaging (red thick lines). (a) SNR as a function of depth, computed 
on an area containing inclusions. (b) B-mode images using N  =  8, 16 or 32 tilted plane 
waves with a fixed θ = °9max . The squares depict the localization of the inclusions used 
for contrast quantification in figure 4(c). (c) Contrast as a function of the number of 
plane waves used, for an inclusion close to the surface of the phantom (30 mm: solid 
line) and two inclusions deeper (~50 mm: dashed line and ~60 mm: dotted line).
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Finally, for both small and large number of plane waves cases, the maximum achievable 

frame rate has been computed as    =
×

F
N trate

1

B F/
 with tB/F the back and forth time for the ultra-

sonic wave to reach the maximum imaging depth dmax (dmax  =  80 mm in these B-mode acqui-
sitions) and N the number of plane waves. The values computed for N  =  2, 4, 8 and N  =  8, 16, 
32 plane waves are respectively displayed in figures 3(a) and 4(a). Multiplane wave imaging 
has been previously introduced as a way to increase SNR without compromising frame rate 
but it can also be seen as a method to achieve a higher frame rate than plane wave compound-
ing, with equivalent image quality.

As a conclusion, we experimentally confirmed here that the multiplane wave compound 
method performs better in terms of SNR and contrast, especially at depths where the elec-
tronic noise is the main factor of contrast loss. The use of the multiplane wave technique is 
of great help as it improves the image quality in terms of SNR but also in terms of contrast 
in deeper areas without decreasing the frame rate. In the following part, two modalities dedi-
cated to applications that require a very high frame rate are presented: shear wave imaging 
(elastography) and ultrafast Doppler imaging. The benefits of the method will be investigated 
for both applications.

3.2. Shear wave imaging

In human soft tissues, low-frequency shear waves, typically 50 to 500 Hz, propagate at a very 
low speed (~1 to 10 m s−1). Shear wave elastography imaging consists in imaging the tissue 
displacement induced by the shear waves by using compressional ultrasonic waves propa-
gating at a high speed, around 1500 m s−1. To observe the propagation of the shear wave, 
the frame rate must reach values typically higher than 1000 Hz. In this study, shear waves 
are generated by the acoustic radiation force of a 150 µs ultrasonic focused beam using the 
Supersonic Shear Imaging technique (Tanter et al 2008). The sequence was implemented on 
an AixplorerTM ultrasound system (SuperSonic Imagine, Aix-en-Provence, France) running 
Matlab (MathWorks, Natick, Massachusetts, USA). The 128 first elements of a 160-element 
array working at 6 MHz central frequency with a 0.2 mm pitch (SuperSonic Imagine, Aix-en-
Provence, France) were used and the receive bandwidth of the scanner was set at 90% using 
the on board FIR filter.

The shear wave propagation induced in a breast phantom (breast elastography phantom 
model 059, CIRS, Norfolk, USA) was imaged using 4 plane waves (−3,−1, 1, 3°) with coher-
ent plane wave compounding (figure 5(a)) or with multiplane wave imaging (figure 5(b)).  
In both cases the PRF was set at 11.7 kHz. After compounding, the echographic images were 
thus obtained at a 2.9 kHz frame rate.

For both sequence, the time standard deviation of the particle velocity was quantified 
long after the shear wave propagation (N  =  10 images) and spatially averaged in the square 
ROI depicted in figure 5. Standard deviations of σPlaneWave  =  0,329  ±  0.004 mm s−1, and  
σMultiplaneWave  =  0,159  ±  0.002 mm s−1 were measured (estimated over Nacq  =  10 acquisi-
tions). As expected, the multiplane wave sequence with N  =  4 yields a two-fold reduction 
of the particle velocity time standard deviation (σPlaneWave/σMultiplaneWave  =  2.07  ±  0.05). This 
value is consistent with the theory in the case of 4 plane waves emission. This reduction in 
noise thanks to multiplane wave imaging can be seen in the tissue velocity images displayed 
in figure 5, especially in depth, as shown in the square ROI depicted for the two methods.

Tissue velocity estimates directly impact the computation of shear wave velocity maps 
as recently shown by Deffieux et al (2012). The benefits in terms of standard deviation were 
quantified on several acquisitions. The extent of reconstructed area in the shear wave velocity 
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map was also investigated. The local estimation of the shear wave velocity is done by using 
a simple time of flight algorithm (Tanter et al 2008). The time of flight ∆t is estimated by a 
cross-correlation between the displacement time profile at location x and at location +∆x x. 
In this experiment, ∆x has been set at 1.2 mm and the same acquisition has been repeated 10 
times, for the two imaging methods. The average shear velocity maps obtained on a breast 
phantom using this algorithm are represented in figure 6. For each pixel of the image, the 
standard deviation over the 10 acquisitions has been estimated. Then, the shear velocity 
pixel was only drawn when the corresponding standard deviation was less than 20% of the 
mean shear velocity, which corresponds to 0.4 m s−1 in this experiment. ‘Reconstructed area’ 
denotes the area containing the pixels that are below the threshold. The background image is 

Figure 5. Shear wave imaging (elastography) on breast phantom using 4 angles  
(−3, −1, 1, 3°) using (a) coherent plane wave compounding or (b) multiplane wave 
imaging.
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the B-mode image. By using coherent plane wave compound, 42% of the image in the black 
rectangular box is reconstructed, whereas with multiplane wave imaging the reconstructed 
area increases to 59%. Once again, the multiplane wave method enables deeper imaging than 
the coherent plane wave compounding method, thanks to the direct impact of the SNR on the 
estimation of shear wave velocity (Deffieux et al 2012).

The standard deviation of the shear wave velocity maps in the reconstructed area for 
the two sequences has been estimated using N  =  10 acquisitions. Standard deviations 
σPlaneWave  =  0.15  ±  0.09 m s−1, and σMultiplaneWave  =  0.07  ±  0.05 m s−1. were measured. As 
expected, the multiplane wave sequence with N  =  4 plane waves emission yields a halving of 
the shear wave velocity standard deviation in the reconstructed area. Once again, this value is 
consistent with the theory in the case of 4 plane waves emission since a decrease in the tissue 
velocity standard deviation also yields a decrease in shear wave velocity standard deviation 
(Deffieux et al 2012).

The multiplane wave approach leads to a strong improvement of the shear wave imaging 
accuracy: a noise reduction in the shear wave propagation movie induces a larger reconstruction 
of the shear velocity maps and a higher accuracy for the estimation of the local shear velocity.

3.3. In vivo ultrafast Doppler imaging

The multiplane wave imaging technique was applied to in vivo Ultrafast Doppler acquisitions 
of the living rat brain. Ultrafast Doppler imaging acquires samples simultaneously for all 

Figure 6. Shear wave imaging (elastography) on a breast phantom using 4 angles 
(−3  −1, 1, 3°). Comparison between coherent plane wave compound (left) and 
multiplane wave compound (right): average shear velocity map (N  =  10 acquisitions) 
superimposed over B-mode image. A threshold was put on the standard deviation to 
select the shear velocity pixels to draw (0.4 m s−1). Using coherent plane wave compound 
42% of the image in the black rectangular box is reconstructed, with multiplane wave 
the surface of reconstruction rises 59%.
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pixels in the image, whereas conventional Doppler successively focuses the beam along the 
transducer array to obtain the whole image (Bercoff et al 2011). Ultrafast Doppler acquisition 
relies on ultrafast frame rates, which means that typically for 1 s of acquisition, each pixel 
of the image contains 1000 temporal points. It has been shown that in the 16 plane waves 
coherent compounding case, this high frame rate enables a 30 times increase of the Doppler 
sensitivity compared to conventional Doppler (Mace et al 2013).

For this experiment the rat underwent a surgical thinning of the skull under anesthesia 
(Ketamine/Xylazine) to enable the propagation of ultrasound. It was then placed in a stereotaxic 
device and maintained under anesthesia (Ketamine/Medetomidine) during acquisition. The 
acquisitions were performed using a 15 MHz ultrasonic probe (128 elements, pitch 0.08 mm, 
Vermon, Tours, France) and an AixplorerTM ultrasound system (SuperSonic Imagine, Aix-en-
Provence, France) running Matlab (MathWorks, Natick, Massachusetts, USA). The receive 
bandwidth of the scanner was again set at 90% using the on board FIR filter. The positioning 
was performed with a motor system controlled by Matlab. The two imaging methods were 
compared for N  =  2, 4 and 8 plane waves tilted with angles separated by 2°, corresponding to 
the following sets [−1 1]°, [−3  −1 1 3]°, and [−7  −5  −3  −1 1 3 5 7]°. The Pulse Repetition 
Frequency was set at 1600 Hz, 3200 Hz and 6400 Hz respectively, in order to achieve 800 
Hz frame rate for the final Doppler images after recombination. This frame rate is sufficient 
to correctly sample axial blood flow speed up to 4.1 cm s−1 without aliasing. Acquiring 200 
frames in 0.4 s enables to capture 2 complete cardiac cycles. The Doppler images obtained by 

Figure 7. In vivo ultrafast Doppler imaging on a rat brain: comparison between (a) 
coherent plane wave compounding and (b) multiplane wave imaging using N  =  2, 4 or 
8 tilted plane waves: [−1 1]°, [−3  −1 1 3]°, and [−7  −5  −3  −1 1 3 5 7]°. Each image 
was normalized between its maximum value and its median background noise value 
([0 1]), the dynamic range was then set between  −0.1 and 1 in order to fully visualize 
the background noise dynamic. The four white rectangles are the areas zoomed and 
depicted in figure 8.
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averaging over 200 frames are presented in figures 7(a) and (b) for the two ultrafast imaging 
techniques. For each set of plane waves, the multiplane wave method exhibits an improvement 
of the image compared to the coherent compound method: more vessels are visible, mostly in 
depth. The contrast-to-noise ratio (CNR) has been computed for vessels in a deep area (figure 8). 
The multiplane sequence leads to up to a 6 dB increase in detectability of the vessels in deep 
areas (around 14 mm from the probe) using N  =  8 plane waves.

This improvement could be of great interest in the particular case of deep organs Doppler 
imaging such as the kidney. The use of multiplane wave imaging could also be of great interest 
for functional ultrasound imaging to assess deep structures or to increase SNR in transcranial 
functional imaging. For example, deep functional areas in the rat brain such as substancia 
nigra, amygdala or hypothalamus usually suffer from a lack of detectability caused by their 
depth. Since these areas lie at a similar depth as the ROI in which we found a 6 dB increase 

Figure 8. Zoom in on the 4 areas depicted in figures 7(a) and (b) for N  =  8 planes waves 
case. Comparison between coherent plane wave compounding (up) and multiplane 
wave imaging (bottom) for vessels around 8.5 mm and 14 mm from the probe. The 
contrast to noise ratio has been calculated as CNR  =  (PWvessel – PWtissue) / std(PWtissue), 
with PWvessel/tissue the mean value of the power Doppler in an area containing vessel 
(solid line) or tissue (dotted line), and std the standard deviation. CNR was estimated 
at  −1.8 dB, 5.5 dB and 8.2 dB for the plane wave Doppler image (respectively for 2, 4 
and 8 plane waves) and 3.9 dB, 8.5 and 14.0 dB for the multiplane wave Doppler image 
(respectively for 2, 4 and 8 plane waves), showing a strong increase in detectability of 
the vessels in deep areas thanks to the multiplane sequence.
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in CNR using 8 plane waves, we can expect a better signal-to-noise ratio for the functional 
activity of these areas thanks to multiplane wave imaging.

4. Discussion

In this work, a new ultrasonic sequence was introduced for ultrafast imaging with improved 
SNR and improved contrast compared to conventional coherent compounding imaging. The 
sequence is based on the emission of multiple plane waves with different inclinations and 
different coded amplitudes within the same transmit event. A Hadamard matrix (−1, +1) 
was used to code the amplitude coefficients. By applying the appropriate coefficients on the 
received data, each data was reconstructed as if emitted by a single plane wave but with lower 
noise. The benefit of using an Hadamard matrix is twofold: first, it ensures the maximum 
amplitude level for each transmission. Second, the synthetic data recombination to retrieve 
the backscattered echoes for each plane wave is performed using extremely simple and robust 
operations (only additions and subtractions).

This sequence allows an increase of the SNR by a factor N and has successively been tested 
for N  =  2, 4, 8, 16 and 32 plane waves. This SNR increase translates into a better image con-
trast, especially in deep areas of the image where the loss of contrast is mostly governed by 
electronic noise rather than clutter. This is particularly interesting for high noise applications 
such as deep organs, highly attenuating media or hypoechogeneous tissue.

This SNR increase is beneficial not only for the B-mode contrast but also for shear wave 
experiments as tissue velocity estimation quality is directly linked to the acquisition SNR 
(Deffieux et al 2012). For N  =  4 emissions a halving of the tissue velocity standard deviation 
was observed.

A direct consequence of the SNR increase in the estimation of the tissue velocity field is a 
better estimation of shear wave velocity maps in shear wave elastography imaging. For N  =  4 
emissions, a two-fold reduction of the standard deviation of the shear wave velocity maps was 
observed as predicted by theory (Deffieux et al 2012). This is particularly relevant for deep 
organs imaging and staging, such as liver fibrosis staging or liver cancer imaging, where the 
estimation accuracy is critical and where SNR can be poor because of the depth of the region 
of interest. Increasing the acquisition SNR decreases both the shear wave velocity standard 
deviation and its bias.

In the case of ultrasensitive Doppler, a high number of images increases the overall sensi-
tivity (Mace et al 2013). Increasing the SNR by using multiplane wave imaging directly brings 
an additional sensitivity of the Doppler image and so enables the detection of new vessels in 
the brain. Together with better spatiotemporal clutter rejection as demonstrated recently in 
(Demene et al 2015), the multiplane sequence can further increase the sensitivity of ultrasen-
sitive Doppler sequence. This will enable a better detection of small blood flow variation for 
functional ultrasound imaging (Mace et al 2013) and reduce the decorrelation artefacts caused 
by noise in functional connectivity imaging (Osmanski et al 2014).

The multiplane wave sequence with N emissions is equivalent, SNR wise, to averaging 
received data N times—sometimes denoted N buffers accumulation. However, for the same 
SNR, the benefit of the multiplane sequence is to not lower the final frame rate, which can 
be critical for imaging highly moving organs such as the heart, for quantifying the fast flow 
with ultrafast Doppler, or for making measurements in stiff tissue where shear waves propa-
gate very fast. For a given frame rate and a given SNR, the multiplane sequence requires 
less reception buffers and as a consequence reduces the amount of transferred and processed 
data. Both approaches can be implemented directly on the acquisition board, using very 
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simple summations and subtractions prior to the data transfer to the main computer and 
beamforming.

The multiplane sequence is also equivalent in terms of SNR to a N  fold increase of the 
emitted amplitude of individual plane waves. However, increasing the emitted amplitude is 
not always possible due to pulser limitation, probe voltage limitation and also mechanical 
index (MI) limitation in some cases. For this reason, the sequence is promising for many 
applications where a high frame rate is needed and signal-to-noise ratio is limited. One such 
application is shear wave elastography of the liver where SNR is critical to obtain high accu-
racy of the shear wave velocity measurement for fibrosis staging and where high frame rate 
is required to avoid breathing artefacts. The sequence must then be adapted to a curved array 
for abdominal imaging. Another application requiring both high frame rate and high SNR 
is cardiac shear wave elastography (Papadacci et al 2014). For this purpose, the multiplane 
sequence can be adapted to the use of diverging waves instead of plane waves.

For an equivalent MI, the multiplane wave sequence gives a higher spatial peak temporal 
average Intensity (ISPTA) than conventional coherent compounding sequence. However, this 
ISPTA increase is not a limiting factor when the ultrafast frame rate is required during limited 
periods and not continuously. This is the case for shear wave elastography where ultrafast 
imaging is performed only during tens of milliseconds to produce a quantitative elasticity 
map. For such applications, the Food and Drug Administration (FDA) requirements for ISPTA 
limits the number of ultrafast bursts performed in one second. When the ISPTA is the limiting 
factor, the only advantage of the multiplane sequence is its higher frame rate.

For a given SNR, the multiplane sequence allows the use of lower pressure; as a result, 
it could be beneficial for applications where the MI is limited and where high frame rate is 
required, such as in ultrafast contrast imaging techniques relying on time-dependent micro-
bubbles echoes in the fundamental mode (Couture et al 2009). It could also be useful for cor-
nea or retina Doppler imaging or shear wave elastography for which FDA requirements limits 
the mechanical index to 0.23.

Compared to coded emissions such as chirp or Golay codes (Chiao and Thomas 2000, 
Misaridis and Jensen 2005a, 2005b, 2005c), the multiplane sequence enables higher frame 
rate with lower complexity. The coding is here performed both in space and time and the 
decoding operation is only made of extremely simple operations. On the contrary, chirp exci-
tations require a more complex deconvolution process whose efficiency can be altered by the 
medium attenuation.

Contrarily to chirp excitations, no a priori on the insonified medium is required with mul-
tiplane wave, even though linearity of the propagation must be enforced. Indeed, in this paper, 
we assume that the cancellation (+1)  +  (−1)  =  0 is perfect, but non-linear propagation gener-
ates harmonic signals, that, if not filtered, will not cancel out in the combination step and will 
create range lobes, and ultimately reduce the image contrast. In our implementation, several 
steps have been made to filter out harmonic signals in the received data: emissions were made 
at the central frequency of the probes (6 and 15 MHz) and a 90% FIR bandwidth filter was 
applied at the reception. In such a configuration, the multiplane method is likely to work even 
in the presence of non-linearity.

Another possible limitation of the technique is fast motion, such as cardiac B-mode imag-
ing where the cancellation of some waves might not be perfect due to phase coherence losses 
(Denarie et al 2013). In that case it might not be possible to use a large number of plane wave 
transmissions without additional motion correction steps. For a given number of plane waves 
and a given tissue velocity, the exact outcome of contrast decrease due to fast motion and of 
contrast enhancement due to lower noise is yet to be investigated.
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The multiplane sequence relies on the amplitude encoding of plane waves instead of indi-
vidual elements as in synthetic aperture. In this work, an Hadamard matrix was chosen and the 
different plane waves were encoded in amplitude (−1 or  +1) with a small pause between them 
to avoid the superimposition of plane waves in the emission matrix. Superimposition of plane 
waves would allow shorter emission matrix and a reduction of the blind zone in the beginning 
of the image. However, the individual plane wave amplitudes would then have to be decreased 
to ensure that the superimposition amplitude remains below the maximum output amplitude 
of the scanner. Moreover, multiplane imaging will be mainly useful for deep imaging where 
a larger blind area caused by a long emission matrix is not a problem. However, it could be 
interesting to reduce the blind area by using more compact emissions matrix with appropriate 
plane waves superimposition in the particular case of high frequency imaging where attenu-
ation can decrease the signal-to-noise ratio and where the probe driving voltage is generally 
much lower than the scanner maximum output.

5. Conclusion

In this work, a new ultrafast ultrasound imaging sequence based on multiple plane wave emis-
sion was proposed and validated. Multiplane wave imaging is a promising mode for ultrafast 
ultrasound imaging that allows the same high frame rates as coherent plane wave compound-
ing, while significantly improving signal-to-noise ratio, without affecting spatial resolution. The 
improved signal-to-noise ratio directly impacts the contrast of B-mode images for deep struc-
tures where the electronic noise is predominant over clutter. It further significantly improves 
both the reconstruction and accuracy of shear wave velocity measurements and the overall qual-
ity of Power Doppler images. Multiplane wave imaging has the potential to further disrupt ultra-
fast based imaging modalities in many clinical applications especially for deep organs imaging.
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Article 5: 4D microvascular imaging
based on ultrafast Doppler
tomography.
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4D ultrasound microvascular imaging was demonstrated by applying ultrafast Doppler tomography (UFD-T) to
the imaging of brain hemodynamics in rodents. In vivo real-time imaging of the rat brain was performed using
ultrasonic plane wave transmissions at very high frame rates (18,000 frames per second). Such ultrafast frame
rates allow for highly sensitive and wide-field-of-view 2D Doppler imaging of blood vessels far beyond
conventional ultrasonography. Voxel anisotropy (100 μm × 100 μm × 500 μm) was corrected for by using a
tomographic approach,which consisted of ultrafast acquisitions repeated for different imagingplane orientations
overmultiple cardiac cycles. UFT-D allows for 4D dynamicmicrovascular imaging of deep-seated vasculature (up
to 20 mm) with a very high 4D resolution (respectively 100 μm × 100 μm × 100 μm and 10 ms) and high
sensitivity to flow in small vessels (N1 mm/s) for a whole-brain imaging technique without requiring any
contrast agent. 4D ultrasound microvascular imaging in vivo could become a valuable tool for the study of
brain hemodynamics, such as cerebralflowautoregulation or vascular remodeling after ischemic stroke recovery,
and, more generally, tumor vasculature response to therapeutic treatment.

© 2015 Elsevier Inc. All rights reserved.
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Introduction

Brain microvascular imaging

Both preclinical and clinical research on cardiovascular pathologies
would strongly benefit from images that provide both anatomic and
hemodynamic information with high spatial and temporal resolution
deep into tissues. However, current in vivo methods for assessing
vasculature and hemodynamic changes in small vessels are known to
be suboptimal. Although microscopic computed tomography (micro-
CT) and magnetic resonance imaging (MRI) are capable of detecting ves-
sels as small as ~50 μm with deep penetration, they remain limited by
long scanning times and limitedportability. In vivo acquisitions also suffer
from supplementary limitations, mostly loss of resolution, control of the
ionizing dose (CT) or the use of a contrast agent (Badea et al., 2008;
Edelman, 1993).Moreover, their capability of assessing vascular hemody-
namics remains very limited due to temporal resolutions that are much
longer than a cardiac cycle. Without the use of a contrast agent, time-of-
flight magnetic resonance angiography only enables the observation of
the major vessels of small animal brains and requires several tens of mi-
nutes (Reese et al., 1999). Yet this technique allowed for the assessment

of the effect of anMCAocclusion (Beckmann et al., 1999) and the vascular
variability among different strains of mice (Beckmann, 2000). In order to
visualize smaller vessels, state-of-the-art MRI angiographic techniques
use contrast agents, and studies have shown impressive examples of
in vivo cerebral microvascular imaging in cats (scan time 35 min)
(Bolan et al., 2006) and rats (scan time 76min) (Lin et al., 2009)with res-
olutions of approximately a hundred microns. However, none of these
contrast-enhanced MRI techniques enable time-resolved angiography:
the most recent advances (Hadizadeh et al., 2014) achieved a temporal
resolution on the order of one second in humans (Willinek et al., 2008),
which is not sufficient to resolve blood dynamics within a cardiac cycle
and is associated with a degraded spatial resolution (millimetric).
Micro-CT enables higher resolution, i.e., up to a few tens of μm (Chugh
et al., 2009). With a long-lasting contrast agent and careful control of
the radiation dose, such resolution can be achieved in vivo, with the
potential for use in longitudinal studies (Starosolski et al., 2015). Howev-
er, MR or CT equipment is heavy and incompatible with awake and freely
moving animal imaging. Furthermore, intravascular contrast agents could
penetrate the brain tissue due to an impaired blood–brain barrier, for ex-
ample after prolonged ischemia, and could affect brain function.

Among the most advanced techniques for cerebrovascular imaging,
is near-infrared II fluorescence imaging (NIR-II) (Hong et al., 2012,
2014). Indeed, NIR-II is capable of accomplishing what is typically
done by several traditional techniques, including micro-CT, ultrasonog-
raphy and MRI, and incorporates many desirable features, such as high
spatial resolution (~30 μm) and fast acquisition (b200 ms), but
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unfortunately lacks tissue penetration (b1–3mm). Compared to conven-
tional ultrasonography, NIR-II imaging is capable of resolving both arterial
and venous vessels anatomically and hemodynamically. Most important-
ly, NIR-II imaging can be used to acquire hemodynamic data in conditions
of reduced flow, such as in arterioles or venules, far below the detection
limit of conventional Doppler ultrasonography. Another very promising
technique for similar applications is photoacoustic microscopy, in its
acoustic resolution (AR-PAM) (Yao and Wang, 2014) and optical resolu-
tion (OR-PAM) (Yao et al., 2015) declinations. Both offer high resolution
anddiscrimination between oxy anddeoxy-hemoglobin, but their limited
penetration (b3 mm) prevents their application to whole-brain imaging
in rodents or large animal models. Due to its scanning strategies, im-
proved temporal resolution is achieved at the cost of a reduced field of
view, and the use of a pulsed laser source in conjunction with the ultra-
sound system limits the dissemination and portability of the technique.
Finally, laser speckle imaging TOVI (Kalchenko et al., 2014) enables very
high resolution (5 μm), but limited penetration depth (1 mm), which re-
stricts it to cortical structures.

A representative and non-exhaustive panel of vascular imaging
techniques used for cerebral imaging is given in Table 1. The ultrafast
Doppler tomography (UFD-T) technique described in this study has
also been included for comparison. This table highlights that UFD-T
can occupy a particularly interesting position among preclinical
cerebrovascular imaging techniques. On the left side of the table,
whole-brain imaging techniques that provide 10 to several hundreds
μm resolutions and real 3D capabilities, but rely on heavy and costly
equipment, are shown. Imaging techniques on the right side of the
table exhibit finer resolutions and increased portability, but lack
a penetration depth sufficient for whole-brain imaging and real 3D
capabilities. UFD-T stands in between, with a penetration depth
enabling in vivo whole-brain imaging, a good spatial resolution, a very

high temporal resolution for dynamic imaging and equipment that is
portable when compared to MRI, CT or an optical setup.

2D ultrafast ultrasound for vascular imaging

The recent advent of ultrafast ultrasound imaging (Tanter and Fink,
2014) led to the introduction of novel ultrasonic Doppler sequences
based on plane wave transmissions (Bercoff et al., 2011) called ultrafast
Doppler imaging. With the simultaneous acquisitions of echoes origi-
nating from a large field of view thousands of times per second, ultrafast
Doppler imaging enables much higher sensitivity to small vessels
than conventional Doppler, and allows for the measurement of flow
velocities as low as 1 mm/s (compared to the typical 1–5 cm/s). Such
an increase in sensitivity to slow flows, e.g. in small vessels, allowed
for the imaging of the brain activity using fUltrasound (by analogy
to fMRI) in rodent models (Mace et al., 2013; Macé et al., 2011;
Osmanski et al., 2014a, 2014b).

Although research into 3D acquisitions based on matrix probe tech-
nology is growing, ultrasound imaging remains today a 2D imaging
technique with spatially anisotropic pixels, since the pixel dimension
in the out-of-plane direction is typically 3 to 5 times larger than in the
imaging plane: the in-plane resolution (the resolution linked to the
transducer array aperture) is higher than in the transverse direction
(the resolution linked to the acoustic lens focal width). For rodent
brain imaging, it results in a typical 100 μm× 100 μm× 500 μm resolu-
tion when using a 15-MHz linear array.

Toward 3D: matrix arrays versus a mechanical scanning approach

3D ultrasound imaging can be based on two different acquisition
modalities. Historically, the first one is based on a classical 1D array of

Table 1
Review of the in vivomicrovascular imaging techniques used for small animal cerebral monitoring. Note that only the first four columns can be considered to be whole-brain modalities.
The last three columns cannot be considered to be 3D imaging techniques. *UFD-T is invasive for the rat but could be performed through the skull for the mouse.

Whole brain & in vivo

In vivo imaging 

Modality UFD-T MRI (TOF) MRI (contrast)

µCT

(low dose)

Photoacoustic

(AR-PAM)

NIR-II

Laser speckle

TOVI

Depth Whole brain Whole brain Whole brain Whole brain 3 mm 3 mm <1mm

Resolution ~100 µm ~mm ~100 µm ~40 µm ~50-100 µm 10 µm ~5 µm

Acquisition time 20 min ~5-30 min 76 min 50 min unknown 0.2 s 4 s

Need for contrast  

agents 
No No Yes Yes No Yes Yes

In vivo Yes Yes Yes Yes Yes Yes Yes

Cost € €€€ €€€ €€ €€ € €

Non-Invasiveness
Skull removed 

or thinned*
Yes Contrast injection

Contrast 

injection

Scalp removed 

(mice)
Yes

Scalp 

removed

Portability ++ --- -- - + ++ +

Example

Reference NA
(Beckmann et 

al., 1999)
(Lin et al., 2009)

(Starosolski et 

al., 2015)

(Yao and 

Wang, 2014)

Photoacoustic

(OR-PAM)

<1mm

lateral 3 µm 

axial 15 µm

1 s

No

Yes

€€

Scalp removed 

(mice)

+

(Yao et al., 

2015)

(Hong et al., 

2014)

(Kalchenko 

et al., 2014)
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transducers capable of acquiring data in one 2D imaging plane and then
translated along the transverse direction via a mechanical system to
reconstruct a 3D volume (Downey and Fenster, 1995). It can be
referred to as the mechanical scanning approach. The second modality
is based on the technology of matrix arrays corresponding to 2D foot-
prints of transducers: there is no need for a mechanical scan because
addressing the 2D array of transducers with different electronic delays
can mimic any position of the 1D array.

The focus dimensions constitute a fundamental difference between
the two technologies. In the case of a 1D array, a good focus can be
obtained in the imaging plane by applying delays to the recorded
echoes. The size of the focal spot is typically of the order of the
wavelength. However, in the elevation direction (out-of-plane
direction), focusing is weak due to the small acoustical aperture in
that direction, which results in anisotropic focalization properties in
3D. In the case of 2D matrix arrays, electronic delays can be applied
along the two axes of the matrix and the focus spatial pitch becomes
identical in all directions, hence resulting in isotropic voxels. On
the other hand, 2D arrays are very expensive and require complex
electronics, whereas 1D arrays are a widespread technology. As a first
step toward 4D ultrafast Doppler imaging, the mechanical scanning
approach was consequently more convenient to set up and for this
reason was chosen for this study.

In this study, we propose an innovative imaging setup combining
the high sensitivity of recently introduced ultrafast Doppler imaging
and a novel tomographic strategy in order to perform 4D (three spatial
dimensions and time) imaging of rodent whole-brain vasculature
hemodynamics, with isotropic spatial voxels (50 μm × 50 μm × 50 μm)
and an estimated 100 μm × 100 μm × 100 μm resolution. To recover
an isotropic resolution, an original combination of rotations and transla-
tions was devised to ensure that spatial high-frequency information
was available in every direction of the XY plane. All these acquisitions
were then fused using a dedicated 3D Wiener deconvolution filter.
We thus called this tomographic approach ultrafast Doppler tomogra-
phy (UFD-T).

Material and methods

Ultrasonic acquisition sequence

Vascular images were obtained via the Ultrafast Compound Doppler
Imaging technique (Bercoff et al., 2011). The electrocardiogram (ECG)
of the rat was monitored and used to trigger the onset of each acquisi-
tion at the QRS segment of the ECG. Four hundred frameswere acquired
at a frame rate of 800 Hz for a total acquisition time of 0.5 s, thus
ensuring the recording of several cardiac cycles (rodents generally
have a 300 to 600 bpm cardiac frequency). Each framewas a Compound
Plane Wave frame (Montaldo et al., 2009). In other words, it was built
from the coherent summation of beamformed complex in-phase/
quadrature images obtained from the successive insonification of the
medium with plane waves tilted at specific angles. This compound
plane wave imaging technique enables the re-creation, a posteriori, of
a high-quality focus in the entire field of viewwith very few ultrasound
emissions. Given the tradeoff between frame rate, resolution and
imaging speed (images were beamformed and compounded on the fly
to reduce the data size) of the whole volume, a frame consisted of
eight compounded tilted plane waves separated by 2°. In order to dis-
criminate blood signals from tissue clutter, the 400 Ultrafast Compound
Doppler frame stacks were filtered using a dedicated spatiotemporal
filter (Demene et al., 2015). This spatiotemporal filter used a singular
value decomposition of the ultrasonic data to remove the tissue signal.
Due to higher energy and higher spatial coherence, tissue signal was
concentrated in the first pairs of temporal and spatial singular vectors.
Therefore, by removing the first 60 singular values (a number based
on experience) from the original signal, very efficient discrimination
between tissue and blood signal was achieved and only the signal

originating from the blood scatterers cθ(x′, y′, z′, t) was kept. The energy
of this filtered in-phase/quadrature frame stack cθ(x′, y′, z′, t) was then
computed in each pixel to build the Power Doppler Image sθ(x′, y′, z′).

sθ x0; y0; z0ð Þ ¼
Z

cθ x0; y0; z0; tð Þ
2

:dt ð1Þ

Experimental setup

A 15-MHz probe (128 elements) with a 0.1-mm pitch was used in
this study and enabled a typical 100× 100-μmresolution in the imaging
plane. This probewasfittedwith an acoustic lenswith an elevation focal
distance of 8 mm and an elevation focal width of 500 μm (Fig. 1A). This
elevation focusingwas achieved using an acoustic plastic curved lens lo-
cated in front of the piezoelectric elements. It wasmounted on amotor-
ized setup enabling three degrees of translation (Physik Instrumente
(PI) translation stage VT-80, 0.8-μm one-directional repeatability,
±10-μm bi-directional repeatability) and one degree of rotation (PI ro-
tation stage DT-80, 0.01° one-directional repeatability, ±0.2° bi-
directional repeatability). This setup enabled the acquisition of any ver-
tical (i.e., containing the z-axis) (Figs. 1B and C) imaging planes. For a
given orientation θ of the probe, a volume was acquired by translating
the probe in steps of 200 μm. Then the probe was rotated along θ with
10° steps (see the Simulation of the 3D Point Spread Function section).
For example, to acquire a volume of 12.8 × 12.8 × 20 mm, 18 orienta-
tions θ of the probe were used and for each orientation θ, 65 transla-
tion/imaging steps were performed.

Simulation of the 3D point spread function

In order to evaluate the efficiency of rotating the probe to
reconstruct a volume with isotropic resolution, a simulation study was
conducted using Field II (Jensen, 1996; Jensen and Svendsen, 1992) to
estimate the 3D Point Spread Function (PSF) of the UFD-T imaging
system. It is important for the understanding of the reader to precisely
define the significance of “the UFD-T imaging system”: it is the combi-
nation of plane wave ultrasound propagation, RF data beamforming,
power Doppler calculations andmechanical translations. Consequently,
to estimate the 3D PSF, we computed the backscattered ultrasound
signal originating from a point source, beamformed the simulated RF
data, and computed the magnitude of the resulting image (since the
Power Doppler image is linked to the energy of the signal). This process
was then repeated when moving the point source according to the
mechanical translations, resulting in a 3D volume. This 3D volume was
rotated along θ to build a final average volume, the latter being equal
to the 3D PSF. Specifically, a 128-element focused linear array with the
same technical characteristics as the ones detailed in the Experimental
setup section was modeled in Field II. A point target was translated in
the ultrasonic field from y = −1.4 mm to y = 1.4 mm with a y step
of 0.2 mm (Fig. 1D), at x = 0 and z = 12.8 mm (corresponding
aperture = 1), (x = 0, y = 0, z = 0) being the geometric center of
the transducer array. This gave the 3D PSF of an imaging system that
would use only the translation and not the rotation around θ (first 3D
PSF of Fig. 1E), and, as expected, the −3 dB width and −6 dB width
in the y dimension were 560 μm and 800 μm, respectively.

In order to evaluate the isotropy of the focal spot in the XY plane of
the PSF when using the rotation along theta, the simulated volume was
rotated around the z axis using different step sizes and averaged.
As shown in Fig. 1E, two orthogonal orientations are not sufficient to
recover the in-plane resolution, and even 45° rotation steps resulted
in a PSF with preferred directions. The chosen volume reconstruction
with 10° rotation steps is depicted in the bottom image: by averaging
18 volumes, an isotropic PSF was recovered and its −3 dB width
(150 μm) (230-μm −6 dB-width) was improved when compared
to what was obtained with only one scan in the elevation direction
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(560-μm−3 dB-width). However, this was still lower than the in-plane
resolution (93-μm −3 dB width). A Wiener deconvolution filter in the
Fourier domain was designed to recover this exact resolution in 3D
and the result of this filter is presented in Figs. 1F and G.

Deconvolution filter

As presented in the previous section, the issue of recovering the res-
olution after averaging the volumes associated with different rotation
angles is a problem of deconvolution. In other words, we have assessed
with our simulation how a point source is transformed into a wide 3D
volume by the UFD-T imaging system, and now we want to cancel this
widening to obtain a 3D volume as close as possible to the real data
(i.e., the real 3D spatial arrangement of blood in the imaged area).
Deconvolution is a standard problem in image processing and is usually
performed using a Wiener filter.

In this theoretical explanation, lowercase letters represent variables
in the direct space (x,y,z), uppercase letters represent their Fourier
transform in the k-space (kx,ky,kz), and bold uppercase letters represent
their energy spectrum in the k-space. Our problem can be expressed as:

s x; y; zð Þ ¼ psf x; y; zð Þ � e x; y; zð Þ þ n x; y; zð Þ ð2Þ

where s(x,y,z) is the 3D volume acquired by UFD-T (i.e., the observa-
tion), psf(x,y,z) is the PSF described in the simulation section and
displayed in Fig. 1E, e(x,y,z) is the distribution of blood scatterers in
the imaged volume, n(x,y,z) is Gaussian white noise and * stands for
convolution.

The optimal deconvolution in the presence of known noise was
demonstrated by Wiener (1964) and consists of finding the filter
W(kx,ky,kz) that minimizes the mean squared error in the Fourier
domain between the estimator Ê(kx, ky, kz) = W(kx, ky, kz). S(kx, ky, kz)
and the input signal E(kx, ky, kz). The general form of the Wiener filter
is given by:

W kx; ky; kz
� � ¼ 1

PSF kx; ky; kz
� � : PSF kx; ky; kz

� �
:E kx; ky; kz
� �

PSF kx; ky; kz
� �

:E kx; ky; kz
� �þ N kx; ky; kz

� � :
ð3Þ

The implementation of thisfilter required approximations, as certain
quantities are not known a priori. N(kx,ky,kz) was assumed to be the
spectrum of Gaussian white noise and was estimated by computing
the variance σ2 of the noise in the 3D observation volume, which was
easily done in an area without blood. PSF(kx, ky, kz). E(kx, ky, kz) can

Fig. 1. A. 1D linear array used for ultrafast Doppler imaging. When using a 15-MHz transmit frequency, the in-plane resolution is 100 μm × 100 μm and the out-of-plane resolution is
~500 μm. B. Experimental 4D ultrasound angiography setup for rodent brain imaging. C. Schematic of the motorized axis: the 1D linear array was mounted on 3 translation axes and 1
rotation axis. The lab frame coordinates are (x,y,z) and the local frame coordinates of the imaging plane are (x′,y′,z′). D. Simulation of the 3D Point Spread Function (PSF) of the UFD-T
system: using the software Field II, a linear transducer array mimicking our 15-MHz probe was designed and a point target was translated in the ultrasonic field along the y dimension.
E. Evolution of the 3D PSF when rotating the probe along theta and averaging the translation PSFs: the 3 isosurfaces corresponding to−12 dB,−6 dB and−3 dB are depicted in 3D and
perspective. The first one corresponds to one mechanical scan along y. The second one corresponds to the averaging of two scans along orthogonal directions, the third one to four
directions of translation, and the last one to 18 directions of translation. F. 3D PSF for a reconstruction using 18 rotations 10° apart and corrupted by noise (SNR = 40 dB). The −3 dB
width and −6 dB width of the isotropic PSF were 150 μm and 230 μm, respectively. G. Using the Wiener filter tuned with the known amplitude of the noise, this 3D PSF is reduced to
a 90 μm −3 dB width (135 μm for the−6 dB width), which is comparable to the native in-plane resolution.
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then be approximated by S(kx, ky, kz)− σ2. Therefore the implemented
Wiener filter can be expressed as:

Ŵ kx; ky; kz
� � ¼ 1

PSF kx; ky; kz
� � : S kx; ky; kz

� �
−σ2

S kx; ky; kz
� � : ð4Þ

The quantity PSF(kx, ky, kz) used in this implementation is equal to
the Fourier transform of the simulated PSF. The filtered UFD-T volume
was ultimately computed as follows:

ê x; y; zð Þ ¼ TF−1 Ŵ kx; ky; kz
� �

:S kx; ky; kz
� �h i

: ð5Þ

Theoretical resolution

The improvement brought by the Wiener filtering process was
quantified in order to determine the resolution of our technique. The
key value for such a quantification is the SNR of UFD-T, which was
evaluated to be 40 dB based on our experimental data. This very high
value was due to the fact that noise averaging was present at several
levels in the acquisition process: in the ultrafast power Doppler compu-
tation itself (averaging of 400 frames) and in the combination of the
different angles (averaging of 18 angles). The result is a very low noise
level, which in turn led to a very good performance of theWiener filter.
The Wiener filter offers a tradeoff between compression (in theory, in
the absence of noise, the PSF could be shrunk to a spatial Dirac by the
inverse filter) and distortion (in the presence of noise, theWiener filter
weighs the inverse filter based on the SNR). To compute the theoretical
resolution, the simulated PSF was corrupted by Gaussian white noise in
which the amplitude of the noise was 0.01 and the PSF amplitude was
equal to 1 (Fig. 1F). Then the Wiener filter was applied. Fig. 1G shows
a 90-μm−3 dBwidth and a 135-μm−6 dBwidth afterWiener filtering,
which corresponds to the final resolution.

Animal preparation

All animals received humane care in compliance with the European
Communities Council Directive of 2008 (2008/0211), and the studywas
approved by the institutional and regional committees for animal care.
Adult Sprague Dawley rats aged 4–6weeks underwent surgical craniot-
omy and implant of ultrasound-clear plastic prosthesis. Anesthesia was
induced with 2% isoflurane and maintained by ketamine/xylazine (80/
10 mg/kg), while body temperature was maintained at 36 °C with a
heating blanket (Bioseb, France). A sagittal skin incision was performed
across the posterior part of the head to expose the skull. Parietal bones
were removed by drilling rectangular flaps and gently moving the bone
away from the dura mater. Half of the frontal bone was similarly
removed, thus exposing the cortex comprised between the olfactory
bulb and the cerebellum, from Bregma +2 to Bregma −8 mm, with a
maximal width of 14 mm. A plastic sheet of polymethylpentene was
sealed in place with acrylic resin (GC Unifast TRAD) and residual space
was filled with saline. We chose to open a large window in order to
observe the whole neocortex and underlying structures. The choice to
perform a large craniotomy rather than a thinned skull approach as
performed in Osmanski et al. (2014b) was made to provide the best
possible imaging conditions for 4D brain atlas acquisition. This type of
surgery enabled cerebral imaging in the same rat for an extended exper-
imental period of several months. Particular care was taken not to tear
the dura in order to prevent cerebral damage. Animals recovered
quickly, and after a conservative one-week rest period they were used
for ultrasound data acquisition. In recording sessions, rats were
anesthetized with isoflurane and ketamine/xylazine, with the head
fixed in a stereotaxic frame and body temperature kept constant.

Data processing

Eighteen volumes with a rotation step size of 10° were acquired
in vivo in a rat brain with the UFD-T system. Each volume was made
of 65 Power Doppler (PW) images obtained as described in the Ultra-
sonic acquisition sequence subsection. Those volumes were interpolat-
ed to achieve an isotropic 50-μm-wide voxel sθ(x′, y′, z′). Each volume
was rotated around the Oz axis to recast all the data in the lab frame
coordinates (x, y, z):

sθ x; y; zð Þ ¼ ROTxOy:sθ x0; y0; z0ð Þ: ð6Þ

Due to the lack of information concerning the precision of assembly
of the transducer array in the plastic body of the probe, we could not be
sure that the geometric center of the array coincidedwith the geometric
center of the plastic body, and therefore with the geometric center of
the rotation. The consequence of such misalignment was an apparent
circular shift of the imaged structures in the xOy plane for the different
angles θ. This was taken into account by calculating the correlation in
the xOy plane for each depth of a volume sθ with the reference volume
sθ = 0° and the median x lag xθ

0 and y lag yθ
0 for each angle theta.

The set of points (xθ0, yθ0)was thenfitted on a circle using theKasameth-
od (Kasa, 1976) to take into account the a priori knowledge that the shift
was circular and to smooth possible errors induced by the 2D correlation.

x0θ ; y
0
θ

� �
→
circle fit

x̂0θ ; ŷ
0
θ

� �
ð7Þ

In the end the eighteen volumes were registered and summed to
give

s x; y; zð Þ ¼
X8
i¼ −9

sθ¼i:10� x−x̂0θ ; y−ŷ0θ ; z
� �

ð8Þ

s(kx,ky,kz) was then computed after a Tukey-window apodization of
s(x,y,z), onto which the deconvolution filter was applied to produce
the final UFD-T volume ê(x, y, z). Direct volume rendering of ê was
performed using Amira® (Visualization Sciences Group, FEI).

Spectral processing and blood speed profile calculation

If we consider the raw complex valued data cθ(x′, y′, z′, t) before the
PW Doppler calculation, in each imaging plane a time/frequency
description (spectrogram) of this signal can be calculated as:

Sθ x0; y0; z0; f ; t0ð Þ ¼
Zt0þtw

t0

cθ x0; y0; z0; tð Þ:e− j2π f t :H t− t0 þ tw
2

� �� �
:dt

�������

�������

2

: ð9Þ

In this equation tw is the temporal length of the Hann window H
used to compute the Fourier transform. This calculation was used to
compute the spectrograms in Fig. 8.

Speed selection before PW Doppler calculation

After SVD filtering of raw data acquisitions, we could optionally
apply several band-pass frequency filters (6th order Butterworth
band-pass filter), each giving access to maps of blood flow in different
velocity ranges. Afterward, the filtering PW Doppler calculations were
conducted. As each frequency bandwidth corresponded to a different
range of blood-flow velocities (Bonnefous and Pesqué, 1986), it
provided interesting insight into the spatial organization of different
kinds of vessels (high flow in large arteries and low flow in arterioles
and venules). This separation based on the blood speed is presented in
Fig. 8E.
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Power Doppler 4D imaging

The following concerns only Supplementary Video 2. After spatiotem-
poral filtering, a 6th order Butterworth temporal high-pass filter was used
to select only the energy of red blood cells moving faster than 1 cm/s. In
sodoing, amarked change in PWDoppler levelwas obtainedduring systole
and diastole. For each acquisition, the successive cardiac cycles were regis-
tered and averaged to obtain the PW Doppler temporal dynamics during
one cardiac cycle. This created PW Doppler 3D volumes evolving over
time. These 3D power Doppler volumes were individually filtered using
theWiener deconvolution filter, resulting in a 3D PWDoppler that evolved
with time, with isotropic spatial resolution of 100 μm and a temporal reso-
lution of 10 ms. This 4D volume is presented in Supplementary Video 2.

Result

Ultrafast Doppler imaging alone yields high but anisotropic spatial resolution

The concrete limitation of a simple 2D UFD acquisition in terms of
the resolution in elevation is presented in Fig. 2, which depicts central
images of two volumes thatwere acquiredwith two orthogonal transla-
tion directions and inwhich the vascular network of a rat brain in vivo is

visible. In both cases the resolution in the imaging plane is high, but the
resolution in the direction of the mechanical translation is deteriorated
by the probe's low resolution in elevation (see Material and Methods
section). In the case of acquisitions in the coronal XZ plane (Fig. 2A),
small cortical arteries or deep ventral thalamic arteries could be
observed in the coronal section (Fig. 2B), but resolution was highly
deteriorated when the acquisition volume was observed in sagittal
sections (Fig. 2C): the only vessels that were clearly discernible were
the azygos pericallosal artery and the superior sagittal and straight
sinuses. On the contrary, when the acquisition in the parasagittal YZ
planes (Fig. 2D) were observed in sagittal sections of the volume
(Fig. 2F), very small and deep vascular structures such as the median
mesencephalic arteries or the dorsal periaqueductal arteries were
observed, whereas almost nothing was distinguishable in coronal
sections of the volume (Fig. 2E).

Fig. 2. Influence of the limited out-of-plane resolution. Scale bars: 1 mm. A. Acquisitions
(pink rectangles) were performed as XZ coronal sections and the mechanical translation
was conducted along the Y axis. B. 2D coronal image (blue rectangle) of the cerebral vas-
culature in the volume acquired in A: radial cortical vessels are precisely delineated, as
well as deeper blood vessels in the hippocampus or thalamus. C. 2D sagittal image of the
cerebral vasculature in the volume acquired in A: except for very large vessels, such as
the venous sinuses or the pericallosal artery, the resolution of blood vessels is completely
lost. D. Acquisitions (pink rectangles) were performed as YZ parasagittal sections and the
mechanical translation was conducted along the X axis. E. 2D coronal image (blue rectan-
gle) of the cerebral vasculature in the volume acquired inD: complete loss of resolution. F.
2D sagittal image of the cerebral vasculature in the volume acquired in D.

Fig. 3. Schematic representation of the acquisition and filtering process. Images on the left
represent an XY transverse section of each raw volume sθ(x, y, z). On the right, the raw
summation of all the acquisitions performed at different angles (top), its 3D Fourier transform
and the Fourier filtering process (middle) taking the 3D PSF into account, and the final result
with improved resolution (bottom), are shown. Scale bar: 2 mm.
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High 3D isotropic spatial resolution using ultrafast Doppler tomography
and the Wiener reconstruction

Raw data examples from one rat brain, displayed in transverse XY
sections, are shown in Fig. 3: before summation, each volume sθ(x,y,z)
(see Material and methods section) was rotated back into the lab
frame coordinates (x,y,z). Those transverse sections therefore repre-
sented the same vascular structures observed using different scanning
orientations. It is interesting to note that the transverse sections of
blood vessels appeared oblong in the Y′ direction, as predicted by our
simulated PSF study. After summation, while vascular structures
appeared to be more isotropic, the resolution was not recovered. It
was only after Fourier domain filtering that the 100-μm resolution
was recovered, in accordance with our simulation study (see Material
and Methods section).

A precise qualitative comparison between raw summation and
Wiener filtering is presented in Fig. 4: the raw summation resulted in
blurry structures and itwas difficult to distinguish two vessels, especially
in situations in which one small vessel was close to a large one. The
Wiener filter provided efficient deconvolution with a low level of
noise. The Wiener filter approach was consequently validated for the
reconstruction of in-vivo 3D UFD-T data. In Fig. 4B it can be noted that
several vessels became discernible after filtering, whereas they were
undetectable in Fig. 4A.

The limits of resolution were quantified both in the XY and in the XZ
(equivalent to YZ) planes and results are shown in Fig. 5. The minimal
distance required to distinguish two vessels appeared to be ~145 μm,
while certain isolated vessels had a width at half maximum of ~80 μm
in theXZplane and of ~100 μm in theXY plane. Given the initial optimal
resolution of the UFD-T techniquewithoutWiener filtering (~100 μmat
−3 dB), these results illustrate the benefits of applying a 3D Wiener
filter to UFD-T.

In vivo rat whole-brain anatomical description

Fig. 6 summarizes the capabilities of UFD-T in terms of in vivo angio-
graphic detection. Projections of 1-mm-thick slices were extracted from
a UFD-T volume and compared against a reference in terms of rat blood
vessel description, i.e., the Scremin chapter in The Rat Nervous System
(Paxinos, 1995), which was obtained using a casting technique based
on the injection of tainted neoprene into the arterial and venous system.
The main sinuses, i.e., the superior sagittal sinus, the inferior sagittal
sinus and the straight sinus were easily observable in a medial sagittal
section (Fig. 6a). The corpus callosum occupied an area without blood
vessels, and one can follow the path of the anterior cerebral artery to
the azygos anterior cerebral artery and the azygos pericallosal artery.
While the latter are big vessels, many smaller vessels could also be
observed, such as the dorsal periaqueductal arteries, themedianmesen-
cephalic arteries and the thalamo-perforating arteries, irrigating respec-
tively the superior colliculus, mesencephalon and medial thalamic
nuclei. In a more lateral section (Fig. 6e), subcortical and cortical pene-
trating arteries were observable, as well as the big longitudinal hippo-
campal artery providing the main blood supply to the hippocampus.
The anterior and posterior striate arteries, which irrigate the caudate
putamen, were also well depicted.

The eight coronal sections presented in Fig. 6i–p are approximately
the same as the eight sections presented in (Scremin, 1995) and depict
the same arteries. In the rostral part (Fig. 6i–k), the anterior, medial and
posterior striate arteries were observable. In themedial part (Fig. 6l–n),
the vascular network of the hippocampus was clear, as were the dorsal
and ventral thalamic arteries. The two anterior choroidal arteries,
branching from the internal carotids, were clearly depicted. In the
most caudal regions (Fig. 6o–p), the lateral and dorsal periaqueductal
arteries, which irrigate the superior colliculus, and the posterior lateral

Fig. 4. Comparison between A. raw summation and B. Wiener filtering. In A, vascular
structures have a large spatial extent and it is difficult to accurately assess the number
of blood vessels, e.g., in the bottom-left corner of the image. Blood vessels that are indistin-
guishable in A become discernible using the Wiener filter (cyan arrows). Scale bar: 1 mm.

Fig. 5. Resolution evaluated in a 200-μm-thick slice of the 3D volume. A. Region of interest
(ROI) in an XZ section. The resolution was quantified by selecting the two closest vessels
within the ROI (blue line) and the thinnest vessel observable in the ROI (green line). B. In-
tensity profile along the blue line in A, in which the two-vessel section was fitted with
Gaussian functions. C. Intensity profile along the green line in A, in which one vessel sec-
tion was fitted with a Gaussian function. D. ROI in an XY section, in which the resolution
was quantified by selecting the two closest vessels within the ROI (purple line) and the
thinnest vessel observable within the ROI (orange line). E. Intensity profile along the pur-
ple line in D, in which the two-vessel section was fitted with Gaussian functions. F. Inten-
sity profile along the orange line in D, in which one vessel section was fitted with a
Gaussian function.
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choroidal arteries and longitudinal hippocampal arteries, which stem
from the posterior cerebral artery, were clearly visible.

The eight transverse sections presented in Fig. 6q–x are of striking
importance because they are the first transverse sections of the rat vas-
cular network ever obtained with an ultrasound modality. Indeed the
resolution in XY transverse sections is conditional upon the tomograph-
ic approach. In the first layers, one can observe the cross section of nu-
merous cortical blood vessels (Fig. 6q). Fig. 6r shows, with an
unprecedented resolution for an in vivo imaging modality, the parallel
organization of the transverse hippocampal arteries stemming perpen-
dicularly from the longitudinal hippocampal artery as described in
(Coyle, 1978). Deeper in the volume, the vessels surrounding the supe-
rior colliculus and their branches penetrating inside can be observed
(Fig. 6t–u). Another important result is the depth of penetration of ul-
trafast Doppler Imaging, which enabled the observation of an almost
complete arterial circle (Circle ofWillis) (Fig. 6x), including the superior
cerebellar arteries, the posterior cerebellar arteries, the posterior com-
municating arteries, the internal carotid, and the partial observation in
that section of the anterior cerebral arteries.

All of these cross sections showed that UFD-T is a whole-brain-
capable 3D vascular imaging modality with high resolution (100 μm)
and even higher detection abilities: some of the vessels depicted here
weremuch smaller than 100 μm(for example cortical penetrating arter-
ies are generally between 50 and 100 μm, and transverse hippocampal
arteries between 30 and 70 μm). Finally, UFD-T allowed for a combina-
tion of penetration depth and resolution unprecedented for an in vivo
angiographic method, and provided results comparable to ex vivo
casting techniques with a detection ability roughly limited to vessels
larger than 50 μm in diameter.

High-quality 3D reconstruction of the rat whole-brain vasculature

UFD-T offers angiographic and complete 3D rendering abilities that
can compete with state-of-the-art 3D vascular imaging techniques.
Casting techniques often require complex perfusion protocols and sam-
ples that are cut in slices, which can result in damages and also dramat-
ically complicate the vascular 3D reconstruction. UFD-T implemented in
conjunction with the Wiener filter allowed for the direct acquisition
and rendering of an entire 3D volume. This 3D rendering offered several
advantages: an arbitrary cutting plane, segmentation of anatomical
structures to isolate only the supplying vascular network and better ar-
chitectural understanding of the vascular structures. This is illustrated
in Fig. 7 and Video 1, which show views of a 3D rendering of the vascu-
lar network of a rat brain. In Figs. 7A and B,which represent views of the
whole volume from the back and the front, respectively, one can appre-
ciate the profusion of blood vessels depicted by the UFD-T technique:
cortical blood vessels are the most numerous since they are in the first
layers of the tissue where absorption of the ultrasound is very low,
but deep vessels are also well depicted, e.g., around and inside the thal-
amus. The 3D vascular network supplying the hippocampus is depicted
in blue in Fig. 7C: the longitudinal hippocampal artery and its perpen-
dicular ramifications (transverse hippocampal arteries) are visible, as
well as the hippocampal venous system that lies on the opposite side.
The structure of the vascular supplying network of the hippocampus
can be assessed, showing how the blood vessels wrap around the
curved shape of this particular structure. The deep structures were
also isolated (orange) to improve readability and render the Circle of
Willis, and to highlight how the hippocampal network is connected to
the deep vessels. In Fig. 7D, a small portion of the caudal part of the vas-
cular network was depicted to improve readability: the straight sinus is
clearly visible, as well as cortical and supra-collicular vessels.

4D hemodynamics assessment of the rat whole-brain vasculature

In addition to high 3D resolution, UFD-T also offers an intrinsically
high temporal resolution. Fig. 8 illustrates how several quantities can

be extracted from a single ultrafast Doppler acquisition, in addition to
the Power Doppler image. For instance, Fig. 8B shows how the cardiac
pulsations (red arrows) can be extracted from the tissue pulsatility
obtained by analyzing the tissue motion in the entire imaging plane.
Additionally, blood-flow speed profiles can be retrieved in each voxel
of the 3D volume (Figs. 8C and D). This is particularly interesting for
conducting a comparison between the blood-flow speed profiles
extracted from various locations. For instance, in Fig. 8D, the blood
flow accelerations due to cardiac impulses (red arrows) are detected,
identifying this vessel as an artery, whereas in Fig. 8C, the blood flow
is not pulsatile, indicating that the depicted vessel can be identified as
a vein. This information was available throughout the entire UFD-T
volume, thus enabling the computation of blood-flow speeds in differ-
ent vessels and allowing for the discrimination between arterial and
venous flow.

Video 2 shows the evolution of the power Doppler signal, obtain-
ed after filtering for blood flows above a given speed (1 cm/s), when
sampled every 10 ms during one cardiac cycle in the entire 3D
volume. In this movie, one can observe both the increase in PW
Doppler during the cardiac systolic pulse and the small motion of
the vessels due to changes in blood pressure during the cardiac
cycle. Some veins can also be identified by their apparent non-
pulsatile dynamics.

Discrimination based on the blood-flow speed could also be con-
ducted, as presented in Fig. 8E. By applying a bank of band-pass filters
onto the signal after SVD spatiotemporal filtering, a range of blood-
flow speeds could be isolated, and, as a result, vessels could be selected
according to their size. Insights into the spatial organization of different
kinds of vessels (fast flow in large arteries and slow flows in arterioles
and venules) could be inferred, as each frequency bandwidth
corresponded to a different range of blood-flow velocities. Interestingly,
one can see that vessels could be easily depictedwith 1- to 2-mm/s flow
velocities and evenwith velocities lower than 1mm/s.Moreover, a clear
differentiation could be achieved between regions corresponding to
high speed (larger vessels) and low speed (small vessels). The 2-mm/s
to 4-mm/s region was strongly apparent in the overall cortical and hip-
pocampal areas, whereas larger vessels (16–18 mm/s) were clustered
near the surface of the cortex before dividing into smaller vessels in
deeper regions.

Discussion

In this study, UFD-T was introduced as a novel in vivo technique
for 4Dmicrovascular imaging and was demonstrated in small animal
brains. Based on ultrafast Doppler ultrasound imaging, UFD-T is
capable of providing high-sensitivity images at low speed flows (~1
mm/s), corresponding to small arterioles and venules of the brain.
In order to achieve an isotropic resolution using a linear probe, a to-
mographic scanning approach requiring successive translation/rota-
tion scans, in conjunctionwith a dedicated 3DWiener deconvolution
filter, was proposed. 3D rendering showed angiographic capabilities
competitive with state-of-the-art vascular imaging techniques and
also presented several additional advantages. It enabled the depic-
tion of rodent brain vasculature with high sensitivity (~1 mm/s),
high resolution (~100 μm3) and high penetration (N15mm)without
the use of a contrast agent. The technique also allowed for the crea-
tion of animal-specific vascular atlases. Since UFD-T is based on ul-
trafast Doppler imaging, a large quantity of information is available
when compared to conventional focused ultrasound. Using tech-
niques described in Bercoff et al. (2011) and Demené et al. (2014),
the temporal evolution of blood volume and blood-flow speed dur-
ing a cardiac cycle can be retrieved in each pixel of an ultrafast Dopp-
ler acquisition. This enables both the capture of hemodynamics
during one cardiac cycle and the calculation of parametric maps
that describe the hemodynamic state of the vascular network.
It gives access to time-resolved information on whole-brain
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hemodynamics with unprecedented temporal resolution (~1 ms).
This temporal resolution is of particular interest for small-animal im-
aging. Indeed, although magnetic resonance imaging made

tremendous progress in the last decade with the emergence of high
temporal and spatial resolution MR angiography (4D-MRA) in clinics
(Hadizadeh et al., 2014; Willinek et al., 2008), the temporal

Fig. 8. 4D capabilities of UFD-T: in each imaging plane, the Doppler signal has a high temporal resolution. A. Image of slice 14 acquired at the angle θ= 0°, showing the locations where
blood-flow speeds have been computed. B. In each slice, the global tissue motion (seeMaterial and methods) can be retrieved and corresponds to the cardiac pulsations. Using a spectro-
gram description of the Doppler signal, the blood speed profile can be retrieved in each pixel: C. in the large vein indicated by a cyan arrow, the blood flow profile is quite regular, with a
non-pulsatileflow; D. in the cortical artery indicated by a cyan arrow, the bloodflow is pulsatile (velocity peaks are indicated by red arrows). E. By using a bank of band-passfilters, several
ranges of speed can be selected and PW Doppler images constructed for each of these speed ranges. The image gain is the same for all six images.

Fig. 7. Several views of 3D rendering of a UFD-T volume. A. Back view and B. front view of the complete vascular network acquired with the UFD-T technique. C. Segmentation of the
hippocampus enabled the isolation of its vascular supplying network (in blue), and its connection to the deep vascular structures (in orange). Top is the back view, bottom is the
three-quarters front view, inset is the location of the hippocampus structureswithin thewhole vascular volume. D.Details of the supra collicular network and cortical arteries in the caudal
part of the acquisition. Top is the front view, bottom is the three-quarters back view, inset is the location of the volume within the whole vascular system.

Fig. 6. Representative 1-mm-thick slices of the UFD-T volume acquired in one rat. All coordinates are defined according to the Paxinos Atlas (Paxinos, 1995). From (a) to (h), parasagittal
sections centered respectively on lateral+0.25,+0.75,+1.75,+2.75,+3.75,+5.25,+5.65,+6.65. From (i) to (p), coronal sections centered on bregma+0.6,−0.4,−1.4,−2.4,−3.4,
−4.4, −5.4, −6.4. From (q) to (x), transverse sections centered on interaural +7.75, +6.75, +6.25, +5.75, +5.25, +3.75, +2.25, +0.75. For each series, the first image includes a
millimetric grid giving the coordinates as described in the Paxinos Atlas andwith regard to the bregma and the interaural points. Themain blood vessels are annotated, as are a few struc-
tures to help the orientation of the reader. Scale bar: 1 mm.
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resolution achieved in 4D-MRA imaging remains longer than one
cardiac cycle.

The method proposed in this study will lead to several applications.
The high temporal and spatial resolutions will provide a way to better
understand and potentially revisit fundamental phenomenon, including
cerebral autoregulation (Willie et al., 2014), for example after an insult,
such as a cardiac arrest or a stroke. In numerous studies, autoregulation
assessment is based on measurements of cerebral blood flow in one
location only (Kainerstorfer et al., 2015; Lee et al., 2011; Petersen
et al., 2015), whereas with our technique we envision the possibility
of assessing autoregulation in different specific areas of the brain. Addi-
tionally, the possibility of keeping the animal alive during imaging with
this kind of resolution opens a whole new field of applications in the
monitoring of angiogenesis in various experimental conditions, such
as longitudinal developmental studies, tumor injection or recovery
and vascular remodeling (Liu et al., 2014) after stroke, or reperfusion
following a drug injection such as rTPA. It will also be an interesting
tool for stroke studies, as it will provide vascular information on blood
flow dynamics, hyperperfusion and hypoperfusion, and resistivity
index during stroke. Beyondbrain applications, 4D ultrasound angiogra-
phy could be of particular interest for tumor vasculature studies in
small-animal models.

With the portability of ultrasound systems and the small size of
ultrasonic probes, the use of UFD-T could extend to high resolution 3D
imaging in awake animals. The extent of fUItrasound capabilities to
portable imaging on awake and freely moving animals has already
been done very recently with ultrafast Doppler imaging (Sieu et al.,
2015; Urban et al., 2015), establishing the relevance of fUltrasound to
neuroscience. While the paper from Urban et al. focuses on reproduc-
tion in awake animals of 2D fUS imaging results previously described
in anesthetized animals such as resting state functional connectivity
assessment (Osmanski et al., 2014b) and blood volume response in
the barrel cortex during whisker stimulation (Macé et al., 2011), the
study of Sieu et al. takes a step forward by presenting combined 3D
portable fUltrasound imaging and EEG recording in awake and freely
moving animals during absence seizures and behavioural tasks. Sieu
et al. provided several imaging planes by using a very light micro-
motor moving the ultrasound probe, which was mounted directly
onto the skull of a rat, and was the first attempt at achieving 3D
fUltrasound imaging in freely moving animals, although without
achieving the resolutions presented herein with the tomographic
approach. This setup (EEG + light motorized probes + fUltrasound)
allowed, for example, for the correlation of hemodynamics and electri-
cal activity during epileptic seizures in a selected strain of rat (GAERS)
modeling absence seizure, showing adverse effect according to the
spatial location in 3D. It also allowed for the correlation of fUltrasound
whole-brain imaging with theta oscillations during behavioral tasks in
rats in a maze, showing during locomotion a hyperperfusion in the
somato-sensory cortex and the hippocampus, and a hypoperfusion in
the ventral thalamus. This approach is a first step toward 4D
fUltrasound in freely moving rats.

It is also a required tool for the creation of animal-specific rodent
neurovascular atlases. While standard vascular atlases and templates
already exist, the most advanced approach for the construction of
whole-brain vascular atlases in small animals requires the combination
of 14 h of high-fieldMRI imaging and 2 h of μCT scans, both of which are
conducted in ex vivo brains (Dorr et al., 2007) with a 30-μm resolution.
However, we think that in some particular cases it could be helpful to
acquire an animal-specific vascular reference on the fly. This could be
particularly relevant when studying models for developmental disor-
ders, such as retarded growth, because growth cannot be approximated
by a simple scaling of the structures. The availability of high-quality,
on-the-fly whole-brain atlases will be vital in the emerging field of
fUltrasound, as it will strongly ease the matching and registration
between functional activity maps assessed by fUltrasound and the
structural atlases of the brain. Even if in-vivo MRI and CT can provide

3D vascular imaging (Lin et al., 2009; Starosolski et al., 2015), the
portability and versatility of an Ultrafast Ultrasound scanner will be an
advantage in functional studies.

4D ultrasound UFD-T angiography also has limitations. For instance,
attenuation tends to limit sensitivity at large depths (beyond ~15mmat
15 MHz) and thus may lower the precision at which structures such as
the Circle ofWillis can be delineated. Strategies aiming to increase ultra-
sonic energy without reducing the imaging frame rate are currently
being studied in our lab. Also, the necessity to trepan or at least to thin
the skull bone to facilitate transcranial propagation is a clear limitation
in the case of rat brain imaging. However, a large number of imaging
techniques presented as minimally invasive (such as the last four
columns of Table 1) are used for mouse brain imaging. Recent studies
from our group, which have not yet been published, demonstrate that
it is possible to perform very good transcranial acquisitions in mice
and young rats, as their skull bone is thinner. In that case, our technique
would be minimally invasive. Moreover, translation to clinical imaging
could be possible for some niche but particularly interesting applica-
tions, such as human newborn imaging in pediatric radiology, since
transfontanellar imaging of brain vasculature was recently acquired
with unprecedented quality via ultrafast Doppler imaging (Demené
et al., 2014).

A second limitation of our tomographic approach is the long acquisi-
tion time (typically 20 min of ultrasonic acquisition for the whole rat
brain, completed with ~2 h of signal processing). This limitation is due
in part to the acquisition of several cardiac cycles (~500 ms) for each
2D image. Nevertheless, even if this acquisition time is long, it remains
competitive when compared to MRI/μCT approaches, and can be
decreased by reducing the number of probe orientations, at the cost of
a lower, yet still high, reconstruction quality. Specifically, using 30°
steps instead of 10° steps resulted in an acquisition time reduced to
6 min. Further optimization of fast scanning sequences is the object of
ongoing work. Moreover, this acquisition time limitation is not a
physical bottleneck. Indeed, the future replacement of the tomographic
approach using motorized 1D linear probes by ultrafast imaging using
2D matrix probes will lead to 4D acquisitions at ultrafast frame rates
in real time, as recently demonstrated by our group in cardiac imaging
(Provost et al., 2014). Using 2D matrix probes, the acquisition time for
one-cardiac-cycle, 4D angiography could drop from 20 min down to
real time, i.e.,~300ms in rats. In the long term, the development of min-
iature ultrasonic matrix arrays equipped with miniaturized cables in
conjunction with the UFD-T reconstruction approach should allow for
the high-quality acquisition of the complete brain vascularization in
awake andmobile rats in less than one second, enabling the observation
of naturally occurring or induced vascular events in real time.

Supplementary data to this article can be found online at http://dx.
doi.org/10.1016/j.neuroimage.2015.11.014.
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> La communauté scientifique prend 
progressivement conscience de l’im-
portance d’aborder les questions de 
neurophysiologie par le biais d’ap-
proches globales qui puissent capturer 
de façon concomitante le traitement 
neuronal de l’information et les activi-
tés métaboliques du tissu nerveux. Les 
mécanismes fondamentaux impliqués 
dans le fonctionnement dynamique des 
réseaux neuronaux et leurs dysfonc-
tionnements pathologiques ne peuvent 
être déchiffrés que par leur intégra-
tion dans un contexte plus global : 
celui du codage de l’information par 
les neurones et de la bioénergétique 
des tissus reposant sur l’irrigation 
vasculaire [1]. En fait, les multiples 
rétroactions entre les activités élec-
triques et métaboliques représentent 
la règle plutôt que l’exception. Jusqu’à 
récemment, ces deux facettes du fonc-
tionnement cérébral n’ont été abor-
dées séparément que par manque de 
méthode appropriée pour accéder à 
une vision globale. Ceci a donc motivé 
le développement de stratégies expé-
rimentales mesurant simultanément 
ces différents paramètres dans des 
 conditions naturelles.

Équilibre et déséquilibres 
neuro-métaboliques
Afin d’explorer le cerveau sain, il est 
possible d’utiliser des techniques d’ima-
gerie cérébrale mesurant le métabo-
lisme et identifiant ainsi, de façon non 
invasive, les aires cérébrales activées 
par la réalisation d’une tâche cogni-
tive. Ces mesures indirectes de l’activité 
neuronale reposent sur le fait que la 
genèse de potentiels d’action dissipe 
les gradients ioniques de part et d’autre 
de la membrane cellulaire du neurone, 
et que les pompes transmembranaires 
qui rétablissent ces gradients consom-
ment de l’ATP. Lorsqu’une aire cérébrale 
est activée, une telle consommation 
énergétique provoque, avec un délai de 
l’ordre de la seconde, une vasodilatation 
des artères afin de fournir un surplus 
de glucose et d’oxygène. Ce mécanisme 
neuro-vasculaire, nommé « hyperémie1 
fonctionnelle » ou couplage neuro-
vasculaire, constitue ainsi une mesure 
dynamique des activités cérébrales à 
travers  l’ensemble du cerveau.
Réciproquement,  un déséquilibre 
entre l’activité des neurones et le 

1 Augmentation du flux sanguin dans une zone de l’organisme.

 métabolisme tissulaire est associé à un 
nombre croissant de pathologies. Des 
défauts de perfusion cérébrale brusques 
et localisés provoquent des pertes de 
capacités cognitives spécifiques (une 
perte de production de la parole, ou 
aphasie, lors d’un défaut de perfusion 
de l’aire de Broca par exemple), tandis 
qu’un défaut chronique et diffus est 
associé aux démences. Plus récem-
ment, il est apparu que la maladie 
d’Alzheimer débute par un défaut de 
couplage neuro-vasculaire, altérant la 
barrière hémato-encéphalique et dimi-
nuant la capacité à éliminer le peptide 
bêta-amyloïde [2, 
3] (➜).
Un autre exemple de 
déséquilibre entre 
activité vasculaire 
et activité neuronale est l’épilepsie. 
Toutes les épilepsies sont liées à une 
hyperactivité neuronale. Or on sait éga-
lement qu’un bas débit sanguin cérébral 
provoque des convulsions. Plus récem-
ment, dans un modèle de crise convul-
sive, il a été montré que l’inhibition de 
l’enzyme lactate déhydrogénase, pivot 
de la régulation métabolique, bloque 
les crises [4]. Pour les épilepsies avec 
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essentiellement aqueux, et les multiples 
compartiments contenant des tissus 
gras, comme la myéline. Des variations 
métaboliques sont observables à la sur-
face du cortex, en enlevant un volet 
osseux dans le crâne. Cette approche 
a permis par exemple d’observer, chez 
le rat, comment un foyer épileptique 
provoque un afflux sanguin au détriment 
des régions voisines [9]. Cette approche 
est facile à combiner avec des enregis-
trements EEG, relativement accessible, 
et permet éventuellement l’étude d’ani-
maux mobiles. Le volume exploré par ce 
type d’imagerie se limite toutefois à la 
surface du cortex.

EEG et imagerie ultrasonore 
fonctionnelle (fUS)
L’imagerie vasculaire cérébrale par 
Doppler ultrasonore ultrarapide pos-
sède des atouts permettant d’étudier 
l’animal éveillé mobile. Elle présente 
une excellente sensibilité grâce à un 
échographe ultrarapide permettant 
de réaliser plus de 10 000 images par 
seconde. Elle permet de détecter des 
fluctuations du débit sanguin 50 fois 
plus faibles que sur les échographes 
conventionnels. Avec cet échographe 
ultrarapide, un plan de 200 microns 
d’épaisseur peut être observé avec une 
résolution de 100-120 microns, jusqu’à 
une profondeur de 15 mm depuis la 
surface du cerveau, ce qui est suffisant 
pour étudier l’étendue dorso-ventrale 
du cerveau du rat adulte. En combi-
nant 200 images consécutives, on peut 
estimer en chaque point de l’image la 

EEG sharp wave-ripple3, supposés aider 
la coordination entre aires cérébrales, 
correspondent à une large activation 
du néocortex et du cortex limbique, et 
à une inhibition du diencéphale et du 
mésencéphale [8]. Cette approche a 
cependant ses limites. Outre la difficulté 
technique, sa sensibilité est limitée, 
imposant de moyenner de nombreux évé-
nements sans discerner leur variabilité. 
De plus, l’IRM est un appareil massif, 
nécessitant un approvisionnement per-
manent en hélium, dont la disponibilité 
reste limitée. Enfin, si l’immobilité du 
sujet dans l’IRM est une nécessité à 
laquelle il est possible de répondre par 
sédation chez le rongeur et par conten-
tion chez le primate (tout en maintenant 
la mobilité des membres supérieurs), 
elle limite cependant considérablement 
l’éventail des expériences possibles.
Une approche alternative consiste à 
utiliser l’imagerie optique pour obser-
ver les activités vasculaires cérébrales. 
En effet, l’oxy-hémoglobine est rouge, 
alors que la déoxy-hémoglobine est plus 
proche du bleu. En mesurant le spectre 
d’un faisceau lumineux qui diffuse à 
travers un volume de tissu, on peut 
donc estimer son irrigation et le niveau 
d’oxygénation du sang. Cependant, 
cette approche est limitée par la forte 
diffraction de la lumière dans le tissu 
nerveux, liée aux forts écarts d’indice 
optique entre le milieu extracellulaire, 

3 Les sharp-wave ripples (SPW-R) sont des événements élec-
trophysiologiques, spécifiques de l’hippocampe, composés 
d’ondes de grande amplitude associées à des oscillations 
rapides.

absence2, il a été découvert que les crises 
sont régulées par le neuropeptide Y 
qui est à la fois vasoconstricteur et 
angiogénique [5].

Concilier EEG avec IRM 
ou mesures optiques
Afin d’aborder des questions au niveau 
global neuro-métabolique, un dévelop-
pement technique complexe a consisté 
à adapter l’électroencéphalographie 
(EEG), permettant d’enregistrer l’activité 
électrique à la surface du crâne, pour 
la rendre compatible avec l’IRM (ima-
gerie par résonance magnétique) [6]. 
L’IRM fonctionnelle (mesurant le signal 
BOLD, blood-oxygen-level dependent) 
estime la distribution sanguine en se 
basant sur l’aimantation de l’hémo-
globine [7]. Sa sensibilité et sa réso-
lution augmentent avec l’intensité du 
champ magnétique utilisé. Cependant, 
les mesures obtenues sont difficiles à 
corréler directement avec un enregistre-
ment électrique neuronal, car les champs 
magnétiques intenses utilisés par l’IRM 
génèrent des courants électriques 
induits qui brouillent la détection des 
activités électriques physiologiques de 
faible amplitude. Des appareils EEG spé-
cifiques ont donc été développés pour 
limiter au maximum les artéfacts causés 
par le champ magnétique. Appliquée 
au singe, cette technique a permis, par 
exemple, de montrer que les événements 

2 Décharge épileptique associée à une altération de la 
conscience d’environ 10 secondes, une « absence » durant 
laquelle le regard devient fixe et aucune réaction n’est 
observée.

Figure 1. Préparation chirurgicale d’un rat 
pour EEG-fUS. La calotte osseuse est résé-
quée, suivant la ligne pointillée rouge en 
vue de dessus, et remplacée par une pro-
thèse plastique perméable aux ultrasons. 
Après quelques jours de récupération, trois 
écrous sont disposés autour de la fenêtre 
pour fixer la sonde ultrasonore. Le support 
de la sonde est motorisé, mais le poids 

total n’empêche pas le mouvement de l’animal. L’échographe relié à la sonde produit un plan image du réseau vasculaire, dont on estime en 
chaque point les variations de flux sanguin par rapport au niveau moyen. EEG : électroencéphalographie ; fUS : imagerie ultrasonore fonctionnelle 
(adapté de [10]). 
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L’approche globale neuro-métabolique 
au moyen de l’EEG couplé au fUS permet 
notamment d’étudier l’activation des aires 
cérébrales dans des tâches de navigation 
spatiale, en relation avec les activités 
rythmiques détectées par l’EEG et asso-
ciées à la mémoire spatiale (Figure 2A). 
L’absence de sédation permet de s’inté-
resser à des pathologies qui y seraient 
sensibles, comme les épilepsies (Figure 
2B). Les prochains développements tech-
niques, tels que l’imagerie simultanée 
de plusieurs plans ou le couplage aux 
techniques optiques grâce à la fenêtre 
transparente, devraient aider à aborder 
avec une efficacité accrue les questions de 
codage neuronal de l’information et des 
pathologies neuro-vasculaires. ‡
Simultaneous recording of neuronal 
and vascular dynamics in mobile 
animals
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distance à l’aide d’un moteur (Figure 1). 
Le volume ainsi accessible comprend le 
système nerveux central situé entre les 
bulbes olfactifs et le cervelet, qui inclut 
cortex, thalamus et hippocampe.
Les avantages de la méthode ultraso-
nore sont significatifs par rapport aux 
autres techniques d’exploration fonc-
tionnelle. La sensibilité est fortement 
accrue puisqu’on peut suivre en direct 
l’hémodynamique fonctionnelle, dans 
toute sa variabilité. La sonde étant 
d’une taille de l’ordre du centimètre, 
avec un câble souple pouvant atteindre 
2 mètres, l’animal peut bouger la tête 
et se mouvoir dans un environnement 
de test comportemental. Les ultrasons 
ne perturbent pas le champ électroma-
gnétique généré par l’activité cérébrale, 
permettant des enregistrements simul-
tanés de l’EEG sans artefact et avec 
du matériel standard. Enfin le coût et 
la maintenance de l’équipement sont 
largement inférieurs à ceux de l’IRM et 
comparables aux approches optiques.

quantité de particules  échogènes en 
mouvement, autrement dit les cellules 
sanguines, et particulièrement les glo-
bules rouges. Leur concentration étant 
homogène, la mesure indique le volume 
local du réseau sanguin, qui est norma-
lisé par rapport à un niveau moyen sur 
une période de référence. Mis à part les 
effets liés au battement cardiaque, les 
variations se produisent sur une échelle 
de temps de l’ordre de la seconde. La 
distorsion des ultrasons par la voûte 
crânienne impose de s’affranchir de 
la barrière osseuse. Pour la mise au 
point, nous avons réalisé des expé-
riences aiguës sur le rat, au moyen d’une 
trépanation. Pour conserver largeur et 
profondeur du champ d’observation, 
augmenter la durée d’expérimenta-
tion ainsi que l’éventail des protocoles 
expérimentaux, la calotte crânienne est 
maintenant remplacée par un film de 
polymère [10]. Un système mécanique 
permet d’attacher une sonde minia-
turisée sur la tête et de la déplacer à 

Figure 2. Navigation spatiale et crises épilep-
tiques. Les plans d’imagerie, coronaux, sont 
indiqués sur les vues de côté du cerveau dans 
les encadrés. A. L’animal court d’un bout à 
l’autre d’un couloir de 2 mètres pour trouver 
de l’eau. On enregistre l’EEG de l’hippocampe 
au rythme thêta (6-9Hz, associé au traite-
ment de l’information spatiale) et la position 
de l’animal. Par fUS, on image un plan fixe 
incluant l’hippocampe, pendant les périodes 
de mobilité (boîtes rouges). Les séquences 
d’images sont alignées par rapport au moment 
où l’animal passe au milieu de la piste, au 
maximum du thêta. La série d’images montre 
la variation de volume sanguin pour des inter-
valles de temps de allant de -1s à +3s. Hippo-
campe, cortex somatosensoriel (codant pour 
les informations provenant de la surface du 
corps) et thalamus dorsal sont activés, alors 
que le thalamus ventral est hypoperfusé. B. 
Crises d’absence spontanées chez le rat GAERS 
(genetic absence epilepsy in rats from Stras-

bourg) éveillé, un modèle d’épilepsie absence [11]. La sonde enregistre chaque plan pendant une dizaine de minutes, tandis que des électrodes 
corticales à droite et à gauche détectent les crises généralisées. La comparaison des images prises pendant ou entre des crises révèle que les 
crises sont associées à une hyperactivité du cortex somatosensoriel et des aires thalamiques, tandis que des aires corticales voisines et le striatum 
présentent une vasoconstriction. EEG : électroencéphalographie ; fUS : imagerie ultrasonore fonctionnelle (adapté de [10]).
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> Une récente étude [1] a permis de 
mettre à jour de nouveaux types cellu-
laires au sein de l’épithélium intestinal. 
Au-delà de son intérêt en physiologie 
digestive, ce travail princeps ouvre une 
voie nouvelle dans la caractérisation de 
l’identité cellulaire qui pourrait se révé-
ler féconde tant en recherche fonda-
mentale que pour la meilleure compré-
hension des processus pathologiques.

L’épithélium intestinal : 
tissu complexe et outil de recherche
L’épithélium intestinal constitue la 
principale interface de l’organisme 
avec son environnement extérieur. Sa 
surface totale atteint les 200 m2. Il 
s’agit du tissu disposant du plus haut 
taux de renouvellement de l’organisme, 
avec un cycle de renouvellement de 3 à 
5 jours [2].
Au niveau de l’intestin grêle, l’épithé-
lium présente une structure en cryptes 
et villosités (Figure 1). Les cryptes qui 
sont des invaginations dans le stroma 
sous-jacent, constituent le compar-
timent de prolifération. Les villosités, 
qui sont des protrusions dans la lumière 
intestinale, ne portent, quant à elles, 

que les cellules différenciées exerçant 
des fonctions particulières. Le renouvel-
lement de l’épithélium s’effectue selon 
un schéma en tapis roulant, du fond des 
cryptes, où se concentrent les cellules 
souches, jusqu’à l’apex des villosités où 
les cellules différenciées se détachent 

par exfoliation. Les cellules souches 
donnent naissance à des cellules pro-
génitrices. Ces cellules prolifèrent de 
manière très active au niveau du com-
partiment d’amplification transitoire, 
dans les parois des cryptes. Les cel-
lules produites cessent de proliférer et 

Figure 1. Structure de l’épithélium  de l’intestin grêle et différents types cellulaires.
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Appendix E

Supplementary Tables

.

Tissue Density (kg/m3) Speed (m.s−1) Acoustic Impedence kg/m2/s

Grease 0.92 x 103 1446 1.33 x 106

Muscle 1.07 x 103 1542 - 1626 1.65-1.74 x 106

Blood 1.06 x 103 1566 1.66 x 106

Bone 1.38-1.81 x 103 2070 - 5350 3.75-7.38 x 106

Brain 1.03 x 103 1505 - 1612 1.55-1.66 x 106

Liver 1.06 x 103 1566 1.66 x 106

Kidney 1.04 x 103 1567 1.62 x 106

Lung 0.40 x 103 650 0.26 x 106

Air 1.2 x 103 333 0.4 x 106

Distilled Water 1.00 x 103 1480 1.48 x 106

Table E.1 – Acoustic Parameters in different human organs in comparison with air
and reference media Adapted from [Berson, 2000].

Frequency (MHz) Axial Resolution (mm) Penetration (mm)

2 3 0.77
3.5 170 0.44
5 120 0.31
7.5 80 0.20
10 60 0.15

Table E.2 – Indicative Values of Axial Resolution and Maximal Depth Penetration
for various Ultrasound Emission Frequencies. Adapted from [Rohling, 1998].
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Theta rhythm is a prominent oscillatory pattern of EEG strongly associated with active lo-
comotion and REM sleep. While it has been shown to play a crucial role in communication
between brain areas and memory processes, there is a lack of extensive data due to the dif-
ficulty to image global brain activity during locomotion behavior. In this thesis, I developed
an approach that combines local field potential recordings (LFP) and functional ultrasound
imaging (fUS) to unrestrained rats. For the first time, I could image the hemodynamic re-
sponses associated with theta rhythm in most central nervous system (CNS) structures,
with high spatial (100 x 100 x 400 µm) and temporal (200 ms) resolutions. During running
and REM sleep, hemodynamic variations in the hippocampus, dorsal thalamus and cortices
(S1BF, retrosplenial) correlated strongly with instantaneous theta power, with a delay rang-
ing from 0.7 to 2.0 s after theta peak. Interestingly, mid (55-95 Hz) and high gamma (100-150
Hz) instantaneous power better explained hemodynamic variations than mere theta activ-
ity, while low-gamma (30-50 Hz) did not. Hippocampal hyperaemia followed sequentially the
trisynaptic circuit (dentate gyrus - CA3 region - CA1 region) and was considerably strength-
ened as the task progressed. REM sleep revealed brain-wide tonic hyperaemia, together with
phasic high-amplitude vascular activation starting in the dorsal thalamus and fading in cor-
tical areas, which we referred to as “vascular surges”. Strong bursts of hippocampal high
gamma (100-150 Hz) robustly preceded these surges, while the opposite was not true. Taken
together, these results reveals the spatio-temporal dynamics of hemodynamics associated with
locomotion and REM sleep and suggest a strong link between theta, high-gamma rhythms
and brain-wide vascular activity.

Le rythme thêta est un rythme cérébral associé à l’activité locomotrice et au sommeil para-
doxal. Bien que son implication dans la communication entre régions du cerveau et pro-
cessus mnésiques ait largement été démontrée, il persiste un manque de données exten-
sives dû à la difficulté d’imager l’ensemble de l’activité cérébrale dans des conditions na-
turelles de locomotion et d’exploration. Dans cette thèse, j’ai développé une approche qui
combine l’enregistrement des potentiels de champs locaux à l’imagerie ultrasonore fonction-
nelle (fUS) sur l’animal en mouvement libre. Pour la première fois, j’ai pu révéler les réponses
hémodynamiques associées au rythme thêta dans la plupart des structures du système nerveux
central avec de bonnes résolutions spatiale (100 x 100 x 400 µm) et temporelle (200 ms). Pen-
dant la locomotion et le sommeil, les variations hémodynamiques de l’hippocampe, du thala-
mus dorsal et du cortex (retrosplenial, somatosensoriel) corrèlent fortement avec la puissance
instantanée du signal thêta hippocampique, avec un décalage temporel variant de 0.7 s à 2.0 s
selon les structures. De manière intéressante, les rythmes gamma hippocampiques moyen (55-
95 Hz) et rapide (100-150 Hz) expliquent la variance des signaux hémodynamiques mieux
que le seul rythme thêta, alors que le rythme gamma lent (30-50 Hz) est non pertinent.
L’hyperémie fonctionnelle de l’hippocampe suit séquentiellement la boucle tri-synaptique
(gyrus denté - région CA3 - région CA1) et se renforce considérablement à mesure que la tâche
progresse. Lors du sommeil paradoxal, j’ai observé une hyperémie tonique globale ainsi que
des activations phasiques de grande amplitude initiées dans le thalamus et terminant dans les
aires corticales, que nous avons appelées “poussées vasculaires”. De fortes bouffées d’activité
gamma rapide (100-150 Hz) précèdent de manière robuste ces poussées vasculaires, l’inverse
n’étant pas vrai. Dans l’ensemble, ces résultats révèlent la dynamique spatio-temporelle des
signaux hémodynamiques associés à la locomotion et au sommeil paradoxal et suggèrent un
lien fort entre rythmes thêta, gamma rapide et activité vasculaire globale.
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